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Abstract

Sudden cardiac death is one of the leading causes of mortality in the western world. One of the main factors is myocardial ischaemia, when there is a mismatch between blood demand and supply to the heart, which may lead to disturbed cardiac excitation patterns, known as arrhythmias. Ischaemia is a dynamic and complex process, which is characterised by many electrophysiological changes that vary through space and time. Ischaemia-induced arrhythmic mechanisms, and the safety and efficacy of certain therapies are still not fully understood. Most experimental studies are carried out in animal, due to the ethical and practical limitations of human experiments. Therefore, extrapolation of mechanisms from animal to human is challenging, but can be facilitated by in silico models. Since the first cardiac cell model was built over 50 years ago, computer simulations have provided a wealth of information and insight that is not possible to obtain through experiments alone. Therefore, mathematical models and computational simulations provide a powerful and complementary tool for the study of multi-scale problems.

The aim of this thesis is to investigate pro-arrhythmic electrophysiological consequences of acute myocardial ischaemia, using a multi-scale computational modelling and simulation framework. Firstly, we present a novel method, combining computational simulations and optical mapping experiments, to characterise ischaemia-induced spatial differences modulating arrhythmic risk in rabbit hearts. Secondly, we use computer models to extend our investigation of acute ischaemia to human, by carrying out a thorough analysis of recent human action potential models under varied ischaemic conditions, to test their applicability to simulate ischaemia. Finally, we combine state-of-the-art knowledge and techniques to build a human whole ventricles model, in which we investigate how anti-arrhythmic drugs modulate arrhythmic mechanisms in the presence of ischaemia.
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Chapter 1

Introduction

1.1 Motivation

Sudden cardiac death accounts for an estimated 300 000 deaths in the United States and upwards of 60 000 deaths in the United Kingdom, each year [Papadakis et al., 2009]. One of the major causes of cardiac arrest is coronary artery occlusion, reducing the supply of blood to the heart, and resulting in a phenomenon known as acute myocardial ischaemia. In 2008 in the UK, over 12 500 people under the age of 65 died from coronary heart disease, also known as ischaemic heart disease. That is equivalent to about 35 people per day [Scarborough et al., 2010]. Most cardiovascular deaths occur due to arrhythmias, disturbed excitation patterns of the heart. There are different types of arrhythmias, but the most lethal one is ventricular fibrillation (VF), when many chaotic self-sustained rotors of activation occur. Death arises within minutes if left untreated. VF is often preceded by ventricular tachycardia (VT), characterised by an abnormally high heart rate.

Anti-arrhythmic drugs constitute first line therapy for patients suffering from abnormal heart rhythms, often in combination with electrical therapy [Guarnieri et al., 1987; Tacker et al.,
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Despite the proven efficacy of anti-arrhythmic drugs in most patients [Wichter et al., 1992], cases of lethal side-effects cannot be ignored. Clinical trials, such as the Survival With ORal D-Sotalol (SWORD) and Cardiac Arrhythmia Suppression (CAST) trials, have demonstrated that administration of certain anti-arrhythmic drugs was associated with increased mortality in certain patients [Waldo et al., 1996; Ruskin, 1989]. Dissecting key underlying mechanisms, particularly in patients with an existing pro-arrhythmic substrate, is urgently needed to improve patient risk stratification, management, and development of improved anti-arrhythmic therapy. One of the possible risk factors is ischaemia, as was shown in a recent study where anti-arrhythmic drugs were prescribed to patients, and the cohort suffering from coronary artery disease displayed increased hospitalisation and death [Steinberg et al., 2014].

Ischaemia increases electrophysiological heterogeneities across the heart and the likelihood of developing cardiac arrhythmias [Kimura et al., 1986]. Ischaemic cells are less excitable due to the mismatch between blood demand and supply. Therefore, their electrophysiological activity is significantly altered. Ischaemic changes vary through time, as the duration of the mismatch increases, and spatially, as a gradient in properties develops between the normal and ischaemic tissue. Various important electrophysiological properties are altered during ischaemia: the time between activation and repolarisation of a cell, referred to as the action potential (AP) duration (APD), the time frame during which the cell cannot be excited, referred to as the effective refractory period (ERP), the time lag between the cell recovering and being able to excite again, referred to as post-repolarisation refractoriness (PRR) and the speed of propagation of the excitation wavefront, also known as conduction velocity (CV). Heterogeneities in repolarisation and refractoriness properties between the normal and ischaemic tissue significantly increase the likelihood of developing arrhythmias, namely VT through a figure-of-eight reentry around the ischaemic region [Janse et al., 1986; Ferrero et al., 2003]. Due to limitations of current methods and the complexity of ischaemia, there is a need to develop new techniques to measure and
characterise the spatio-temporally varying pro-arrhythmic substrate.

Most experimental research on ischaemia has been carried out in animals [Coronel et al., 1988; Fiolet et al., 1985; Furukawa et al., 1991; Downar et al., 1977; Kimura et al., 1986; Weiss and Shine, 1982b,a; Wilensky et al., 1986; Schaapherder et al., 1990; Vermeulen, 1996; Kleber, 1983; Carmeliet, 1999] and data from human is scarce due to ethical and practical reasons [Sutton et al., 2000; Taggart, 2000]. In fact, rabbit hearts are often used to study ventricular electrophysiology and arrhythmias given their similarities to human hearts [Maier, 2000; Hasenfuss, 1998]. Extrapolating our understanding of mechanisms from animal to human is challenging, and computer models can provide a powerful complementary tool to facilitate this process. They consist of AP models describing the ionic current and concentration dynamics occurring at the cell’s membrane, which are then coupled in a realistic geometry to reproduce whole heart electrical activity, as shown in Figure 1.1 [Carusi et al., 2012]. These multi-scale models are built and parameterised with experimental data, namely from voltage clamp data at the ionic level to MRI scans at the whole heart level. Studies using in silico models have, amongst other discoveries, increased our understanding of specific arrhythmic mechanisms during ischaemia [Tice et al., 2007; Heidenreich et al., 2012; Ferrero et al., 2014; Rodríguez et al., 2006; Trayanova, 2011; Shaw and Rudy, 1997a]. In fact, modelling provides a multi-scale platform to dissect and analyse specific ischaemic processes with high spatio-temporal resolution, not possible to obtain through experiments alone, especially in human.

1.2 Thesis goal

The aim of this thesis is to investigate acute ischaemia-induced electrophysiological changes and arrhythmic mechanisms using the latest cardiac models and computational techniques. It can be divided into these three specific goals:

1. Build a novel method to characterise ischaemia-induced heterogeneities in rabbit hearts
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Figure 1.1 Schematic representation of cardiac model development: integrating experimental data from the subcellular to the whole organ level [Carusi et al., 2012].

through a combined computational and experimental approach;

2. Examine the response of recent human AP models under varied ischaemic conditions and assess their applicability to simulations of ischaemia;

3. Investigate how ischaemia modulates the safety and efficacy of class III anti-arrhythmic drugs in an anatomically-accurate human whole ventricles model.

The first part of this thesis focuses on using computational and experimental techniques synergistically to investigate ischaemia-induced heterogeneities in rabbit hearts. These heterogeneities play an important role in arrhythmogenesis [Coronel et al., 2009; Coronel, 1994; Costeas et al., 1997; Janse et al., 1979; Ferrero et al., 2003; Bernus et al., 2005b] and therefore, their characterisation is essential and unfortunately limited with current techniques. These experiments are carried out in rabbit due to the ethical and practical challenges of carrying out experiments in human.
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The second part of this thesis extends the investigation of ischaemia-induced changes to human by focusing on the four most recent human AP models [ten Tusscher and Panfilov, 2006; Grandi et al., 2010; O’Hara et al., 2011; Carro et al., 2011]. These models are built using data from healthy cells, therefore, in most cases, their use to model ischaemia, when many electrophysiological parameters are modified, has not been investigated systematically. Therefore, this thesis compares recent human AP models under varied ischaemic conditions, to assess their applicability to simulate ischaemia. We vary parameters that play an important role in modulating arrhythmic risk and we cover a range of values to account for the high degree of ischaemic heterogeneities observed both temporally and spatially.

Ischaemic pro-arrhythmic alterations have been investigated in a large number of studies [Wilensky et al., 1986; Coronel et al., 1991; Janse and Wit, 1989; Coronel et al., 1988; Taggart, 2000], but few have looked at how the changes are modulated by pharmacological action [You et al., 2005; Cobbe and Manley, 1987; Steinberg et al., 2014]. The improvement of computational power, with the increased availability and size of high performance computing resources, have played an unprecedented role in enabling the investigation of clinically relevant arrhythmic mechanisms in large human whole ventricles models [Bernabeu et al., 2010a; Niederer et al., 2011]. The model we build, and describe in the final part of this thesis, provides a powerful tool to investigate the efficacy and safety of anti-arrhythmic drugs during ischaemia, with high spatio-temporal resolution, not available with experiments alone. We use this model to dissect mechanisms modulating arrhythmic risk when prescribing anti-arrhythmic drugs to ischaemic patients.

In this thesis, we investigate research questions alongside experiments at a multi-scale level, from the single cell to the whole organ using both rabbit- and human-specific models, as described in Figure 1.2. Information from experiments is integrated into our mathematical models, such as information on ischaemia-induced electrophysiological changes. The models are then coupled together and solved computationally on a given mesh, such as a human whole ventricles
1.3 Thesis outline

Figure 1.2 Flow chart of cardiac investigation pipeline used to explore research goals.

mesh to address the final goal of this thesis. The simulation output is visualised and analysed using the following tools: CMGUI ¹, ParaView ² and Meshalyzer ³. Results are compared to experimental data in order to lend credibility to the model and, more importantly, to gain insight into new mechanisms and inform future experiments. Namely, results from the final part of this thesis provide new information on how ischaemia modulates anti-arrhythmic drug efficacy and the combined computational and experimental approach developed in the first part of this thesis could be used to test our hypotheses experimentally (as suggested in Section 8.3).

1.3 Thesis outline

We now describe the structure of this thesis by giving a brief overview of each chapter.

¹http://www.cmiss.org/cmgui
²http://www.paraview.org
³https://chaste.cs.ox.ac.uk/trac/wiki/ChasteGuides/VisualisationGuides/UsingMeshalyzer
Chapter 2 introduces the biological background underlying the work presented in this thesis. We describe the basic structure and function of the heart. In particular, we discuss the electrical activity of the heart, the role of ion channels in the normal electrical functioning of cardiac cells and the main measures used throughout this thesis to quantify the activity. We also provide evidence of electrophysiological heterogeneities and variability found in hearts. We describe the overall changes that occur during ischaemia and emphasise the main electrophysiological changes that are investigated in this thesis. We then provide a description of the different types of arrhythmias, and specify which are more likely to occur during ischaemia. We present some of the main anti-arrhythmic treatments used, especially anti-arrhythmic drugs which are a main point of focus of this thesis. Finally, we give an overview of the experimental techniques used to investigate arrhythmic mechanisms relevant to this thesis.

Chapter 3 provides a literature review of ischaemia-induced electrophysiological changes. We initially review how these alterations vary temporally and spatially. We then describe the effects of ischaemia on electrophysiological properties that modulate arrhythmic risk. In the next part of this chapter, we present studies that have investigated the use of anti-arrhythmic drugs during ischaemia, namely trials that have shown increased mortality rates associated with anti-arrhythmic drugs. Finally, we give an overview of previous computational studies of ischaemia and arrhythmogenesis.

Chapter 4 introduces the main mathematical and computational modelling techniques used to simulate cardiac electrophysiology. We present the models reproducing the ionic current activity at the single cell level. We provide a description of the main Hodgkin-Huxley equations on which most cell models are based, and review the main ventricular AP models relevant to this thesis. We also provide a description of the ATP-sensitive ionic current included in all our models, as it is activated under ischaemic conditions. We describe the bidomain and monodomain equations of electrical conduction and the algorithms used to solve them on human whole ventricular geometries. Finally, we give a brief overview of the software package used throughout
Chapter 5 addresses the first goal of this thesis by presenting our method developed to understand and extract novel information on transmural heterogeneities from optical mapping results in the globally ischaemic rabbit heart. Using our knowledge of light photon scattering and wavelength-dependent tissue penetration, we have computationally investigated how optical mapping can be used to characterise ischaemia-induced heterogeneities. The work is based on close iteration between rabbit optical mapping experiments and computational simulations.

In Chapter 6, we extend our investigation of ischaemia to human by comparing four recent human cardiac cell AP models. Most of these models are built using data from healthy cells and have not been tested under ischaemic conditions. In order to assess their applicability to simulate ischaemia, we examine their behaviour under varied ischaemic conditions in single cell and tissue simulations. We initially analyse ionic current dynamics and formulations, and then assess how electrophysiological properties related to arrhythmias are modulated. Results are also compared to experimental data from human.

In Chapter 7, we construct a human whole ventricles model of regional ischaemia to test the efficacy of class III anti-arrhythmic drugs. We build upon the findings from our previous investigation, which assessed the applicability of the models to simulate ischaemia. Our model offers high spatio-temporal resolution of arrhythmia mechanisms than experiments alone. To lend credibility to our computational simulations, we closely compare it to experimental data from human. Pro- and anti-arrhythmic mechanisms of anti-arrhythmic drugs are dissected in this chapter.

In Chapter 8, we end this thesis with a summary and a discussion of the main contributions of this work. Possible future avenues of the work and concluding remarks are also presented and reviewed.
Biological background

This chapter introduces basic principles of cardiac physiology and anatomy from the whole organ level (with a description of the functionality of the different compartments of the heart) to the ionic level (with a detailed description of the ionic currents involved in cardiac cell excitation). The main measures used to quantify electrophysiology are presented. Ischaemia-induced alterations are introduced with an emphasis on electrophysiological changes, a central theme of this thesis. Different patterns of arrhythmias and an overview of the main anti-arrhythmic treatments are described. Finally, a brief overview of experimental techniques available to measure in vivo and in vitro electrophysiological properties are given.

2.1 Cardiac anatomy and function

The heart consists of 4 chambers - the right and left atria (RA and LA) and the left and right ventricles (LV and RV). The ventricles generate the force that pushes the blood into the lungs and the rest of the body. The LV wall is thicker than the RV as it needs to push the blood out to the rest of the organs while the RV pushes blood to the neighbouring lungs. The section of tissue in between the two ventricles is referred to as the septum, the bottom part of the heart is
known as the *apex* and the top part as the *base*.

Figure 2.1 shows a schematic representation of the blood flow through the heart along with the main chambers and arteries of the heart. The pathway of the de-oxygenated blood is shown by the white arrows in the blue region and the pathway of the oxygenated blood is shown by the white arrows in the red region. The de-oxygenated blood arrives into the heart via the superior and inferior *vena cava* connected to the RA. It then enters the RV through the tricuspid valve. Upon contraction of the heart, the blood in the RV is pushed into the pulmonary arteries past the pulmonary valve. The lungs then re-oxygenate the blood that comes back into the heart through the pulmonary veins and into the LA. Finally, the blood goes into the LV via the mitral valve and upon contraction exits up the aortic valve into the aorta in order to be pumped back out to the rest of the body.

**Figure 2.1** Schematic representation of longitudinal cross-section of the heart showing the main structural features. The white arrows indicate the direction of blood flow. The blue-shaded region represents the flow of the de-oxygenated blood coming from the organs through the superior and inferior vena cava and into the lungs along the pulmonary arteries. The red-shaded region represents the flow of oxygenated blood coming from the lungs and into the body via the aorta.
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Spread of electrical activation throughout the heart plays a critical role in creating an effective and efficient heart beat, and it is modulated by the structure of the cardiac tissue [Roberts and Scher, 1982; Valderrabano, 2007; Hooks et al., 2002]. The latter, also known as myocardium, is generally thought to be structurally orthotropic [Saffitz et al., 1994; Clerc, 1976]. Figure 2.2 shows a schematic representation of this microstructure. The cardiac cells, also known as myocytes, are arranged into adjacent layers of muscle tissue, of 3 to 4 cells in thickness, separated by cleavage planes, as has been shown by numerous imaging techniques in animal [LeGrice et al., 1995; Young et al., 1998; Sands et al., 2005; Costa et al., 1999]. These muscle layers contain fibre-like structures, formed from longitudinal arrangement of myocytes, that vary in orientation from the outer surface (+60°) to the inner surface −60° of the heart.

**Figure 2.2** Schematic representation of cardiac microstructure: (a) Fibre orientation along the muscle sheets (b) Sheets of muscle fibres separated by collagen [LeGrice et al., 1995]
The direction of the cells defines the preferential direction of contraction and electrical conduction. This was shown by many animal studies [Saffitz et al., 1994; Sano et al., 1959; Clerc, 1976], such as the one by Roberts et al. in canine ventricles that showed spread of epicardial excitation to be 2.4 times faster parallel to the long axes of the cardiac fibers than perpendicular to them [Roberts et al., 1979]. This allows for quick electrical excitation propagation across the whole heart and an efficient mechanical pump action through a twisting motion along the fiber direction. Discontinuities or changes to the cardiac microstructure can have significant adverse effects on the heart’s normal activity, such as increasing the likelihood of arrhythmias [Spach and Dolber, 1986]. However, our knowledge of cardiac microstructure is still being revised, for example, Caldwell et al. showed that electrical coupling in pig is not uniform transverse to the local myocyte axis, therefore, conflicting with previously widespread assumption that it was uniform [Caldwell et al., 2009].

## 2.2 Cardiac cell electrophysiology

The contraction of the heart is triggered by the electrical excitation of the cells. The key players in this conduction system are represented in Figure 2.3. The sinoatrial node (SAN), also known as the sinus node, generates the electrical impulse that regulates the normal heart beat, also known as sinus rhythm. The electrical activity triggered in the SAN excites the rest of the atria until the excitation wave reaches the atroventricular node (AV), which connects the electrical activity of the atrial and ventricular chambers of the heart. There is a small but crucial delay at the AV node to ensure all of the blood has been pushed into the ventricles before they are excited. The electrical activity propagates quickly through the areas of fast conduction: the bundle of His, the two bundle branches and the Purkinje fibres. This ensures coordinated contraction of the ventricles to maximise the strength and synchronisation of the blood movement. Propagation of membrane activation between cells occurs mostly through diffusion of charged ions through gap junctions at the cell surface that link the cytoplasm of two cells. A gap junction
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channel is composed of two connexons, formed of connexin proteins.

**Figure 2.3** Schematic representation showing the main players involved in the electrical activation pathway and their approximate excitation rate.

The electrical activity of a cardiac cell is governed by ions moving in and out of the cell through ion channels, exchangers and pumps at the membrane, as shown in Figure 2.5. The difference in potential across the cell membrane, referred to as the transmembrane potential ($V_m$), is due to different concentrations of positively and negatively charged ions lying inside and outside the cell. When the cell gets excited, usually due to excitation of a neighbouring cell, ion channels at the surface of the cell change their activity in response and trigger cell excitation, represented by the AP, which shows the change in transmembrane potential of the cell. A schematic representation is shown in Figure 2.4. The shape of the AP varies widely between different cell types of the ventricles. However, the ventricular AP can be broadly defined by the following phases:

- **Phase 0 - Initial Upstroke**: During the upstroke phase (phase 0), there is a rapid depolarisation due to an increase in inward flux of sodium ions ($Na^+$) as the fast inward sodium
channel ($I_{Na}$) opens.

- **Phase 1 - Initial Repolarisation**: An initial repolarisation occurs once the cell has reached maximum depolarisation and the $I_{Na}$ currents become inactive. The sharp downward deflection of the AP that characterises this phase is often referred to as the *notch*, and it is triggered by the transient outward potassium current ($I_{to}$) and results in the movement of potassium ions ($K^+$) out of the cell.

- **Phase 2 - Plateau Phase**: After the initial *notch*, there is a plateau phase governed by the L-type calcium current ($I_{CaL}$), the slow delayed rectifying potassium current ($I_{Ks}$) and the sodium calcium exchanger ($I_{NaCa}$) and sodium potassium pump $I_{NaK}$. This results in the movement of calcium ions ($Ca^{2+}$) into of the cell and $K^+$ ions out of the cell.

- **Phase 3 - Complete Repolarisation**: The cell completely repolarises back to its resting membrane potential by moving $K^+$ ions out of the cell via the main potassium currents of the cell, the inward rectifying potassium current $I_{K1}$ and the fast delayed rectifying potassium current ($I_{Kr}$).

- **Phase 4 - Resting Phase**: During the resting phase, the transmembrane voltage ($V_m$) of the cell is usually between -85 mV and -90 mV for a healthy cell. At resting state, there is a slow and steady intake of potassium ions due to the cell’s greater permeability to $K^+$ through $I_{K1}$ and the $I_{NaK}$ pump.

Under normal conditions there is a gradient in ions across the cell membrane that is modulated and maintained by all of the ionic currents and pumps mentioned above. Under normal conditions, $[K^+]_i$ is high (about 100 mM) and $[K^+]_o$ is low (about 5 mM) [Carmeliet, 1999; Lee and Fozzard, 1975]. The $I_{NaK}$ pump, plays an important role in modulating the activity of $K^+$ and $Na^+$, by moving 3 $Na^+$ ions out of the cell for every two $K^+$ ions it moves inside. Therefore, this moves one extra positive charge from intracellular to extracellular for each cycle, making $[Na^+]$ high in the extracellular space (about 140 mM) and low in the intracellular space (about
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Figure 2.4 Schematic representation of a ventricular cardiac action potential with 4 different phases: upstroke (0), initial repolarisation (1), plateau phase (2), complete repolarisation (3) and resting phase (4). Main ionic currents and pumps involved at each stage are labelled.

15 mM) [Carmeliet, 1999]. The change in gradient across the cell activates the $I_{Na}$ channel that allows $Na^+$ back into the cell. Finally the $K^+$ ions are pushed out of the cell via the outward potassium currents during the repolarisation phase, in order for the cell to get back to its resting state. Furthermore, $[Ca^{2+}]_o$ (about 2 mM) is greater than $[Ca^{2+}]_i$ (approximately 100 nM during diastole and about 400 nM during systole) [Carmeliet, 1999]). During the plateau phase, $I_{CaL}$ opens to let $Ca^{2+}$ ions into the cell, creating the calcium transient that plays an important role in contraction, as described at the end of this section. The main mechanism of calcium extrusion from the cell is through the $I_{NaCa}$ exchanger.

Following each AP, the cardiac cell recovers electrically, and the transmembrane voltage returns to its resting state. The cell can only be excited again once it has repolarised and recovered to its resting state. It is governed partly by the recovery kinetics of the inactivation gates of $I_{Na}$. A cell which has not recovered is said to be refractory, and therefore, not excitable. The normal heart beat is usually much longer than the ERP and the time between the completion of the AP and the onset of the next AP is termed the diastolic interval. The refractory period and the CV modulate the wavelength of cardiac excitation, which is defined as the distance travelled by the excitation wavefront during the refractory period. The wavelength is a good measure to
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Figure 2.5 Schematic representation of a cardiac cell and the major ionic currents that lie at the surface of the cell and at the surface of the sarcoplasmic reticulum. Calmodulin and troponin proteins that are present in the cytoplasm and play a role in calcium cycling are also shown.

assess the dynamics of arrhythmias. ERP and wavelength play an important role in defining arrhythmic risk, especially when there is heterogeneous distribution of excitable and refractory tissue across the heart. Refractory tissue creates conduction block that may prevent progression of an existing excitation wavefront.

Within the cell, the sarcoplasmic reticulum, represented by a T shape in Figure 2.5, plays an important role in regulating calcium concentration, which is involved in contraction. Calcium concentration ([Ca^{2+}]) differs in the cytoplasm, the SR and the mitochondria. The SR acts as a store for Ca^{2+} and modulates contraction and relaxation. The electrical stimulus of each cell drives mechanical contraction in a process referred to as excitation-contraction coupling. During the plateau phase of the AP, calcium ions enter the cell through $I_{CaL}$ triggering the subsequent release of Ca^{2+} stored in the SR, in a process referred to as calcium-induced calcium release. The free calcium binds to proteins, known as troponin-C, on actin filaments, causing a conformational change that exposes sites on the actin fibres to which myosin can bind, thus, stimulating contraction of the muscle cell. Myosin filaments then slide along actin filaments to
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This section describes measures often used to quantify the AP and electrical propagation properties of the tissue. They are sometimes referred to as biomarkers describing cardiac electrophysiology and are related to arrhythmic risk. The main biomarkers described in this section and investigated in this thesis are: APD, ERP, PRR and CV. Figure 2.6 shows a schematic representation of an APD, ERP and PRR.

APD is defined as the time between activation and repolarisation of the cell. The activation time is usually defined by the point of maximum upstroke velocity, and the repolarisation time by the time point when $V_m$ crosses a certain percentage of maximum AP amplitude (generally specified at 90% repolarisation). The APD is determined by a variety of currents, amongst which are the potassium outward repolarising currents such as $I_{Ks}$ and $I_{Kr}$. An increased outflux of $K^+$ decreases the APD (as during ischaemia [Sutton et al., 2000]), and the opposite effect occurs if the outflux is decreased (as during certain anti-arrhythmic therapies). As discussed in Sections 2.7 and 3.3, this marker is significantly altered during ischaemia and anti-arrhythmic drug treatments. It can be approximated non-invasively using electrode recordings or electrocardiograms (ECGs) by calculating the monophasic AP (MAP) [Franz et al., 1986] or the activation-recovery interval (ARI) [Iwata et al., 1999]. The MAP is measured from the exterior of the cell through
contact electrodes and has been shown to accurately reflect transmembrane voltage. The MAP reflects the potential difference between two recording sites, which are recorded by an exploring and a reference electrode. For a unipolar recording, the reference electrode is positioned in nonexcitable tissue at a large distance from the exploring electrode. In contrast, for a bipolar recording, the reference electrode is positioned next to the exploring electrode (millimeter range) in excitable tissue. [Coronel et al., 2006]. ARIs are measured from the unipolar extracellular ECG as the interval between the deflection representing activation of the myocardium and the one representing repolarisation of the ventricles.

The ERP is the time during which a cell is refractory and cannot be excited again. Under normal conditions it is normally equal to the APD. As soon as the cell repolarises it is ready to fire another AP. This is governed by the recovery kinetics of the $I_{Na}$ current inactivation gates [Ferrero et al., 1999, 2003]. However, under diseased conditions (such as ischaemia) there is a time lag between the cell repolarising and being excitable again [Coronel et al., 2012]. The cell’s excitability is mostly governed by the inactivation gates of $I_{Na}$, which in turn is affected by the resting $V_{m}$ of the cell, both properties are significantly altered during ischaemia.

The time lag between the cell repolarising and being excitable again is referred to as the PRR. Under normal conditions the PRR is approximately 0, but under certain diseased conditions, such as ischaemia, this can be altered [Coronel et al., 2012]. The PRR is calculated as the difference between ERP and APD. Therefore, it is affected by the same electrophysiological changes as these two biomarkers.

CV is defined as the speed of the activation wave. Given two points, it is calculated as the distance between the two points divided by the time taken for the excitation wave to go from the first to the second point. The main ionic current affecting CV is $I_{Na}$, which is affected by ischaemia [Carmeliet, 1999; Taggart, 2000].

Another important marker used in numerous studies is the APD restitution curve [Franz, 2003].
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The curve describes the relationship between APD and the preceding diastolic interval. It is calculated by pacing at varying coupling intervals. There are two types of restitution curves: dynamic restitution is calculated by pacing to steady state as the basic cycle length is decreased, while S1S2 restitution is calculated by applying a premature (S2) beat following a series of paced (S1) beats. The dynamic restitution curve is a measure of steady-state response, while S1S2 restitution is a measure of the immediate response to a change in cycle length.

Similar restitution properties are calculated for CV, as they play an important role in modulating conduction block and wavefront propagation [Banville and Gray, 2002; Qu et al., 1999; Cao et al., 1999; Cherry and Fenton, 2004]. All of these restitution curves usually display a plateau phase for long DIs and a steep phase for shorter DIs. They play an important role in characterising dynamics of arrhythmias [Weiss et al., 2002; Qu et al., 1999; Keldermann et al., 2010]. Many studies have argued that a restitution slope greater than 1 has increased likelihood of generating arrhythmias through alternans and spiral wave breakup, compared to a restitution slope smaller than 1 [Karma, 1993; Fenton et al., 2002]. Furthermore, studies have shown that the flattening of the curve terminates fibrillation [Garfinkel et al., 2000; Riccio et al., 1999]. How these biomarkers are affected under ischaemia will be discussed in the following chapter.

Triangulation of the AP is also used as a biomarker of arrhythmic risk. It is usually measured as the ratio of APD at 30 or 50% and APD at 90% repolarisation [Hondeghem et al., 2001]. Triangulation refers to the shape of the AP and is mostly modulated by the plateau phase. Studies have shown a positive correlation between triangulation and pro-arrhythmia [Guo et al., 2007; Hondeghem et al., 2001; Lu et al., 2002]. AP alternans often appear as a precursor to arrhythmias [Watanabe et al., 2001; Laurita and Rosenbaum, 2008; Pastore et al., 1999; Lakireddy et al., 2005; Rosenbaum et al., 1994]. They can be defined as a beat-to-beat oscillation in AP amplitude and are usually characterised by two consecutive APs, the first one with a normal APD and the second one with a much smaller APD. They often appear in pathological conditions and as a precursor to arrhythmias. Other biomarkers such as AP amplitude, upstroke
velocity or resting membrane potential can also be related to arrhythmic risk. During ischaemia the AP amplitude and the upstroke velocity are decreased and the resting membrane potential is increased [Carmeliet, 1999].

2.4 Electrophysiological heterogeneities and variability

Myocardial tissue is highly heterogeneous. The outer surface of the heart is referred to as the epicardium. The interior surface of the ventricles is referred to as the endocardium. The regions of myocardium close to the epicardium and endocardium are often referred to as the subepicardium and subendocardium respectively. The rest of the myocardium is referred to as the midmyocardium. An example of the differences in AP from epi- to endocardium are shown in Figure 2.7, which are taken from human heart tissue experiments carried out by Igor Efimov’s group [Glukhov et al., 2010]. The cells close to the endocardium, denoted as subendocardium, have the longest APD (shown in red), while the cells close to the epicardium, denoted as subepicardium, have the shortest APD. However, certain studies have shown a different transmural APD pattern with the existence of midmyocardial cells that display an APD significantly longer than the endocardial cells, they are often referred to as M cells [Antzelevitch et al., 1991].

**Figure 2.7** Results from experiments carried out by Efimov’s group showing the transmural differences in action potential in human cardiac tissue [Glukhov et al., 2010]

Differences in electrophysiological properties have also been reported between the LV and RV
and between the apex and the base of the heart, with a longer APD in LV and apex compared to the RV and base respectively [Verduyn et al., 1997; Cheng et al., 1999]. Ramanathan et al. carried out a human in vivo study that shows a mean LV apex-to-base ARI of 42 ms and an average 32 ms greater ARI in the LV compared to the RV [Ramanathan et al., 2006]. Bueno-Orovio et al. also suggested a longer APD in the LV compared to the RV in their in vivo electrogram study [Bueno-Orovio et al., 2012]. Voulders et al. showed that these differences may be due to a larger density of the repolarising current $I_{Ks}$ found in dog hearts [Volders et al., 1999]. Finally, Cheng et al. also found an APD 40 ms longer in the apex compared to the base during in vitro single rabbit myocyte studies [Cheng et al., 1999].

Furthermore, we are all different and these differences are a multi-scale phenomenon, occurring from the sub-cellular to the whole organ level. This variability, which is being investigated computationally, can be inter-subject [Britton et al., 2013; Sarkar and Sobie, 2011] or from one beat to another within the same cell [Dangerfield et al., 2012; Pueyo et al., 2011; Johnson et al., 2010], and depends on differences in underlying ionic activity and the circadian rhythm, which modulates electrophysiological activity throughout the day [Portaluppi and Hermida, 2007].

2.5 Ischaemia

The blood is perfused to the heart through coronary arteries, the main ones are shown in Figure 2.8a. However, in some cases, tissue can become ischaemic, i.e. mismatch between oxygen and nutrients supply and demand. Ischaemia may occur due to increased demand caused, for example, by exercise, or to a restriction in the arteries causing part of the tissue to be poorly perfused, as represented in Figure 2.8b. Some of the causes may be wall thickening of the artery or blood clot formation [Davies and Thomas, 1984; Davies, 1990]. Occlusion of the left anterior descending (LAD) or the circumflex coronary artery has been been reported to be life-threatening [Mazhari et al., 2000; McDonald et al., 1986; Knopf et al., 1988; Reimer et al., 1977; Ma and Wang, 2007; Mazhari et al., 2000]. Size of the ischaemic region can vary widely
from patient to patient and in span (13 to 72%) of the myocardium, as shown in a human study by Lee *et al.* [Lee et al., 1981]. The tissue state changes following occlusion of an artery are very dynamic.

If ischaemia persists for a long period of time (over 2-4h) it leads to cell death and myocardial infarction (MI). After the onset of ischaemia, cell death is not immediate, it varies through time starting from about 20-40 min in animal experiments [Reimer et al., 1977; Thygesen et al., 2007]. The extent of the MI region depends on the size of the ischaemic zone, the extent of collateral blood flow that may still be able to provide limited perfusion to the affected region, variability in myocyte and individual demand and pre-conditioning (preparing the cells with short bursts of occlusion). Once the tissue becomes necrotic it can no longer contract, ventricular remodelling takes place due to the changes in the stresses and strains of the surrounding healthy tissue. The study of ischaemia in this thesis does not extend to MI, however studies that will be referenced may focus on MI due to its close link to ischaemia.

The incidence of arrhythmias critically depends on the duration of the preceding ischaemic period, the greatest risk occurs during the early stages of ischaemia up to 15 min, a phase often referred to as acute ischaemia. The risk of arrhythmias then decreases as the tissue becomes more necrotic [Balke et al., 1981; Corr and Witkowski, 1983; Manning and Hearse, 1984; Penny and Sheridan, 1983]. The propensity to arrhythmias during ischaemia is often divided into three phases post-occlusion: the first 30 min (phase I), up to 72h (phase II) and the chronic stage after an infarct (phase III) [Smith et al., 1995]. Two distinct phases of ventricular arrhythmias occur during the first 30 minutes after induction of regional ischaemia by acute occlusion of a coronary artery in canine and porcine hearts and were termed Ia and Ib [Horacek et al., 1984; Hirche et al., 1980; Kaplinsky et al., 1979]. Type Ia arrhythmias occur 2 to 10 min after the onset of ischaemia and the frequency peaks 5 to 6 min post-occlusion. The second wave of arrhythmias, type Ib, occurs later, peaking 12 to 30 minutes after coronary artery ligation. In this thesis we focus on simulating 10-15 min of ischaemia post-occlusion, the last stages of
phase Ia, when the likelihood of developing disturbed arrhythmias is high [Rodríguez et al., 2004a; Tice et al., 2007; Russell et al., 1984].

In some cases, ischaemia is only transient, for example the blood clot may get dissolved or moved, or the demand for blood will decrease, which will allow blood flow to regain its normal route, reperfusing the tissue. Despite the benefits of reperfusion, it may trigger arrhythmias as the sudden change in electrophysiological properties may result in inflammation and oxidative damage rather than restoration of normal function, this phenomenon is known as *reperfusion injury* [Balke et al., 1981; Corr and Witkowski, 1983; Penny and Sheridan, 1983; Yellon and Hausenloy, 2007]. If reperfusion occurs after 30 min the tissue is usually not able to recover. This thesis does not extend to the study of reperfusion.

**Figure 2.8** Perfusion system of the heart and example of an ischaemic region.

In this thesis, we focus on the main changes that occur during the first 10 min of ischaemia, when permanent cell damage is still not present and the arrhythmic risk is the highest. The main electrophysiological changes that occur are hyperkalaemia, acidosis and hypoxia [Kodama et al., 1984; Moréna et al., 1980; Gilmour and Zipes, 1980]. At the ionic level this is reflected
by an increase in extracellular potassium concentration ($[K^+]_o$) [Pandit et al., 2010; Watanabe et al., 1997; Weiss and Shine, 1982b; Schaaptherder et al., 1990], decreased conductance of $I_{Na}$ and $I_{CaL}$ [Yatani et al., 1984; Irisawa and Sato, 1986; Sato et al., 1985] and activation of the ATP-sensitive potassium current $I_{K(ATP)}$ [Van Wagoner and Lamorgese, 1994; Weiss et al., 1992]. These alterations trigger the main AP morphology modifications that are observed under ischaemic conditions (see Figure 2.9): an increase in resting $V_m$ [Kleber, 1983; Janse and Kléber, 1981], a slower upstroke [Kagiyama et al., 1982; Janse and Kléber, 1981] and a shorter APD [Sutton et al., 2000].

**Figure 2.9** Schematic representation of a normal AP (black) and an ischaemic AP (red) resulting from changes in $I_{Na}$, $I_{CaL}$, which reproduces acidosis and decreases the upstroke velocity and AP amplitude, $I_{K(ATP)}$, which reproduces hypoxia and shortens the APD, and $[K^+]_o$, which reproduces hyperkalaemia and increases resting membrane potential.

The ionic level modifications described above have been used extensively to investigate ischaemia-induced electrophysiological mechanisms computationally [Tice et al., 2007; Ferrero et al., 2003; Shaw and Rudy, 1997a; Rodríguez et al., 2004a; Ferrero et al., 1996]. Due to the lack of oxygen, the cells have to switch to anaerobic respiration, which produces lactic acid and decreases the pH of the cell as protons are produced during hydrolysis of ATP. The fall of ATP, in turn inhibits energy-dependent regulation of transmembrane ion gradients, such as the sodium potassium pump ($I_{NaK}$) and sarcoplasmic reticulum $Ca^{2+}$ cycling. Therefore, a net accumu-
loration of intracellular sodium ([Na\(^{+}\)]\(_{i}\)) and calcium ([Ca\(^{2+}\)]\(_{i}\)) occurs. Measurements of [Na\(^{+}\)]\(_{i}\) vary from 5 to 16 mM for different animal species [Baartscheer, 1997; Yao et al., 1998]. An increase in [Na\(^{+}\)]\(_{i}\) promotes the reversed mode of \(I_{NaCa}\), whereby Ca\(^{2+}\) is entering the cell and Na\(^{+}\) is removed [Haigney et al., 1994; Smith and Allen, 1988; Tani and Neely, 1989]. Furthermore, \(I_{NaCa}\) is very sensitive to pH and strongly inhibited by acidosis [Doering and Lederer, 1993; Philipson et al., 1982]. All mechanisms responsible for an increase in [Na\(^{+}\)]\(_{i}\) thus also contribute to the increase in [Ca\(^{2+}\)]\(_{i}\) via the \(I_{NaCa}\) exchanger. At the AP level, the decrease in \(I_{NaCa}\) activity induces a reduction of upstroke velocity, prolonged refractoriness and slowed conduction.

After 10-15 min of ischaemia, free magnesium concentration ([Mg\(^{2+}\)]) increases from 0.5-0.8 mM to 2-6 mM [Kirkels, 1989; Murphy et al., 1989; Schreur, 1993]. In the cytoplasm, only about one-tenth of the total Mg\(^{2+}\) is free; the rest is bound to ATP and proteins. The main mechanism for the increase in [Mg\(^{2+}\)] during ischaemia is the net hydrolysis of ATP to which Mg\(^{2+}\) was bound. The increase in [Mg\(^{2+}\)] affects the main depolarisation and repolarisation currents: \(I_{Na}\), \(I_{CaL}\), \(I_{K1}\), and \(I_{Ks}\). Although not as well studied, \(Cl^-\) channels are also affected by ischaemia and may contribute to regulation of cell volume and cellular K\(^{+}\) loss [Cascio, 2001].

During acute ischaemia, numerous electrophysiological properties are altered. PRR is increased [Sutton et al., 2000; Coronel et al., 2012] and CV is decreased [Janse and Wit, 1989], due to decreased excitability of the ischaemic cells. This mechanism is modulated by the decrease in Na\(^{+}\) channel activity as the inactivation gates take longer to recover and the AP upstroke is slower [Coronel et al., 2012; Papadatos et al., 2002; Carmeliet, 1999]. This plays an important role in arrhythmic risk as the difference between the healthy and ischaemic tissue creates a heterogeneous path for the excitation wavefront. The ERP shows both no changes or an increase depending on parameters such as the stimulus amplitude [Sutton et al., 2000].

The ischaemia-induced electrophysiological changes that occur are spatially heterogeneous.
The area surrounding the ischaemic region, referred to as the border zone (BZ), has been shown to play an important role in the initiation and maintenance of ischemia-induced rhythm disturbances [Bernus et al., 2002; Coronel et al., 2002; Ferrero et al., 2003]. Steep gradients of metabolic and ionic changes are present at the ischaemic boundaries due to diffusion to and from the neighbouring healthy tissue or blood from the ventricles [Cascio, 2001]. These spatial changes will be discussed further in the following chapter.

Arrest of perfusion causes a shrinkage of the extracellular compartment and an increase in the extracellular electrical resistance by 25% to 50% and it may slowly increase further as ischaemic cells swell and compress the interstitial space. Due to the cell becoming less excitable, the ischaemic region may contract differently than the normal tissue, therefore, extra stresses and strains will be applied. Furthermore, swelling of the cell will also add new stretches and strains. These will in turn modulate ionic currents that are stretch-sensitive such as $I_{CaL}$ or even $I_{K(ATP)}$ [Hu, 1997]. These mechanical changes start appearing in later stages of ischaemia, after 30 min or 1h. Therefore, the changes are not relevant to the first 10-15 min period investigated in this thesis.

### 2.6 Arrhythmias

Abnormal heart rhythms, known as arrhythmias, can be lethal. There are different types of arrhythmias, where the heart beat becomes faster, slower or irregular. There are arrhythmias that affect only the atria and others that affect only the ventricles. Patients can survive longer with atrial arrhythmias than with ventricular arrhythmias as the ventricles are essential for pumping blood to the body [Nattel, 2002]. Some arrhythmias can be asymptomatic, while others can be lethal within minutes, such as ventricular fibrillation (VF) [Jalife, 2000; Gray et al., 1998; Pandit and Jalife, 2013]. During ventricular tachycardia (VT) there is a faster wave of activation that self-perpetuates and overrides the normal sinus rhythm regulated by the SAN node [Wichter et al., 1992]. This wave of activation usually consists of a single rotor. During VF, the heart beat
is completely unsynchronised and does not allow the heart to carry out its normal mechanical pump function effectively. The pattern of electrical activity is formed by multiple reentrant wavelets and rotors. VF is often preceded by VT, this occurs when the main reentrant spiral-wave pattern breaks into multiple fractioned wavefronts [Huikuri et al., 2001; Weiss et al., 1999]. Figure 2.10 shows results from Cherry and Fenton’s group, that demonstrate VT and VF principles with a single spiral-wave reentry and multiple wavelets in a three-dimensional (3D) slab of cardiac tissue [Cherry and Fenton, 2008].

Figure 2.10 Simulation results from Cherry and Fenton showing (a) tachycardia and (b) fibrillation under different conditions [Cherry and Fenton, 2008].

Dispersion of repolarisation is a normal physiological factor that exists in healthy hearts [Antzelevitch et al., 1991; Clark et al., 1993], but becomes especially prominent during regional ischaemia and has been shown to increase the likelihood of arrhythmias [Gettes et al., 1991; Kimura et al., 1990]. Numerous studies have shown the importance of the border zone area, where the ischaemic tissue meets the normal tissue, in modulating arrhythmic risk [Janse et al., 1979; Zaitsev et al., 2003; Bernus et al., 2005b]. An example of this, is the injury current that flows between the normal and ischaemic tissue that occurs both during diastole because of the difference in resting $V_m$ and systole due to the differences in APD and delays in activation as shown by Janse et al. in isolated porcine and canine hearts [Janse et al., 1980]. Ischaemia-induced electrophysiological heterogeneities play an important role in arrhythmogenesis, how-
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ever many mechanisms remain unknown due to the scarcity of experimental data in human and the high degree of spatio-temporal resolution needed to investigate these mechanisms.

Numerous mechanisms underlie VT and VF, but one of the main causes is ischaemia [Costeas et al., 1997; Coronel et al., 2002; Bradley et al., 2011]. The increase in electrophysiological heterogeneities can create a second conduction pathway that disrupts the normal SAN node rhythm. The ischaemic tissue, has a slower CV and a longer ERP, as shown in the lighter blue circle in Figure 2.11 from computer simulations carried out by Ferrero et al. [Ferrero et al., 2003]. As the wave of activation reaches the ischaemic region, a conduction block occurs as the tissue is still refractory. By the time the excitation wave reaches the distal part of the ischaemic region, the latter has recovered. The wave can then reenter the ischaemic tissue and the normal tissue where the excitation wave initially met the conduction block. This pattern of activation, often referred to as figure-of-eight reentry, can become self-sustained, as described experimentally in pig hearts by Janse et al. [Janse and Wit, 1989]. This can lead to VF and death within minutes if a defibrillation shock or cardiopulmonary resuscitation (CPR) is not performed.

Figure 2.11 Snapshots at different times of simulation results from Ferrero et al. showing mechanisms of reentry during ischaemia [Ferrero et al., 2003].

2.7 Anti-arrhythmic treatment

Both electrical therapy through internal cardioverter defibrillators (ICDs) and/or pharmacological therapies are administered against sudden cardiac death. ICDs are usually implanted in patients with low LV ejection fraction (LVEF < 30%) but the majority of sudden cardiac deaths occur in patients with LVEF > 30%, and therefore, classified as low risk [Van Herendael et al.,
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2010]. Implanted pacemakers act by detecting an abnormal heart rhythm and pacing the heart back into a normal rhythm, while defibrillators, act by applying an electrical shock when the heart goes into fibrillation [DiMarco, 2003; Brode et al., 1997].

Anti-arrhythmic drugs constitute first line therapy for patients suffering from abnormal atrial and ventricular rhythms [Wazni et al., 2005], often in combination with electrical therapy [Van Herendael et al., 2010]. Anti-arrhythmic drugs go through a long series of tests and milestones before they are available on the market. It is a lengthy and expensive process. Numerous studies have shown their efficacy in suppressing arrhythmias [Nademane et al., 1985; Myburgh et al., 1979]. Unfortunately, certain drugs display lethal side-effects and have to be removed from the market, as was shown in the SWORD and CAST clinical trials [MacNeil, 1997; Waldo et al., 1996]. The underlying mechanisms behind this paradox remain unclear. Thus, cardiac drug toxicity is a major concern for society and has a huge socio-economic impact [Corrias et al., 2010; DiMasi et al., 2003; Brennan et al., 2009].

There are numerous anti-arrhythmic drugs and they can be grouped into 5 classes according to the Singh Vaughan Williams classification [Williams, 1984], as summarised in Table 2.1. Class I drugs act by blocking \( I_{Na} \) channels and therefore slowing CV, they are divided into three subgroups according to the kinetics of drug action. Class II drugs, also known as beta-blockers, act by blocking the beta receptors which are part of the sympathetic nervous system and help regulate the heart rate. Class III drugs act by blocking \( I_{Kr} \) channels, which prolongs the APD. Class IV drugs mainly act by blocking \( Ca^{2+} \) channels, therefore slowing the plateau phase of the AP. Finally, class V drugs act by other or unknown mechanisms. Certain compounds such as amiodarone and sotalol, which are classified as Class III anti-arrhythmic drugs, also display properties from other classes. This thesis focuses on class III anti-arrhythmic drugs, which act by increasing the wavelength of reentry, therefore increasing the likelihood the excitation wave will encounter refractory tissue [Nademane et al., 1985]. Little is known about how the efficacy and safety of anti-arrhythmic compounds is modulated by myocardial ischaemia, a
common and dangerous phenomenon that many of these patients suffer from [Steinberg et al., 2014].

2.8 Experimental and clinical electrophysiological recording techniques

Numerous experimental and clinical techniques are used to investigate arrhythmogenic mechanisms during ischaemia. Here we describe the main ones used in this thesis, such as electrocardiograms from *in vivo* human open chest surgery and optical mapping from *in vitro* animal experiments.

2.8.1 Electrocardiogram

The main clinical tool used to examine the heart’s electrical activity through time in human patients is the electrocardiogram (ECG). It is widely used as it is not only useful for the study of cardiac pathologies, but also relatively simple, cheap and non-invasive. The signal is recorded from electrodes on the body surface. ECGs have played a pivotal role in shaping our knowledge of cardiac electrophysiology, with the first electrocardiogram being recorded in the 1800s [Lüderitz, 2009].

The different phases of the cardiac cycle can be observed on the ECG, as shown in Figure 2.12. The depolarisation of the atria is reflected by the positive P wave. The QRS complex, composed of the Q, R and S waves, defines the depolarisation of the ventricles. The amplitude of the QRS complex is larger than the P wave due to the ventricles being much larger than the atria. Finally, the T wave represents the repolarisation of the ventricles. An important ECG measurement that is widely used in the diagnosis of pathologies is the QT interval, the time between the onset of the QRS complex (ventricle depolarisation) and the end of the T wave (ventricle repolarisation). Prolongation of the QT interval is thought to indicate arrhythmic risk, and many drug
### Table 2.1 Singh Vaughan Williams classification of anti-arrhythmic drugs [Rang et al., 2003].

<table>
<thead>
<tr>
<th>Class</th>
<th>Mechanism</th>
<th>Compounds</th>
<th>Clinical Use</th>
</tr>
</thead>
</table>
| Ia    | $I_{Na}$ channel blocker | - Quinidine  
- Procainamide  
- Disopyramide | ventricular arrhythmias |
| Ib    | $I_{Na}$ channel blocker  
(fast kinetics) | - Lidocaine  
- Phenytoin  
- Mexiletine  
- Tocainide | ventricular tachycardia |
| Ic    | $I_{Na}$ channel blocker  
(slow kinetics) | - Encainide  
- Flecaïnide  
- Propafenone  
- Moricizine | atrial fibrillation and recurrent tachyarrhythmias |
| II    | beta blockers | - Propranolol  
- Esmolol  
- Timolol | decrease myocardial infarction and prevent tachyarrhythmias |
| III   | $K^+$ channel blockers | - Amiodarone  
- Sotalol  
- Dofetilide  
- Dronedarone | ventricular tachycardias and atrial fibrillation |
| IV    | $Ca^{2+}$ channel blockers | - Verapamil  
- Diltiazem | atrial fibrillation |
| V     | other or unknown mechanisms | - Adenosine  
- Digoxin | atrial fibrillation |
compounds fail to reach the market during the final stages of testing due their prolonged QT effects. However, studies have shown that the QT interval prolongation is not a sufficient measure of arrhythmogenesis. Indeed, class III anti-arrhythmic drugs have proven their efficacy in reducing arrhythmias and act by prolonging the refractory period and therefore the QT interval [Lawrence et al., 2005; Hondeghem, 2006]. Furthermore, ischaemia has been shown to modulate ECG morphology, by decreasing the QT interval and by ST segment elevation [Gima and Rudy, 2002; Sporton et al., 1997; Kléber, 2000; Taggart et al., 1979].

### 2.8.2 Electrode recordings

To record the electrical activity of cardiac cells, the first techniques used microelectrodes, which were placed on the surface of the heart or inserted intramurally into the tissue to obtain AP measurements of the cells under the electrode surface [Franz et al., 1986; Coronel et al., 1988; Kadish, 2004; Efimov et al., 2004]. The need to cover a bigger region of tissue led to the
development of microelectrode arrays or sock of electrodes. Measurements of cardiac electrical activity have been taken in vivo human hearts during open chest surgeries to investigate changes induced by ischaemia [Taggart, 2000; Sutton et al., 2000]. Ionic concentrations can also be recorded using ion sensitive electrodes [Wilensky et al., 1986; Coronel et al., 1988]. This is especially important during ischaemia when various ion concentrations, such as \([K^+]_o\) are significantly altered as a function of time post-occlusion.

Current-voltage relationships can be measured through voltage clamp experiments, which consist of two electrodes that control the transmembrane voltage of the cell and measure how the changes modulate ionic current activity [Deck et al., 1964; Johnson et al., 1999]. Therefore, the membrane voltage can be manipulated independently of the ionic currents. This method has been refined to record the currents of single ion channels. This technique is known as patch clamping and uses a glass micropipette as a an electrode that suctions the membrane surface area of interest, which often contains just one or few ion channels [Hamill et al., 1981]. Applying channel blocking drugs allows the isolation of particular ionic current effects.

### 2.8.3 Optical mapping

Optical mapping overcomes many of the limitations of electrode recordings such as: the electrodes damaging the tissue during insertion [Knisley and Smith, 1996], the challenges of maintaining the electrodes in the tissue as well as obtaining a stable recording, the recorded signal being only local to the area under the electrode [Arora et al., 2003; Rosenbaum and Jalife, 2001]. During arrhythmias there are numerous spatio-temporal events occurring and the need to record them more accurately led to the development of optical mapping. It can provide information on the whole surface of the ex vivo Langendorff-perfused heart. The heart is stained with voltage sensitive dyes, which upon excitation emit fluorescence that changes as a function of the transmembrane voltage of the cell they are attached to. Ion specific dyes also exist which can calculate the change in concentration of specific ions [Himel et al., 2009; Lakireddy
et al., 2005; Bishop et al., 2011]. A schematic representation of the setup is shown in Figure 2.13. Dichroic mirrors are used to guide the illuminating and emitting wavelengths in the right direction. The emission and illumination filter only let the corresponding wavelength of light through and the detector array records the signal emitted.

Optical mapping studies have provided important understanding of activation and repolarisation patterns in cardiac tissue and arrhythmogenesis during ischaemia [Yang et al., 2007; Efimov et al., 1994; El-Sherif et al., 2009]. Due to the high scattering and low absorption properties of biological tissue, the excitation light can penetrate the tissue up to a few millimetres. Studies have shown that the signal distortion is reflected by a significantly prolonged upstroke of the optical AP [Girouard et al., 1996; Gray, 1999]. Furthermore, the exact depth the fluorescent signal reaches varies from one study to another, depending on the techniques and species used [Ding et al., 2001; Cheong et al., 1990; Knisley, 1995; Baxter et al., 2001].

Recent studies have shown that the depth of penetration of the illuminating light into the tissue
is dependent on the wavelength [Walton et al., 2010]. Near-infrared (NIR) light is less absorbed and scattered in tissue than blue-green light, thus allowing for increased depth penetration of the optical signal. Lee et al. have developed a novel affordable and effective technique to record these two signals quasi-simultaneously [Lee et al., 2011]. In their most recent study they measured transmembrane voltage and intracellular free calcium at two wavelengths, suitable for ratiometric mapping of these parameters. The framework developed by Lee et al. is simpler than previous set ups as it uses a single recording camera compared to 2 or 4 which were used in previous dual voltage-calcium optical mapping recordings [Omichi et al., 2004; Wu et al., 2005; Choi and Salama, 2000; Fast, 2005; Laurita and Singal, 2001].

Computer simulations have been used to understand the underlying physical processes involved in the production of the voltage-sensitive signal during an optical mapping experiment. The first computational modelling study of optical mapping signals was performed by Ding et al. [Ding et al., 2001]. Hyatt et al. later extended the computational study to include effects of three-dimensional photon scattering in cardiac tissue [Hyatt, 2003]. However, these models could not capture the three-dimensional photon scattering effects in complex realistic ventricular geometry and heterogeneity present during whole-heart recordings. Bishop et al. addressed these limitations by developing a model of panoramic optical signal synthesis over a three-dimensional realistic anatomically-based ventricular model [Bishop et al., 2007a]. Three-dimensional photon transport within the tissue is modelled using a finite element solution to the photon diffusion equation. The combination of experimental and computational models have helped interpret optical mapping recordings, especially during arrhythmias and defibrillation [Bishop et al., 2007b; Baxter et al., 2001; Efimov et al., 1999; Bray and Wikswo, 2003].

2.8.4 Species of animals

Many different types of species such as dog [Harken et al., 1981; LeGrice et al., 1995; Cobbe et al., 1983; Magyar et al., 2002; Janse et al., 1985; Zicha et al., 2004], pig [Harken et al., 1981;
Dean and Lab, 1990; Janse et al., 1979, 1985; Downar et al., 1977], rabbit [Harken et al., 1981; Maier, 2000; Fedida and Giles, 1991; Weiss and Shine, 1982b; Wilde et al., 1988; Bersohn et al., 1982; Vermeulen, 1996] and rat [Maier, 2000; Murphy et al., 1989; Clark et al., 1993; Ju et al., 1996; Malloy et al., 1990] are used as models to investigate electrophysiological arrhythmic mechanisms and pathologies. Every model offers its own advantages and disadvantages. Rat and rabbit models are relatively inexpensive compared to bigger animals such as dogs or cats which are costlier to maintain due to their greater size and maintenance requirements [Harken et al., 1981]. Rat models are limited in their AP morphology, as it is significantly different to the human AP, with a very short APD due to a lack of a plateau phase and a resting heart rate 5 times faster than humans [Bers, 1993; Shattock and Bers, 1989]. Furthermore, Harken et al. compared patterns of myocardial ischaemia in rabbit, dog, pig and monkey hearts [Harken et al., 1981], showing that the pattern of perfusion in dog is different from other species, leading to a better perfusion of the ischaemic zone compared to the other 3 species.

Rabbits offer a good model as they are both affordable (smaller than bigger animals such as dog and pig) and share important similarities with human cardiac electrophysiology. They are able to reproduce pathological properties such as heart failure, as described by Hasenfuss in [Hasenfuss, 1998]. Panfilov compared patterns of VF in rabbit, rat, guinea-pig and mouse hearts and found that patterns displayed in human are similar to those in the rabbit heart due to the comparable effective size of both hearts. On the other hand, patterns of VF displayed in pig and dog have a more complex organisation [Panfilov, 2006]. Furthermore, rabbit and human show similar calcium dynamics, as described by Maier et al. [Maier, 2000], and similar repolarising current activity, such as $I_{Kr}$, as described in [Virág et al., 2001]. The first part of this thesis focuses on the rabbit model due to its similarities to human hearts and due to the ethical and practical limitations of human experiments.
Chapter 3

Literature review of ischaemia-induced electrophysiological changes

This section will focus on the main ischaemia-induced electrophysiological changes investigated in this thesis by presenting a review of the literature, carried out both experimentally and computationally. We provide a detailed description of previous studies showing how the main ischaemia-induced electrophysiological changes vary spatially and temporally. We also present important clinical studies showing how acute ischaemia affects the main arrhythmic biomarkers. We review drug safety and efficacy during ischaemia, focusing on class III anti-arrhythmic drugs. Finally, the main computational studies of acute ischaemia and their investigations of arrhythmic mechanisms will be presented.

3.1 Temporal changes of ischaemia-induced electrophysiological changes

In this section we review the literature describing how the main ischaemia-induced electrophysiological changes (hyperkalaemia, acidosis and hypoxia) and biomarkers vary through time during acute ischaemia.
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Figure 3.1 Extracellular potassium concentration ($[K^+]_o$) after the onset of ischaemia (min) in Langendorff perfused rat and rabbit hearts with (open squares) and without (closed squares) pacing [Wilde and Aksnes, 1995; Wilde et al., 1990].

During ischaemia, the $K^+$ equilibrium across the cell membrane is broken and external $K^+$ accumulates. It usually occurs within 3 phases: there is a fast accumulation of $K^+$ in the extracellular space during the first 20 s. It then reaches a plateau phase after 3-10 min and finally a third slower increase after 15 and 30 min [Wilde and Aksnes, 1995; Cascio, 2001]. Results found by Wilde et al. in isolated Langendorff perfused rabbit and rat hearts are presented in Figure 3.1, where we can clearly see the three stages with 4 and 3.5 Hz pacing [Wilde et al., 1990]. A study by Vermeulen et al. in isolated rabbit and rat hearts showed that $[K^+]_o$ increases steadily up until 6 min of ischaemia after which it more or less plateaus around a value of 11 mM for failing hearts and 9 mM for control hearts, as shown in Figure 3.2.

The values reached and the exact dynamics are dependent on the species, the experimental preparation and pacing frequency. Furthermore, the changes are not homogeneous; higher levels of $[K^+]_o$ are present in the subepicardium compared with the subendocardium [Schaapherder et al., 1990]. The main mechanisms responsible for the change in $[K^+]_o$ are the shrinkage of the extracellular space due to the swelling of the cell, decrease of active $K^+$ influx (due to a decrease in $I_{NaK}$ pump activity) and increase of passive $K^+$ efflux, due to $I_{K(\text{ATP})}$ current [Carmeliet, 1999].
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Figure 3.2 Extracellular potassium concentration ([K⁺]o) and pH through time after the onset of ischaemia (min) in Langendorff perfused rabbit control (white squares) and failing hearts (black squares) [Vermeulen, 1996].

After occlusion, external pH changes rapidly and monotonically from 7.4 to values as low as 6.0 [Clarke et al., 1993]. Intracellular pH changes from control values of 7.15 to 6.5 after approximately 4 min and 6.2-6.0 after 10-20 min (rat [Camacho et al., 1993; Clarke et al., 1993; Tani and Neely, 1989; Wagner et al., 1990]; ferret [Marban et al., 1990], rabbit [Mohabir et al., 1991]). A small delay of 1 min before the decline in intracellular pH has been observed by Vandenberg et al. in Langendorff perfused ferret hearts [Vandenberg et al., 1993]. The fall in pH is caused by an increased production and insufficient removal of protons [Dennis, 1991]. The study by Vermeulen et al. reported a steady and constant decrease in pH throughout 10 min of ischaemia, as shown in Figure 3.2. After 10 min of ischaemia, the decrease in pH was of about 0.8 compared to the pH at 0 min, in both control and failing hearts [Vermeulen, 1996].

Figure 3.3 Creatine phosphate (CP) and adenosine triphosphate (ATP) levels during 30 min of ischaemia in isolated pig hearts [Moréna et al., 1980].
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Moréna et al. investigated creatine phosphate (CP) and adenosine triphosphate (ATP) levels, measures of oxygen availability, post-occlusion in isolated pig hearts [Moréna et al., 1980]. Both measurements provide a good approximation of the decrease in oxygen during ischaemia. Figure 3.3 shows an abrupt decrease of about 60 µM per 1g dry in CP during the first 2 min of ischaemia, which then steadily goes down to 0 at 30 min. Decrease in ATP displays a more constant linear decrease throughout the 30 min of ischaemia, going from 20 µM per 1g dry at 0 min to 2 at 30 min.

Figure 3.4 Experimental results carried out by Vermeulen et al. showing CV and APD$_{80}$ in isolated rabbit control (white squares) and failing (black squares) hearts during 10 min of ischaemia [Vermeulen, 1996].

The study by Vermeulen et al. in Langendorff perfused rabbit hearts reported changes in APD and CV after 10 min of ischaemia in normal and failing hearts [Vermeulen, 1996]. Their results, showing changes through time for CV, APD at 80% repolarisation (APD$_{80}$), pH and $[K^{+}]_o$ are summarised in Figure 3.4. There is a decrease in CV of 27% in control hearts and 50% in failing hearts during the first 10 min of ischaemia. CV is constant for the first 2 min of ischaemia and then starts decreasing linearly after 3 min until it reaches a second plateau phase in the control hearts after 6 min. APD$_{80}$ decreased by about 25% in normal hearts and about 41% in failing hearts after 10 min of ischaemia. The rate of decrease of APD in normal hearts appears to follow a constant linear gradient. However, in failing hearts, the APD decrease is more pronounced between 3 and 6 min of ischaemia. A study by Watanabe et al. in porcine hearts showed
a prolongation of APD of about 31 ms during the first 2 min of ischaemia followed by the expected shortening of APD [Watanabe et al., 1997].

3.2 Spatial heterogeneities at the border of the ischaemic region

The central ischaemic zone around the occluded artery experiences the most severe ischaemic conditions, however due to diffusion to and from the normal tissue surrounding the ischaemic region, a gradient in ischaemic properties exists. Coronel et al. showed spatial dispersion of $[K^+]_o$ around the occluded artery in isolated dog heart experiments [Coronel, 1994]. Lateral heterogeneities in the tissue surrounding the area of regional ischaemia were also found by Janse et al. and Rumsey et al. in perfused pig hearts [Janse et al., 1979; Rumsey et al., 1994].

The severity of ischaemic changes varies transmurally through the ischaemic region. Extracellular $K^+$ accumulation is faster in the subendocardium than in the subepicardium while APD shortening due to $I_{K(\text{ATP})}$ activation is more pronounced in the subepicardium [Hill and Gettes, 1980; Gilmour and Zipes, 1980; Kimura et al., 1986; Schaapherder et al., 1990; Furukawa et al., 1991]. Pandit et al. showed how $I_{K(\text{ATP})}$ determines LV-RV APD gradients during global ischaemia in Langerdorff-perfused guinea pig hearts and computational models [Pandit et al., 2011]. These results agree with the study by Komniski et al. in rat hearts showing that LV cells are able to maintain a better ATP level than RV cells during hypoxia [Komniski et al., 2011].

More acidic conditions are found in the subendocardial regions [Watson et al., 1984]. Delayed activation is especially prominent in the subepicardium, whereas activation of the subendocardial layers is relatively unaffected. This may be related to a relatively elevated $O_2$ tension in the subendocardial layers, due to diffusion from the cavity [Wilensky et al., 1986]. Schaapherder et al. carried out experiments in isolated rat hearts in different gaseous environments: 100% $O_2$, 100% $CO_2$ and 100% $N_2$ [Schaapherder et al., 1990]. Figure 3.5 shows how CP (defined as CrP in the Figure) varies depending on the distance from the epicardium in rat hearts after
10 min of ischaemia. The 100% $O_2$ gaseous environment is the closest approximation to the metabolic dynamics of the tissue surrounding the ischaemic region. In which case the amount of CP drops off quite quickly after 0.2 mm from the epicardium.

**Figure 3.5** Subepicardial creatine phosphate (CrP) after 10 min of global ischaemia at difference distances from the epicardium (x-axis in mm) in a 100% $O_2$ (open circles), 100% $CO_2$ (open triangles) and 100% $N_2$ (closed circles) environment. [Schaapherder et al., 1990]

A thin layer of tissue, referred to as the border zone, of approximately 1 - 2 mm at the surface of the ischaemic tissue, receives nutrients and oxygen from blood in the cavities and the medium surrounding the heart, thus remaining viable over the course of acute ischaemia [Wilensky et al., 1986; Darsee et al., 1981; Peters et al., 1997; Ursell et al., 1985]. Therefore, the first few layers of cells at the surface of the heart are not in fully ischaemic conditions. The border zone can be represented by a gradient in electrophysiological properties and by differences in AP morphology and duration. The depth of the border zone (i.e. the region over which there exists a gradient in electrophysiological parameters) varies for the different parameters and experimental setups. A study carried out by Wilensky *et al.* in isolated preparations of rabbit interventricular septum showed how electrophysiological changes vary spatially after 10 to 12 min of ischaemia [Wilensky et al., 1986]. The table shown in Figure 3.6 summarises their findings. Values of various electrophysiological characteristics and different depths below the endocardium are reported, up to 650 µm and deeper than 650 µm. Their results show a
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decrease of 27% in resting membrane potential, a decrease of 46% in AP amplitude, a decrease of 12% in APD, an increase of 44% in $[K^+]_o$, a decrease of 6% in pH and a decrease of 80% in phosphocreatine, a measure of how much oxygen is available. This gradient is due to the surrounding healthy tissue or blood lying in the ventricles. Transmural inhomogeneities were also reported by Schaapherder et al. in isolated rat hearts [Schaapherder et al., 1990].

Figure 3.6 Electrophysiological characteristic of different layers below the epicardium after 10 to 12 min of global ischaemia [Wilensky et al., 1986]

<table>
<thead>
<tr>
<th>Depth below endocardium</th>
<th>Resting membrane potential (mV)</th>
<th>Action potential amplitude</th>
<th>Action potential duration</th>
<th>Extracellular $[K^+]_o$ (mM)</th>
<th>pH</th>
<th>Phosphocreatine (μmol/g dry weight)</th>
</tr>
</thead>
<tbody>
<tr>
<td>To 650 μm</td>
<td>73 ± 3</td>
<td>81 ± 13</td>
<td>116 ± 42</td>
<td>7.68 ± 2.08</td>
<td>6.81 ± 0.27</td>
<td>18.01 ± 8.34</td>
</tr>
<tr>
<td>Deeper than 650 μm</td>
<td>53 ± 4</td>
<td>44 ± 11</td>
<td>102 ± 42</td>
<td>11.09 ± 1.81</td>
<td>6.36 ± 0.32</td>
<td>3.72 ± 2.56</td>
</tr>
<tr>
<td>p value (two-tailed Student’s t test)</td>
<td>p&lt;.01</td>
<td>p&lt;.01</td>
<td>NS</td>
<td>p&lt;.05</td>
<td>p&lt;.05</td>
<td>p&lt;.01</td>
</tr>
</tbody>
</table>
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As described earlier in 2.6, during ischaemia, the difference in refractory period creates a figure-of-eight reentry around the ischaemic region. As was reported in porcine hearts by Janse et al. [Janse and Wit, 1989]. The longer refractory period of the ischaemic region creates a conduction block when the excitation wave first reaches it. As the wave circumvents the ischaemic region and reaches the distal area, the ischaemic tissue recovers and is re-excited again, reaching the proximal normal tissue and self-sustaining the figure-of-eight reentry.

Other studies have shown that the spatial differences in refractory period favour the occurrence of arrhythmias [Nademane et al., 1985; Russell and Oliver, 1978; Zaitsev et al., 2003]. Kuo et al. showed that a ventricular premature beat could lead to sustained arrhythmias under certain degrees of dispersion of repolarisation in canine hearts [Kuo et al., 1983]. Studies have emphasised the importance of timing of activation, repolarisation and dispersion of repolarisation in the initiation and maintenance of reentrant ventricular arrhythmias [Hanson et al., 2009;
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Janse et al., 1985; Farid et al., 2011; Banville and Gray, 2002]. All these factors are altered during ischaemia [Carmeliet, 1999]. Regional ischaemia increases heterogeneities across the tissue which augments the likelihood of arrhythmias [Janse et al., 1986; Coronel et al., 2009; Kuo et al., 1983]. Furthermore, Bradley et al. showed that global ischaemia increased the complexity of electrical activation during VF in human patients during open chest surgery [Bradley et al., 2011].

During ischaemia the extent of heterogeneities increases, mainly due to differences between the ischaemic and healthy tissue, but also due to spatial differences at the border of the ischaemic regions (as described in the previous section). Coronel showed how the increased heterogeneity in \([K^+]_o\) during ischaemia is pro-arrhythmic, due to its effect on CV, excitability and refractoriness which in turn promote the initiation and maintenance of arrhythmias [Coronel, 1994]. Furthermore, a study by Janse et al. during the first 10 min of ischaemia in canine hearts demonstrated that arrhythmias originated from premature beats occurring in the subendocardial border zone [Janse et al., 1986]. Similar results showing the importance of intramural reentry in the subendocardial border zone during mechanisms of VT and VF were shown by Pogwidz et al. in feline hearts [Pogwizd and Corr, 1987b, 1990].

A review by Coronel et al. describes the importance of PRR in modulating arrhythmic risk; the increased dispersion of PRR creates a substrate for reentry to occur [Coronel et al., 2012]. Sutton et al. and Taggart et al. calculated important biomarkers (APD, ERP, PRR and CV) during the first 3 min of global ischaemia in human during open chest surgery, using a pressure contact electrode they placed on the endocardium and intramural electrodes [Sutton et al., 2000; Taggart, 2000]. Their experiments provide unique \textit{in vivo} human data during the first few minutes of ischaemia. Their results are summarised in Figure 3.7. APD decreased by approximately 60 ms after 3 min of ischaemia. As shown in Figure 3.7b, ERP depends on the amplitude of the stimulus, as differences were observed between the two groups: group 1 was applied a greater stimulus amplitude than group 2. The ERP increased by only 10 ms in group 1 compared to
about 100 ms in group 2. Figure 3.7c shows an increase in PRR from 0 ms to approximately 40 ms and 140 ms for the first and second group respectively after 3 min of ischaemia. Finally Figure 3.7d shows a decrease in LV transmural CV from approximately 55 cm/s at 0 min to 25 cm/s at 3 min of ischaemia.

Ischaemia can also be reflected at the ECG level. Changes to the ECG can potentially allow the clinician to estimate the timing of occlusion, the infarct-related artery, and the size of the affected tissue [de Lemos et al., 2000; Thygesen et al., 2007]. The main changes triggered by ischaemia are increased ST segment elevation due to a higher resting membrane potential, a prolonged QRS interval due to slower conduction and an increased width of the T wave due to increased dispersion of repolarisation times [Thygesen et al., 2007; Gima and Rudy, 2002; Kléber, 2000].

However, many of the changes observed at the ECG level during ischaemia are also observed in other conditions such as pericarditis, LV hypertrophy, left bundle branch block and Brugada syndrome [Thygesen et al., 2007]. Furthermore, Taggart et al. found similar symptoms in asymptomatic patients with normal coronary arteriograms [Taggart et al., 1979]. Schang et al. carried out a study in 20 patients with coronary heart disease and showed that only 25% of the ST elevation episodes were associated with angina [Schang and Pepine, 1977].

### 3.4 Drug cardiotoxicity

Many studies have investigated ischaemia-induced arrhythmic mechanisms, both experimentally [Bradley et al., 2011; Ma and Wang, 2007; Russell et al., 1984; Coronel et al., 1991, 2002; Janse and Wit, 1989; Pogwizd and Corr, 1990; Janse et al., 1979, 1980, 1986; Zaitsev et al., 2003; Pogwizd and Corr, 1987b] and computationally [Jie et al., 2009; Shaw and Rudy, 1997b; Ferrero et al., 2003; Jie et al., 2005; Tice et al., 2007]. However, most studies on anti-arrhythmic treatments have been carried out in non-ischaemic hearts, such as investigations on
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Figure 3.7 APD, ERP and PRR and CV in patients after one, two and three minutes of global ischaemia. Group 1 was given a higher stimulus amplitude than Group 2 [Sutton et al., 2000; Taggart, 2000].

(a) APD (ms)  
(b) ERP (ms)  
(c) ERP minus APD (ms), equivalent to the PRR  
(d) CV (cm/sec)
anti-arrhythmic drug effects [Moreno et al., 2011; van Opstal et al., 2001; Nademanee et al., 1985; Suttrop et al., 1991; Drouin et al., 1998; Brennan et al., 2007; Cobbe et al., 1983; Brennan et al., 2009; Zemzemi et al., 2013] and defibrillation therapy [Efimov et al., 2000, 1998; Trayanova et al., 2002; Chen et al., 1986; Hwang et al., 1994; Skouibine et al., 2000; Rodríguez and Trayanova, 2003], both of which are often used in conjunction to improve the success of treatment [Tacker et al., 1980; Guarnieri et al., 1987; Brode et al., 1997].

Numerous studies have shown efficacy of class III anti-arrhythmic drugs in treating patients suffering from arrhythmias. A clinical study carried out by Myburgh et al. showed that sotalol, a beta-adrenergic blocking agent with class III anti-arrhythmic properties, suppressed ventricular ectopic beats in 20 patients suffering from ischaemic heart disease [Myburgh et al., 1979]. Another clinical trial by Nademanee et al. also showed the efficacy of sotalol in treatment for life-threatening arrhythmias for both short- and long-term treatments [Nademanee et al., 1985]. It was prescribed to 37 patients with recurrent VT/VF. Their results show that the drug caused an increase in ERP of 14.9% in the ventricles. In the short term, the drug prevented reinduction of VT/VF in 15 patients, was ineffective in 7 and increased likelihood of VT/VF in 1. In the long term, it reduced premature ventricular beats by 85% and the incidence of tachycardiac beats by 90% in 52% of the patients (the rest of the group showed no significant changes). Sotalol, is also often prescribed for the treatment of atrial fibrillation, as shown by Suttorp et al. in 300 patients, therefore understanding its interaction with potential transient ischaemia in the ventricles is important [Suttorp et al., 1991].

Many patients in need of anti-arrhythmic treatment are prone to ischaemia [Steinberg et al., 2014; Waldo et al., 1996] and few studies analyse the interplay between anti-arrhythmic pharmacological treatment and ischaemia computationally [Wilhelms et al., 2012] or experimentally [You et al., 2005]. However, class III anti-arrhythmic drugs can have pro-arrhythmic effects, as shown in clinical trials such as SWORD [Waldo et al., 1996], in patients with myocardial infarction (MI) (resulting from an extended period of ischaemia) and a recent study by Steinberg...
et al. carried out in patients with coronary artery disease (also known as ischaemic heart disease) [Steinberg et al., 2014]. Both studies resulted in increased mortality and rehospitalisation in patients taking class III anti-arrhythmic drugs compared to placebo. Mechanisms underlying the increased risk of death are not understood and will be investigated in Chapter 7.

3.5 Computational studies

3.5.1 Electrophysiological parameters modified to simulate ischaemia

The first 10-15 min of ischaemia are often simulated by incorporating effects of hyperkalaemia, acidosis, and anoxia in computational models [Moréna et al., 1980; Kodama et al., 1984]. These changes are implemented at the ionic level through the following changes: an increase in $[K^+]_o$ to 8-12 mM [Weiss and Shine, 1982a; Weiss et al., 1992], a decreased maximum conductance of $I_{Na}$ and $I_{Ca,L}$ usually by 25% [Kagiyama et al., 1982; Sato et al., 1985; Irisawa and Sato, 1986], and an activation of the $I_{K(\text{ATP})}$ [Shaw and Rudy, 1997b,a; Ferrero et al., 1996]. Ferrero et al. and Shaw and Rudy [Ferrero et al., 1996; Shaw and Rudy, 1997a,b] demonstrated using computer simulations that these changes account for the most significant alterations in AP morphology and wave propagation over the course of ischaemia. Numerous studies have shown that the increase in $[K^+]_o$ above 8 mM causes severe depolarisation at rest, which results in reduced availability of $Na^+$ current and thus in slow AP upstroke and decreased CV [Shaw and Rudy, 1997a; Rodríguez et al., 2004a,b]. While under normal conditions AP upstroke velocity is mainly determined by $I_{Na}$, after 10-15 min of occlusion AP upstroke becomes biphasic, with the first phase corresponding to the decreased influx of $Na^+$ current and the second component being $Ca^{2+}$ driven [Shaw and Rudy, 1997a; Downar et al., 1977; Kléber et al., 1978; Pogwizd and Corr, 1987a; Ferrero et al., 2003]. Simulation studies have demonstrated that, under these conditions, $Ca^{2+}$ current plays a critical role in the occurrence of propagation block and the development of alternans in the ischaemic region, both phenomena being precursors of reentrant
The high degree of electrophysiological detail provided by computer simulations allows examination of the contribution of each ischaemic change at the ionic level to the electrophysiological alterations in AP and propagation following coronary occlusion. Some of the first simulations of ischaemia were carried out by Ch’en et al. [Ch’en et al., 1998] who induced ATP depletion and fall in pH to investigate calcium-overload arrhythmias during ischaemia and reperfusion-induced arrhythmias. Early simulations of myocardial energy metabolism during ischaemia were also carried out and effectively predicted the changes in energy production [Zhou et al., 2005; Cabrera et al., 2005].

As described earlier, $[K^+]_o$ increases quickly following coronary occlusion, reaching a plateau level of 6-11 mM above its normal value of 5.4 mM at 10-15 min post-occlusion [Gasser and Vaughan-Jones, 1990; Weiss and Shine, 1982b,a; Wilde and Aksnes, 1995; Weiss and Shine, 1986; Wilde et al., 1990; Yan et al., 1996]. Mechanisms by which $K^+$ accumulates in the extracellular space are still not fully understood, due to the challenges of simultaneously recording all ionic currents and concentrations in experiments. Therefore, Rodríguez et al. used computational modelling to investigate mechanisms of extracellular $K^+$ accumulation in ischaemia [Rodríguez et al., 2002]. The model included ion fluxes between the intracellular medium, the interstitial cleft and the extracellular medium. Membrane kinetics were represented using the Luo-Rudy AP model [Luo and Rudy, 1994; Zeng et al., 1995] with an added $I_{K(ATP)}$ formulation described in [Ferrero et al., 1996]. Interruption of coronary flow was simulated by increasing the time constant of diffusion between the extracellular medium and the interstitial clefts from its normoxic value to infinity. Experimental results suggest that three mechanisms could be responsible for the increase in $[K^+]_o$ in acute ischaemia: inhibition of the $I_{NaK}$ pump [Wilde et al., 1988; Bersohn et al., 1982], activation of the $I_{K(ATP)}$ current [Wilde and Aksnes, 1995; Noma, 1983], and activation of an inward $Na^+$ current [Wilde and Aksnes, 1995;
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Shivkumar et al., 1997; Hartmann et al., 1998; Ju et al., 1996]. The simulations carried out by Rodriguez et al., suggest that the ischaemic cellular $K^+$ loss is mainly due to an increase in the $K^+$ efflux via the time-independent $K^+$ current and $I_{K(ATP)}$, rather than to a decrease in $K^+$ influx via the $Na^+/K^+$ pump [Rodríguez et al., 2002]. These results are an important stepping stone in understanding the pathophysiology of ischaemia and were followed up in studies led by Smith and Crampin [Smith and Crampin, 2004; Terkildsen et al., 2007].

3.5.2 Arrhythmic mechanisms during ischaemia

As described earlier, ischaemic impact on the myocardium is characterised by a high degree of heterogeneity. Electrophysiological properties vary not only with time post-occlusion, but also spatially. Ferrero et al. used data from experimental measurements to construct a two-dimensional (2D) model of regional ischaemia which included the a detailed model of the BZ [Ferrero et al., 2003]. They illustrate mechanisms of figure-of-eight reentry following application of a premature stimulus, which is similarly described experimentally [Janse et al., 1980; Janse and Kléber, 1981; Kléber, 1987; Costeas et al., 1997]. Their results show that the degree of activation of $I_{K(ATP)}$ plays an important role in arrhythmogenesis, in agreement with simulation results by Trénor et al. [Ferrero et al., 2003; Trénor et al., 2005].

Tice et al. present a physiologically accurate model of phase 1A regional ischaemia in a 2D slab of rabbit ventricular tissue to study the effect of the transmural ischaemia-induced heterogeneities on the vulnerability to arrhythmia [Tice et al., 2007]. Figure 3.8 shows a diagram of the ischaemia-induced spatial heterogeneities included in their model. The left panel shows the location of the ischaemic region and its border zone on a cross-section of the rabbit heart. The right panel shows the gradient of electrophysiological parameters varied in the epicardial and endocardial border zones. Ischaemic substrate was represented by progressive changes in membrane dynamics due to hyperkalaemia, acidosis, and hypoxia corresponding to 2-10 min post-occlusion. The model, illustrated in Figure 3.8, includes realistic ischaemic parameters and
border zone heterogeneities. The LV wall was paced at 200 ms basic cycle length and premature stimulation was applied to the RV endocardium over a range of varying interval lengths, often referred to as coupling intervals. The simulation results show that a premature stimulus is more likely to initiate arrhythmia at 7-8 min post-occlusion, when refractoriness in the normal tissue and the ischaemic region differs the most. Arrhythmia induction is then initiated by alternans in the border zone. Halving the border zone decreases the safety factor for propagation, resulting in a 58.8% decrease in reentry initiation. Their results show that the increased likelihood of arrhythmogenesis in regional ischaemia is caused by increased dispersion of refractoriness and CV in the ischaemic BZ. They also notice that the absence of a transmural gradient in $I_{K(\text{ATP})}$ activation in the central ischaemic region drastically reduces the number of sustained reentries. However, this study is two-dimensional, therefore, the role of transmural heterogeneities may be different in a three-dimensional model.

**Figure 3.8** (A) Ischaemic region and surrounding border zone shown in white and grey on a cross section of the ventricles. (B) Gradient of main ischaemic electrophysiological parameters varied across the epicardial and endocardial border zones [Tice et al., 2007].

Bernus et al. also show the importance of the BZ in 3D slabs of ventricular tissue using the LRD model. They show that arrhythmias could be triggered through alternating conduction blocks in the ischaemic BZ which lead to intramural reentry and APD alternans, alternating variations of
AP amplitude over successive cardiac cycles [Bernus et al., 2005b].

Clayton et al. carried out experimental and computational studies in human hearts to investigate the effects of ischaemia on fibrillation [Clayton et al., 2011b]. Their results indicate that cardiac ischaemia slows conduction, shortens APD, flattens APD restitution, prolongs refractoriness and increases dispersion of CV, APD and ERP. They also show that these effects result in slower reentrant activity. While the simulations show that the flattening of the restitution curve leads to the collapse of many reentrant waves, this is not seen in the experimental results. This discrepancy implies that there are other factors, such as functional heterogeneities, that may play an important role in sustaining wavebreak during human VF. Furthermore, this study is a good example of computational models and experimental results being used synergistically.
Computational cardiac electrophysiology methods

In this chapter, we present the methods used to simulate cardiac electrical conduction computationally. The first part of this chapter describes the models that simulate the action potential of a cell by reproducing the ionic current level activity. A brief overview of the Hodgkin-Huxley equations, on which most other ionic models are based, is given. The main ventricular action potential models and the parameters modified to simulate ischaemia are detailed. Coupled ODE solvers are also reviewed. The second part of this chapter describes the equations underlying the electrical activity propagation in tissue, which are known as the bidomain and monodomain equations. The numerical methods used to solve these equations, known as semi-implicit time stepping and finite element method are also reported. The third part of this chapter presents an overview of the simulation software package Chaste, which contains the code that was developed and used to run most of the simulations presented in this thesis.

Computational models have provided insights into cardiac electrophysiology since the first model was built over 50 years ago, these have been described in various reviews [Noble, 2002; Rodríguez et al., 2006; Trayanova, 2011; Clayton et al., 2011a]. They have been extensively
used for research and recently these models have been put in the spotlight for industrial and regulatory applications by the FDA-led initiative CiPA [Sager et al., 2014]. They provide an ideal framework within which hypothesis and ideas can be tested. Current models have undergone many iterations between experiments and theory, experimental and clinical data are first used to build and then verify the computational model and its findings, as described briefly in Chapter 1. Examples of iteration between experiments and simulations are presented in a review by Quinn et al. and Carusi et al. [Quinn and Kohl, 2013; Carusi et al., 2012]. Furthermore, these models integrate information at a multi-scale level and draw information from multiple fields: molecular biology, physiology, anatomy, cardiology, applied mathematics, engineering, physics and computer science [Clayton, 2001]. They are able to overcome experimental limitations by providing high spatio-temporal resolution and a framework within which parameters can be easily modified. At the same time, their findings help us discover new mechanisms and ideas that can then be tested experimentally. The computational studies presented in this thesis identify key mechanisms underlying the response of the heart to drugs and disease and they illustrate the state-of-the art in computational modelling and simulation of human electrophysiology.

### 4.1 Modelling transmembrane ionic current

The biophysical activity of the ionic currents and concentrations across the cell membrane are modelled by a set of ODEs, referred to as the action potential models. Here we present the Hodgkin-Huxley model, which forms the basis of most action potential models. The main ventricular models relevant to this thesis are also presented. The formulation of the $I_{K(ATP)}$ current, which is included in all the AP models used in this thesis in order to simulate hypoxia during ischaemia is introduced. Finally, we briefly review the forward and backward Euler methods used to solve the ODEs.
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4.1.1 Hodgkin-Huxley model

The Hodgkin-Huxley Nobel prize winning model forms the basis for many other action potential models that have been developed since then [Hodgkin and Huxley, 1952]. The model represents the electrical activity of a squid axon modulated by 3 ionic currents, the sodium channel $I_{Na}$, the potassium channel, $I_K$ and the leakage channel made up of other ions $I_l$. Each current is defined as follows:

$$I_{Na} = g_{Na}(V_m - E_{Na})$$
$$I_K = g_K(V_m - E_K)$$
$$I_l = g_l(V_m - E_l),$$

(4.1)

where $E_{Na}$, $E_K$ and $E_l$ and $g_{Na}$, $g_K$ and $g_l$ are the membrane potentials and conductances for the respective ions. The conductance of $I_l$ is constant, however the conductances of the two other currents follow more complicated patterns as shown in Figure 4.1 for $g_K$.

Figure 4.1 Potassium conductance of axon squid through time [Hodgkin and Huxley, 1952]

Both of these conductances were described by the following equations

$$g_{Na} = \tilde{g}_{Na} m^3 h$$
$$g_K = \tilde{g}_K n^4,$$

(4.2)

where $\tilde{g}_{Na}$ and $\tilde{g}_K$ are constants with dimensions of conductance/cm$^2$ and $m$, $h$ and $n$ are gating
variables that can vary between 0 and 1 to represent the open and closed states of each ionic channel respectively. Each gating variable follows a time-dependent equation:

$$\frac{dx}{dt} = \alpha_x (1 - x) - \beta_x x,$$

where $x$ represents the gating variables ($m$, $h$ and $n$), and $\alpha_n$ determines the rate of opening of the gates while $\beta_n$ determines the rate of closing of the gates. The equations underlying these variables were fitted to reproduce experimental data and are as follows:

$$\alpha_m = 0.1 \frac{25 - V_m}{e^{\frac{25-V_m}{10}} - 1}, \quad \beta_m = 4e^{-\frac{V_m}{18}},$$

$$\alpha_h = 0.07 e^{-\frac{V_m}{20}}, \quad \beta_h = \frac{1}{e^{\frac{30-V_m}{10}} + 1},$$

$$\alpha_n = 0.01 \frac{10 - V_m}{e^{\frac{10-V_m}{10}} - 1}, \quad \beta_n = 0.125 e^{-\frac{V_m}{80}}.$$

### 4.1.2 Ventricular action potential models

The first cardiac cell model was built over 50 years ago by Denis Noble [Noble, 1960]. It was derived from the Hodgkin-Huxley model, described earlier [Hodgkin and Huxley, 1952]. The main change between the models was the potassium sensitive currents that allowed for a plateau phase, which meant a longer repolarisation time. A review by Noble and Rudy describes how iteration between models and experiments played an important role in discovering new ionic channels and pumps involved in different stages of the AP [Noble and Rudy, 2001]. There are now a wide variety of ventricular cardiac cell models that can be used to simulate different species such as rabbit [Mahajan, 2008; Shannon et al., 2004], dog [Decker et al., 2009; Hund and Rudy, 2004], rat [Niederer and Smith, 2007; Pandit et al., 2001] and human [Bernus et al., 2002; Priebe and Beuckelmann, 1998; Iyer et al., 2004; ten Tusscher and Panfilov, 2006; Grandi et al., 2010]. Here we give an overview of the models used and referenced throughout this thesis:
from animal to human models. It is important to note that differences between models of the
same species have been reported in numerous studies, as has been shown in previous studies
[Cherry and Fenton, 2007; Bueno-Orovio et al., 2008; Cherry and Evans, 2008; ten Tusscher
et al., 2006; Gemmell et al., 2014; Romero et al., 2011].

A model that has been widely used in the study of ischaemia is the Luo-Rudy dynamic (LRd)
model of mammalian ventricular AP [Luo and Rudy, 1991, 1994]. The model was built using
single cell and single channel recordings from different species that were taken using methods
that overcame some of the limitations of previous techniques. It has been widely used to investi-
gate arrhythmic mechanisms during ischaemia and is used as a basis for many other mammalian
AP models [Shaw and Rudy, 1997b; Bernus et al., 2005b; Ferrero et al., 1996; Rodríguez et al.,
2002; Trénor et al., 2005; Ferrero et al., 2003].

The Shannon et al. 2004 model was derived from the LRd model and rabbit specific data
on calcium homeostasis [Shannon et al., 2004]. The Mahajan et al. 2008 model (used in
Chapter 5) was based on the Shannon et al. model with a reformulated $I_{Ca,L}$ current and calcium
cycling [Mahajan, 2008]. These models are used to simulate different conditions that were not
necessarily tested when they were initially developed. Therefore, studies such as the ones by
Romero et al. and Gemmell et al., performing sensitivity analysis and comparisons of these
two models by varying various parameters are important [Romero et al., 2011; Gemmell et al.,
2014]. The study by Romero et al. suggests that the Shannon et al. model reproduces rabbit
electrophysiology more accurately at normal pacing rates, while the Mahajan et al. does so at
faster pacing rates.

Every model is based on different sets of experimental data, and this is important to take into ac-
count when selecting the model’s applicability to a specific research question. This was shown
in a study by ten Tusscher et al. that compared 4 human models: the reduced Priebe and Beuck-
elmann (PB) 1998 model [Priebe and Beuckelmann, 1998] presented by Bernus et al. (redPB)
[Bernus et al., 2002], the ten Tusscher et al. (TNNP) 2004 model and the Iyer et al. (IMW)
2004 model [Iyer et al., 2004]. Each model displayed slightly different electrophysiological
dynamics, for example a broad range of variation in APD values (270-360 ms) was seen. These
differences may be due to many factors such as inter-subject variability or the experimental
preparations used [Sarkar and Sobie, 2011; Britton et al., 2013]. This thesis focuses on simu-
lating ischaemia, when major electrophysiological changes are imposed. Therefore, we analyse
and compare 4 recent human models under ischaemic conditions. We now review some of the
latest human ventricular AP models that have been developed and are analysed in Chapter 6.

The ten Tusscher et al. 2006 human ventricular model

The most widely used and studied is the model developed by ten Tusscher et al. in 2006 (TP06)
[ten Tusscher et al., 2006], whose transmembrane currents are based on a previous model from
the same group [ten Tusscher et al., 2004]. Both of these models used human experimental data
for most of the main ionic current formulations. The TP06 model included an improved descrip-
tion of calcium dynamics, allowing for the study of alternans, often a precursor or characteristic
of arrhythmias. The updated $Ca^{2+}$ handling description incorporates a subsarcolemmal space
describing calcium-induced calcium release (CICR) with a Markov-state model for the ryan-
odine receptor (with reduced dimensionality using quasi-steady-state assumptions). The $Ca^{2+}$
handling model is a reduced version of the model developed by Shannon et al. and Stern et
al. [Shannon et al., 2004; Stern et al., 1999]. The $I_{CaL}$ current simulates both the fast and
slow voltage inactivation as shown experimentally [Li and Nattel, 1997; Magyar et al., 2002;
Pelzmann et al., 1998]

The authors carried out extensive single cell, tissue, and whole organ simulations under nor-
mal and arrhythmic conditions [ten Tusscher et al., 2007]. This model has been widely used
and investigated under different conditions such as fibrillation and ischaemia [Clayton et al.,
2011b; Heidenreich et al., 2012]. Importantly, the authors were concerned with computational
efficiency to ensure these models could be used in multi-scale simulations (from single cell to
whole organ). Another advantage of the model, compared to its predecessors, is its ability to
reproduce APD restitution curves [Carro et al., 2011].

**The Grandi et al. 2010 and Carro et al. 2011 human ventricular models**

Another recent human AP model is the Grandi et al. 2010 model (GPB) [Grandi et al., 2010], which is based on the 2004 rabbit cell model described by Shannon et al. [Shannon et al., 2004]. It provides a detailed description of the subsarcolemmal space, which is incorporated into the main ionic current formulations. Ionic current densities and kinetics were updated according to recent experimental data on human myocytes. This model improved the AP response to frequency changes and offered a better performance during block of $K^+$ currents with respect to the TP06 model. However, the GPB model does not adequately reproduce APD restitution properties or APD rate adaptation dynamics [Carro et al., 2011]. Based on their analysis of these shortcomings, Carro et al. (CRLP) modified and reformulated various currents, such as $I_{CaL}$ and $I_{K1}$ [Carro et al., 2011]. They carried out an extensive single cell and one-dimensional (1D) tissue simulation study, and compared their results to those obtained using the GPB and TP06 models described above. Various biomarkers such as ERP, APD, and CV restitution properties were used to compare the models. The authors also performed a parameter sensitivity analysis and investigated the effect of potassium current block and hyperkalaemia on model outputs and concluded that their model adequately reproduced the expected behaviour.

**The O’Hara et al. 2011 human ventricular model**

Despite the many strengths of the models described above, they still suffer from many limitations, the main one being their ability to reproduce calcium dynamics. These shortcomings are addressed in the most recent human cell model, the O’Hara et al. 2011 (ORd) model [O’Hara et al., 2011]. Compared to the models described above, it was created based on the most consistent set of experimental human data, obtained from over 100 undiseased human hearts. The model incorporates the effects of $Ca^{2+}$/calmodulin-dependent protein kinase II (CAMKII) on known ionic currents.
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O’Hara et al. gathered data from new measurements of human $I_{CaL}$, $K^+$ currents and the $Na^+$/Ca$^{2+}$ exchanger current, as data in human is scarce for these currents. All equations for currents and fluxes were reformulated with the exception of Ca$^{2+}$ buffers, CaMKII kinetics and background currents, for which the detailed Decker canine model formulations with adjusted conductances were used [Decker et al., 2009]. Transmural heterogeneities were included by incorporating mRNA and protein expression changes in epicardial, mid-myocardial and endocardial cells. The ORd model reproduced early after depolarisation (EADs), which were not reproducible by the other models.

4.1.3 Main ionic current formulations

In this section we provide an overview of the main ionic current formulations in the TP06, GPB, CRLP and ORd models:

- $I_{Na}$ current that plays an important role during the upstroke of the AP and modulates the cell’s excitability and refractoriness.
- $I_{CaL}$ current that plays an important role during the plateau phase of the AP.
- $I_{to}$ current that plays an important role in the initial small repolarisation the precedes the plateau phase.
- $I_{Kr}$, $I_{Ks}$ and $I_{K1}$ that play an important role in modulating the complete repolarisation phase of the AP.

We chose to describe these currents as they play the main role in modulating the action potential morphology. In the following equations, $V_m$ represents the transmembrane voltage of the cell, $S$ represents the ion selectivity of the current, $G_S$ represents the conductance of the current and $E_S$ the reversal potential. Finally, $R$, $T$ and $F$ represent the gas constant, temperature and Faraday constant, respectively.
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The ten Tusscher et al. 2006 human ventricular model

The following equation describes the fast inward sodium current:

$$I_{Na} = G_{Na} m^3 h j (V_m - E_{Na}),$$

where $m$ is the activation gate, $h$ is the fast inactivation gate, and $j$ is the slow inactivation gate.

The steady state activation ($m^3_\infty$) and inactivation ($h_\infty \times j_\infty$) are fitted to data on steady-state activation of wild-type human $Na^+$ channels from Nagatomo et al. and extrapolated to $37^\circ$ [Nagatomo et al., 1998]. The peak conductance, $G_{Na}$, was fitted to reproduce a maximum up-stroke velocity of $dV_m/dt_{max} = 260 mV/ms$ as found experimentally by Drouin et al. [Drouin et al., 1998].

The following equation describes the L-type calcium current:

$$I_{CaL} = G_{CaL} d f_2 f_{cass} 4 (V_m - 15) F^2 0.25 Ca_{ss} e^{2(V_m-15)F/RT} - Ca_o \over e^{2(V_m-15)F/RT} - 1,$$

where $d$ is the voltage-dependent activation gate, $f$ and $f_2$ are the fast and slow voltage inactivation gate, $f_{cass}$ is the fast subspace $Ca^{2+}$ inactivation gate, $Ca_{ss}$ is the $Ca^{2+}$ concentration in the subspace, $Ca_o$ is the extracellular $Ca^{2+}$ concentration and the energy required to move ions along the channel, often referred to as the driving force, is modelled with a Goldmann-Hodgkin-Katz equation. Steady-state activation $d_\infty$ and inactivation $f_\infty$ gates are fitted to experimental data from human ventricular myocytes [Mewes and Ravens, 1994; Bénitah et al., 1992; Pelzmann et al., 1998; Magyar et al., 2002; Li and Nattel, 1997]. Since there is little data available in human, the $d$ gate activation time constant of $I_{CaL}$, $\tau_d$, was given a value based on the Luo-Rudy dynamic model [Luo and Rudy, 1994]. Time constant values of $f_{Ca}$ and $f$, $\tau_{f_{Ca}}$ and $\tau_f$, were taken from human atrial and ventricular experimental data [Beuckelmann et al., 1991; Bénitah et al., 1992; Mewes and Ravens, 1994; Magyar et al., 2002; Pelzmann et al., 1998; Sun et al., 1997; Li and Nattel, 1997].
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The following equation describes the transient outward potassium current:

\[ I_{to} = G_{to}rs(V_m - E_K), \]  

(4.6)

where \( r \) and \( s \) are the voltage-dependent activation and inactivation gates. The steady-state activation and inactivation curves (\( r_\infty \) and \( s_\infty \)) are fitted to data from human ventricular myocytes carried out by Nābauer et al. [Nābauer et al., 1996]. Endocardial and epicardial cells are defined by different steady-state inactivation properties, and peak conductance \( G_{to} \). Time constants were fitted to experimental data from human carried out by Wettwer et al. [Wettwer et al., 1994].

The following equation describes the slow delayed rectifier potassium current:

\[ I_{Ks} = G_{Ks}x_s^2(V_m - E_{Ks}), \]  

(4.7)

where \( x_s \) is the activation gate and \( E_{Ks} \) is the reversal potential determined by a large permeability to \( K^+ \) and a small permeability to \( Na^+ \) ions. The steady-state activation curve (\( x_s^2\infty \)) and activation times are fitted to activation data from human ventricular myocytes [Li et al., 1996; Virág et al., 2001; Wang et al., 1994]. The maximal conductance, \( G_{Ks} \), was not fit to voltage-clamp data because it caused discrepancies in APD values, which was suggested to be due to sensitivity of channels to the cell isolation procedure, so the conductance was fitted to reproduce APD measurements.

The following equation describes the rapid delayed rectifier potassium current:

\[ I_{Kr} = G_{Kr}\sqrt{\frac{[K^+]_o}{5.4}}x_{r1}x_{r2}(V_m - E_K), \]  

(4.8)

where \( x_{r1} \) and \( x_{r2} \) are the activation and inactivation gates and \( \sqrt{[K^+]_o/5.4} \) represents \([K^+]_o\) dependence. The steady-state activation curve \( x_{r1}\infty \) and activation and inactivation times are fitted to data on the expression of hERG channels from human, hamster and frog [Zhou et al., 1998; Johnson et al., 1999; Smith and Yellen, 2002]. As in \( I_{Ks} \), the conductance was fitted to reproduce expected APD values.
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The following equation describes inward rectifier potassium current:

\[
I_{K1} = G_{K1} \sqrt{\frac{K_o}{5.4}} x_{K1\infty} (V_m - E_K),
\]

where \( x_{K1\infty} \) is the time-independent and voltage-dependent inward rectification factor. The formulation used is based on the previous Priebe and Beuckelmann human cardiac AP model [Priebe and Beuckelmann, 1998] with peak conductance \( G_{K1} \) increased by a factor of 2 to account for the larger current densities found by Koumi et al. in human cardiac myocytes [Koumi et al., 1995].

Transmural heterogeneities were simulated by developing three different cell types (epicardial, endocardial and midmyocardial cells) that displayed different transient outward \( K^+ \) current, \( I_{to} \), and the slow delayed rectifier \( K^+ \) current current, \( I_{Ks} \), properties based on experimental data.

The Grandi et al. 2010 and Carro et al. 2011 human ventricular models

The following equation describes the fast inward sodium current:

\[
I_{Na_junc} = F_{junc} G_{Na} m^3 h j (V_m - E_{Na_junc}),
\]

\[
I_{Na_sl} = F_{sl} G_{Na} m^3 h j (V_m - E_{Na_sl}),
\]

\[
I_{Na} = I_{Na_junc} + I_{Na_sl},
\]

where \( F_{junc} = 0.11 \) and \( F_{sl} = 1 - F_{junc} \) represent the density of the current in the junctional cleft and subsarcolemmal space, \( m, h \) and \( j \) represent the activation and inactivation gates which are modelled as in TP04 [ten Tusscher et al., 2004] and \( E_{Na_junc} \) and \( E_{Na_sl} \) represents the Nernst potential of \( I_{Na} \) in the junctional cleft and subsarcolemmal space. The conductance, \( G_{Na} \), was chosen to reproduce AP amplitude and upstroke velocity found in experimental human data [Näbauer et al., 1996; Li et al., 1998, 1999; Péréon et al., 2000].
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The following equation describes the L-type calcium current:

\[
I_{Ca_{junc}} = F_{juncCaL} \bar{I}_{CaL} df (1 - f_{CaB})
\]

\[
I_{Ca_{sl}} = F_{slCaL} \bar{I}_{CaL} df (1 - f_{CaB})
\]

\[
I_{Ca} = I_{Ca_{junc}} + I_{Ca_{sl}}
\]

\[
I_{CaK} = \bar{I}_{K} df (F_{juncCaL} (1 - f_{CaB}) + F_{slCaL} (1 - f_{CaB}))
\]

\[
I_{Ca_{Na_{junc}}} = F_{juncCaL} \bar{I}_{Na} df (1 - f_{CaB})
\]

\[
I_{Ca_{Na_{sl}}} = F_{slCaL} \bar{I}_{Na} df (1 - f_{CaB})
\]

\[
I_{Ca_{Na}} = I_{Ca_{Na_{junc}}} + I_{Ca_{Na_{sl}}}
\]

\[
I_{CaL} = I_{Ca} + I_{CaK} + I_{Ca_{Na}},
\]

where \( F_{juncCaL} = 0.9 \) and \( F_{slCaL} = 0.1 \) represent the proportion of currents in the junctional cleft and subsarcolemmal space, \( d \) and \( f \) represent the activation and inactivation gates and \( f_{CaB} \) is the fraction of Ca-bound Ca-dependent inactivation sites in the respective compartments. The current is permeable to 3 types of ions \( Ca^{2+}, K^+ \) and \( Na^+ \).

\( \bar{I}_S \) for ion \( S \) represents ion dynamics in the respective compartments given by the following equation described by Campbell et al., used in various computational models, which is based on the constant field theory [Campbell et al., 1988; Luo and Rudy, 1994; Shannon et al., 2004; Grandi et al., 2010]:

\[
\bar{I}_S = P_S z_S^2 \frac{E F^2 [S] o e^{z_S EF/RT} - [S]_i}{e^{z_S EF/RT} - 1},
\]

where \( P_S \) is the permeability coefficient of ion \( S \) (cm/s), \( z_S^2 \) is the valence of ion \( S \), \([S]_i\) and \([S]_o\) are the intracellular and extracellular concentrations of \( S \), and \( E \) is the membrane potential.

The following equation describes the transient outward potassium current:

\[
I_{to_s} = G_{to_s} x_{to_s} y_{to_s} (V_m - E_K)
\]

\[
I_{to_f} = G_{to_f} x_{to_f} y_{to_f} (V_m - E_K)
\]

\[
I_{to} = I_{to_s} + I_{to_f}
\]
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where $x$ and $y$ represent the activation and inactivation gates of the fast and slow components. $I_{to}$ has been divided into a fast $I_{to,f}$ and slow $I_{to,s}$ component as described experimentally [Näbauer et al., 1996; Wettwer et al., 1994].

The following equation describes the slow delayed rectifier potassium current:

$$
I_{Ks,junc} = F_{junc}G_{Ks,junc}x_{Ks}^2(V_m - E_{Ks,junc})
$$

$$
I_{Ks,sl} = F_{sl}G_{Ks,sl}x_{Ks}^2(V_m - E_{Ks,sl})
$$

$$
I_{Ks} = I_{Ks,junc} + I_{Ks,sl},
$$

where $x$ is the activation gate and $F_{junc} = 0.11$ and $F_{sl} = 1 - F_{junc}$ represent the proportion of current in the junctional cleft and subsarcolemmal space. The current was based on experimental data carried out by Virág et al. [Virág et al., 2001].

The following equation describes the fast delayed rectifier potassium current:

$$
I_{Kr} = G_{Kr}x_{Kr}r_{Kr}(V_m - E_K),
$$

where $x_{Kr}$ and $r_{Kr}$ are the activation and inactivation gates. The current was formulated based on experimental data in human and a cell line derived from hamster [Zhou et al., 1998; Johnson et al., 1999; Iost et al., 1998].

The following equation describes the inward rectifier potassium current:

$$
I_{K1} = 0.35\sqrt{\frac{[K^+]_o}{5.4}}K_{1,ss}(V_m - E_K),
$$

where $K_{1,ss}$ represents the gating variable. We were not able to find an explanation for the 0.35 factor that appears in the equation and is not present in the Shannon et al. model. We assume it is used to better fit the human experimental data the authors compare it to [Magyar et al., 2000].

The transmural heterogeneities in electrophysiological properties are defined by the epicardial cells having a dominant $I_{to,s}$ component, comprising 88% of $I_{to}$ as opposed to only 3.6% in endocardial cells [Näbauer et al., 1996].
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The CRLP model attempts to overcome the shortcomings of the GPB model by modifying certain ionic formulations, such as $I_{CaL}$, $I_{Na,K}$ and $I_{K1}$. The CRLP model improved gating kinetics of $I_{CaL}$ by introducing both fast and slow voltage-dependent inactivation gates, as in the TP06 model. The $I_{CaL}$ current activation gates are divided into the fast and slow component, while keeping the rest of the formulation identical to Equation (4.11). The CRLP formulation includes an $f_2$ gate next to the $f$ gate which defines the slow component of the inactivation gate.

Furthermore, the scaling factor of $I_{K1}$ in the Equation (4.16) was modified from 0.35 to 0.5715 to better fit data by Fink et al. on ion current dynamics in human tissue [Fink et al., 2008]. Finally, maximal $I_{Na,K}$ was reduced by 45% to better match the experimental APD$_{90}$ rate adaptation based on a sensitivity analysis for the slow time constant. The model was made more excitable by increasing intracellular $K^+$ concentration ($[K^+]_i$) which increased the availability of $Na^+$ channels. Maximal $G_{Na}$ was reduced to reproduce more physiological values for the maximal upstroke velocity [Drouin et al., 1995].

The O’Hara et al. 2011 human ventricular model

In the following equations, $\Phi_{S,CaMK}$ represents the proportion of channels of type $S$ phosphorylated by CaMK. $I_{Na}$ was constructed based on data from Sakakibara et al. and Nagatomo et al. to adjust for temperature differences [Sakakibara et al., 1993; Nagatomo et al., 1998]. CaMKII effects were incorporated based on data from Wagner et al. [Wagner et al., 2006]. Late sodium current ($I_{Na,late}$), which is not modelled in the TP06 or GPB models, was based on data from Maltsev et al. The current persists 200 ms after the onset of depolarisation and is characterised by a slow voltage-independent inactivation and reactivation [Maltsev et al., 1998].

$$I_{Na,fast} = G_{Na,fast}(V_m - E_{Na})m^3((1 - \Phi_{INa,CaMK})h_j + \Phi_{INa,CaMK}h_{CaMK}j_{CaMK})$$

$$I_{Na,late} = G_{Na,late}(V_m - E_{Na})m_L((1 - \Phi_{INaL,CaMK})h_L + \Phi_{INaL,CaMK}h_{L,CaMK})$$

$$I_{Na} = I_{Na,fast} + I_{Na,late}$$

$$I_{Na} = I_{Na,fast} + I_{Na,late}$$ (4.17)
where \( m, h \) and \( j \) represent the activation and inactivation gates of the slow and fast components of the current.

O’Hara et al. carried out new recordings where \( Ca^{2+} \) is used as a charge carrier that allows both \( Ca^{2+} \) and voltage dependent inactivation (CDI and VDI respectively) to be recorded. Similar models of \( I_{CaL} \) are presented in the Mahajan et al. rabbit model and the Decker et al. canine model [Mahajan, 2008; Decker et al., 2009].

\[
I_{CaL} = \bar{I}_{CaL}(1 - \Phi_{I_{CaL},CaMK})(f(1 - n) + f_{Ca}j_{Ca}) + \bar{I}_{CaL,CaMK}d\Phi_{I_{CaL},CaMK}(f_{CaMK}(1 - n) + f_{Ca,CaMK}j_{Ca})
\] (4.18)

where \( \bar{I}_{CaL} \) represents the maximum current carried through the ion channel, defined similarly as above in Equation (4.12), \( d \) and \( f \) are the activation and inactivation gates, \( n \) is the fraction in \( Ca^{2+} \) dependent inactivation mode and \( j_{Ca} \) represents recovery from \( Ca^{2+} \) dependent inactivation.

\( I_{to} \) was formulated based on newly measured data by O’Hara et al. due to the limited data available in human. CaMKII effects were incorporated based on experimental data carried out by Tessier et al. in human and Wagner et al. in rabbit and mice [Tessier et al., 1999; Wagner et al., 2009]. CaMKII shifted the voltage dependence of steady state activation by 10 mV in the depolarisation direction and the time constant for development of inactivation was increased.

\[
I_{to} = G_{to}(V_m - E_K)((1 - \Phi_{I_{to},CaMK})a_i + \Phi_{I_{to,CaMK}}a_{CaMK}i_{CaMK}),
\] (4.19)

where \( a \) and \( i \) are the activation and inactivation gates.

\( I_Kr \) and \( I_{K1} \) were also constructed using newly generated experimental data by O’Hara et al. due to the limited data available in human. They showed that \( I_Kr \) was voltage dependent, but not pacing rate dependent. The conductance was scaled to obtain physiological APD\(_{90} \) values. \( I_{K1} \) included inactivation gating and detailed \([K^+]_o \) dependence according to experimental data.
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from human [Bailly et al., 1998; Konarzewska et al., 1995]. Finally, $I_{Ks}$ was constructed based on experimental data from Virág et al. in human [Virág et al., 2001]. The conductance was calculated based on $I_{Ks}$ drug block experiments and $Ca^{2+}$ dependence was based on data from Tohse et al. in guinea pig [Tohse, 1990].

$$I_{Ks} = G_{Ks} \left( 1 + \frac{0.6}{1 + \left( \frac{3.8 \times 10^{-5}}{[Ca^{2+}]_i} \right)^{1.4}} \right)x_{s1}x_{s2}(V_m - E_{Ks})$$

$$(4.20)$$

$$I_{Kr} = G_{Kr}\sqrt{\frac{[K^+]_o}{5.4}}x_{Kr}R_{Kr}(V_m - E_K)$$

$$I_{K1} = G_{K1}\sqrt{[K^+]_o x_{K1}R_{K1}(V_m - E_K)}$$

where $[Ca^{2+}]_i$ is the intracellular $Ca^{2+}$ concentration, $x_{s1}$, $x_{s2}$ represent the activation and deactivation gates of $I_{Ks}$, $R_S$ represents the instantaneous rectification gate of current $S$, $x_S$ represents the time dependent inactivation gate, and 5.4 is the value of $[K^+]_o$ under normal conditions.

4.1.4 ATP-sensitive potassium current model

The $I_{K(ATP)}$ current gets activated when there is a lack of oxygen, which leads to a depletion of ATP and an increase in ADP. The current plays a major role in the APD shortening that is seen. It is usually inactive in a normal cell and ventricular AP models used in this thesis do not include an $I_{K(ATP)}$ current. Therefore, to simulate ischaemia, the current was added to the AP models. Here we discuss the latest models of $I_{K(ATP)}$. Ferrero et al. developed a model they included in the LRd model [Ferrero et al., 1996]. Their results showed that 0.6% of $I_{K(ATP)}$ accounted for a 50% reduction in APD. Shaw and Rudy also developed their own $I_{K(ATP)}$ model [Shaw and Rudy, 1997b]. Their model includes the current’s dependence on $[K^+]_o$. The most recent model was developed by Michailova et al. in 2005, which includes dependencies on $Mg^{2+}$, MgADP and MgATP [Michailova et al., 2005]. They used their model to test various hypotheses about
the exact mechanisms of action of its subunits and different components. In this thesis we used a simplified version of the Michailova et al. model, which does not include the dependence on the concentration of ATP, and MgADP [Dutta et al., 2011, 2013]. Therefore, in this thesis we replace their formulation of \( f_{K(\text{ATP})} \) by a scaling factor in the following \( I_{K(\text{ATP})} \) current formulation:

\[
I_{K(\text{ATP})} = \frac{G_{K(\text{ATP})}}{f_{K(\text{ATP})}} \left( \frac{[K^+]_{o,n}}{[K^+]_{o,n}} \right)^{0.24} (V_m - E_K),
\]

where \([K^+]_{o,n}\) is the normal extracellular potassium concentration, \(V_m\) is the transmembrane voltage of the cell, \(E_K\) is the reversal potential of potassium, \(f_{K(\text{ATP})}\) is a scaling factor to vary peak \(I_{K(\text{ATP})}\) conductance and \(G_{K(\text{ATP})}\), is the channel conductance described by Michailova et al., which has a value of 0.05 mS/µF⁻¹ [Michailova et al., 2005].

4.1.5 Overview of parameters used to simulate ischaemia

In order to simulate ischaemia, we assessed which parameters were modified in previous computational studies that are referenced throughout this thesis (some of which are introduced in Section 3.5). Our study investigates acute ischaemia, the time of greatest arrhythmic risk (Section 2.5), both in a 3D slab of rabbit tissue (Chapter 5) and human whole ventricles (Chapter 7). Therefore, we compared a range of studies that cover similar cases, as shown in Table 4.1. In cases where ischaemia is simulated at various stages or with spatial heterogeneities, such as the study carried out by Tice et al. [Tice et al., 2007], we chose to show only the maximum values used as well as the maximum time post-occlusion simulated (fifth column). Furthermore, changes in the \(I_{K(\text{ATP})}\) current are often controlled through changes in [ATP] and [ADP] concentration, which translate into % change in \(I_{K(\text{ATP})}\) maximum conductance. However, in some models the % change is not explicitly stated, so we approximated the value given the changes in concentrations stated in the study. Most studies described in the table use the LRd model of guinea pig ventricular myocytes [Luo and Rudy, 1994] or the TP06 model of human...
ventricular myocytes [ten Tusscher and Panfilov, 2006] to represent membrane kinetics. Furthermore, the studies described in the table simulate the first 10-12 min of ischaemia apart from Wilhelms et al. that simulate up to 30 min of time post-occlusion [Wilhelms et al., 2011] with more pronounced ischaemic parameters.

**Table 4.1** List of parameters used to simulate ischaemia in various studies. For each model (first column), we describe the extracellular potassium concentrations $[K^+]_o$ (second column), the % of $I_{Na}$ and $I_{Ca_L}$ maximum conductance (third column), % increase in $I_{K(\text{ATP})}$ (fourth column), time post-occlusion in min (fifth column), the mesh specification (sixth column) and which AP model was used.

<table>
<thead>
<tr>
<th>Computational Study</th>
<th>$[K^+]_o$ (mM)</th>
<th>$I_{Na}$, $I_{Ca_L}$ (%)</th>
<th>Time (min)</th>
<th>Mesh</th>
<th>AP model</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Shaw and Rudy, 1997a]</td>
<td>15</td>
<td>75, 0.69</td>
<td>10</td>
<td>1D fiber</td>
<td>LRd</td>
</tr>
<tr>
<td>[Ferrero et al., 2003]</td>
<td>12.5</td>
<td>70, 0.9</td>
<td>12</td>
<td>2D tissue</td>
<td>LRd</td>
</tr>
<tr>
<td>[Tice et al., 2007]</td>
<td>17</td>
<td>75, 0.63</td>
<td>10</td>
<td>2D tissue</td>
<td>LRd</td>
</tr>
<tr>
<td>[Rodríguez et al., 2004b]</td>
<td>10.4</td>
<td>81.25, 1.0</td>
<td>10</td>
<td>rabbit whole ventricles</td>
<td>LRd</td>
</tr>
<tr>
<td>[Heidenreich et al., 2012]</td>
<td>9.9</td>
<td>75, 0.55</td>
<td>10</td>
<td>human whole ventricles</td>
<td>TP06</td>
</tr>
<tr>
<td>[Trénor et al., 2005]</td>
<td>12.5</td>
<td>75, 0.6</td>
<td>10</td>
<td>2D tissue</td>
<td>LRd</td>
</tr>
<tr>
<td>[Wilhelms et al., 2011]</td>
<td>15</td>
<td>50, 0.1</td>
<td>30</td>
<td>human whole ventricles</td>
<td>TP06</td>
</tr>
<tr>
<td>[Clayton et al., 2011b]</td>
<td>9.5</td>
<td>80, 0.1</td>
<td>6</td>
<td>2D tissue</td>
<td>TP06</td>
</tr>
</tbody>
</table>

### 4.1.6 Ordinary differential equation solvers

A common method used to solve the set of coupled ODEs constituting the action potential models is the Euler method. They involve approximating the derivative of a function $y(t)$ as follows:

$$y'(t) \approx \frac{y(t + \delta t) - y(t)}{\delta t}, \quad (4.22)$$

where $\delta t$ is the time-step size taken. Rearranging the Equation 4.22 we can get the following equation:
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\[ y(t + \delta t) \approx y(t) + y'(t) \delta t. \]  
(4.23)

If we know the initial conditions of the function, \( y(t_0) \) and we assume that the gradient can be defined by another function dependent on \( t \) and \( y, f(t, y) \), we can now use a progressive formula to the value of \( y \) at the following time step:

\[ y_{n+1} = y(t_n) + f(t_n, y_n) \delta t, \]  
(4.24)

where \( \delta t = t_{n+1} - t_n \). This is an explicit method, known as the forward Euler method, which can be numerically unstable especially for stiff problems as the ones encountered in modelling cardiac electrophysiology. A more stable approach is the backward Euler method, an implicit method that uses the values of \( y(t + \delta t) \) to calculate the gradient of \( y \), which gives the following formula:

\[ y_{n+1} = y(t_n) + f(t_{n+1}, y_{n+1}) \delta t. \]  
(4.25)

Since implicit methods are more stable, they can be run with larger time steps than with explicit methods. They are usually computationally less intensive given the larger time step, despite having a higher computational cost at each step due to the extra equation being solved. This thesis uses the backward Euler method to solve the ODEs describing cardiac electrophysiology.

4.2 Modelling cardiac electrical conduction

Single cell simulations provide a good platform to easily and quickly test various hypothesis, due to their short computational time and flexibility in accessing and modifying parameters. Despite the many advantages of single cell simulations, they do not include the effects of tissue coupling, such as wavefront dynamics during arrhythmias. Therefore, these models are often
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integrated into tissue or whole organ simulations to further investigate arrhythmic mechanisms. With advances in computational power, it is now feasible to simulate whole human ventricles of 14M tetrahedral elements on supercomputers [Heidenreich et al., 2012; Zemzemi et al., 2013].

In this section we present the framework used for tissue level simulations in which the action potential models described earlier are coupled together into 2D or 3D geometries. We start by presenting the whole ventricle geometry used in the last chapter of this thesis. We then describe the bidomain and monodomain equations which approximate electrical conduction. Finally, we present the methods used to solve these equations, the main one being the finite element method.

4.2.1 Anatomically-based models of the heart

The human whole ventricle mesh used in this thesis (Chapter 7) was developed by Bernabeu et al. [Bernabeu et al., 2010a]. The mesh was generated from computed tomography (CT) images provided by the CISTIB group of the Pompeu Fabra University, Spain. The version of the mesh used has an average edge length of 400 µm and consists of 2.5M nodes and 14.2M elements. It took 6h to simulate 800 ms of electrical activity on 1024 HECToR processors.

All 3D meshes used in this thesis (3D slab of tissue in Chapter 5 and whole ventricle geometry in Chapter 7) include realistic fibre and sheet orientation (Section 2.1). The anisotropic orientation of the myocardial cells is defined by 3 axes defined as follows: i) the fibre direction; ii) the sheet direction perpendicular to the fibre; iii) the sheet-normal direction perpendicular to both fibres and sheets. Electrical activity propagates preferentially along the fibre direction, then along the sheet direction and is reduced in the sheet-normal direction.
4.2.2 Bidomain model

The bidomain model is used to describe the electrical activity of the myocardium. Parabolic and elliptic partial differential equations (PDEs) describe the electrical activity in the extracellular and intracellular spaces of the tissue. These two domains are connected, at each point in space, via the cell membrane, which is defined by the cardiac ventricular AP models. The electrical potential in each domain is assumed to be continuous, connected via the gap junctions that allow the passage of ions directly from one cell to the next. The cell membrane is considered to be a resistor and barrier between the two domains, creating a potential difference between the two domains. Ions may flow across the membrane in response to changes in the transmembrane potential, creating a current between the two domains. Here we describe the main equations underlying the bidomain model.

The transmembrane potential, $V_m$ (in V), is defined by the following equation

$$V_m = \phi_i - \phi_e,$$

where $\phi_i$ and $\phi_e$ represent the potential in the intracellular and extracellular domains respectively.

The conservation of current across the membrane leads to the following relationship between current and potential:

$$J_i = -\sigma_i \nabla \phi_i$$

$$J_e = -\sigma_e \nabla \phi_e,$$

where $J_i$ and $J_e$ are the current densities (in $Am^{-2}$) flowing into the intracellular and extracellular spaces, and $\sigma_i$ and $\sigma_e$ are the conductivities (in $Sm^{-1}$) associated with the two domains.
Considering the conservation of current and charge [Clerc, 1976; Weidmann, 1970], and assuming all sources in the two domains are related to the membrane, we can write the following divergence equations, which state that the outward flux of vector field, in this case the transmembrane current $I_m$ (in $Am^{-3}$), through a closed surface is equal to the integral of the divergence over the region inside the surface:

$$\beta I_m = \nabla \cdot (\sigma_i \nabla \phi_i)$$

$$\beta I_m = -\nabla \cdot (\sigma_e \nabla \phi_e), \quad (4.28)$$

where $\beta$ is the cellular membrane surface to volume ratio (in $m^{-1}$) and $I_m$ is composed of a capacitive component, $I_c$ (in $Am^{-2}$), resulting from the semi-permeable nature of the cell membrane, and an ionic component, $I_{ion}$ (in $Am^{-2}$), resulting from the current flow through the ion channels, pumps and exchangers. These components are described by the following equations:

$$I_m = I_c + I_{ion}$$

$$I_c = C_m \frac{\partial V_m}{\partial t} \quad (4.29)$$

where $C_m$ represents the cell membrane capacitance (in $Fm^{-2}$)

Replacing $I_m$ in equations 4.28 by equations 4.29 we obtain the bidomain equations:

$$\nabla \cdot (\sigma_i \nabla \phi_i) = \beta (C_m \frac{\partial V}{\partial t} + I_{ion})$$

$$\nabla \cdot (\sigma_e \nabla \phi_e) = -\beta (C_m \frac{\partial V}{\partial t} + I_{ion}). \quad (4.30)$$

We assume that any current entering at the boundaries can only enter through the extracellular space. Therefore the boundary conditions can be defined as follows:
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\[ n \cdot (\sigma_i \nabla \phi_i) = 0 \]
\[ n \cdot (\sigma_e \nabla \phi_e) = I_e, \] (4.31)

where \( I_e \) is the extracellular current applied per unit area across the boundary and \( n \) is the outward facing unit normal. The bidomain equations are particularly useful for simulations where the extracellular space is important, such as investigations of defibrillation shocks [Trayanova, 2006; Bernabeu et al., 2010a]. The bidomain equations were used in Chapters 5 and 6 of this thesis.

4.2.3 Monodomain model

The monodomain model, involves solving a single parabolic PDE by taking the bidomain equations and assuming that the extracellular potentials are negligible or that the anisotropy ratios are equal in both the intracellular and extracellular space [Keener and Sneyd, 1998]. Therefore, the monodomain model is computationally less expensive than the bidomain model, as it takes less processing time. This model was used in Chapter 7 when simulating electrical activity on the 2.5M node human whole ventricle mesh. Assuming that the extracellular conductivity is negligible we can reduce the bidomain equations (4.30) to:

\[ \nabla \cdot (\sigma \nabla V_m) = \beta (C_m \frac{\partial V_m}{\partial t} + I_{ion}), \] (4.32)

where \( \sigma \) is the intracellular conductivity, \( V_m \) is equal to \( \phi_i \) and the boundary condition is 0.

4.2.4 Semi-implicit time stepping

To solve the monodomain and bidomain models we first need to establish a discretisation in time using a semi-implicit time discretisation. Here we briefly describe the process for the monodomain equations and in the following section we describe how we solve the resulting
time-discrete equations. If \( v \) is a function satisfying equation Equation (4.32) on a domain \( \Omega \) and its boundary \( \delta \Omega \) respectively, we have:

\[
\nabla \cdot (\sigma \nabla v) = \beta (C_m \frac{\partial v}{\partial t} + I_{\text{ion}}) \quad \text{in} \quad \Omega,
\]

\[
\mathbf{n} \cdot (\sigma \nabla v) = 0 \quad \text{on} \quad \delta \Omega.
\]

(4.33)

Each time step is defined as follows: \( \Delta t^n = t^n - t^{n-1} \). We define \( v^n = v(x, t^n) \) and get the following discrete-time approximation to Equation (4.33):

\[
\nabla \cdot (\sigma \nabla v^n) = \beta (C_m \frac{v^n - v^{n-1}}{\Delta t} + I_{\text{ion}}^{n-1}) \quad \text{in} \quad \Omega,
\]

\[
\mathbf{n} \cdot (\sigma \nabla v^n) = 0 \quad \text{on} \quad \delta \Omega,
\]

(4.34)

where \( I_{\text{ion}}^{n-1} \) denotes the ionic current calculated at the previous time step.

### 4.2.5 Finite element method

The Finite Element Method (FEM) is used to numerically solve the bidomain and monodomain equations by discretising spatially Equation (4.34) [Pathmanathan et al., 2010a; Vigmond et al., 2008]. FEM is used in a wide array of fields from aeronautical to civil engineering. The method divides the continuous domain into discrete sub-domains called elements, usually tetrahedra. Inside each element, the solution is approximated by an interpolation function. This method makes it easier to solve the PDEs over a complex and irregular mesh such as the heart compared to other methods such as the finite difference method [Cherry et al., 2003] and the spectral method [Bueno-Orovio et al., 2006], although it cannot be solved analytically.

**Weak formulation**

In the FEM, the differential equations are reformulated as equations containing integrals over the domain that must hold for a specific class of *test functions* from infinite-dimensional function
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spaces. By approximating these functions by functions from finite-dimensional function spaces we obtain an integral over a finite-dimensional space that can be rewritten as a linear matrix problem and solved numerically. This integral form of the equations is known as the weak form.

For any continuous and once differentiable function \( u \), referred to as a test function, defined on \( \Omega \) we have,

\[
\nabla \cdot (\sigma \nabla v^n)u = (\beta(C_m \frac{v^n - v^{n-1}}{\Delta t} + I_{ion}^{n-1}))(u). \tag{4.35}
\]

Integrating this equation gives

\[
\int_\Omega \nabla \cdot (\sigma \nabla v^n)u \, d\Omega = \int_\Omega (\beta(C_m \frac{v^n - v^{n-1}}{\Delta t} + I_{ion}^{n-1}))(u) \, d\Omega. \tag{4.36}
\]

If we apply the divergence theorem to the left hand side of Equation (4.36) and use the fact that boundary conditions \( n \cdot (\sigma \nabla v) = 0 \) on \( \partial \Omega \)

\[
\int_\Omega \nabla \cdot (\sigma \nabla v^n)u \, d\Omega = -\int_\Omega (\sigma \nabla v^n) \cdot \nabla u \, d\Omega + \int_{\partial \Omega} u \sigma \nabla v^n \cdot n, \tag{4.37}
\]

Rearranging Equation (4.37),

\[
\int_\Omega (\sigma \nabla v^n) \cdot \nabla u + (\beta(C_m \frac{v^n - v^{n-1}}{\Delta t} + I_{ion}^{n-1}))(u) \, d\Omega = 0. \tag{4.38}
\]

Basis functions

In the field of cardiac electrophysiology, the spatial discretisation generally takes the form of triangulation. Points in the domain, referred to as nodes, are selected to form triangles in two dimensions or tetrahedra in three dimensions. The combined nodes and elements form the mesh. On each element we define linear functions for each node that take a value of 1 at the
corresponding node and 0 at the others as described the Lagrange linear basis function shown in Figure 4.2.

**Figure 4.2** One dimensional Lagrange linear basis function of Node A. Nodes are indicated by the black dots on the x-axis.

![Figure 4.2](image)

For example, given a triangle with the following coordinates: (0,0), (1,0) and (0,1), the basis functions are as follows:

\[
\begin{align*}
    f_1(x, y) &= x, \\
    f_2(x, y) &= y, \\
    f_3(x, y) &= 1 - x - y.
\end{align*}
\] (4.39)

These functions are piecewise linear, as shown in Figure 4.3 in red.

**Figure 4.3** A function (blue) and its piecewise linear approximation (red) with nodes from \( x_0 \) to \( x_5 \).

![Figure 4.3](image)

We define the nodes as a set of points \( \{ x_i \in \Omega, i = 1, \ldots, N \} \). Therefore for each node in the mesh we have the following Lagrange basis function
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\( \psi_i(\mathbf{x}_j) = \delta_{ij} = \begin{cases} 1 & \text{if } i = j, \\ 0 & \text{otherwise.} \end{cases} \) (4.40)

These basis functions define the finite dimensional subspace over which the weak formulation is solved such that \( V^n = \text{span}\{\psi_1, \ldots, \psi_N\} \). The approximation to the function may then be defined in terms of coefficients to these basis function as follows

\[ \tilde{v}^n = \sum_{i=1}^{N} \alpha^n_i \psi_i. \] (4.41)

**System assembly**

Substituting into Equation (4.38) we get

\[ \int_{\Omega} (\sigma \nabla \tilde{v}^n) \cdot \nabla \psi_j + \left( \beta (C_m \frac{\tilde{v}^n - \tilde{v}^{n-1}}{\Delta t} + I_{ion}^{n-1}) \right) \psi_j \, d\Omega = 0, \forall \psi_j \in V^n. \] (4.42)

By substitution of Equation (4.41) into Equation (4.42) and linearity we get

\[ \sum_{i=1}^{n} \alpha^n_i \int_{\Omega} ((\sigma \nabla \psi_i) \cdot \nabla \psi_j) + \beta C_m \frac{1}{\Delta t} \left( \sum_{i=1}^{n} \alpha^n_i \int_{\Omega} \psi_i \psi_j - \sum_{i=1}^{n} \alpha^{n-1}_i \int_{\Omega} \psi_i \psi_j \right) + \ldots \] (4.43)

\[ \int_{\Omega} \beta I_{ion}^{n-1} \psi_j = 0, \forall \psi_j \in V^n. \]

If we define mass matrix \( M = (\int_{\Omega} \psi_i \psi_j) \), the stiffness matrix \( S = (\int_{\Omega} (\sigma \nabla \psi_i) \cdot \nabla \psi_j) \), \( I^{n-1} = (\int_{\Omega} \beta I_{ion}^{n-1} \psi_j) \) and \( \alpha^n = \alpha^n_i \) we get the following matrix-vector equation system,

\[ S \alpha^n + \beta C_m \frac{1}{\Delta t} M (\alpha^n - \alpha^{n-1}) + I^{n-1} = 0, \] (4.44)

and rearranging gives the following linear system that is solved for each time step \( n \).
\[(\Delta t S + \beta C_m M)\alpha^n = \beta C_m M\alpha^{n-1} - \Delta t I^{n-1}.\] (4.45)

Iterative methods such as GMRES [Saad and Schultz, 1986] and conjugate gradients [Hestenes and Stiefel, 1952] are then used in Chaste to solve the linear system [Pathmanathan et al., 2010a; Bernabeu et al., 2014].

### 4.3 Simulation software Chaste

The Cancer, Heart and Soft Tissue Environment (Chaste) is a software environment developed by the Computational Biology Group at the Department of Computer Science, University of Oxford. All of the tissue simulations in this thesis were run using Chaste. Its aim is to solve complex multi-scale biological problems that are computationally demanding [Pitt-Francis et al., 2009]. Main areas of focus include cancer and heart modelling. The code is open-source and developed using agile-programming techniques and test-driven implementation. Therefore, test development precedes code functionality, and tests suites are run automatically daily, nightly or weekly. It is written in C++ as it is a fast, flexible and object-oriented language.

The cardiac AP models are all included in CellML format [Lloyd et al., 2004] and converted in compile time to C++ code using PyCml [Cooper et al., 2006, 2011]. Resource Description Framework (RDF) is used to tag parameters in the cell model that you wish to vary. The output is written out in HDF5 format and then converted to specific formats that are requested such as Meshalyzer, Cmgui and VTK for Paraview [Schroeder et al., 2000; Cedilnik et al., 2006]. All three visualisation softwares were used in this thesis. Some of the code that we developed in order to run the simulations presented in this thesis is described in Appendix A.
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Figure 4.4 Structure of Chaste’s code showing the main components that constitute the core used to solve heart and cancer modelling problems. Arrows show dependencies between components. Image from [Pitt-Francis et al., 2008].

4.3.1 Overall structure

A schematic representation of the overall structure of the code can be seen in Figure 4.4. Both sections involved in solving heart and cancer problems depend on the core, constituted by the following domains:

- **mesh**: generates and defines accurate representations of complex, realistic geometry provided mainly through unstructured finite-element meshes

- **pde**: uses FEM to solve the PDEs describing the problem

- **linalg**: computes iterative solution of large sparse systems using PETSc

- **ode**: computes numerical solution of ODEs using an array of solvers such as the finite difference scheme and the Sundials CVODE solver.

- **global**: initialises and calls PETSc when needed

- **io**: handles input and output via HDF5 functionality
4.3 Simulation software Chaste

PETSc \(^1\) is used for parallel linear algebra and ParMETIS \(^2\) for mesh distribution on high-performance computing facilities [Pitt-Francis et al., 2008]. A scalability study by Bernabeu et al. showed linear speedup (optimal scalability) for up to 512 cores for solving a cardiac electrophysiology problem using the bidomain equations [Bernabeu et al., 2014]. This improvement in parallelisation has allowed us to run state-of-the-art whole human ventricle simulations on HECToR using 1024 processors. HECToR is the UK’s national high-performance computing service, which is provided by UoE HPCx Ltd at the University of Edinburgh, Cray Inc and NAG Ltd, and funded by the Office of Science and Technology through EPSRC’s High End Computing Programme. Smaller simulations were also run using the Advanced Research Computing (ARC) in Oxford.

\( ^1\)http://www.mcs.anl.gov/petsc/
\( ^2\)http://glaros.dtc.umn.edu/gkhome/metis/parmetis/overview
In this chapter we describe a novel framework developed to improve the interpretation and understanding of optical mapping recordings in the ischaemic heart. The main results were published in LNCS, as the conference proceedings of the Functional Imaging and Modeling of the Heart conference [Dutta et al., 2011]. Optical mapping is widely used by experimentalists to visualise the heart’s surface electrical activity. However, it suffers from signal distortion due to fluorescent photon scattering within the biological tissue. Using a combination of experimental dual wavelength optical mapping experiments and computational simulations, we investigate how photon scattering, in the presence of ischaemia-induced spatial heterogeneities, affects optical mapping recordings. Therefore, the framework presented here can allow us to characterise spatial and temporal properties of ischaemia, which play an important role in arrhythmogenesis.
5.1 Introduction

As described earlier in Section 2.5, the AP displays significant morphological changes during acute ischaemia: a decrease in upstroke velocity, AP amplitude and duration, and a depolarisation of the resting membrane potential. These changes are mainly due to an increase in $[K^+]_o$, a decrease in conductance of $I_{Na}$ and $I_{CaL}$ and an increase in conductance of $I_{K(\text{ATP})}$ [Carmeliet, 1999]. However, as discussed in Section 3.2, a layer of cells between poorly- and well-perfused tissue, referred to as the BZ, does not display fully ischaemic APs [Fiolet et al., 1985; Schaapherder et al., 1990], and the resulting electrophysiological heterogeneities increase the likelihood of developing disturbed excitation patterns and cardiac arrhythmias.

Optical mapping, briefly introduced in Section 2.8.3, utilises voltage-sensitive fluorescent dyes to visualise the electrical activity of the heart. Upon excitation at a specific illumination wavelength, dye molecules transduce differences in membrane potential ($V_m$) into changes in emitted fluorescence. However, penetration of the illuminating light into the tissue (with depth dependent on illumination wavelength [Walton et al., 2010]) and scattering of the emitted fluorescent photons, means that the detected signal represents a weighted-average of $V_m$ levels from within a volume of tissue beneath the surface recording site. Such effects have been shown in modelling studies to distort optical recordings [Bishop et al., 2006; Hyatt, 2003], in particular causing a prolongation of the AP upstroke.

In this chapter, we combine experiments and computational modelling to investigate how optical mapping recordings are affected by ischaemia-induced transmural electrophysiological heterogeneity at the surface of the heart and photon scattering. We hypothesise that optical signals are significantly distorted relative to actual epicardial APs due to the collection of signals from a depth of tissue containing the BZ and fully ischaemic myocardium. Preliminary dual-wavelength optical mapping experiments were performed on no-flow globally ischaemic rabbit hearts. Two excitation wavelengths were used to investigate whether differences between the
respective emitted optical signals appear with time, assuming ischaemia-induced transmural heterogeneities become more pronounced. Computational simulations, representing both the BZ and the effects of photon scattering on optical mapping signals, were performed to assist interpretation of experimental data.

5.2 Methods

5.2.1 Optical mapping experiments

Figure 5.1 Diagram of the dual-wavelength optical mapping setup. Figure (a) presents a schematical representation of the setup with the path of the two illumination lights, blue and red, reaching the heart chamber and guided by the two dichroics. The emission wavelength of the two lights is represented by the thicker arrows reaching the filter and the camera. Figure (b) shows a picture of the optical mapping setup taken from above, the respective components are positioned in the same order as in the schematical representation.

Optical mapping experiments were performed on isolated rabbit hearts (1 kg females, n=3), Langendorff-perfused with 37°C Krebs-Henseleit solution bubbled with 95% O2 / 5% CO2, and maintained in a heated imaging chamber filled with perfusate. Hearts were stained with
voltage-sensitive dye (20 µL bolus of 27.3 mM di-4-ANBDQPQ), excitation-contraction uncoupled to eliminate motion-induced imaging artefacts (10 µM blebbistatin), paced at the apex (2 ms, 8 V bipolar pulse at 1.25 Hz, to ensure maintained capture and avoid alternans during ischaemia), and subjected to no-flow global ischaemia. Fluorescence was excited using camera frame-synchronised LED illumination, alternating wavelengths of 470 ± 10 nm (shallow penetration) and 640 ± 10 nm (deep penetration), and acquired with a 690 nm long-pass filter (which effectively cuts out excitation light) at 922 Hz (64 x 64 pixel 16-bit CCD camera resulting in 300 µm/pixel resolution). This allowed paired comparison of short and long wavelength excitation. This technique was developed by Lee et al. [Lee et al., 2011]. A schematical representation of the setup can be seen in Figure 5.1. The two dichroics reflect illumination lights below a certain threshold (593 nm and 660 nm respectively) and let through light above the threshold.

5.2.2 Modelling ischaemia

We constructed a cuboid ventricular segment model (5 mm x 5 mm x 5 mm) of global ischaemia, including transmurally-rotating fibre architecture and a rabbit ventricular cell membrane dynamics model [Mahajan, 2008], with an added \( I_{K(\text{ATP})} \) current [Michailova et al., 2005] shown in Equation (4.21).

We chose to model the cardiac tissue after 10 min of ischaemia, as the electrophysiological differences between the healthy and ischaemic tissue are assumed to be greatest at that time [Tice et al., 2007]. The BZ, as shown in Figure 5.2, was represented by a transmural gradient in the main ischaemia-induced changes. These were modelled respectively through an increase in \([K^+]_o\), a decrease in the conductance of \( I_{Na} \) and \( I_{CaL} \) (\( S_{Na}, S_{CaL} \)) and an increase in the conductance of \( I_{K(\text{ATP})} \) (\( S_{K(\text{ATP})} \)) [Tice et al., 2007].

Bidomain simulations, solved using the finite element method within the Chaste environment [Pitt-Francis et al., 2009], were used to simulate propagation of electrical excitation through the tissue following a supra-threshold stimulus applied to the bottom plane of the cube, horizontally
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Figure 5.2 Diagram of varying ischaemic electrophysiological parameters of the cardiac tissue model with a BZ. \([K^+]_o, S_{Na}, S_{CaL}, \) and \(S_{K(\text{ATP})}\) define a BZ of 1mm, 0.5mm, and 0.1mm, respectively.

aligned to the transmural section. To assess the effects of the BZ, models with and without ischaemia-induced spatial heterogeneities were considered. A schematic representation of our mesh is shown in Figure 5.3 with blue arrows showing the stimulus direction and a yellow arrow representing the uniform illumination applied on the epicardium to excite the dye-molecules during optical mapping.

Figure 5.3 Diagram of slab of cardiac tissue represented in our model

5.2.3 Optical mapping model

Optical mapping signals were simulated using the model presented by Bishop et al. [Bishop et al., 2006], as shown schematically in Figure 5.4. Briefly, the steady-state photon diffusion equation was solved using the finite element method in the Chaste environment to calculate the distribution of photon density \((\Phi)\) throughout the tissue following both uniform epicardial illumination \((\Phi = \Phi_{\text{illum}})\) and the resulting fluorescent photon emission \((\Phi = \Phi_{\text{em}})\), both of
which satisfy:

\[ D \nabla^2 \Phi - \mu_a \Phi = -w, \quad (5.1) \]

where the optical diffusivity \( D \) and absorptivity \( \mu_a \) were taken at the illumination/emission wavelength (488/669 nm) to be 0.18/0.36 mm and 0.52/0.10 mm\(^{-1}\) respectively [Bishop et al., 2006]. Zero boundary conditions were used throughout, except during illumination, where the source term \( w \) was set to an arbitrary value of 1 on the epicardial surface; during emission, \( w \) was defined to be a function of \( \Phi_{\text{illum}} \) and \( V_m \), as obtained from the bidomain simulations, at each point in the tissue. The recorded optical signal, \( V_{\text{opt}} \), was then calculated as the outward flux of \( \Phi_{\text{em}} \) at each time step across the epicardial surface by applying Fick’s Law:

\[ V_{\text{opt}} = -D_{\text{em}} \nabla \Phi_{\text{em}} \cdot n, \quad (5.2) \]

where \( n \) is the normal to the epicardial surface.

The degree of distortion due to photon scattering depends highly on the effective optical penetration depth \( (\delta = \sqrt{D/\mu_a}) \) at both the illumination and emission wavelengths [Bishop et al., 2006]. Therefore, we analysed the effects of high/default/low values of \( \delta \) at illumination wavelength (2.45/0.59/0.18 mm) and emission wavelength (3.20/1.90/0.18 mm) to represent high and low wavelength penetration depths.

### 5.2.4 Data analysis

The results presented are taken from normalised \( V_m \) and \( V_{\text{opt}} \) values of a node at the center of the epicardium: \( V_m^* \) and \( V_{\text{opt}}^* \). We calculate the APD as the time difference between the upstroke reaching 0 mV and 90% depolarisation and upstroke duration as the time between \( V_m \) reaching 10% and 90% repolarisation. We define \( \tau_{\text{opt}} \) as the ratio of \( V_{\text{opt}}^* \) and \( V_m^* \).
5.3 Results

5.3.1 Optical mapping experiments

Experiments were performed in isolated rabbit hearts to investigate changes in optical mapping signals during no-flow global ischaemia. Normalised voltage signals, showing the activation wavefront at different times following apical stimulation can be seen in Figure 5.5a. Upstrokes from a 2 x 2 pixel area on the left ventricular free wall for the two excitation wavelengths at different times of ischaemia are shown in Figure 5.5b. Differences between the respective emitted optical signals increase with time, showing a prolongation in upstroke duration and a reduced upstroke velocity recorded with 640 nm compared to 470 nm excitation. We hypothesise that the deeper penetrating wavelength (640 nm) displays more ischaemic features, as it gathers information from a larger volume that includes more ischaemic cells than the shallower penetrating wavelength (470 nm). To investigate the source of these differences, we subsequently performed a simulation study.

It is important to bear in mind that the experimental optical signal shown here has been filtered by a 50 Hz low-pass temporal filter and averaged over a 2x2 camera pixel region in order to increase the speed for single camera dual wavelength imaging [Lee et al., 2011]. However, this post-processing pipeline was not applied to the optical signal simulated as this was not the focus of this study, therefore significant differences in upstroke duration appear when comparing
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experiments to simulations.

**Figure 5.5** (a) Images of normalised fluorescence emitted from the left ventricle of the rabbit heart at different times after apical stimulation. (b) Normalised voltage upstroke after 0, 5 and 10 min of ischaemia for 470 nm ± 10 nm and 640 ± 10 nm excitation with the respective upstroke durations.

![Figure 5.5](image)

---

5.3.2 Border zone effects on simulated epicardial transmembrane potential

Figure 5.6a shows the distribution of simulated $V_m$ transmurally for the two types of tissue: with and without a BZ. We notice that the repolarisation wavefront shapes are significantly different in the two types of tissue. Cells close to the epicardium and endocardium depolarise faster and take longer to repolarise in the tissue with a BZ, than in the homogeneously ischaemic tissue.

Figure 5.6b shows that the AP (sampled from the epicardium) of the fully ischaemic tissue (without a BZ) displays all of the expected ischaemia-induced morphological changes. In the presence of a BZ, the AP displays an upstroke duration 22% shorter and an APD 11% longer than the homogeneously ischaemic tissue, characteristics of an AP from less ischaemic tissue.

5.3.3 Optical signal and transmembrane potential comparison

Figure 5.7a shows the corresponding $V_{opt}^*$ surface optical APs with/without a BZ, whilst Figure 5.7b compares differences in upstroke duration and APD relative to the $V_{m}^*$ traces of Figure 5.6b. As has been shown in previous optical mapping studies, the emitted signal represents the transmembrane potential of a weighted average volume of myocardium, due to photon scatter-
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Figure 5.6 (a) Snapshots of $V_m$ for tissue with and without a BZ during tissue depolarisation (29 ms) and repolarisation (139 ms) following apical stimulation (b) $V^*_m$ with and without a BZ, including APD and upstroke duration values.

These effects are more noticeable in the upstroke than the APD, as shown in Figure 5.7b, even in the homogeneously ischaemic tissue. This is caused by the narrow and fast wavefront that occurs during depolarisation, such that as it crosses the scattering volume, some cells are in their resting state while others are excited. This is not the case during the slower repolarisation phase, where most of the cells in the scattering volume will have a similar transmembrane potential. In fact, $\tau_{opt(APD)}$ values are close to 1 while $\tau_{opt(upstroke)}$ values are of 2.92 or greater. Therefore, differences in APD seen in Figure 5.7a are mainly due to the BZ as opposed to photon scattering.

Figure 5.7b shows that $\tau_{opt}$ values move away from 1 in the presence of a BZ for both APD and upstroke duration. This arises from the increase in heterogeneities, which lead to differences in AP morphology, in conduction velocity and wavefront propagation. In the presence of a BZ, $V^*_opt$ gathers information from cells exposed to different degrees of ischaemia, while $V^*_m$ represents the less ischaemic cells at the epicardium. Differences in upstroke duration and APD for simulations with and without a BZ are attenuated in $V^*_opt$ (Figure 5.7a) compared to $V^*_m$ (Figure 5.6b) due to the optical signal representing a weighted average volume of tissue.
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**Figure 5.7** (a) Simulated $V_{opt}^*$ with and without a BZ. APD and upstroke duration values are shown for the respective APs. (b) Photon scattering effects, represented by $\tau_{opt}$, on APD and upstroke duration for simulations run on a tissue with and without a BZ.

5.3.4 Varying optical mapping penetration depth

The trends mentioned above are accentuated as we change the penetration depth. Figure 5.8 shows that $\tau_{opt}$ values move away from 1 as the penetration depth increases for both APD and upstroke duration in simulations with and without a BZ. Differences between $V_{opt}^*$ and $V_m^*$ increase due to the optical signal averaging over a bigger volume for an increased penetration depth. Furthermore, the differences between $\tau_{opt}$ values with and without a BZ become more pronounced for both upstroke duration and APD calculations as the penetration depth increases. As we increase $\delta_{eff}$, the differences between $V_{opt}^*$ with and without a BZ are attenuated due to a larger scattering volume, such that more signal is acquired from the deeper ischaemic tissue, decreasing the relative contribution of the BZ. However, a large change remains in $V_m^*$ with/without BZ (Figure 5.6b), thus leading to a larger difference in $\tau_{opt}$ as penetration depth increases.
5.4 Conclusions

This chapter investigates the combined effects of ischaemia-induced transmural heterogeneities and photon scattering on epicardial optical mapping recordings in a globally ischaemic rabbit heart. We approach this with a combined experimental and simulation study. Preliminary dual-wavelength optical mapping experiments in globally ischaemic isolated hearts are performed. These show a clear difference in voltage-sensitive fluorescence emission between the two excitation wavelengths, which we attribute to the presence of transmural ischaemia-induced heterogeneities. We investigate this hypothesis with a model of global ischaemia, including transmural variation of electrophysiological parameters, combined with a model of photon density and excitation to simulate the optical signal at the surface of the heart. Simulations of $V_m$ and $V_{opt}$ are conducted on a model of ischaemic rabbit tissue with and without a BZ. This demonstrates that the ischaemia-induced electrophysiological heterogeneities affect the optical signal, resulting in a decrease in upstroke duration and an increase in APD compared to the optical signal from a homogeneously ischaemic slab of tissue. Furthermore, as the penetration depth of the optical signal increases, the differences between the epicardial $V_{opt}$ and $V_m$ are accentuated.

It is important to note that heterogeneities observed at the surface of the heart during global
ischaemia optical mapping experiments may be due to the air or bath surrounding the heart, however, it is not known if such heterogeneities exist in vivo at the surface of the heart. Studies have reported an epicardial border zone during myocardial infarction in dog [Pu and Boyden, 1997; Ursell et al., 1985; Peters et al., 1997; Aggarwal and Boyden, 1995; Costeas et al., 1997]. However, dogs have significant epicardial collateral flow compared to other species, which may play a role in maintaining the epicardial BZ [Maxwell et al., 1987]. Furthermore, the BZ of infarcted tissue is different to acutely ischaemic tissue due to various factors such as remodelling. Nonetheless, the heterogeneities observed in this study are similar to the well-reported spatial differences found between the well- and poorly-perfused tissue, described in Section 3.2 [Coronel, 1994; Janse et al., 1979; Schaapherder et al., 1990; Carmeliet, 1999].

Overall, this study shows that the electrophysiological heterogeneities that arise at the ventricle surface during ischaemia have a significant effect on optical mapping recordings. Furthermore, exciting fluorescent dyes with different wavelengths has an important impact on the resulting optical signal and may be used to investigate transmural heterogeneities. These findings provide new insights into optical mapping data interpretation when investigating the role of heterogeneity during global ischaemia. Furthermore, in this chapter we present a novel combined computational and experimental technique that can be used to investigate electrophysiological properties at the surface of the heart, such as ischaemia-induced heterogeneities. We can gain insight into spatio-temporal properties on the severity and degree of ischaemia through the extent of heterogeneities observed.

Due to ethical and practical limitations of carrying out experiments in human, there is significant uncertainty associated with the restricted data available. Therefore, there is a need for sensitivity analysis and computational investigations to improve our understanding of human electrophysiology during acute myocardial ischaemia, both of which are investigated in the following two chapters of this thesis.
Electrophysiological properties under varied ischaemic conditions in human ventricular cell action potential models

The purpose of this chapter is to assess the applicability of recent human ventricular cell AP models to studies of ischaemia. In this chapter, we carry out a computational simulation study in single cell and tissue under normal and varied ischaemic conditions using 4 recent human models: ten Tusscher et al. 2006, Grandi et al. 2010, Carro et al. 2011, and O’Hara et al. 2011. We decrease the peak conductances of $I_{Na}$ and $I_{CaL}$ and varied the two ionic properties key to determine repolarisation during acute ischaemia: $[K^+]_o$ and peak conductance of $I_{K(\text{ATP})}$. To evaluate the applicability of these models to simulate ischaemia, we analysed electrophysiological properties, such as ion current dynamics, APD, PRR, ERP and CV and compared them to human experimental data.
6.1 Introduction

In Section 2.5, we gave an overview of ischaemia and described how it is a dynamic and complex process that increases electrophysiological heterogeneities across the heart and the likelihood of developing arrhythmias, especially during the early phase of ischaemia (first 10 - 15 min) [Rodríguez et al., 2004a; Tice et al., 2007; Russell et al., 1984; Carmeliet, 1999]. The main physiological changes that occur were emphasised, namely hyperkalaemia, resulting in an increase in \([K^+]_o\), hypoxia, resulting in an opening of \(I_{K(\text{ATP})}\) channels, and acidosis, which decreases the conductances of \(I_{Na}\) and \(I_{CaL}\) currents [Carmeliet, 1999]. In Section 2.4 we introduced important electrophysiological properties (APD, ERP, PRR and CV) that are used to quantify arrhythmic risk, and in Section 3.3 we described how they are modulated by acute ischaemia. We showed how ischaemia induces a reduction in APD, a prolongation of PRR, a prolongation of ERP, and a reduction in conduction velocity, CV [Sutton et al., 2000; Taggart et al., 2001]. Therefore, heterogeneities between normal and ischaemic tissue occur and create a substrate for reentry [Pogwizd and Corr, 1987b; Janse and Wit, 1989; Coronel et al., 1991].

Most research on ischaemia has been carried out in animals, and data from human are scarce. Therefore, extrapolation of mechanisms from animal to human is challenging but it is facilitated by computational modelling. As argued in the introduction chapter of this thesis, they provide an essential platform within which parameters can be easily modified and their effects can be dissected to increase our understanding of ischaemia-induced arrhythmic mechanisms in human [Rodríguez et al., 2006]. However, most of the recent human models are created and validated with data from healthy cells. Their applicability for simulations of ischaemia is unknown. It is important to assess their behaviour under varied ischaemic conditions, as the ischaemic changes described above vary through time and space in and around an ischaemic area [Coronel et al., 1988; Wilensky et al., 1986; Fiolet et al., 1985; Schaapherder et al., 1990].

In this study we investigate the use of four recent computational human-specific ventricular
AP models under acute ischaemia. We now provide a brief summary of these models, as a detailed description was given in Sections 4.1.2 and 4.1.3. The most widely used and studied is the model developed by ten Tusscher et al. in 2006 (TP06) [ten Tusscher and Panfilov, 2006], which is based on a previous model from the same group [ten Tusscher et al., 2004]. A more recent human AP model is the Grandi et al. 2010 model (GPB) [Grandi et al., 2010], which is based on the 2004 rabbit cell model described by Shannon et al. [Shannon et al., 2004]. This model improved the AP response to frequency changes and offered a better performance during block of $K^+$ currents with respect to the TP06 model. However, the GPB model does not adequately reproduce APD restitution properties or APD rate adaptation dynamics [Carro et al., 2011]. Based on their analysis of these shortcomings, Carro et al. (CRLP) [Carro et al., 2011] modified and reformulated various currents, such as $I_{CaL}$ and $I_{K1}$. The most recent human cell model is the O’Hara et al. 2011 (ORd) model [O’Hara et al., 2011], based on human data obtained from over 100 undiseased human hearts. The model incorporates the effects of $Ca^{2+}$/calmodulin-dependent protein kinase II (CaMKII) on known ionic currents.

Therefore, each model has its own strengths and weaknesses. The aim of this study is to provide an informed investigation of their response to varied ischaemic conditions by comparing electrophysiological properties in single cell and tissue simulations, in order to assess their utility for studying mechanisms of arrhythmogenesis in ischaemia.

6.2 Methods

6.2.1 Ischaemic electrophysiological changes

Models were initially compared under control conditions in order to better understand differences between ion current formulations. The comparison was then extended to ischaemia by modifying the following set of parameters: peak $I_{Na}$ and $I_{CaL}$ conductances were decreased by 25%, $[K^+]_o$ was increased from 5.4 mM (control value) to 8 mM and peak $I_{K(ATP)}$ conduc-
tance was increased by 5%. These values are within the range of parameters used in previous simulation studies of acute ischaemia (Section 4.1.5) and found experimentally (Section 3.1) [Tice et al., 2007; Heidenreich et al., 2012; Trénor et al., 2005; Yatani et al., 1984; Irisawa and Sato, 1986; Sato et al., 1985]. The $I_{K(\text{ATP})}$ current formulation, based on [Michailova et al., 2005] and described in Equation (4.21), was added to the cell models using COR\footnote{http://cor.physiol.ox.ac.uk} [Garny et al., 2003].

Models were then compared by calculating important electrophysiological properties of arrhythmic risk (APD, PRR, ERP and CV). Hyperkalaemia and hypoxia, simulated through changes in $[K^+]_o$ and $I_{K(\text{ATP})}$, are the two major ischaemic conditions affecting APD and PRR, therefore, they were varied in order to cover the range of values observed experimentally from control to ischaemic conditions (as shown in Section 3.1) [Coronel, 1994; Carmeliet, 1999; Weiss and Shine, 1982b; Van Wagoner and Lamorgese, 1994; Weiss et al., 1992]. In the first part of our study, $[K^+]_o = 5.4 \text{ mM}$ and $8 \text{ mM}$ defined the control and ischaemic conditions respectively however, experimental data has shown values of $[K^+]_o$ from 4 up to 9 mM, thus we extended the range of values investigated accordingly in our analysis. Therefore, $[K^+]_o$ was increased from 4 to 9 mM, in steps of 1 mM, and peak $I_{K(\text{ATP})}$ conductance was increased from 0 to 20%, in steps of 2% in single cell and 4% in tissue. However, peak $I_{Na}$ and $I_{CaL}$ conductances were not varied from their ischaemic values (decreased by 25%). Therefore, in the second part of our study control conditions were defined by $[K^+]_o = 4 \text{ mM}$ and peak $I_{K(\text{ATP})}$ conductance = 0%, and ischaemic conditions by $[K^+]_o = 9 \text{ mM}$ and peak $I_{K(\text{ATP})}$ conductance = 20%.

\subsection{6.2.2 Numerical methods}

Single cell simulations were run in MATLAB for all models. Equations were solved using \textit{ode15s} with a maximum time step of 1 ms, and a relative and absolute tolerance of $10^{-7}$ and $10^{-7}$, respectively.
10^{-9}$ respectively to ensure numerical convergence. Stimulus duration was set to 2 ms and the amplitude to 2 times the activation threshold. In order to assess whether differences observed between models were due to varying AP morphologies, we performed an AP clamp to the AP of the ORd model. This was done in the TP06, GPB and CRLP models by fixing the voltage at each time step to the one of the ORd model.

Tissue simulations were conducted using Chaste [Pitt-Francis et al., 2009] on a 5 cm long 1D strand of coupled cells. Tissue simulations were only carried out in the TP06, GPB and CRLP models due to limitations of the ORd model, as argued in this chapter. The space discretisation was 0.01 cm in all models. The ODE and PDE time steps were 0.005 ms and 0.01 ms for the CRLP and GPB models, and 0.001 ms and 0.01 ms for the TP06 model, which ensured convergence of results.

### 6.2.3 Data analysis

In single cell simulations, ERP was calculated once the cell was at steady state by applying a stimulus at progressively shorter coupling intervals (S2), with 10 ms precision. ERP was defined as the minimum S2 coupling interval (greater than the APD) that triggered an AP (defined as having a plateau phase above -20 mV). In tissue simulations, ERP was specified by the minimum S2 coupling interval that triggered excitation propagation along the strand. The tissue, at resting state, was stimulated with $-10^6 \mu A.cm^{-3}$ for 0.5 ms at position $x = 0$ cm for 5 beats with an S1 period of 1000 ms, followed by decreasing S2 stimuli, with ERP calculated as the minimum S2 that triggered an AP in the cell at position $x = 3$ cm. In both single cell and tissue, the APD was calculated at 90% repolarisation and the PRR as the difference between ERP and APD.
6.3 Comparison of ionic current formulations

In order to assess these models under ischaemic conditions, we first need to understand their behaviour under control conditions. As shown in Figure 6.1a, all models display different AP morphologies with varying degrees of notch depth following depolarisation, length of the plateau phase, APD and resting $V_m$. The ORd displays the smallest notch and the shortest plateau phase and APD. Therefore, we clamp the other models to the AP of the ORd model, as shown in Figure 6.1b, in order to investigate how AP morphology modulates the behaviour of the ion currents.

The ionic currents investigated are: $I_{Na}$ responsible for the upstroke, $I_{CaL}$ responsible for the plateau phase, all three $K^+$ currents $I_{Kr}$, $I_{Ks}$ and $I_{K1}$ responsible for the repolarisation, $I_{To}$ responsible for the initial small repolarisation following the upstroke, $I_{NaCa}$ responsible for removing $Ca^{2+}$ from the cell and $I_{NaK}$ responsible for maintaining resting $V_m$.

6.3.1 Currents under control conditions

Fast inward sodium current $I_{Na}$

Figure 6.1c shows the time course of $I_{Na}$ during the first 3 ms of the fast depolarisation upstroke. The TP06, GPB and CRLP models display similar $I_{Na}$ dynamics with a similar peak amplitude and width. This is not surprising, as the formulations of $I_{Na}$ in the 3 models are similar. The GPB and CRLP models do, however, divide the current into separate junctional cleft and subsarcolemmal components (as described earlier in Section 4.1.3). On the other hand, the peak of the $I_{Na}$ current in the ORd model is shifted towards the right. This may be partly due to the ORd AP morphology, as is shown by the AP clamp (Figure 6.1d), where $I_{Na}$ peak in all models is shifted towards the right. However, differences still remain in the amplitude and start of the $I_{Na}$ current peak. These may be due to differences in formulation, the $I_{Na}$ ORd model includes CaMKII effects and is composed of a fast and a late component (as described earlier...
Figure 6.1 Comparing transmembrane voltage \( (V_m) \) fast sodium current \( (I_{Na}) \) and L-type calcium current \( (I_{CaL}) \) without and with ORd AP clamp for the TP06, GPB, CRLP and ORd models under normal conditions.

(a) \( V_m \) without ORd AP clamp
(b) \( V_m \) with ORd AP clamp
(c) \( I_{Na} \) without ORd AP clamp
(d) \( I_{Na} \) with ORd AP clamp
(e) \( I_{CaL} \) without ORd AP clamp
(f) \( I_{CaL} \) with ORd AP clamp
6.3 Comparison of ionic current formulations

in Section 4.1.3).

As shown in Table 6.1, the $I_{Na}$ formulation is based on different sets of experimental data in each model. The GPB and CRLP model are grouped in the same column as they both use the formulation of $I_{Na}$ described in the GPB model apart from [Drouin et al., 1995], which the CRLP model use to better reproduce maximal upstroke velocity. The only set of data shared across the 4 models is [Nagatomo et al., 1998], which is used to calculate the temperature coefficient that converts parameters to physiological conditions. The rest are different, but mostly taken from human experiments, this may modulate the differences in $I_{Na}$ amplitude observed.

**L-type calcium current $I_{CaL}$**

As shown in Figure 6.1e, the $I_{CaL}$ current of the TP06 model has the highest peak amplitude while the ORd has the smallest, in line with the TP06 displaying the longest AP plateau phase. These differences are slightly modulated by AP morphology, mainly around the AP notch, as shown by the AP clamp in Figure 6.1f. As with the $I_{Na}$ current, the formulation of the $I_{CaL}$ in the TP06, GPB and CRLP models is similar. However, the GPB and CRLP models divide the current into separate junctional cleft and subsarcolemmal components and the ORd model formulation includes CAMKII effects (as described earlier in Section 4.1.3). As listed in Table 6.2, most of the data use to build the $I_{CaL}$ current is from human, apart from some data used in the ORd model, to simulate the effects of CaMKII and the VDI and CDI components of $I_{CaL}$. The only set of data shared across the 4 models is [Magyar et al., 2000] and there is significant overlap between the data used in the TP06, GPB and CRLP models.

**Rapid delayed rectifier potassium current $I_{Kr}$**

Figure 6.2a shows the rapid delayed rectifier potassium current ($I_{Kr}$) which peaks as the cell completely repolarises, in line with the differences observed in APD (Figure 6.1a). Indeed, during the AP clamp the current peaks at similar times in all models, as shown in Figure 6.2b.
### Table 6.1

Experimental data used to formulate $I_{Na}$ in the 4 human ventricular AP models: TP06, GPB, CRLP and ORd showing information on the experimental setup: cell type, setup preparation and the temperature at which the experiments were performed.

<table>
<thead>
<tr>
<th>Experimental Data</th>
<th>Cell Type</th>
<th>Preparation</th>
<th>Temp</th>
<th>TP06</th>
<th>GPB/CRLP</th>
<th>ORd</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Nagatomo et al., 1998]</td>
<td>HEK-293 cells</td>
<td>Isolated cells</td>
<td>23, 33$^\circ$</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>[Makita et al., 2000]</td>
<td>Xenopus oocytes</td>
<td>Isolated cells</td>
<td>22$^\circ$</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Sakakibara et al., 1992]</td>
<td>Human RA</td>
<td>Isolated cells</td>
<td>37$^\circ$</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Schneider et al., 1994]</td>
<td>Human atria</td>
<td>Isolated cells</td>
<td>24$^\circ$</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Viswanathan et al., 2001]</td>
<td>tsA-201 cells</td>
<td>Isolated cells</td>
<td>21$^\circ$</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Wan et al., 2001]</td>
<td>HEK-293 cells</td>
<td>Isolated cells</td>
<td>37$^\circ$</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Wang et al., 2000]</td>
<td>tsA-201 cells</td>
<td>Isolated cells</td>
<td>32$^\circ$</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Drouin et al., 1998]</td>
<td>Human LV</td>
<td>Tissue in-vitro</td>
<td>37$^\circ$</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Näbauer et al., 1996]</td>
<td>Human LV</td>
<td>Isolated cells</td>
<td>35$^\circ$</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Li et al., 1998]</td>
<td>Human RV</td>
<td>Isolated cells</td>
<td>36$^\circ$</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Li et al., 1999]</td>
<td>Human RV</td>
<td>Isolated cells</td>
<td>36$^\circ$</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Péréon et al., 2000]</td>
<td>Human ventricles/ COS-7 cells</td>
<td>Tissue in-vitro and isolated cells</td>
<td>37$^\circ$</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Sakakibara et al., 1993]</td>
<td>Human ventricles</td>
<td>Isolated cells</td>
<td>17$^\circ$</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Hanck and Sheets, 1992]</td>
<td>Dog Purkinje cells</td>
<td>Isolated cells</td>
<td>37$^\circ$</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Wagner et al., 2006]</td>
<td>Rabbit/ Mouse ventricles</td>
<td>Isolated cells and in vivo</td>
<td>37$^\circ$</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Spach et al., 2000]</td>
<td>Canine ventricles</td>
<td>Tissue in-vitro</td>
<td>37$^\circ$</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Taggart, 2000]</td>
<td>Human ventricles</td>
<td>in vivo</td>
<td>37$^\circ$</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Drouin et al., 1995]</td>
<td>Human LV</td>
<td>Tissue in-vitro</td>
<td>37$^\circ$</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Maltsev et al., 1998]</td>
<td>Human LV</td>
<td>Isolated cells</td>
<td>22$^\circ$ – 24$^\circ$</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Maltsev and Undrovinas, 2006]</td>
<td>Human ventricles</td>
<td>Isolated cells</td>
<td>24$^\circ$</td>
<td></td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>
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Table 6.2 List of experimental data used to formulate $I_{CaL}$ in the 4 human ventricular AP models: TP06, GPB, CRLP and ORd. Information included on the experimental setup is defined in previous table.

<table>
<thead>
<tr>
<th>Experimental Data</th>
<th>Cell Type</th>
<th>Preparation</th>
<th>Temp</th>
<th>TP06</th>
<th>GPB</th>
<th>CRLP</th>
<th>ORd</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Li and Nattel, 1997]</td>
<td>Human RA</td>
<td>Isolated cells</td>
<td>36°</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Magyar et al., 2002]</td>
<td>Dog/Human LV</td>
<td>Isolated cells</td>
<td>12 – 14°</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Pelzmann et al., 1998]</td>
<td>Human RV</td>
<td>Isolated cells</td>
<td>37°</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Magyar et al., 2000]</td>
<td>Human LV</td>
<td>Isolated cells</td>
<td>37°</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>[Béntah et al., 1992]</td>
<td>Human LV</td>
<td>Isolated cells</td>
<td>20 – 22°</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Mewes and Ravens, 1994]</td>
<td>Human ventricles/atria</td>
<td>Isolated cells</td>
<td>21 – 23°</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Beuckelmann et al., 1991]</td>
<td>Human ventricles</td>
<td>Isolated cells</td>
<td>37°</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Sun et al., 1997]</td>
<td>Human RA</td>
<td>Isolated cells</td>
<td>23°</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Li et al., 1999]</td>
<td>Human RV</td>
<td>Isolated cells</td>
<td>36°</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Fülöp et al., 2004]</td>
<td>Human ventricles</td>
<td>Isolated cells</td>
<td>37°</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Aggarwal and Boyden, 1995]</td>
<td>Dog LV</td>
<td>Isolated cells</td>
<td>36°</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Kim et al., 2004]</td>
<td>Xenopus oocytes</td>
<td>Isolated cells</td>
<td>17 – 19°</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Dzhura et al., 2000]</td>
<td>Murine ventricles</td>
<td>Isolated cells</td>
<td>20 – 23°</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Figure 6.2 Comparing rapid delayed rectifier potassium current ($I_{Kr}$) slow delayed rectifier potassium current ($I_{Ks}$) and inward rectifier potassium current ($I_{K1}$) with and without ORd AP clamp for the TP06 (blue), GPB (green), CRLP (red) and ORd (black) models under normal conditions.

(a) $I_{Kr}$ without ORd AP clamp

(b) $I_{Kr}$ with ORd AP clamp

(c) $I_{Ks}$ without ORd AP clamp

(d) $I_{Ks}$ with ORd AP clamp

(e) $I_{K1}$ without ORd AP clamp

(f) $I_{K1}$ with ORd AP clamp
Furthermore, the amplitudes of the current are quite different with the ORd and TP06 models displaying a much greater amplitude than the GPB and CRLP models. This behaviour may be due to the formulation of the current being similar in all 4 models, aside from the GPB and CRLP models not including the dependence on \([K^+]_o\) that is included in the TP06 and ORd models (as described earlier in Section 4.1.3). Despite the dissimilarities between the current of the TP06 and GPB/CRLP models, they use similar experimental data as shown in Table 6.3 [Zhou et al., 1998; Johnson et al., 1999; Iost et al., 1998]. On the other hand, O’Hara et al. carried out their own experiments to construct \(I_{Kr}\) in the ORd model.

**Table 6.3** List of experimental data used to formulate \(I_{Kr}\) in the 4 human ventricular AP models: TP06, GPB, CRLP and ORd. Information included on the experimental setup is defined in previous table.

<table>
<thead>
<tr>
<th>Experimental Data</th>
<th>Cell Type</th>
<th>Preparation</th>
<th>Temp</th>
<th>TP06</th>
<th>GPB/ CRLP</th>
<th>ORd</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Zhou et al., 1998]</td>
<td>HEK-293 cells</td>
<td>Isolated cells</td>
<td>23, 35°</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Johnson et al., 1999]</td>
<td>CHO-K1 cells</td>
<td>Isolated cells</td>
<td>20 − 25°</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Smith and Yellen, 2002]</td>
<td>Xenopus oocytes</td>
<td>Isolated cells and fluorescence</td>
<td>not specified</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Li et al., 1996]</td>
<td>Human RV/ RA</td>
<td>Isolated cells</td>
<td>36°</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Iost et al., 1998]</td>
<td>Human LV/ RV</td>
<td>Isolated cells</td>
<td>12 − 14°</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>[Jost et al., 2008]</td>
<td>Human/Dog papillary muscles</td>
<td>Isolated cells</td>
<td>37°</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[O’Hara et al., 2011]</td>
<td>Human ventricles</td>
<td>Isolated cells</td>
<td>37°</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Jost et al., 2009]</td>
<td>Dog/ Human LV</td>
<td>Isolated cells</td>
<td>37°</td>
<td>x</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Rapid delayed rectifier potassium current \(I_{Kr}\)**

As shown in Figure 6.2c, the \(I_{Kr}\) current of the TP06 model displays the greatest peak amplitude followed by the ORd model. On the other hand, both the GPB and CRLP models display close to zero \(I_{Kr}\) activity. This behaviour is similar during AP clamp, apart from a slight decrease in \(I_{Kr}\) amplitude in the TP06 model, as is shown in Figure 6.2d. The TP06, GPB and CRLP models have similar \(I_{Kr}\) equations, apart from being divided into its subsarcolemmal...
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and junctional cleft components in the GPB and CRLP models. Furthermore, the ORd model displays a different formulation that depends on $[Ca^{2+}]_i$ (as described earlier in Section 4.1.3). As highlighted in Table 6.4, the 4 models share [Virág et al., 2001] as experimental data and the TP06 and ORd models share [Li et al., 1996]. However, the rest of the studies on which the formulation is based differ. The virtually non-existent $I_{K_s}$ for the GPB and CRLP models may be due to the formulations in [Shannon et al., 2004] on which it is based.

**Inward rectifier potassium current $I_{K1}$**

As shown in Figure 6.2e the $I_{K1}$ current, in all models, displays a brief initial peak at the time of depolarisation of the cell and then a wider one at the time of repolarisation, in line with the AP morphology shown in Figure 6.1a. This behaviour is similar during AP clamp, apart from a decrease in resting state, especially in the GPB model, as is shown in Figure 6.2f. The similar morphology of the current is in line with the similar formulation presented earlier in Section 4.1.3. However, as shown in Table 6.4, the current is fit to different experimental data in each model, which may explain the dissimilarities observed.

**Transient outward potassium current $I_{to}$**

As shown in Figure 6.3a, the $I_{to}$ current of the TP06 model displays the greatest activity, while the current of the ORd model displays the smallest activity. As shown in Figure 6.3b, a similar $I_{to}$ current behaviour is shown during the AP clamp, therefore, the differences observed are not dependent on AP morphology. The equations describing the current in each model are similar, but the GPB and CRLP models divide the current into a fast and slow component and the ORd model incorporates CAMKII effects, as presented earlier in Section 4.1.3. Table 6.4 shows that the TP06, GPB and CRLP models use data from [Näbauer et al., 1996; Wettwer et al., 1994] to parameterise their model while the ORd and the TP06 models only share the data from [Greenstein et al., 2000].

**Sodium/calcium exchanger $I_{NaCa}$**
Figure 6.3 Comparing transient outward potassium current $I_{to}$, sodium/calcium exchanger $I_{NaCa}$ and sodium/potassium pump $I_{NaK}$ with and without ORd AP clamp for the TP06, GPB, CRLP and ORd models under normal conditions.

(a) $I_{to}$ without ORd AP clamp

(b) $I_{to}$ with ORd AP clamp

(c) $I_{NaCa}$ without ORd AP clamp

(d) $I_{NaCa}$ with ORd AP clamp

(e) $I_{NaK}$ without ORd AP clamp

(f) $I_{NaK}$ with ORd AP clamp
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As shown in Figure 6.3c, the role of the exchanger is reversed during depolarisation in the TP06, GPB and CRLP models, but not the ORd model. Furthermore, the GPB and CRLP models display an additional inverted peak that follows the initial positive peak about 42 - 44 ms after depolarisation, which is not present in the TP06 model. The ORd model displays a single inverted peak at the time of depolarisation, and then slowly recovers back to its resting state. Figure 6.3d demonstrates this behaviour is not dependent on AP morphology as the currents display the same morphology during AP clamp with a decreased amplitude. The differences observed between the models are due to the varying equations and experimental data underlying the formulations used in each model. As shown in Table 6.4, the formulations are based on the Luo-Rudy model for the TP06 model, on the Shannon model for the GPB and CRLP models and on the Decker model for the ORd model [Luo and Rudy, 1994; Shannon et al., 2004; Decker et al., 2009]. However, the GPB, CRLP and ORd models do use the same experimental data from [Weber et al., 2003].

**Sodium/potassium pump** $I_{NaK}$

Figure 6.3e shows that, despite having a similar morphology in all models, $I_{NaK}$ displays different maximum and resting amplitudes, with the TP06 and ORd models having the greatest and smallest amplitudes respectively. This behaviour is not dependent on AP morphology as demonstrated by the AP clamp in Figure 6.3f. As evidenced in Table 6.4, the current is based on different studies for each model, apart from the CRLP and GPB models. The formulation in the TP06 model is based on the Luo-Rudy, Priebe-Beuckelmann and Courtemanche models, while it is based on the Shannon 2004 model in the GPB and CRLP models, and the Smith and Crampin model in the ORd model [Luo and Rudy, 1994; Priebe and Beuckelmann, 1998; Courtemanche et al., 1998; Shannon et al., 2004; Smith and Crampin, 2004].
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Table 6.4 List of studies used to inform the formulation of $I_{Ks}$, $I_{K1}$, $I_{to}$, $I_{NaCa}$ and $I_{NaK}$ formulations in the 4 human ventricular AP models: TP06, GPB, CRLP and ORd. Highlighted studies are shared across one or more models.

<table>
<thead>
<tr>
<th>Current</th>
<th>Model</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{Ks}$</td>
<td>TP06</td>
<td>[Virág et al., 2001; Li et al., 1996] [Wang et al., 1994; Drouin et al., 1995; Li et al., 1998]</td>
</tr>
<tr>
<td></td>
<td>GPB/CRLP</td>
<td>[Virág et al., 2001] [Shannon et al., 2004]</td>
</tr>
<tr>
<td></td>
<td>ORd</td>
<td>[Virág et al., 2001] [Li et al., 1996] [Tohse, 1990]</td>
</tr>
<tr>
<td>$I_{K1}$</td>
<td>TP06</td>
<td>[Courtemanche et al., 1998; Koumi et al., 1995]</td>
</tr>
<tr>
<td></td>
<td>GPB</td>
<td>[Magyar et al., 2000; Jost et al., 2008]</td>
</tr>
<tr>
<td></td>
<td>CRLP</td>
<td>[Fink et al., 2008]</td>
</tr>
<tr>
<td></td>
<td>ORd</td>
<td>[O’Hara et al., 2011; Bailly et al., 1998; Konarzewska et al., 1995; Jost et al., 2009]</td>
</tr>
<tr>
<td>$I_{to}$</td>
<td>TP06</td>
<td>[Nábauer et al., 1996; Wettwer et al., 1994; Greenstein et al., 2000]</td>
</tr>
<tr>
<td></td>
<td>GPB/CRLP</td>
<td>[Nábauer et al., 1996; Wettwer et al., 1994] [Varro et al., 2006]</td>
</tr>
<tr>
<td></td>
<td>ORd</td>
<td>[Greenstein et al., 2000] [O’Hara et al., 2011; Amos et al., 1996; Tessier et al., 1999; Wagner et al., 2009]</td>
</tr>
<tr>
<td>$I_{NaCa}$</td>
<td>TP06</td>
<td>[Luo and Rudy, 1994; Noble et al., 1998]</td>
</tr>
<tr>
<td></td>
<td>GPB/CRLP</td>
<td>[Weber et al., 2003] [Shannon et al., 2004]</td>
</tr>
<tr>
<td></td>
<td>ORd</td>
<td>[Weber et al., 2003] [O’Hara et al., 2011; Kang and Hilgemann, 2004; Faber et al., 2007; Decker et al., 2009; Hund and Rudy, 2004]</td>
</tr>
<tr>
<td>$I_{NaK}$</td>
<td>TP06</td>
<td>[Luo and Rudy, 1994; Priebe and Beuckelmann, 1998; Courtemanche et al., 1998]</td>
</tr>
<tr>
<td></td>
<td>GPB/CRLP</td>
<td>[Shannon et al., 2004]</td>
</tr>
<tr>
<td></td>
<td>ORd</td>
<td>[Smith and Crampin, 2004; Nakao and Gadsby, 1989; Pieske et al., 2002]</td>
</tr>
</tbody>
</table>
6.3.2 Currents under ischaemic conditions

We now investigate how the activity of these currents is modified under ischaemic conditions, as shown in Figure 6.4. We notice that the ischaemic AP displays the expected morphological changes in all models, namely an increase in resting $V_m$ and a decrease in APD. This is driven by changes at the ionic level through a decrease in $I_{Na}$, $I_{to}$, $I_{NaK}$ and $I_{Ks}$, and a earlier recovery of $I_{CaL}$, $I_{NaCa}$ and all the repolarising potassium currents.

Under normal conditions, the CRLP and GPB models have a similar APD with a difference of just under 10 ms. This gap is, however, more than doubled under ischaemic conditions, with a difference in APD of more than 20 ms. The differences observed may be due to the changes introduced in the $I_{K1}$ and $I_{NaK}$ currents, as described in Section 4.1.3 in Chapter 4.

As shown in Figure 6.4b, the $I_{Na}$ current of the GPB model is the most sensitive to ischaemia, as it displays the biggest decrease in peak amplitude of 81% compared to 56% for the TP06 model, 66% for the CRLP model and 76% for the ORd model. The amplitude of the $I_{CaL}$ peak increases by 39%, 69%, 98% and 162% for the TP06, GPB, CRLP and ORd models, respectively, as shown in Figure 6.4c. Therefore, although the current of the TP06 model has the greatest amplitude, the $I_{CaL}$ current of the ORd model displays the greatest sensitivity to ischaemia.

All of the repolarising currents ($I_{Kr}$, $I_{Ks}$, $I_{K1}$) recover earlier under ischaemic conditions due to the shorter APD and amplitudes are modified. As presented in Figure 6.4e, the $I_{Ks}$ current amplitude is decreased by 38% and 63% in the TP06 and the ORd models respectively under ischaemia. Furthermore, the $I_{K1}$ current (Figure 6.4f) in all models, apart from the ORd, is slightly upregulated during ischaemia, the amplitude of the repolarisation peak is increased by about 22% in the TP06, GPB and CRLP models, however it decreases by about 8% in the ORd model.

During ischaemia, peak $I_{to}$ is shifted towards the right, its amplitude decreases and its width
increases, as can be seen in Figure 6.4g. The decrease in amplitude is of 41%, 53%, 41% and 59% for the TP06, GPB, CRLP and ORd models respectively. Therefore, the current of the ORd model displays the greatest change in amplitude under ischaemic conditions.

Under ischaemic conditions, the amplitudes of the depolarisation and repolarisation peaks of $I_{NaCa}$ (Figure 6.4h) in the TP06 model are decreased by 77% and 32%. The two initial peaks of the GPB and CRLP models are decreased by 75% and 14% for the GPB model and 33% and 14% for the CRLP model respectively, however, the final peak is increased by 27% for the GPB model and by 31% for the CRLP model. The amplitude of the single peak in the ORd model is increased by 100% under ischaemic conditions. The maximal amplitude of the $I_{NaK}$ current (Figure 6.4i) is decreased by approximately 33% in the TP06 and CRLP models, 29% in the GPB model, and 27% in the ORd model. The behaviour of these models under varying ischaemic conditions will be investigated further in the following section by investigating electrophysiological properties modulated by the ionic current dynamics described in this section.

6.4 Biomarkers under varying ischaemic conditions in single cell and 1D tissue simulations

We now investigate the behaviour of the models under varying $[K^+]_o$ and peak $I_{K(ATP)}$ conductance in single cell and 1D tissue simulations by comparing APD, ERP and PRR values (Tables 6.5 and 6.6). The study conducted in tissue also investigates effects on CV.

As shown in detail in the previous section, each model uses different current formulations and experimental data to describe the electrophysiological activity of a human ventricular cell. We have shown that the $I_{Na}$ current of the ORd model is quite different from the other 3 models and the current of the GPB model is the most sensitive to ischaemia. This current is particularly important in modulating excitability of the cell, which is significantly compromised during ischaemia. These differences become more pronounced in this section, as shown in Section 6.4.3,
6.4 Biomarkers under varying ischaemic conditions

**Figure 6.4** Comparing ischaemic (thick line) $V_m$, $I_{Na}$, $I_{CaL}$, $I_{Kr}$, $I_{Ks}$, $I_{K1}$, $I_{to}$, $I_{NaCa}$ and $I_{NaK}$ for the TP06, GPB, CRLP and ORd models (normal conditions shown in the thin dashed lines).
as the ORd model does not reproduce the expected changes in PRR with ischaemia in the single cell simulations. Therefore, the model was not included in the tissue simulation investigation. Furthermore, all models were tested under maximum hyperkalaemic values of $[K^+]_o$ up to 9 mM, however, the GPB model demonstrated propagation failure in tissue for $[K^+]_o \geq 9$ mM, therefore, $[K^+]_o = 8$ mM is used for this model.

In this section, to ease quantitative comparison between control and ischaemic conditions, control conditions are defined as $[K^+]_o = 4$ mM and $f_{K(\text{ATP})} = 0\%$ and ischaemic conditions as $[K^+]_o = 9$ mM and $f_{K(\text{ATP})} = 20\%$ (apart from the GPB model in tissue where maximum $[K^+]_o = 8$ mM). This covers a wider range of values than the ones presented in the previous section, in order to better incorporate the range of values found experimentally (as described in Section 6.2.1).

### 6.4.1 APD under varying ischaemic conditions

The first column of Tables 6.5 and 6.6 shows APD values for varying peak $I_{K(\text{ATP})}$ conductance (modulated by $f_{K(\text{ATP})}$) and $[K^+]_o$ values for the models tested in single cell and tissue. In all models, as peak $I_{K(\text{ATP})}$ and $[K^+]_o$ increase, the APD decreases.

In single cell simulations, there is a decrease in APD of 52%, 58%, 63% and 50% for the TP06, GPB, CRLP and ORd models respectively between control and ischaemic conditions. Therefore, the APD of the CRLP model is the most sensitive to changes in ischaemic parameters, as it displays the biggest % decrease in APD. In tissue simulations, as shown in the first column of Table 6.6, the APD displays a decrease of 48%, 83% and 57% for the TP06, GPB and CRLP models, respectively, between control and ischaemic conditions. We notice that the GPB model displays the biggest difference in APD as the model starts being unexcitable for $[K^+]_o = 8$ mM and $f_{K(\text{ATP})} = 20\%$, with an APD of 46.27 ms. As in the single cell simulations, the CRLP model is more sensitive to ischaemic changes than the TP06 model as it displays a bigger reduction in APD by almost 10%.
Table 6.5 Single cell results: comparison of APD, PRR and ERP of the TP06, GPB, CRLP, and ORd models to variations in $[K^+]_o$ and in peak $I_{K(\text{ATP})}$ conductance scaling factor $f_{K(\text{ATP})}$. 

<table>
<thead>
<tr>
<th></th>
<th>TP06</th>
<th>GPB</th>
<th>CRLP</th>
<th>ORd</th>
</tr>
</thead>
<tbody>
<tr>
<td>APD (ms)</td>
<td><img src="purple" alt="Graph" /></td>
<td><img src="red" alt="Graph" /></td>
<td><img src="blue" alt="Graph" /></td>
<td><img src="green" alt="Graph" /></td>
</tr>
<tr>
<td>PRR (ms)</td>
<td><img src="purple" alt="Graph" /></td>
<td><img src="red" alt="Graph" /></td>
<td><img src="blue" alt="Graph" /></td>
<td><img src="green" alt="Graph" /></td>
</tr>
<tr>
<td>ERP (ms)</td>
<td><img src="purple" alt="Graph" /></td>
<td><img src="red" alt="Graph" /></td>
<td><img src="blue" alt="Graph" /></td>
<td><img src="green" alt="Graph" /></td>
</tr>
</tbody>
</table>
In single cell simulations, for $[K^+]_o = 4$ mM, the increase in $f_{K(ATP)}$ from 0 to 20\% induces a decrease in APD of 46\%, 50\%, 56\% and 47\% for the TP06, GPB, CRLP and ORd models respectively. In tissue, the decrease in APD is of 42\%, 48\% and 52\% for the TP06, GPB and CRLP models, respectively. We notice that in both the single cell and tissue simulations, the CRLP model is the most sensitive to changes in $f_{K(ATP)}$. In single cell simulations, for $f_{K(ATP)} = 0\%$, the increase in $[K^+]_o$ from 4 mM to 9 mM, induces a decrease in APD of 11\%, 26\%, 24\% and 18\% for the TP06, GPB, CRLP and ORd models respectively. In tissue, the decrease in APD is of 9\%, 26\% and 28\% for the TP06, GPB and CRLP models, respectively. Therefore, the GPB model is the most sensitive to changes in $[K^+]_o$, while at the tissue level the CRLP model is the most sensitive. In both single cell and tissue simulations, changes in $f_{K(ATP)}$ are responsible for a majority of the APD reduction as the \% decrease in APD is more than doubled for changes in $f_{K(ATP)}$ compared to changes in $[K^+]_o$.

6.4.2 ERP under varying ischaemic conditions

The third column of Tables 6.5 and 6.6 shows ERP values for varying peak $I_{K(ATP)}$ conductance (modulated by $f_{K(ATP)}$) and $[K^+]_o$ values for the models tested. The ERP in all models, in single cell and tissue, decreases as peak $I_{K(ATP)}$ increases, while there is no clear correlation between ERP and $[K^+]_o$.

There is a decrease in ERP of 28\%, 28\%, 37\% and 50\% for the TP06, GPB, CRLP and ORd models, respectively, between control and ischaemic conditions. Excluding the ORd model (where ERP = APD), the ERP of the CRLP model is the most sensitive to changes in ischaemic parameters. At the tissue level, there is an ERP increase of 70\% and 22\% for the TP06 and CRLP models respectively and a decrease of 5\% for the GPB model between control and ischaemic conditions. Therefore, the TP06 model displays the biggest increase in ERP.

In single cell simulations, for $[K^+]_o = 4$ mM, the increase in $f_{K(ATP)}$ from 0 to 20\% induces a decrease in ERP of 40\%, 47\%, 51\% and 46\% for the TP06, GPB, CRLP and ORd models.
respectively. In tissue, there is a decrease in ERP of 41%, 48% and 50% for the TP06, GPB and CRLP models, respectively. Both in single cell and tissue, the ERP of the CRLP model is the most sensitive to changes in $[K^+]_o$.

In single cell simulations, for $f_{K(\text{ATP})} = 0\%$, the increase in $[K^+]_o$ from 4 to 9 mM, induces an increase in ERP of 17% for the TP06 model and a decrease of 6%, 7% and 11% for the GPB, CRLP and ORd models respectively. In tissue, there is an increase in ERP of 95%, 47% and 33% for the TP06, GPB and CRLP models, respectively. Therefore, the TP06 model is the most sensitive to changes in $[K^+]_o$. However, differences are observed in % between single cell and tissue, due to differences in ERP calculation described earlier (Section 6.2.3), therefore, the single cell ERP may be more sensitive to stimulus strength.

### 6.4.3 PRR under varying ischaemic conditions

The second column of Tables 6.5 and 6.6 shows PRR values, calculated as the APD subtracted from the ERP, for varying peak $I_{K(\text{ATP})}$ (modulated by $f_{K(\text{ATP})}$) and $[K^+]_o$ values for the models tested. The PRR of all the models, apart from the ORd model, increased as peak $I_{K(\text{ATP})}$ and $[K^+]_o$ increased (with a relatively greater increase due to changes in $[K^+]_o$). There is an increase in PRR of 65.3 ms (495%), 82.6 ms (362%), 89.3 ms (566%) for the TP06, GPB, CRLP models and a decrease of 1.76 ms (332%) for the ORd model, respectively, between control and ischaemic conditions. The PRR of the CRLP model is the most sensitive to changes in ischaemic parameters, as it displays the largest increase in PRR. In tissue, there is an increase in PRR of 352 ms, 205 ms and 250 ms for the TP06, GPB and CRLP models, respectively, between control and ischaemic conditions. Therefore, the TP06 model displays the biggest increase in PRR.

In single cell simulations, for $[K^+]_o = 4$ mM, the increase in $f_{K(\text{ATP})}$ from 0 to 20% induces an increase in PRR of 19.4 ms, 1.33 ms, 11.67 ms for the TP06, GPB, CRLP models and a decrease of -0.18 ms for the ORd model. In tissue, there is a decrease in PRR of 9 ms, 16 ms and 13
ms for the TP06, GPB and CRLP models, respectively. Therefore, in single cell simulations the PRR of the TP06 model is the most sensitive to changes in $f_{K(\text{ATP})}$, while in tissue, the GPB model is the most sensitive. This is due to the significant decrease in cell excitability in the GPB model for high $[K^+]_o$ values, as was shown in Section 6.3.2.

In single cell simulations, for $f_{K(\text{ATP})} = 0\%$, the increase in $[K^+]_o$ from 4 to 9 mM, induces a decrease in PRR of 79.8 ms, 65.15 ms, 64.16 ms and 1.12 ms for the TP06, GPB, CRLP and ORd models, respectively. In tissue, there is an increase in PRR of 321 ms, 232 ms and 220 ms for the TP06, GPB and CRLP models, respectively. Therefore, both in single cell and tissue, the TP06 model is the most sensitive to changes in $[K^+]_o$.

Furthermore, both in single cell and tissue, changes in $[K^+]_o$ are responsible for a majority of the PRR increase observed. In single cell simulations, the ORd model does not display the expected increase in PRR under ischaemic conditions. This may be due to the differences in the formulations of the $I_{Na}$ current, as described in the previous section. Furthermore, the GPB and CRLP models share the same $h$ and $j$ inactivation gates formulation as the TP06 model, while the ORd model displays a different formulation. These gates play an important role in modulating the recovery and availability of $I_{Na}$ channels and may account for the differences observed in PRR.

### 6.4.4 CV under varying ischaemic conditions

The last column of Table 6.6 shows the CV for varying peak $I_{K(\text{ATP})}$ (modulated by $f_{K(\text{ATP})}$) and $[K^+]_o$ values for the three models tested. Results show that in all models, as $[K^+]_o$ increases, CV decreases. $I_{K(\text{ATP})}$ does not play a role in modulating depolarisation, therefore, it does not affect CV, as shown in all models. An increase in $f_{K(\text{ATP})}$ had little (decrease of 3% in the CRLP model) or no effect (in the TP06 and GPB models) on CV. There is a decrease in CV of 56%, 52% and 52% for the TP06, CRLP and GPB models, respectively, between control and ischaemic conditions. The TP06 model displays the biggest decrease in CV. For $f_{K(\text{ATP})}$
= 0%, the increase in $[K^+]_o$ from 4 mM to 9 mM for the TP06 and CRLP models and up to 8 mM for the GPB model, induces a decrease in CV of 56%, 54% and 58% for the TP06, GPB and CRLP models, respectively. Therefore, the CRLP model is the most sensitive to changes in $[K^+]_o$.

### 6.4.5 Comparison to experimental data from human

Sutton et al. carried out epicardial electrogram recordings in human hearts during 3 min of simulated ischaemia [Sutton et al., 2000]. Their APD, PRR and ERP results are summarised in Figure 6.5, along with our results. Figure 6.5d also presents CV results from another electrogram recording study in human hearts carried out by Taggart et al. [Taggart, 2000]. The experimental ranges shown in the table take the values under control and ischaemic conditions, except for the ERP values, where we chose to take values for control and hyperkalaemic conditions ($[K^+]_o = 9$ mM or 8 mM for the GPB model in tissue), as $[K^+]_o$ is the main factor influencing ERP. We chose these values as a comparison point as it has been shown that the $I_{K(ATP)}$ current activates only after the first few minutes of ischaemia [Zawar and Neumcke, 2000].

We simulate ischaemia up to 10-15 min post-occlusion, which covers the period of greatest arrhythmic risk, while the experimental results only simulate 3 min of ischaemia. We did not pick simulation results corresponding to 3 min of ischaemia as a comparison point due to the limited data available on electrophysiological values of $f_{K(ATP)}$ and $[K^+]_o$ at 3 min. Taking this into account, Figure 6.5 shows that the range of values observed in our simulations in single cell and tissue are comparable to the ones observed experimentally.

Results for the ORd model are only included in the APD results in single cell as the ERP was equal to the APD and the PRR was equal to 0 as described and shown in Table 6.6.

Figure 6.5a compares APD results from experiments to our single cell and tissue simulations.
### Table 6.6: Tissue results: comparison of APD, PRR, ERP and CV of the TP06, GPB and CRLP models to variations in $[K^+]_0$ and in peak $I_{K(\text{ATP})}$

<table>
<thead>
<tr>
<th>CV (cm.ms$^{-1}$)</th>
<th>TP06</th>
<th>GPB</th>
<th>CRLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERP (ms)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRR (ms)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>APD (ms)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The minimum represents values after 3 min of ischaemia in the human experiments and the most ischaemic conditions in our simulations \((f_{K_{ATP}} = 20\% \text{ and } [K^+]_o = 9 \text{ mM, or } 8 \text{ mM for the GPB model in tissue})\). The maximum represents values before occlusion in the human experiments and under control conditions. In all models the minimum APD is lower by about 17\% compared to experimental results, except for the GPB model in tissue. Furthermore, APD values under control conditions in all models are approximately 4\% above experimental values apart from the GPB and CRLP model that display a much longer APD.

Figure 6.5b compares ERP results from experiments to our single cell and tissue simulations. The minimum represents values under control conditions, when the ERP is equal to the APD. The maximum represents values under ischaemic conditions, when excitability decreases and it takes longer to recover excitability. Simulation results overlap with experimental results for all models. In single cell simulations, the change in ERP is very small (TP06 model) or non-existent. Sutton et al. also found that for a larger stimulus, the ERP was unchanged during the first 3 min of ischaemia. A similar mechanism may be occurring in our simulations as the stimulus applied plays a more important role in single cell than in tissue, where the stimulus is provided by the neighbouring excited tissue. Therefore, in tissue, the models reproduce an increase in ERP, which was more than doubled for the TP06 model compared to the experimental data.

Figure 6.5c compares experimental PRR results and results from our single cell and tissue simulations. The minimum represents values under control conditions when the ERP is equal to the APD. The maximum represents values under ischaemic conditions when the cell’s excitability decreases and takes longer to recover excitability. We notice that our simulation results overlap with experimental data, with minimum values being close to 0, as expected under control conditions. Maximum values are almost double those of experimental results for the TP06 model, however.

Figure 6.5d compares experimental CV results and results from our tissue simulations. The
minimum values represent decreased conduction under ischaemic conditions, while the maximum values represent control conduction. We notice that values shown are very similar to experimental data for all models. This suggests that there is no further decrease in CV between the 3 min of ischaemia measured experimentally and the 10 min simulated in our model.

Figure 6.5 Range of control to ischaemic APD, PRR, ERP and CV values from simulation results in single cell (gray rectangles), tissue (white rectangles) and experimental data (black rectangles) in human carried out by Sutton et al. [Sutton et al., 2000] and Taggart et al. [Taggart, 2000]. CV simulation results are only carried out in tissue.
6.5 Discussion

This study investigated the behaviour of 4 recent human models (TP06, GPB, CRLP and ORd) under control and varying ischaemic conditions. This was done by comparing ionic current activity and biomarkers related to arrhythmic risk (APD, PRR, ERP and CV) in single cell and tissue by varying \([K^+]_o\) (4 - 9 mM) and peak \(I_{K(\text{ATP})}\) (0 - 20%). Here we analysed the sensitivity of each biomarker in turn and compared it to experimental data. Data in human is limited due to obvious practical and ethical reasons, therefore, whenever human data was not available we used data from animal experiments, such as when analysing ionic current dynamics. To the best of our knowledge, there is no human data available on the ionic effects of \([K^+]_o\) and peak \(I_{K(\text{ATP})}\) conductance on biomarkers such as APD, ERP, PRR and CV. However, we do use whole organ in vivo data from human carried out by Taggart et al. and Sutton et al. using electrograms during open chest surgery. In the following sections it is important to keep in mind that the ORd model was only tested in single cell and not in tissue due to its limitations. Furthermore, the GPB model did not reproduce results for \([K^+]_o = 9\) mM in tissue due to propagation failure while the CRLP and ORd models did.

6.5.1 Limitations of the ORd and GPB models

As shown in Table 6.5 the ORd model did not display a PRR. This is due to differences in the \(I_{Na}\) current, which plays an important role in modulating the cell’s excitability. As shown in Figure 6.1c the \(I_{Na}\) current showed a different morphology to the other 3 models, with a smaller peak that was shifted towards the right. Differences persisted with the ORd AP clamp, as shown in Figure 6.1d. O’Hara et al. are aware of this limitation and following a discussion with them, O’Hara added a note in the comments section of the publication on the PloS Computational Biology website, suggesting to replace their formulation of \(I_{Na}\) by the TP06 \(I_{Na}\) formulation.

The GPB model displayed propagation failure in tissue for \([K^+]_o = 9\) mM, therefore cells did
not get excited, as labelled in the second row of Table 6.6. This behaviour is not reproduced in single cell simulations (see second row of Table 6.5), and may be due to coupling effects of tissue which create a more pronounced ischaemic environment due to neighbouring ischaemic cells. However, in the ionic current comparison (Section 6.3.2) we can already see that the GPB model is less excitable than the TP06 and CRLP models, with a lower $I_{Na}$ amplitude under ischaemic conditions. The CRLP model, although it is based on the GPB model, does not reproduce the same limitation, as conductances of $I_{Na}$ and $I_{NaK}$, which affect the cell excitability, were modified. $[K^+]_o$ values in animal experiments after 10-15 min of ischaemia reach values of up to 12 and 14 mM [Kleber, 1983; Watanabe et al., 1997]. However, no data is available on values reached in human hearts. Therefore, we can only assume that they reach similarly high values of $[K^+]_o$. Given the wide variability that exists within a population [Britton et al., 2013; Taneja et al., 2001; Gemmell et al., 2014] and the lack of data in human, it is not known if the propagation failure reproduced by the GPB model for $[K^+]_o \geq 9$ mM is an accurate representation of ischaemia-induced effects in certain patients.

### 6.5.2 Inherent and ischaemia-induced variability

When discussing these findings, it is important to keep in mind the wide variability that exists at various levels: experimental study set up (such as solutions used and temperatures [Niederer et al., 2009; Quinn et al., 2011]), intra-subject (within the same individual or animal [Dangerfield et al., 2012; Jeyaraj et al., 2012]), inter-species (mice, guinea-pig, human [Harken et al., 1981; Fedorov et al., 2007; Panfilov, 2006]), and across individuals within the same species [Taneja et al., 2001]. Therefore, despite models producing different results, they may all accurately reproduce physiological behaviour.

Furthermore, during ischaemia there are many temporal and spatial heterogeneities that occur. As has been shown experimentally in animal studies, the increase in $[K^+]_o$ and peak $I_{K(\text{ATP})}$ conductance is not always linear through time [Carmeliet, 1999]. Furthermore, the range of
ischaemic parameters simulated in our study reproduces some of the gradients that are observed at the border zone between the ischaemic central area and the healthy tissue. The border zone is a highly heterogeneous region that is prone to ectopic beats and plays an important role in arrhythmogenesis, as shown computationally and experimentally in pig hearts [Bernus et al., 2005b; Coronel et al., 1991]. As described in a pig and canine study carried out by Janse et al., biomarkers can display very different properties in the border zone. For example, the ERP can be slightly shorter than the healthy tissue, compared to the central ischaemic zone, which will have a much longer ERP [Janse et al., 1985]. Shorter ERPs were observed in our simulations as peak $I_{K(\text{ATP})}$ conductance increased.

6.5.3 APD decreases during ischaemia

Both the single cell and tissue results (first column of Tables 6.5 and 6.6) showed that all models reproduced the expected ischaemic APD behaviour. As $[K^+]_o$ and peak $I_{K(\text{ATP})}$ increased, the APD became shorter, with the shortest APD occurring for the highest values of $[K^+]_o$ and peak $I_{K(\text{ATP})}$.

The increased peak $I_{K(\text{ATP})}$ current accelerates the repolarisation process due to an increased outward flux of $K^+$ ions, therefore decreasing the APD, as has been shown experimentally [Pandit et al., 2011; Carmeliet, 1999]. The single cell study shows that increased peak $I_{K(\text{ATP})}$ conductance induced a decrease of 46%, 50%, 56% and 47% in APD for the TP06, GPB, CRLP and ORd models, respectively. In the tissue study, we saw a decrease of 42%, 48% and 52% for the TP06, GPB and CRLP models, respectively. The effect of varying peak $I_{K(\text{ATP})}$ conductance is more pronounced in the GPB and CRLP models. This may be due to the decreased amplitudes of the repolarising currents $I_{Kr}$, $I_{Ks}$ and $I_{K1}$ compared to the TP06 and ORd models.

As $[K^+]_o$ increased, the activity of the repolarising currents increased, triggering a decrease in APD, as has been shown in previous animal studies [Coronel et al., 1988; Furukawa et al.,
6.5 Discussion

The single cell study shows that increased $[K^+]_o$ induced a decrease of 11%, 26%, 24% and 18% in APD for the TP06, GPB, CRLP and ORd models, respectively. In the tissue study, we saw a decrease of 9%, 26% and 28% for the TP06, GPB and CRLP models respectively. Therefore, the APD of the GPB and CRLP models are more sensitive to changes in $[K^+]_o$, which may also be due to the decreased amplitudes of the repolarising currents. However, the TP06 model displays a % change in APD that is closer to the 4% change observed in whole pig hearts by Watanabe et al. [Watanabe et al., 1997].

The human study by Sutton et al. showed that APD can reach values of almost 180 ms after 3 min of ischaemia, these values are similar to the ones observed in our simulations, as shown in Figure 6.5. Their results show a decrease in APD of about 37% after 3 min of ischaemia. Taking into account the difference in simulated time of ischaemia, our results show a % decrease that is greater than the one observed experimentally after 3 min of ischaemia, both in single cell (52%, 58%, 63% and 50% for TP06, GPB, CRLP and ORd models) and tissue (48%, 83% and 57% for TP06, GPB and CRLP models).

The more pronounced decrease in APD of 83% reproduced by the GPB model in tissue is due to the lack of excitability of the cell, which prevents a full AP from being triggered, (Section 6.5.1) with an APD of just under 50 ms for $[K^+]_o = 8 \text{ mM}$ and $f_{K(\text{ATP})} = 20\%$. In fact, the GPB model does not propagate for values of $[K^+]_o \geq 9 \text{ mM}$ (as shown in the second row of Table 6.6). Coupling effects present in tissue may produce ischaemic conditions that are more pronounced due to the effect of neighbouring ischaemic cells, that are not present in the single cell study, where the GPB model does reproduce an AP for $[K^+]_o = 9 \text{ mM}$.

6.5.4 ERP increases during hyperkalaemia but decreases during hypoxia

In single cell, increased $[K^+]_o$ increased ERP by 17% for the TP06 model and decreased it by 6% and 7% for the GPB and CRLP models. In tissue, it increased ERP by 95%, 47% and 33% for the TP06, GPB and CRLP models. The ERP of the TP06 model is the most sensitive to
changes in $[K^+]_o$. However, hypoxia induced a decrease in ERP (Tables 6.5 and 6.6) as peak $I_{K(\text{ATP})}$ increased due to the decrease in APD. In single cell and tissue there was a decrease of 40% and 41%, 28% and 48%, and 37% and 50% respectively in ERP for the TP06, GPB and CRLP models. These values are similar to the decrease observed in APD.

The differences between single cell and tissue results may be due to the way the ERP is calculated. ERP in single cell represents an S2 value for which the stimulus no longer triggers an AP, while in tissue it represents an S2 value for which the activation wave does not propagate until the end of the tissue. These two methods may explain some of the differences seen between the single cell and tissue ERP results, as the single cell study is highly dependent on the strength of the stimulus applied. Similar mechanisms were observed experimentally by Sutton et al., where they showed no change in ERP during ischaemia for a stronger stimulus strength, the results shown in Figure 6.5b show ERP changes for the smaller stimulus strength. Furthermore, cells at the edge of the ischaemic region may display a reduced ERP [Coronel et al., 2012]. A study by Ma et al. on sheep hearts has shown that acute subendocardial ischaemia leads to a reduction in ERP [Ma and Wang, 2007]. Therefore, hyperkalaemia and hypoxia have opposing effects on ERP resulting in very small changes when the two conditions are combined.

### 6.5.5 PRR increases during ischaemia in all models apart from the ORd

Both the single cell and tissue results (second column of Tables 6.5 and 6.6) showed that all models, apart from the ORd, reproduced an increase in PRR as $[K^+]_o$ increased. The longest PRR occurs for the highest values of $[K^+]_o$ and peak $I_{K(\text{ATP})}$. We will not describe the ORd model as it does not reproduce a PRR. Experimental data has shown that PRR increases significantly under ischaemic conditions, as is described in the review by Coronel et al. [Coronel et al., 2012] and in the experimental results carried out by Sutton et al., presented in Figure 6.5 [Sutton et al., 2000].

The single cell study shows that increased peak $I_{K(\text{ATP})}$ conductance induced an increase in
PRR of 19.4 ms, 1.33 ms and 11.7 ms for TP06, GPB and CRLP models, respectively. In the tissue study, we saw a decrease of 8.9 ms, 15.5 ms and 13.3 ms for the TP06, GPB and CRLP models, respectively. The differences between single cell and tissue results may be due to the way the ERP is calculated as it is defined as the smallest stimulus that triggers propagation in tissue rather than an AP in single cell.

As \([K^+]_o\) increases, the cell’s excitability decreases, as has been described in human atrial cells by Taggart et al. [Taggart and Slater, 1971]. The single cell study shows that increased \([K^+]_o\) induced a decrease of 79.8 ms, 65.2 ms and 64.2 ms in APD for the TP06, GPB and CRLP models, respectively. In the tissue study, we saw an increase of 321 ms, 232 ms and 220 ms for the TP06, GPB and CRLP models, respectively. Therefore, both in single cell and tissue simulations, the PRR of the TP06 model is the most sensitive to changes in \([K^+]_o\). In all models, the PRR is more sensitive to changes in \([K^+]_o\) than changes in peak \(I_{K(\text{ATP})}\) conductance as \([K^+]_o\) has a greater effect on cell excitability.

### 6.5.6 CV changes during hyperkalaemia

CV was only calculated in tissue as it is a measure of how quickly the activation wave propagates from cell to cell. As shown in the last column of Table 6.6, CV is significantly slower for high values of \([K^+]_o\), reaching values close to 0.03 cm.ms\(^{-1}\). Experiments carried out by Taggart et al. in human showed CV control values ranging from 0.05 to just under 0.07 cm.ms\(^{-1}\) [Taggart, 2000]. After 3 min of ischaemia, Taggart et al. presented CV values of 0.027 cm.ms\(^{-1}\). As shown in Figure 6.5 results from our simulations are in agreement with their experimental results. This sensitivity analysis shows that CV is more sensitive to \([K^+]_o\) than to the repolarising current \(I_{K(\text{ATP})}\) (last column of Table 6.6); this is expected as CV is not directly affected by repolarisation.
6.6 Conclusions

In this chapter, a systematic analysis is performed to investigate the use of recent human AP models for studies of ischaemia. The results present the sensitivity of some important arrhythmic biomarkers (APD, ERP, PRR and CV) to variations in two of the main electrophysiological ischaemic parameters (an increase in $[K^+]_o$ and peak $I_{K(ATP)}$) in four recent human ventricular AP models (TP06, GPB, CRLP and ORd) using single cell and tissue simulations. We show that the TP06 and CRLP models show good agreement with experimental data, while the ORd and GPB models do not reproduce some experimentally observed ischaemic changes.

We observed that all models exhibited the expected decrease in APD under ischaemia in single cell and tissue, as well as an increase in PRR, apart from the ORd model. ERP decreased in all models as peak $I_{K(ATP)}$ increased due the decrease in APD, while this effect was counteracted by the increase in $[K^+]_o$, which makes the cell less excitable. Furthermore, CV decreased as $[K^+]_o$ increased in all models. These values lie within the physiological range taking into account the difference in time of simulated ischaemia (3 min in the experiments and 10 min in the simulations). The ORd model did not display the expected changes in PRR due to its $I_{Na}$ specification. Secondly, the GPB did not show propagation for $[K^+]_o = 9$ mM, due to the greater sensitivity of the GPB model to ischaemic conditions. This was reflected at the ionic current level as the decrease in $I_{Na}$ amplitude under ischaemia was the greatest in the GPB model.

Results from this study are useful for the selection of a cell model to perform human-specific simulations of myocardial ischaemia. They demonstrate the importance of considering multiple biomarkers at both the single cell and tissue levels simulations to assess the applicability of cell models. Finally, this study provides important insights into the behaviour of the tested models under varied ischaemic conditions, expanding our knowledge of their greater utility. Overall, this work represents an important stepping stone in our pursuit to uncover arrhythmic mechanisms during ischaemia in human.
The purpose of this study is to investigate mechanisms underlying hERG block modulation of reentrant arrhythmias during regional acute ischaemia in a human whole ventricles model. Following our assessment of human ventricular models under varying ischaemic conditions in the previous chapter, we chose to use the TP06 model to extend our ischaemia investigation to drug cardiotoxicity in the human whole ventricles. Mechanisms underlying cases of increased mortality associated with hERG blockers in ischaemic patients are poorly understood. The lack of understanding results from the absence of high spatio-temporal experimental data on arrhythmic mechanisms in human due to practical and ethical limitations. In this chapter we present a biophysically-detailed human whole ventricles computational model of regional ischaemia built from the work presented in the previous chapters. Our results provide valuable insight into pro- and anti-arrhythmic mechanisms of hERG blockers.
7.1 Introduction

As introduced in Section 2.7, class III anti-arrhythmic drugs are first line therapy for patients suffering from abnormal atrial and ventricular rhythms [Wazni et al., 2005], often prescribed in combination with electrical therapy [Van Herendael et al., 2010]. Their anti-arrhythmic mode of action is known to be prolongation of repolarisation and increase of the wavelength for re-entry due to $K^+$ channel block [Williams, 1984; Nademanee et al., 1985]. However, as discussed in Section 3.4, recent studies have raised safety concerns in patients with coronary heart disease, as they show that class III drugs result in increased risk of longer-term hospitalisation and death in such patients [Steinberg et al., 2014]. Studies, such as Survival With ORal D-Sotalol (SWORD) trial, also demonstrate that administration of the hERG (human Ether-à-go-go Related Gene) blocker sotalol was associated with increased mortality in patients suffering from recent myocardial infarction, associated with ischaemic heart disease [Waldo et al., 1996]. Drug electrophysiological cardiotoxicity due to hERG block is a main concern and the most restricting factor in the development and application of both cardiac and non-cardiac drugs [Sanguinetti and Tristani-Firouzi, 2006]. Dissecting key underlying mechanisms, particularly in patients with an existing pro-arrhythmic substrate, is urgently needed to improve patient risk stratification, management, and development of improved anti-arrhythmic therapy.

The vast majority of sudden cardiac death patients suffer from coronary heart disease and myocardial ischaemia, i.e. a mismatch between oxygen supply and demand [Myerburg and Junttila, 2012]. In coronary heart disease patients, acute myocardial ischaemia can occur due to complete or partial coronary artery occlusion, or due to increased demand caused, for example, by exercise. As reviewed in Section 2.5, myocardial ischaemia alters the biophysical ionic processes of ventricular cells such as ionic currents and concentrations due to hyperkalaemia, hypoxia, and acidosis [Carmeliet, 1999]. At the tissue level these changes increase the spatio-temporal dispersion in refractoriness, repolarisation, and conduction velocity between healthy and ischaemic regions, which facilitates the onset of arrhythmias leading to sudden cardiac death.
7.2 Methods

7.2.1 Human whole ventricles model of acute regional myocardial ischaemia

An example of the code developed to run these simulations can be found in Appendix A.2. An anatomically-based, multi-scale model of human regionally-ischaemic ventricles was developed based on extensive experimental recordings from the literature [Spector et al., 1996; Carmeliet, 1999; Edvardsson et al., 1980; Glukhov et al., 2010; Wilensky et al., 1986; Coronel et al., 1988; Sutton et al., 2000; Durrer et al., 1970; Coronel et al., 1991; Lee et al., 1981], including biophysically detailed membrane kinetics, ischaemia induced heterogeneities, cell coupling,
electrotonic current flow, and fibre orientation (based on the Streeter method [Streeter et al., 1969]). The image-based human anatomical mesh contains 2.5 M nodes with 400 μm spatial discretisation, required for convergence of the numerical algorithms [Bernabeu et al., 2010b]. Intracellular conductivities were set to 5.25 mS/cm in the preferential direction and 0.57 mS/cm in the other directions. This induced a conduction velocity of about 60 cm/s in the normal tissue and a slowed conduction velocity of about 40 cm/s in the ischaemic region, these values are within experimental range [Taggart, 2000]. We apply zero flux Newmann boundary conditions [Pathmanathan et al., 2010b].

Human ventricular membrane kinetics were simulated with the ten Tusscher 2006 action potential model (TP06) [ten Tusscher and Panfilov, 2006], which has been extensively used in similar studies [Moreno et al., 2011; Zemzemi et al., 2013; Wilhelms et al., 2012]. The model choice was based on its suitability to simulate ischaemic electrophysiological alterations in human, as argued in Chapter 6 [Dutta et al., 2013]. The \( I_{K(\text{ATP})} \) current was included in the TP06 model, as defined in Equation (4.21) [Michailova et al., 2005].

Both clinical and experimental studies have shown the existence of transmural electrophysiological heterogeneities in APD ranging from 10 - 20 ms \textit{in vivo} [Taggart et al., 2001] to 100 ms \textit{in vitro} in human [Glukhov et al., 2010], which may have a pro-arrhythmic role [Kuo et al., 1983]. Transmural differences in \( I_{Ks} \) were therefore included as proposed in [Péréon et al., 2000; Xu et al., 2001], by applying a 6:4 ratio in \( I_{Ks} \) maximal conductance of 0.098 nS/nF and 0.392 nS/nF, as defined by the TP06 model [ten Tusscher and Panfilov, 2006]. As the existence of longer subendocardial APD remains controversial [Glukhov et al., 2010; Taggart et al., 2001; Péréon et al., 2000; Xu et al., 2001], a linear transmural APD gradient from endocardium to epicardium was imposed, with the longest APD at the endocardium [Glukhov et al., 2010; Taggart et al., 2001]. The APD gradient was 17% of the maximum APD, which is between values of 10% obtained by Taggart \textit{et al.} from \textit{in vivo} human studies [Taggart et al., 2001] and 24% obtained by Glukhov \textit{et al.} from \textit{in vitro} human wedge preparations [Glukhov et al., 2010]. The
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Gradient chosen led to the physiological inverse repolarisation time (RT) - activation time (AT) relationship described in \textit{in vivo} human hearts [Franz et al., 1987] and intact dog hearts [Spach and Barr, 1975], and a physiological simulated pseudo-ECG, with a QT interval of $\sim$400 ms and a positive T-wave described \textit{in vivo} human hearts and computational simulations [Gima and Rudy, 2002; Franz et al., 1987].

7.2.2 Biophysical model of the ischaemic region

Size and location of ischaemic regions vary from individual to individual. Lee et al. reported infarct size range values of 13 to 72\% of the human LV [Lee et al., 1981]. Therefore, location and size of regional ischaemia in our model was chosen to affect $\sim$40\% of the LV, in the middle of this range, and defined as an ellipsoid of radius 3 cm (Figure 7.1a). In agreement with [Wilensky et al., 1986; Coronel et al., 1991; Heidenreich et al., 2012; Rodríguez et al., 2006; Lee et al., 1981] and as reviewed in Section 3.2, heterogeneities in the ischaemic region due to diffusion between the ischaemic and normal tissue were also represented through the inclusion of a lateral ischaemic border zone (BZ) of width 0.5 cm and a layer of healthy endocardial cells of width 0.1 cm.

In the ischaemic central zone (ICZ), the ionic changes caused by the three main components of acute ischaemia (namely hyperkalaemia, hypoxia and acidosis) were introduced as in [Wilensky et al., 1986; Coronel et al., 1991; Heidenreich et al., 2012; Rodríguez et al., 2006]. Based on previous experimental and computational studies on the pro-arrhythmic mechanisms of acute ischaemia [Carmeliet, 1999; Janse and Wit, 1989; Rodríguez et al., 2006], we applied a degree of ischaemic severity that corresponds to highest arrhythmic risk, as examined in Section 2.5. Therefore, cells were assigned an increase in $[K^+]_o$ of 8.5 mM, an increase in peak conductance of $I_{K(\text{ATP})}$ of 5\% caused by hypoxia, and a decrease in peak conductance of $I_{Na}$ and $I_{CaL}$ of 25\% due to acidosis [Wilensky et al., 1986; Coronel et al., 1988; Rodríguez et al., 2006]. The conditions applied reproduced expected changes in the human AP, namely increased resting
transmembrane potential, $V_m$, decreased $V_m$ upstroke velocity, and shortened APD [Heidenreich et al., 2012; Rodríguez et al., 2006; Bernus et al., 2005a] (Figure 7.1). To approximate the gradients seen experimentally, the lateral BZ included a linear gradient in electrophysiological properties from the ICZ to the normal zone (NZ) [Wilensky et al., 1986; Coronel et al., 1988]. Given uncertainties surrounding the existence in vivo of the epicardial BZ, it was not included in our model, as in [Rodriguez et al., 2006; Heidenreich et al., 2012].

7.2.3 hERG block model

The effect of class III anti-arrhythmic drugs in the human regionally-ischaemic ventricles was simulated by decreasing the conductivity of $I_{Kr}$ [Spector et al., 1996]. Using a simple pore block model [Brennan et al., 2009] with a Hill coefficient of 1, simulations were conducted using two simulated doses of $I_{Kr}$ blocker corresponding to a drug concentration of 43% of IC50 (30% block) and 100% of IC50 (50% block).

7.2.4 Simulation protocol

Purkinje-like activation was simulated by stimulating regions of the endocardium shown by Durrer et al. in human to display the earliest activation [Durrer et al., 1970]. In agreement with their findings, our ventricles took 63 ms to fully depolarise. Two initial stimuli (S1) were applied with a cycle length of 800 ms. To trigger re-entry, a fully transmural premature excitation (S2) was applied to a region of 2 cm radius close to the apex covering NZ, BZ and ICZ, a region prone to premature excitation [Bernus et al., 2002; Coronel et al., 2002]. The vulnerability window (VW) of re-entry was the range of coupling intervals (CI) that resulted in re-entry (calculated with 1 ms precision around its boundaries). Over 150 simulations were conducted with the software Chaste [Mirams et al., 2013] using 1024 processors on HECToR, the UK’s national supercomputer. It took approximately 6 h of supercomputing time to simulate 800 ms of cardiac electrical activity on the anatomically-accurate human whole ventricles mesh.
7.2.5 Data analysis

The electrical activity of the human ventricles was visualised both locally through $V_m$ at each node and globally through the pseudo-ECG, as described below. Times labeled (in ms) in the figures showing the distribution of $V_m$ are defined by setting 0 ms as the time of application of the premature S2 beat. The APD map, was calculated as the interval between activation of the node and the time at which it reached 90% repolarisation.

The pseudo-ECG is defined as the following integral over the mesh:

$$
\phi(r') = D \int \left( \nabla V_m \cdot \left( \nabla \frac{1}{||r - r'||} \right) \right) \, dr
$$

where $r' = (x', y', z')$ are the electrode coordinates, $r = (x, y, z)$ represent the source points and $D$ is the diffusion tensor [Gima and Rudy, 2002]. As in the ECG (introduced in Section 2.8.1), the pseudo-ECG exhibited QRS complexes during ventricular activation and T waves during ventricular repolarisation, mimicking the ECG shape. The QT interval was calculated as the time interval between the earliest activation and the complete repolarisation of the ventricles.

7.3 Results

7.3.1 Sinus rhythm during regional ischaemia

Figure 7.1 illustrates the human anatomically-based electrophysiological model of regionally-ischaemic whole ventricles. Figure 7.1a shows the distribution of resting $V_m$ on the LV epicardium with the ICZ exhibiting the highest resting $V_m$ of about -70 mV due to increased $[K^+]_o$, in agreement with [Carmeliet, 1999]. The NZ has a normal resting $V_m$ of -86 mV, with a gradient displayed in the BZ between the two regions. Figure 7.1b shows the APD map throughout the human ventricles after the second S1 stimulus, along with AP traces of epicardial cells from the ICZ and NZ. APDs in the ICZ are about 30% shorter than in the NZ, in agreement with a
35% difference reported in human in vivo measurements [Sutton et al., 2000], due to the effects of $I_{K(ATP)}$ activation and elevated $[K^+]_o$. The increase in resting $V_m$ and shortened APD in the ICZ in the model therefore agree with previous in vivo human and ex situ animal studies [Carmeliet, 1999; Sutton et al., 2000; Wilensky et al., 1986; Taggart et al., 2001].

Figure 7.1c depicts the AT map in the human ventricles during sinus rhythm, along with the transmural RT - AT relationship in the NZ of the LV. The total activation time of 63 ms is in agreement with data in isolated human hearts [Durrer et al., 1970] and the inverse RT - AT relationship with data from in vivo human hearts and intact dog hearts [Spach and Barr, 1975; Franz et al., 1987]. The agreement of our simulation results with a variety of experimental reports lends credibility to our human regionally-ischaemic model and the simulation results reported below.

### 7.3.2 Effects of hERG block on sinus rhythm during regional ischaemia

Figure 7.2a shows the pseudo-ECG generated by the human regionally-ischaemic whole ventricles model for 0, 30 and 50% hERG block. The QT interval using the baseline human ischaemic ventricular model is 414 ms, in line with clinical reports [Browne et al., 1983; Yamaguchi et al., 2003], and it is prolonged by 5% for 30% hERG block and 9% for 50% hERG block. Therefore, in agreement with previous studies in non-ischaemic patients, hERG block increases the overall RT of the ventricles [Nademane et al., 1985; Edvardsson et al., 1980]. Figure 7.2b shows the transmural APD gradient across the LV in the NZ, which is linear in all three scenarios, with the shortest APD in the epicardium and the longest APD in the endocardium, as has been shown in both in vivo and ex situ human studies [Glukhov et al., 2010; Taggart et al., 2001]. The APD transmural gradient in the NZ increases from 17% to 19% as the degree of hERG block increases to 30 and 50%, respectively.

The prolongation of the QT interval caused by hERG block is due to an overall prolongation of APD across the human regionally-ischaemic ventricles as illustrated in Figure 7.3 for the
Figure 7.1 Computational model of human regionally-ischaemic whole ventricles. Distribution of transmembrane voltage ($V_m$), on the epicardium of the LV and a cross section of the ventricles at resting state showing the ischaemic central zone (ICZ), the ischaemic lateral and endocardial border zone (BZ) and the normal zone (NZ) (a). Action potential duration (APD) map of a cross section of the ventricles and action potential (AP) traces from the ICZ and NZ (b). Activation time (AT) map of a cross section of the ventricles along with the transmural repolarisation time (RT) - AT relationship in the NZ (c).
different hERG doses. The average APD prolongation induced by hERG block is greater in the NZ (16 and 28 ms for 30 and 50% hERG block) than in the ICZ (12 and 20 ms).

Importantly, our results also show an increase in dispersion of APD as the degree of hERG block increases. The range of APD values increases from 156 ms in regional ischaemia to 175 ms with 50% hERG block. Therefore, hERG block further enhances the spatial dispersion of APD caused by regional ischaemia in the human ventricles. This may contribute to the substrate for reentry and may counteract the known anti-arrhythmic mechanism of APD prolongation caused by hERG block.

**Figure 7.2** Effect of hERG block on the pseudo-ECG (a) and transmural action potential duration (APD) gradient in the normal zone (NZ) where the dots represent the simulation results and the solid line is the corresponding best fit (b) in our model of human regionally-ischaemic whole ventricles without hERG block (blue) and with 30% (green) and 50% (red) hERG block.

---

### 7.3.3 Anti-arrhythmic effects of hERG block decrease the VW

In order to evaluate modulation of arrhythmia propensity by hERG block in acute ischaemia, simulations were conducted to determine the VW for re-entry in the human regionally-ischaemic ventricles for increasing degrees of hERG block. Figure 7.3b shows that the VW is 85 ms in regional ischaemia, and it decreases by 24% to 65 ms with 30% hERG block, and then increases to 80 ms with 50% hERG block. Thus, the change in the VW with hERG block is biphasic and
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dose-dependent. The reduction of the VW by 30% hERG block represents a cardio-protective mechanism, as the time frame for re-entry inducibility by extra stimulus is decreased. However, for 50% hERG block, VW is wider than for 30% hERG block (although 6% narrower than in control), indicating that additional pro-arrhythmic mechanisms may arise with further increase in hERG dose.

**Figure 7.3** Action potential duration (APD) distribution and vulnerability window (VW) calculated in our model of human regionally-ischaemic whole ventricles without hERG block (blue) and with 30% (green) and 50% (red) hERG block, presented as a contour plot of the APD distribution histogram (a) and as a boxplot of APD and VW values (b).

7.3.4 hERG block decreases likelihood of figure-of-eight re-entry during regional ischaemia

Figure-of-eight re-entry is established in the regionally-ischaemic human ventricles following premature excitation in the BZ during the VW, for all hERG block doses. The establishment of the re-entry includes 3 main phases, previously described in [Janse and Wit, 1989] and illustrated in Figure 7.4: (1) conduction block in the ICZ due to prolonged refractoriness and slow propagation through the BZ, (2) retrograde propagation through the ICZ following recovery, and (3) re-entry through the NZ. Figure 4 presents similar episodes of re-entry for 0 and 30% block (panels A and B, respectively). In both cases, conduction block occurs in the ICZ.
Figure 7.4 Figure-of-eight re-entry in our model of human regionally-ischaemic whole ventricles without hERG block (a) and with 30% hERG block (b). Distribution of $V_m$ on the LV epicardium and a diagram of the wavefront activity, at 100 ms intervals, 500 ms after a premature excitation with a coupling interval of 350 ms (a) and 360 ms (b). Corresponding pseudo-ECGs are shown. Times colored in grey are defined by setting 0 ms as the time of application of the premature excitation. Dashed gray lines surround the ICZ. The white arrows show the pathway of the excitation wave front. The colour scale is saturated, such that potentials above 20 mV and below -90 mV appear in red and blue, respectively.
(snapshots 500 and 600 ms following premature stimulation, for 0 and 30% hERG block, respectively). Retrograde propagation occurs through the ICZ at similar locations close to the base of the ventricles (snapshot 700 ms following premature excitation), and establishment of re-entry through the BZ in both cases (snapshot 900 ms following premature excitation).

**Figure 7.5** Anti-arrhythmic mechanisms of 30% hERG block in our model of human regionally-ischaemic whole ventricles. Distribution of $V_m$ on the LV epicardium at different intervals ((a) 100 ms and (b) 60 ms) after two premature S2 beats applied at 350 ms (a) and 425 ms (b) after the previous S1.

Figure 7.5 illustrates the mechanisms by which the APD prolongation induced by hERG block both in the ICZ and NZ is responsible for decreasing the likelihood of establishment of re-entry, and therefore, for reducing the VW for 30% hERG block (Figure 7.3). Figure 7.5a shows the evolution of electrophysiological activity in the human regionally-ischaemic ventricles after a premature excitation applied at CI = 350 ms (i.e. close to the lower bound of the VW). Following conduction block in the ICZ, propagation progresses around the ICZ (snapshot 110 ms). However, retrograde propagation through the ICZ fails, as ischaemic tissue is still refractory, and this is facilitated by prolongation of APD caused by hERG block (snapshot 210 ms). Figure 7.5b illustrates results of a similar simulation, but for premature excitation applied at long...
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CI = 425 ms (i.e. close to the upper bound of the VW). Conduction block occurs initially (snapshot 75 ms), and leads to propagation around the ICZ. However, ICZ tissue recovers before the wave reaches the basal part of the ICZ. This mechanism was not observed without hERG block, therefore, results suggest this is due to the prolonged APD that allows more time for the ICZ to recover and be re-excited. Prolongation of repolarisation caused by hERG block in the NZ therefore reduces the probability of establishment of figure-of-eight reentry in the regionally-ischaemic ventricles for 30% hERG block.

7.3.5 hERG block generates pro-arrhythmic transmural pathways of re-entry

In order to investigate the increase in the VW with 50% compared to 30% hERG block, we further examined re-entry episodes as illustrated in Figure 7.6. While the main figure-of-eight re-entry around the ICZ is similar for all doses of hERG block, new pathways of transmural re-entry are observed at the BZ with 50% hERG block. As shown in Figure 7.6a, the epicardium is still refractory after the preceding figure-of-eight reentry cycle has completed, 1020 ms following premature excitation. However, the prolongation of APD in neighbouring endocardial tissue provides the stimulus required to sustain propagation and create a transmural pathway of re-entry. Our results show that an increase in transmural dispersion of APD of as little as 20 ms can facilitate the creation of new pathways for reentry. However, the transmural dispersion of APD that occurs with 30% or without hERG block does not provide a substrate for establishment of transmural re-entry. Figure 7.6b illustrates schematically the mechanisms by which increased dispersion in APD induced by 50% hERG block favour re-entry. The time course of APs for a site of early activation, represented in black, and a site of late activation, in red, show that the site of early activation is recovering when propagation attempts to reenter through the site of late activation. With low transmural dispersion in APD (such as for 0 and 30% hERG block, solid lines), the establishment of re-entry is prevented by the wave encountering refractory tissue. However, for increased repolarisation gradient, as for 50% hERG block (dashed
lines), long APD in the site of late activation provides the stimulus required for the area of early activation to recover and be stimulated again.

In support of the mechanisms described above, Figure 7.7a shows a cross section of the human model in which the difference in APD between 0 and 50% hERG block, $\Delta{\text{APD}}_{50\%-0\%}$, is displayed throughout the ventricular tissue. The figure demonstrates an enhancement of the transmural dispersion of APD with increased hERG block. The increase in APD induced by hERG block is greater in the endocardial BZ (more than 30 ms) than in the ischaemic region (less than 20 ms). Defibrillation therapy studies in non-ischaemic hearts have also reported transmural reentry pathways induced by increased transmural dispersion of APD [Ashihara et al., 2008; Maharaj et al., 2008]. Similar mechanisms are observed in our study, where the increased dispersion is induced by hERG block instead of the shock-induced polarisation. Figure 7.7b shows that the transmural APD gradient in the BZ increases by 10 ms as the degree of hERG block increases from 0% to 50%. Therefore, hERG block contributes to further enhance the transmural gradient in repolarisation around the ischaemic border zone, thus facilitating the establishment of additional pathways for reentry.

7.4 Discussion

This computational study investigates anti- and pro-arrhythmic mechanisms of class III anti-arrhythmic agents in acute regional ischaemia using a biophysically-detailed anatomically-based model of the human whole ventricles. Our main findings are: (a) hERG block leads to anti-arrhythmic prolongation of APD, which reduces arrhythmia propensity in acute regional ischaemia, manifested in a decrease in the VW for re-entry, (b) hERG block however increases the inhomogeneities in APD in a dose dependent manner, (c) these heterogeneities contribute to the regional ischaemic pro-arrhythmic substrate, facilitating secondary transmural re-entrant pathways at the ischaemic border zone with higher doses of hERG block. The computational investigations presented in this study can be extended to explore mechanisms under different con-
Figure 7.6 Transmural pathways of re-entry generated by 50% hERG block in our model of human regionally-ischaemic whole ventricles. Distribution of $V_m$ on the LV epicardium at 20 ms intervals after a premature excitation with a coupling interval of 361 ms (a). Times are defined by setting 0 ms as the time of application of the premature excitation. Schematic representation of mechanisms underlying hERG block induced transmural pathways of re-entry mediated by the dispersion of APD prolongation (b). The solid lines represent AP traces during regional ischaemia without hERG block and the dashed lines represent action potential traces with 50% hERG block.

(a) Transmural reentry for +50% hERG block

(b) Diagram of transmural reentry mechanism
Figure 7.7 Transmural dispersion of APD in our model of human regionally-ischaemic whole ventricles. Distribution of the difference in APD between 0 and 50% hERG block (ΔAPD50%-0%) (a). Dashed white lines surround the ICZ. The colour scale is saturated, such that values above 30 ms and below 20 ms appear in red and blue, respectively. Transmural gradient of APD in the border zone (BZ), where the dots represent the simulation results and the solid line is the corresponding best fit, without hERG block (blue) and with 30% (green) and 50% hERG block (red) (b).

7.4.1 Computational model of the human regionally-ischaemic ventricles and drug block

For this study, a novel human whole ventricle model was developed that includes representation of pro-arrhythmic alterations induced by acute regional myocardial ischaemia, which results in figure-of-eight re-entry. Simulation results using our model were compared against experimental data from the literature to evaluate and lend credibility to the model, and therefore support...
Simulations using the human ischaemic model reproduced the following physiological properties, reported in both *in vivo* and *ex situ* human studies: a transmural gradient in APD values (Figure 7.2b) [Glukhov et al., 2010; Taggart et al., 2001], an inverse RT-AT relationship (Figure 7.1c) [Spach and Barr, 1975; Franz et al., 1987], ischaemia-induced changes in AP morphology (Figure 7.1b) [Bernus et al., 2005a; Heidenreich et al., 2012; Rodríguez et al., 2006], size of the ischaemic region (Figure 7.1a) [Lee et al., 1981], and a pseudo-ECG with QT interval of 414 ms and a positive T-wave with a T-peak to T-end value of about 100ms (Figure 7.2b) [Browne et al., 1983; Yamaguchi et al., 2003]. Furthermore, in our simulations, figure-of-eight re-entry was established in the human ischaemic ventricles following ectopic excitations occurring during the VW, as demonstrated experimentally in pigs in the classical studies by Janse et al. and Coronel et al. [Janse and Wit, 1989; Coronel et al., 2002] and also computationally using the Luo Rudy dynamic model [Bernus et al., 2005a].

**7.4.2 Prolongation of APD by hERG block is anti-arrhythmic in regional ischaemia**

Our results agree with human studies showing an increase in APD and QT interval with hERG block [Waldo et al., 1996; Edvardsson et al., 1980; Sutterp et al., 1990; Nademanee et al., 1985]. An increase in monophasic APD of between 13-17% and in QT interval of about 10% with a sotalol drug dose of 40-100 mg and 160-480 mg has been reported in non-ischaemic patients [Nademanee et al., 1985; Edvardsson et al., 1980]. These values are similar to the 9% increase in APD and QT for 50% hERG block in our model (Figures 7.2 and 7.3).

Previous studies, which do not include ischaemic conditions, have shown that the protective mechanism of class III anti-arrhythmic agents act through increasing the APD [Edvardsson et al., 1980; Sutterp et al., 1990; Nademanee et al., 1985]. Few studies have investigated hERG block effects under ischaemic conditions. Wilhelms et al. carried out simulations showing how
amiodarone and cisapride increase QT interval in human ischaemic ventricles, however they do not investigate arrhythmic mechanisms [Wilhelms et al., 2012]. Our results show that an excitation wave is more likely to encounter refractory tissue in the ICZ when APD is increased by hERG block, as shown in Figure 7.5a. Furthermore, as shown in Figure 7.5b, in some cases increased APD in the NZ prevents conduction block in the ICZ from causing re-entry, as it allows more time for the neighbouring tissue to recover and be re-excited. This in turn reduces the VW in a drug dose-dependent manner, by 24% for 30% hERG block and 6% for 50% block. Therefore, the time frame within which re-entry can be triggered is shorter in the presence of hERG block, an anti-arrhythmic effect.

7.4.3 High degrees of hERG block favour transmural reentry by increasing APD heterogeneity in the ischaemic border zone

Class III anti-arrhythmic drugs are currently prescribed to ischaemic patients with coronary artery disease [Steinberg et al., 2014], in spite of the fact that they are associated with increased mortality rates [Waldo et al., 1996]. As was shown by the clinical trial carried out by Steinberg et al. in patients with coronary artery disease being prescribed amiodarone, sotalol and dofetilide [Steinberg et al., 2014]. As shown in Figure 7.6, prolongation of APD combined with increased dispersion of APD caused by 50% hERG block can in fact lead to new pathways of re-entry. APD prolongation increases the time interval during which depolarised tissue can provide the stimulus to excite neighbouring tissue through “the injury current” described in [Coronel et al., 1991]. Once a propagating wavefront is generated, APD heterogeneity favours the establishment of reentry close to the BZ, where the transmural gradient is the greatest. This mechanism is only observed in the presence of 50% hERG block, which leads to a sufficient increase in the transmural APD gradient. Similar transmural reentry pathways through intramural “tunnels” of propagation have been reported in rabbit studies of defibrillation shocks due to the enhanced transmural dispersion of APD caused by shock-induced polarisation [Ashihara et al., 2008; Maharaj et al., 2008].
The increased transmural dispersion of repolarisation induced by hERG block and its increased arrhythmic risk have previously been reported by van Opstal et al. in a study of dronedarone, a drug prolonging APD, in non-ischaemic dog hearts [van Opstal et al., 2001]. Figure 7.7a shows that the dispersion of APD is increased with 50% hERG block - the increase in APD compared to no hERG block is 20 ms in the ICZ, which contributes to further increase the gradient in refractoriness across the border zone. Furthermore, Figure 7.7b shows that there is an increase in the transmural gradient of repolarisation at the BZ from 21% in control to 23% with 50% hERG block, which corresponds to a 10 ms difference. Our results show that even a small increase of 10 ms in transmural gradient of repolarisation can play an important role in arrhythmogenesis. Thus, our results suggest that patients with a high baseline transmural dispersion of repolarisation are more sensitive to the pro-arrhythmic mechanisms of hERG blockers.

The pro-arrhythmic effects of hERG block are more pronounced with 50% than 30% block. In fact, 50% block results in greater dispersion of APD and a wider VW than 30% block. Our results are in agreement with a clinical study carried out by Suttorp et al. on the effect of increasing dose of sotalol on supraventricular tachyarrhythmias in patients undergoing coronary artery bypass operations [Suttorp et al., 1990]. Clinical findings show that less adverse effects were found for low-dose (40 mg) compared to high-dose (80 mg). Our simulation results provide a mechanistic explanation to the clinical studies showing that pro-arrhythmic effects of higher dose might be due to enhanced transmural dispersion of refractoriness at the ischaemic border zone and increased propensity for the establishment of transmural reentry. An evaluation of specific dose effects on both prolongation and heterogeneity of repolarisation (through biomarkers such as QT and T-peak to T-end intervals) might improve the evaluation of safety and efficacy of hERG block in ischaemic patients.
Conclusions and future work

In this section we conclude this thesis by presenting its main achievements. We begin by summarising the motivation for this thesis and work carried out to achieve these goals. We focus on the key findings: a novel computational and experimental method to characterise ischaemia-induced heterogeneities, a thorough analysis of recent human AP ventricular models under varied ischaemic conditions and an investigation of the efficacy of class III anti-arrhythmic drugs during ischaemia. We then describe directions for future work and end with some concluding remarks.

8.1 Summary

Sudden cardiac death is a major killer in the western world and is usually preceded by arrhythmias, irregular heart beats. One of the main causes is ischaemia, i.e. mismatch between blood demand and supply. The greatest arrhythmic risk occurs during the acute phase (first 10 - 15 min), when the AP and excitability of the affected cells are altered through hyperkalaemia, acidosis and hypoxia. Ischaemia increases electrophysiological heterogeneities across the heart and the likelihood of developing cardiac arrhythmias. It is a complex and dynamic process that varies through time, as the duration of ischaemia progresses, and spatially, as a gradient in prop-
erties develops between the normal and ischaemic tissue. There is a need to develop better tools to measure and characterise the ischaemia-induced spatio-temporally varying pro-arrhythmic substrate.

Furthermore, acute ischaemia may be a possible risk factor for patients treated with anti-arrhythmic drugs. Clinical trials have shown that, despite anti-arrhythmic drugs being an effective first line therapy for many patients suffering from irregular heart beats, they may lead to increased mortality and rehospitalisation. Mechanisms underlying this paradox are not well understood due to the ethical and practical limitations of carrying out experiments in human. Therefore, most research is carried out in animal, especially rabbit hearts due to their similarities to human hearts. Computational models provide a powerful tool to extrapolate our understanding of mechanisms from animal to human. Therefore, we have used and investigated for the first time, the latest human computational models under ischaemic conditions. The goal of this thesis is to investigate pro-arrhythmic electrophysiological consequences of acute myocardial ischaemia in a multi-scale computational modelling and simulation framework.

In Chapter 2, we began by introducing the basic structure and function of the heart. We then focused on cardiac electrophysiology by explaining electrical conduction and the different ion channels that come into play during a cell’s AP. An overview of ischaemia was then presented, namely the most important electrophysiological changes that occur during the acute phase. This provided the motivation and justification for the specific mechanisms and phase of ischaemia this thesis focused on. We then discussed the main types of arrhythmias and clinical treatments referred to in this thesis. Particular attention is paid to the pro-arrhythmic substrate created by ischaemia as well as anti-arrhythmic drugs, which set the context for the work presented in the final part of this thesis, presented in Chapter 7. Finally, we presented important clinical and experimental techniques, such as optical mapping, which played an integral role in the first study described in Chapter 5. Motivation for this initial study being carried out in rabbit is also described in this chapter.
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In Chapter 3, we presented a thorough experimental and computational literature review of ischaemia-induced electrophysiological changes, the main focus throughout this thesis. We reviewed data on the main temporal and spatial electrophysiological changes that occur during ischaemia and their effect on important arrhythmogenic biomarkers. The complexity and range of uncertainty displayed in the experimental and clinical data is shown, therefore, demonstrating the powerful role of computational modelling. In the previous chapter, drug cardiotoxicity was briefly reviewed, but here particular attention was given to trials showing increased mortality in patients prone to ischaemia. This provided the motivation for the work presented in Chapter 7. Finally, we covered the major computational studies investigating ischaemia and arrhythmias that were used as stepping stones when building our models.

In Chapter 4, we described the mathematical and computational methods used in this thesis to simulate cardiac activity from the single cell level to the tissue and whole organ level. We began with a thorough review of cardiac cell electrophysiology models that have been developed over the past 60 years, beginning with the Nobel-prize winning work of Hodgkin and Huxley, right up to the most recent biophysically detailed human ventricular models. The equations that reproduce the activity of the main ionic currents were introduced, especially the most recent human ventricular models in order to reinforce the thorough model comparison argued in Chapter 6. Parameters used to simulate ischaemia by previous computational studies were also examined, as similar ones were used throughout this thesis. Finally, some of the solvers of ordinary differential equations describing the ionic current activity were presented. In the second part of this chapter, we turn our attention to the methods used to couple the ionic current models together into a mesh and simulate electrical propagation. We introduced the bidomain and monodomain equations that reproduce the electrical activity in the tissue simulations presented in Chapters 5, 6 and 7. We presented the methods used to approximate solutions to these equations, such as the finite element method. Finally, we provided an outline of the simulation software package Chaste within which most of the simulations presented in this thesis were run.
A more detailed description of the code development is shown in the Appendix.

In Chapter 5, we develop computational and experimental method to characterise ischaemia-induced heterogeneities in rabbit hearts. This study was carried out in rabbit given the similarity to human hearts and due to the limitations of carrying out such experiments in human. We showed how the state-of-the-art dual wavelength optical mapping technique in combination with our biophysically detailed computational model of ischaemic rabbit tissue can quantify and, therefore, improve our understanding of ischaemia-induced heterogeneities through space and time. We initially assessed computationally how photon scattering effects were modulated by the ischaemic border zone. We then demonstrated how a combined dual wavelength optical mapping and computational study could characterise the border zone thanks to differences in penetration depth of the illuminating light.

After having investigated ischaemia-induced changes in rabbit and developed a technique to characterise them, we aimed at extending our study computationally to human in Chapter 6. Therefore, we presented an analysis and comparison of the 4 most recent human AP ventricular models under control and varied ischaemic conditions. The applicability of most of these models to simulate ischaemia had not been investigated previously. We did this by carrying out a single cell and tissue level analysis of the changes in ionic currents and major electrophysiological properties under ischaemic conditions and discussing differences and similarities observed across the models. We initially compared ionic current activity in the 4 models under normal conditions in order to better understand the formulation differences across the models. We referred back to the equations described in Chapter 4 and compared the experimental data on which the models were based. We also performed an AP clamp in order to understand whether the differences were dependent on varying in AP morphology. We then focused on electrophysiological properties related to arrhythmogenesis, and we assessed whether the values reproduced lied within the physiological ranges observed clinically. Finally, we discussed the findings and argued the suitability of the models to simulate acute ischaemia.
Our findings from Chapter 6 informed our choice of human AP model in Chapter 7. We presented a novel biophysically detailed human whole ventricles model of regional ischaemia, which was closely compared to human experimental clinical data to lend credibility to the model. There is an urgent need to understand underlying mechanisms of the lethal side-effects of anti-arrhythmic drugs. For the first time, we computationally investigated how hERG blockers are modulated by regional ischaemia in human. As had been shown previously, our study demonstrated how computer simulations provide a high spatio-temporal resolution not possible through experiments alone, which is essential to investigate the dynamic and complex arrhythmic patterns. We simulated figure-of-eight reentry by applying a premature beat at varying coupling intervals. To assess arrhythmic risk, we calculated the vulnerability window as the time during which a reentry could be triggered. Results provided insights into the pro- and anti-arrhythmic mechanisms of hERG blockers during regional ischaemia. We discovered that arrhythmic risk was dose-dependent, as a higher dose increased the vulnerability window by creating new transmural reentry pathways.

8.2 Key findings

The first part of our work developed a novel method to characterise ischaemia-induced spatial heterogeneities using a combined computational and experimental approach. There is a need to improve recording techniques of the complex and dynamic differences induced by ischaemia as they play a pivotal role in arrhythmogenesis. Current experimental techniques suffer from numerous limitations, such as only being able to gather data from specific locations under the microelectrode. However, optical mapping can provide high spatio-temporal resolution. We showed that the red wavelength of light penetrates further into the tissue and contains more information on the deeper ischaemic tissue, while the blue wavelength of light has a more shallow penetration depth and contains mostly information on the healthier tissue at the surface of the heart. Therefore, our results show that combining this technique with computational models
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of the dual wavelength optical mapping signal and ischaemia can lead to greater understanding of mechanisms occurring at the surface of the heart. This technique can provide important spatio-temporal information of ischaemia-induced electrophysiological changes not possible with current techniques.

The second part of this thesis provided an invaluable stepping stone in the computational study of ischaemia in human. Most recent human ventricular models have not been investigated under ischaemic conditions, therefore, our results are essential when choosing a model to investigate different degrees of ischaemia. We compared the 4 most recent human models under both normal and ischaemic conditions from the ion to the tissue level. Our results show that the TP06 and CRLP models are the most appropriate for studies of ischaemia. The ORd model is limited in its $I_{Na}$ formulation and thus, does not display the expected ischaemic PRR, while the GPB is not able to reproduce electrical propagation for $[K^+]_o \geq 9$ mM. Therefore, we provided an overview of the strengths and weaknesses of each model when varying ischaemic parameters.

Finally, the third part of our thesis shows both the anti- and pro-arrhythmic effects of hERG blockers during regional ischaemia in a whole human ventricles computational model. The study is the first of its kind to investigate computationally the effects of hERG block during acute regional ischaemia. We show how hERG block modulates arrhythmic risk in a dose-dependent manner by simulating both 30% and 50% hERG block. Furthermore, higher hERG block leads to the creation of new transmural pathways of reentry, which increase the vulnerability to arrhythmias compared to 30% hERG block. Our results suggest the need for more dose-dependent clinical studies and better biomarkers of dispersion of repolarisation for improved patient risk stratification.
8.3 Future work

Many limitations of the work presented in this thesis could be investigated as future work. The whole ventricle study presented in Chapter 7 was carried out in a single geometry with specific initial conditions such as APD transmural dispersion and the cell model used. Many of these parameters could and should be varied or modified to investigate how they modulate the results found. Furthermore, apex-base and LV-RV differences should be incorporated. Mechanical effects could be included too through a fully coupled excitation-contraction model or more simply by incorporating stretch activated channel effects at the electrophysiological level [Trayanova et al., 2010; Trayanova, 2011]. Despite it being early stages of ischaemia (the first 10-15 min), the ischaemic tissue may nonetheless display a desynchronised pattern of contraction due to the slower conduction and shorter APD, which has been shown to affect the generation of premature beats [Jie et al., 2009; Horner et al., 1994]. This plays an important role in modulating the electro-mechanical feedback loop and the likelihood of generating arrhythmias [Li et al., 2004; Keldermann et al., 2009]. Furthermore, this interaction becomes very important during the later stages of ischaemia when the tissue starts become necrotic and unable to contract properly. This not only changes the mechanics of the ischaemic area but also of the surrounding tissue through changes in the stresses and strains applied to each cell.

Another possible extension of the hERG block study, could be to investigate the effect of varying properties of the ischaemic region, such as size, location and border zone, which can be modulated by many factors such as collateral blood flow [Miura and Downey, 1988; Bolli et al., 1986] and coronary artery occluded [Lee et al., 1981]. These properties can play an important role in modulating arrhythmogenesis, as has been shown by Bolli et al., in open-chest dogs where VF did not develop when the ischaemic region represented less than 28% of the LV and the incidence of VF was inversely related to collateral perfusion. We estimate this study could take between 6 months and a year.
Furthermore, it would be interesting to investigate the effects of an epicardial BZ, as its existence \textit{in vivo} remains uncertain. Some studies have reported it during myocardial infarction in dog hearts [Ursell et al., 1985; Pu and Boyden, 1997]. However, it cannot be investigated \textit{in vivo} during acute ischaemia in human due to limitations of human experiments and current techniques. However, computer models provide a powerful framework to investigate the potential role of the epicardial BZ. It may interact with the underlying transmural heterogeneities, which we showed played an important role in modulating pathways of reentry during hERG block.

Finally, this model can also be used to investigate other drug compounds with specific- or multi-channel effects. Namely, other drugs that have been shown to display lethal side-effects, such as class I anti-arrhythmic drugs, sodium channel blockers, as was shown in the Cardiac Arrhythmia Suppression Trial (CAST) carried out in patients with myocardial infarction [Ruskin, 1989]. A similar study protocol to the one presented in Chapter 7 could be carried out with different levels of $I_{Na}$ inhibition to simulate drug effects.

The combined computational and experimental optical mapping framework presented in Chapter 5 can be extended to help us understand the complex activation patterns that occur during arrhythmias and conduction block. Some preliminary simulation results are shown in Figure 8.1. Here we show an example of $V_m$ on a rectangular piece of myocardial tissue to which we have applied a premature stimulus which caused a reentry and a conduction block in the ischaemic BZ. We expect that the difference between the two wavelengths will be more pronounced during the reentry and conduction block as the red light (deeper penetration) will gather information from the intramural wavefront, while the blue light will only gather information from the surface wavefront. As shown in 8.1b, we hypothesize that the simulated optical signal with a higher wavelength has a smaller amplitude than the one with the lower wavelength as it is gathering information from the tissue that is not excited too as opposed to only from the excited tissue at the surface. The next stage would be to carry out further simulations to test different stimula-
tion protocols and wavelength penetration depths before moving onto testing this hypothesis in optical mapping experiments.

This framework could help test the results from Chapter 7 experimentally by assessing transmural pathways of reentry, which is not possible with current experimental techniques. The combined computational and experimental approach could be used to investigate the existence of transmural pathways of reentry during regional ischaemia in the presence of hERG block.

**Figure 8.1** Preliminary simulation results using our computational optical mapping framework described in Chapter 5 to investigate whether dual wavelength optical mapping experiments could be used to investigate transmural arrhythmic mechanisms.

Potential avenues for code improvement include parallelising the optical mapping code and incorporating it into the main Chaste repository. This would involve in depth knowledge of code parallelisation techniques, Chaste and the optical mapping model and we estimate it would take approximately 6 months to complete. Furthermore, Chaste functionality could be improved and extended, such as the postprocessing of simulation results, to include APD and AT maps during arrhythmias when each cell is likely to contain a different number of APDs and ATs. Currently it is only possible to get postprocessing maps during sinus rhythm. Finally, speed of the whole heart simulations could be improved by using the CVODE solver, instead of the backward Euler method, and the updated HDF5 reading and writing algorithm.
8.4 Concluding remarks

Since the first cardiac cell model was built 50 years ago by Denis Noble, computer models alongside experiments have provided invaluable insight into cardiac electrophysiology. This thesis is now part of the long series of milestones that demonstrate how computer modelling contributes to our increasing knowledge of cardiac electrophysiology, specifically acute ischaemia-induced changes and arrhythmic mechanisms. We presented three main novel contributions. Firstly, we built a combined dual wavelength optical mapping and computational rabbit tissue modelling framework to characterise ischaemia-induced heterogeneities with high spatio-temporal resolution, which is not possible with current techniques. Secondly, we investigated the applicability of the most important recent human computational models to simulate ischaemia. Finally, we constructed a human whole ventricles model of regional ischaemia in which we are able to dissect anti- and pro-arrhythmic mechanisms of anti-arrhythmic drugs.
Contributions to Chaste software

Here we describe some of the code we developed in order to run the simulations presented in this thesis. We first present some of the Chaste functionality we extended, improved and created as part of the main Chaste repository, which is freely available online. Most of the code we contributed to was developed during the Thursday pair programming sessions alongside one of the core developers. The code underlying all of the results presented in this thesis can be found in my personal project repository and calls many functions from the main Chaste repository. We give an overview of my personal project repository and present an example of one of the test functions that was developed as part of our project repository in order to run the whole ventricle simulation study presented in Chapter 7, most of the code development was carried out independently with the occasional help of the Chaste core developers and other members of the Computational Biology Group.

A.1 Main Chaste repository

An important feature we contributed to was outputting post processing maps, such as APD and AT maps (Figure 7.1), to CMGUI and VTK format. Previously, it was only possible to output them in Meshalyzer format. This involved restructuring the output pipeline in order write
all post-processing to the main HDF5 results file and remove all the hard-coded meshalyzer post-processing writer functionality. We then adapted the HDF5 converter class to write post-processing maps to any format requested (meshalyzer, cmgui or vtk). Furthermore, we created a python script in order to add time annotations to the vtk file. Previously Paraview, a visualisation software, treated each time step as a different data set, therefore it was not possible to use the animation functionality to visualise the data.

We also contributed to improving the Chaste archiving functionality. Chaste allows simulations to be archived and then run again from the same checkpoint in a separate simulation. Using this functionality, we discovered that the mesh partitioning was not archived properly when using the human whole ventricle mesh. Therefore, this was fixed by creating a minimum failing test and modifying the node partitioning pipeline with the help of the core Chaste developers.

Furthermore, we contributed to the creation of tutorials. These are used as guidelines with step by step commented instructions on the different stages of the simulation. We created a tutorial on running single cell simulations that explains how to run the model to steady state, what solver and parameters can be changed and how to calculate certain cell properties such as APD and upstroke velocity.

We also contributed to the Resource Description Framework (RDF) tagging process of CellML\textsuperscript{1} files\textsuperscript{2}. Chaste converts CellML files to C++ at compile time and RDF tags are used to define specific parameters to be modified, such as the conductance of a current. We developed a python script that automatically adds RDF tags to new CellML files. Finally, we were involved in adding support for new libraries such as PETSc 3.3 and ParMETIS, which play a role in parallelisation of the code.

\textsuperscript{1}https://www.cellml.org
\textsuperscript{2}https://chaste.cs.ox.ac.uk/trac/wiki/ChasteGuides/CodeGenerationFromCellML
A.2 Personal project repository

Within my own project repository, which isn’t committed as part of the main Chaste repository, we developed all of the code that was used to run the simulations presented in Chapters 5, 6 and 7. For Chapter 5, we implemented Bishop’s optical mapping signal synthesis code [Bishop et al., 2007b]. We also developed a model of ischaemia-induced heterogeneities in a 3D slab of ventricular tissue using the Mahajan 2008 rabbit model [Mahajan, 2008]. For Chapter 6, we developed code to analyse the 4 recent human ventricular models, and calculated properties such as APD, ERP and PRR. We developed our own method to calculate ERP and APD restitution curves. Finally for Chapter 7, we developed the stimulation protocol to generate arrhythmias in the whole ventricle geometry. We also created the ischaemic region, border zone, drug block and transmural heterogeneities with chosen properties.

We now describe the main components of a Chaste test function we developed independently using existing Chaste functionality to run the human whole ventricle simulations presented in Chapter 7.

A.2.1 Header

In the header section of the test function it is possible to include any cell model that is available in the CellML repository along with the ODE solver (forward or backward Euler or CVODE). For example in this test we used the ten Tusscher 2006 epicardial and midmyocardial cell models with an added $I_{K_{ATP}}$ current using the backward Euler method. We also show some of the other headers that are included in a typical test function in Code A.1.

Code A.1 Header

```cpp
#include <cxxtest/TestSuite.h>
#include <boost/assign.hpp>
#include <boost/shared_ptr.hpp>
#include "MonodomainProblem.hpp"
#include "PetscSetupAndFinalize.hpp"
#include "TetrahedralMesh.hpp"
```
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A.2.2 Defining stimulus and ischaemic region

We then create a cell factory, BenchmarkCellFactory, that defines the stimulus protocol and cellular heterogeneities, such as transmural differences and ischaemic regions. The first part of the class is shown in Code A.2. HeartGeometryInformation, defined on line 4, contains information on the distance of each cell to the different parts of the heart such as the endocardium and epicardium, therefore, the class is used to define the transmural heterogeneities of the heart and the endocardium stimulus regions. Distances are calculated in lines 24 to 26. Here we define a RegularStimulus with certain amplitude, duration, period and start time (lines 5 and 13). There are different types of stimulus and it is possible to define a premature stimulus too. The constructor of the cell factory is given a parameter, on line 11, that defines the amount by which the current should be blocked to simulate for example hERG block, an anti-arrhythmic drug.

Code A.2 BenchmarkCellFactory initial code defining stimulus and electrophysiological heterogeneities such as ischaemic, border zone regions and transmural differences

```cpp
class BenchmarkCellFactory : public AbstractCardiacCellFactory<3> {

private:
    HeartGeometryInformation<3>* mpGeometryInfo;
    boost::shared_ptr<RegularStimulus> mpStimulus1;
    std::vector<double> mEpiCellInitialConditions;
    std::vector<double> mMCellInitialConditions;
    double ikr_scale;

public:
    BenchmarkCellFactory(double i_kr)
        : AbstractCardiacCellFactory<3>(),
```
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mpStimulus1(new RegularStimulus(-70000.0, 1.5, 800, 20))//magnitude, duration, period, starttime
{
  ikr_scale = i_kr;
}

AbstractCardiacCellInterface* CreateCardiacCellForTissueNode(unsigned node)
{
  Cellten_tusscher_model_2006_M_with_ikatp_rdfFromCellMLBackwardEuler* M_cell;
  Cellten_tusscher_model_2006_epi_with_ikatp_rdfFromCellMLBackwardEuler * epi_cell;

  // distances
  double distance_epi = mpGeometryInfo->rGetDistanceMapEpicardium()[node];
  double distance_lv = mpGeometryInfo->rGetDistanceMapLeftVentricle()[node];
  double distance_rv = mpGeometryInfo->rGetDistanceMapRightVentricle()[node];

Code A.3 defines the ellipsoid regions of stimulus (in the septum, LV and RV) and ischaemia as well as the ischaemic and normal electrophysiological parameters (lines 43-48). These are defined using ChastePoint and ChasteEllipsoid.

**Code A.3** BenchmarkCellFactory class: defining regions of stimulus and ischaemic parameters

// Stimulus Regions - endocardial regions
// -- Region 1 in Septum
ChastePoint<3> stim_septum_centre (4.0, 5.0, 3.2);
ChastePoint<3> stim_septum_radius (2.0, 1.0, 2.0);
ChasteEllipsoid<3> stim_septum_region (stim_septum_centre, stim_septum_radius);
bool cell_is_in_stim_septum_region = stim_septum_region.DoesContain(
    this->GetMesh()->GetNode(node)->rGetLocation());

// -- Region 2 in LVtop
ChastePoint<3> stim_LVtop_centre (4.4, 10.2, 5.8);
ChastePoint<3> stim_LVtop_radius (2.0, 0.8, 2.0);
ChasteEllipsoid<3> stim_LVtop_region (stim_LVtop_centre, stim_LVtop_radius);
bool cell_is_in_stim_LVtop_region = stim_LVtop_region.DoesContain(
    this->GetMesh()->GetNode(node)->rGetLocation());

// -- Region 3 in LVbottom
ChastePoint<3> stim_LVbottom_centre (4.8, 8.8, 3.2);
ChastePoint<3> stim_LVbottom_radius (1.8, 1.0, 1.5);
ChasteEllipsoid<3> stim_LVbottom_region (stim_LVbottom_centre, stim_LVbottom_radius);
bool cell_is_in_stim_LVbottom_region = stim_LVbottom_region.DoesContain(this->GetMesh()->GetNode(node)->rGetLocation());

// -- Region 4 in RV
ChastePoint<3> stim_RV_centre (3.7,2.2,3.0);
ChastePoint<3> stim_RV_radius (2.5,1.3,2.5);
ChasteEllipsoid<3> stim_RV_region (stim_RV_centre,stim_RV_radius);
bool cell_is_in_stim_RV_region = stim_RV_region.DoesContain(this->GetMesh()->GetNode(node)->rGetLocation());

// Ischaemic Region
double isch_r = 3.0;
double isch_bz_r = 3.5;
double x_isch = 3.2;double y_isch = 10.3; double z_isch=3.6;
ChastePoint<3> isch_centre (x_isch,y_isch,z_isch);
ChastePoint<3> isch_radius (isch_r,isch_r,isch_r);
ChastePoint<3> isch_bz_radius (isch_bz_r,isch_bz_r,isch_bz_r);
ChasteEllipsoid<3> isch_region (isch_centre,isch_radius);
ChasteEllipsoid<3> isch_bz_region (isch_centre,isch_bz_radius);
bool cell_is_in_ischReg = isch_region.DoesContain(this->GetMesh()->GetNode(node)->rGetLocation());
bool cell_is_in_isch_bzReg = isch_bz_region.DoesContain(this->GetMesh()->GetNode(node)->rGetLocation());

// ---------- Ischaemic parameters
double k_n = 5.4;
double k_i = 8.5;
double fkatp_n = 0;
double fkatp_i = 0.05;
double ina_n = 1.0;
double ina_i = 0.75;

We can define which cells will experience the stimulus by checking if they are within the region of stimulus, otherwise they are applied zero stimulus mpZeroStimulus. A series of if-else statements check which region the cell is in and apply the appropriate changes, such as the stimulus, the type of cell (epicardial or endocardial) and ischaemic parameters (set through the function SetParameter). Code A.4 defines the stimulus region in the septum.

Code A.4 BenchmarkCellFactory class: defining cells in the septum

if (distance_epi >= distance_lv && distance_epi >= distance_rv)
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Code A.5 defines the ischaemic region (lines 14-20) and the border zone (lines 24-46) in the epicardium as well as the level of drug block (lines 50-51). Similar code (not shown) is used to define the endocardial cells, which also includes stimulus and ischaemic regions.

**Code A.5 BenchmarkCellFactory class: defining cells in the epicardium**

```cpp
// left or right ventricle
double distance_endo = std::min(distance_lv, distance_rv);
double relative_position = distance_endo / (distance_endo + distance_epi); // 0 if on endo and 1 if on epi
if(relative_position > 0.6)
{
    // epicardial cell
    epi_cell = new Cellten_tusscher_model_2006_epi_with_ikatp_rdfFromCellMLBackwardEuler (this->mpSolver, this->mpZeroStimulus);
    if(cell_is_in_isch_bzReg)
    {  
```
if(cell_is_in_ischReg)
{
    // Cell is in central ischaemic region
    epi_cell->SetParameter("extracellular_potassium_concentration",k_i);
    double gna = epi_cell->GetParameter("membrane_fast_sodium_current_conductance");
    double gca = epi_cell->GetParameter("membrane_L_type_calcium_current_conductance");
    epi_cell->SetParameter("membrane_fast_sodium_current_conductance",gna*ina_i);
    epi_cell->SetParameter("membrane_L_type_calcium_current_conductance",gca*ina_i);
    epi_cell->SetParameter("membrane_atp_dependent_potassium_current_conductance",fkatp_i);
}
else
{
    // cell is in BZ area
    double distance_from_isch_centre = sqrt(pow((x-x_isch),2)+pow((y-y_isch),2)+pow((z-z_isch),2)); // distance from ischaemic centre
    // distance from central ischaemic zone
    // 0 if at central ischaemic zone
    // 0.5 if at normal zone
    double distance_from_cz = distance_from_isch_centre - isch_r;
    double bz_k = isch_bz_r-isch_r; // K+ border zone width
    // linear ax+b equations, b=ischaemic value
    double a_k = (k_n-k_i)/bz_k;
    double a_ina = (ina_n-ina_i)/bz_k;
    double a_fkatp = (fkatp_n-fkatp_i)/bz_k;
    // ------ calculate y
    double y_k = a_k*distance_from_cz+k_i; // solution to ax+b=y equation
    double y_ina = a_ina*distance_from_cz+ina_i;
    double y_fkatp = a_fkatp*distance_from_cz+fkatp_i;
    epi_cell->SetParameter("extracellular_potassium_concentration",y_k);
    double gna = epi_cell->GetParameter("membrane_fast_sodium_current_conductance");
    double gca = epi_cell->GetParameter("membrane_L_type_calcium_current_conductance");
    epi_cell->SetParameter("membrane_fast_sodium_current_conductance",gna*y_ina);
    epi_cell->SetParameter("membrane_L_type_calcium_current_conductance",gca*y_ina);
    epi_cell->SetParameter("membrane_atp_dependent_potassium_current_conductance",y_fkatp);
A.2 Personal project repository

double gkr = epi_cell->GetParameter("membrane_rapid_delayed_rectifier_potassium_current_conductance");
epi_cell->SetParameter("membrane_rapid_delayed_rectifier_potassium_current_conductance", gkr*ikr_scale);
return epi_cell;

A.2.3 Running simulation and defining output

We then create a test function in which the simulation is initialised and run. The function initially gets certain parameters from the CommandLineArguments class that allows for arguments ($I_Kr$ scaling factor and the duration of the simulation) to be passed from the command line and makes the use of automated scripts easier, as shown in Code A.6.

**Code A.6 Test function that initialises and runs simulation: getting parameters**

```cpp
class TestMeshBackwardEuler : public CxxTest::TestSuite
{

public:
void Test3DMesh_IschBz_CommandLineArguments() throw(Exception)
{

    //----- Get command line arguments - Ikr scaling factor and EndTime
    unsigned endTime = 800;
    double ikr=1.0;
    CommandLineArguments* p_args = CommandLineArguments::Instance();
    unsigned argc = *(p_args->p_argc); // has the number of arguments.
    std::cout << "# " << argc-1 << " arguments supplied.\n" << std::flush;

    bool ikr_Option = CommandLineArguments::Instance()->OptionExists("--ikr");
    if (ikr_Option == true) {
        char* val = CommandLineArguments::Instance()->GetValueCorrespondingToOption("--ikr");
        ikr = atof(val);
    }
    std :: cout << "IKr is " << ikr<< "ms \n";

    bool EndTime_Option = CommandLineArguments::Instance()->OptionExists("--duration");
    if (EndTime_Option == true) {
```
char* val = CommandLineArguments::Instance()->GetValueCorrespondingToOption("--duration");
endTime = atof(val);
} std::cout << "Duration of simulation is " << endTime << "ms \n";

Then the mesh is loaded along with the fibre orientation in lines 29-33 (Code A.7). It is also possible to generate meshes during compile time with given spatial dimensions and discretisation. We then set certain parameters such as the duration of the simulation and output directory path (lines 9-14).

**Code A.7 Test function that initialises and runs simulation: loading the mesh**

```cpp
//---- Load Mesh
TrianglesMeshReader<3,3> mesh_reader("../Mesh/UPF_human_0.4mm_NoBath");
DistributedTetrahedralMesh<3,3> mesh;
mesh.ConstructFromMeshReader(mesh_reader);
HeartConfig::Instance()->SetMeshFileName("../Mesh/UPF_human_0.4mm_NoBath", cp::media_type::Orthotropic);
std::stringstream ss;
ss << "Test_TrialStep7_WithFibres_Isch_BackwardEuler_EndoStim_NormalEndo0.1cm_lateralBZ_" << endTime << "_CL_800_K_8.5mM_Ikr" << ikr << "_Ecg_PostProcessingMaps";
HeartConfig::Instance()->SetSimulationDuration(endTime); //ms
HeartConfig::Instance()->SetOutputDirectory(ss.str());
HeartConfig::Instance()->SetOutputFilenamePrefix("results");
HeartConfig::Instance()->SetOdePdeAndPrintingTimeSteps(0.001, 0.01, 1.0);
unsigned scale = 3;
HeartConfig::Instance()->SetIntracellularConductivities(
  Create_c_vector(scale*1.75, scale*0.19, scale*0.19));
```

We then specify which post processing files should be outputted such as the pseudo ECG or APD maps, as shown in Code A.8. The output can be written in different formats: Meshalyzer, CMGUI or VTK³ (lines 17-20).

**Code A.8 Test function that initialises and runs simulation: post processing and output format**

```cpp
//---- ECG probes
std::vector<std::pair<double,double>> > pseudo_ecg_parameters;
```

³http://www.vtk.org
Finally, we run the monodomain simulation as shown in Code A.9 by giving it the cell factory (defined earlier) as an argument. We finally archive the simulation and save it (line 9) as a checkpoint to be loaded again later to continue the simulation from the time point at which it was saved.

**Code A.9 Test function that initialises and runs simulation: running the simulation**

```cpp
BenchmarkCellFactory cell_factory(ikr);
cell_factory.SetHeartGeometryInformation(&info);
MonodomainProblem<3> monodomain_problem( &cell_factory );
monodomain_problem.SetWriteInfo();
monodomain_problem.Initialise();
monodomain_problem.Solve();
CardiacSimulationArchiver<MonodomainProblem<3>>::Save(
    monodomain_problem, ss.str() + "/saved_simulation" );
```
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