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Abstract

Multi-tissue gene expression studies give rise to 3D arrays of data. These experiments make it possible to study the tissue-specific nature of gene regulation and also the relationship between genotypes and higher level traits such as disease status. Analysing these multidimensional data sets is a statistical challenge, as they contain high noise levels and missing data. In this thesis I introduce a new approach for analysing multidimensional gene expression data sets called SPIDER (SParse Integrated DEcomposition for RNA-sequencing). SPIDER is a sparse Bayesian tensor decomposition that models the data as a sum of components (or factors). Each component consists of three vectors of scores or loadings that describe modes of variation across individuals, genes and tissues. Sparsity is induced in the components using a spike and slab prior, allowing for recovery of sparse structure in the data. The decomposition is easily extended to jointly decompose several data types, handle missing data and allow for relatedness between individuals, another common problem in genetics. Inference for the model is performed using variational Bayes.

SPIDER is compared to existing approaches for decomposing multidimensional data via simulations. Results suggest that SPIDER performs comparably to, or better than, existing approaches and particularly well when the underlying signals are very sparse. Additional simulations designed to contain realistic levels of signal and noise suggest that SPIDER has the power to recover gene networks from gene expression data.

I have applied SPIDER to gene expression data measured using RNA-sequencing for 845 individuals in three tissues from the TwinsUK cohort. Estimated components were tested for association with genetic variation genome-wide. Five signals describing gene regulation networks driven by genetic variants are uncovered, building on the current understanding of these pathways. In addition,
components uncovering effects of experimental artefacts and co-
variates were also recovered from the data.
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Chapter 1

Introduction

With recent advances in experimental techniques, multidimensional genomic data sets are becoming more common. These studies often consist of several different types of data collected for the same set of individuals or samples. Each data type provides additional information about the underlying biological processes and pathways (Hamid et al., 2009). For example, Bell et al. (2011) integrate genetic data, gene expression and methylation levels to identify genetic effects on methylation and gene regulation. High-dimensional data also arises when sets of variables are measured in several tissues, over time or in multiple experimental conditions. Gene expression levels in multiple tissues can be used to understand tissue heterogeneity (e.g. Nica et al. (2011)) and data collected at multiple time points can shed light on ageing or response to an exposure (e.g. Richmond et al. (2014)).

Extracting useful conclusions from these multidimensional data sets is a statistical challenge (Joyce and Palsson, 2006). It is not only the vast size of the data that makes it hard to analyse; biological data can have high noise levels, and contain confounding factors and missing data. Integrating data types becomes harder when data has different formats; genotype data is often categorical (given by allele count) whereas gene expression levels are continuous and many phenotypes are binary (e.g. disease outcome). There are also structural differences between data types, for example; genetic variants are
spatially ordered along chromosomes, time series data also has a natural order and sets of phenotypes may be correlated (Kim, 2015). Furthermore, studies often collect data from related individuals or consist of individuals from subpopulations (e.g. The International HapMap 3 Consortium (2010)).

Often, methods for analysing multidimensional genetic data sets involve several steps; each data type is processed separately then the output is combined in a further analysis along with the remaining data (Reif et al., 2004). Although these approaches can be successful, there are arguments for analysing all the data simultaneously. Each data type or context provides a different view of the underlying biological processes and jointly analysing this data may increase power to uncover interesting signals (Hamid et al., 2009).

Latent variable models (LVMs) are a flexible way of analysing multidimensional data sets. LVMs define a (linear) relationship between a set of latent (unobserved) variables and the set of measured variables (Loehlin, 1998). Examples include probabilistic principal component analysis (Tipping and Bishop, 1999) and factor analysis (Spearman, 1904, 1927) (which assume a Gaussian distribution for the latent variables) and independent component analysis (which assumes a non-Gaussian distribution) (Comon, 1994). LVMs are typically used to reduce the dimensions of a large data set, with the number of latent variables being smaller than the number of measured variables. These methods are also used for clustering, visualisation and uncovering dependencies in the data (Loehlin, 1998).

Many extensions of LVMs to extract structure that is common to multiple data types exist (e.g. Bach and Jordan (2005), Groves et al. (2011), and Virtanen et al. (2012)). By jointly modelling the whole data set, these methods can identify dependencies between variables from different data types. Several approaches enforce sparsity in the latent variables (e.g. Klami et al. (2014), Mo et al. (2013), and Zhao et al. (2014a)); this is necessary if there are fewer observations than variables and also aids interpretation. Furthermore, in many
applications including genomics, the underlying signals in a data set may be naturally sparse (Knowles and Ghahramani, 2011).

Tensor decompositions extract structure from N-dimensional arrays of data (Kolda and Bader, 2009). These approaches are a generalisation of the singular value decomposition to higher-order data. Use of tensor decompositions in genomics are limited (e.g. Li et al. (2013) and Omberg et al. (2007)), but they provide a potentially powerful tool for extracting dependencies in 3D data (Ng et al., 2012).

In this thesis I describe a novel method for extracting signals from multidimensional gene expression data sets. Expression levels are a direct result of transcription and known to be partially heritable (Grundberg et al., 2011). Uncovering the role of genetics in gene regulation is an important step towards understanding the relationship between genotypes and higher level traits.

The approach I take here builds on existing LVMs for analysing multidimensional data. I attempt to address the statistical challenges arising from genomic studies, and extract gene regulation networks driven by genetic variants. With new large scale data sets being collected (e.g. The GTEx Consortium (2015)), these types of approaches will become more necessary in the future. Specifically, the method developed here is a sparse Bayesian PARAFAC decomposition which uses a spike and slab prior to encourage element-wise sparsity in the decomposition. The framework is easily extended to jointly decompose several matrices and tensors, model relatedness between individuals and deal with missing samples.

The second chapter of this thesis consists of a literature review. I start by summarising some of the extensions of LVMs for analysing multidimensional data and also review tensor decompositions. The latter half of the chapter describes the relevant biological background for the thesis. I give a summary of the current methods for identifying expression quantitative trait loci (eQTL) and the statistical challenges involved.
Chapter 3 describes the method I have developed for uncovering structure in multidimensional gene expression data. The chapter starts with a detailed description of the model and inference procedure. Extensions to allow for multiple data types, missing data and related individuals are also given.

Chapter 4 details a range of simulations to compare this new approach to existing methods. I use several different metrics to assess recovery of the latent variables. This chapter also contains a simulation study with data simulated to be as similar as possible to real gene expression data, containing a variety of signals and noise.

In chapter 5 I present results of applying the method to a human study of gene expression data from the TwinsUK cohort (Brown et al., 2014; Buil et al., 2015). The data consists of expression levels in three tissues for a set of female twins. The method recovers several known gene networks.

Finally, a discussion of this work and possible extensions of the method are given in chapter 6.
Chapter 2

Literature review

This chapter starts with a review of latent variable models for uncovering dependencies in multidimensional data sets. The second half of the chapter introduces the biological background for the thesis. More specifically, I describe some of the research being performed to understand the genetic basis of gene regulation.

2.1 Latent variable models for multidimensional data

Latent variable models (LVMs) are a widely used type of unsupervised analysis. Although there are many different types of LVMs, the general idea is to identify a set of latent (hidden) variables which explain structure in the data. These latent variables are usually related to the observed (measured) variables by way of a linear model with optional additive noise.

LVMs can be motivated as a way to reduce the dimension of a data set. Often genomic data sets consist of thousands of variables which may contain a lot of redundancy. LVMs find new representations of the data in terms of a relatively small number of latent variables, while still retaining the majority of the variance in the data. Latent variables are commonly used to understand
structure in a data set, uncover the underlying generative model and visualise data. They can also be used in downstream analyses (Loehlin, 1998).

LVMs have a wide range of applications in genetics. Principal component analysis (PCA) is commonly used to uncover population structure from genotype data (Reich et al., 2008)\(^1\); factor analysis and independent component analysis (ICA) are used to extract variance due to confounding in omics data (e.g. Stegle et al. (2010) and Teschendorff et al. (2011)). Another application of LVMs is to uncover biological signals, for example, Kong et al. (2009) apply ICA to gene expression levels in samples from a case-control study of Alzheimer’s disease. Components with differing importance between the sample groups (case and control) are recovered, and genes with more extreme values within these components implicated in Alzheimer’s disease. West (2003) introduces a sparse factor analysis model to identify latent variables distinguishing breast cancer tumour types.

Traditionally, LVMs extract structure from a single matrix of data. However, it is becoming increasingly common (both in genetics and in other fields) for data sets to consist of multiple data types related via a common dimension. In genetics, this common dimension is the set of individuals or samples. A simple approach to analysing these multidimensional data sets is to concatenate data matrices along their common dimension and apply standard LVMs. This solution treats all variables equally which may not always be ideal, for example, different data types may have different signal-to-noise ratios (Groves et al., 2011). Comparisons of concatenation approaches and methods that explicitly allow for multiple data types suggest that the latter group of models are preferable (e.g. Groves et al. (2011), Lian et al. (2015), and Virtanen et al. (2012)).

I now describe some extensions of LVMs which explicitly model multidimensional data. I start with canonical correlation analysis - an approach for

\(^1\)Technically, PCA is not a LVM, but it can be formulated as a probabilistic model.
uncovering dependencies between two data types - and its probabilistic formulation. It should be noted that this is by no means an exhaustive list.

### 2.1.1 Canonical correlation analysis

Canonical correlation analysis (CCA) is a method for simultaneously analysing two data types (Hardoon et al., 2004). Introduced in 1936 by Hotelling, CCA quantifies the linear relationship between two sets of variables (Hotelling, 1936). Let \( Y^{(1)} \in \mathbb{R}^{N \times L_1} \) and \( Y^{(2)} \in \mathbb{R}^{N \times L_2} \) be two different types of data measured for a set of \( N \) individuals where \( L_1 \) and \( L_2 \) are the number of variables for data types 1 and 2 respectively. CCA finds pairs of vectors \( v_1 \) and \( v_2 \), the canonical variates, which maximise the correlation between \( Y^{(1)} v_1 \) and \( Y^{(2)} v_2 \), the canonical variables. Up to \( N \) pairs of canonical variates can be found, with the restriction that a pair is uncorrelated with previously identified pairs.

There are several interpretations of CCA. The canonical variables are linear combinations of the observed variables so in one sense CCA is simply performing multivariate linear regression. CCA can also be interpreted as an extension of PCA, as it finds linear combinations of the two sets of variables to explain covariance in the data. Like PCA, CCA is commonly used for exploratory analysis and data reduction.

In genetics, CCA can be used to identify associations between two sets of variables. For example: Tang and Ferreira (2012) apply CCA to genotype data and a set of leukocyte levels; Naylor et al. (2010) apply CCA to genotype and gene expression data in order to identify expression quantitative trait loci. Soneson et al. (2010) work with a data set containing gene expression and copy number alterations from leukaemia patients to identify features which underlie subtypes of the disease.

Classical CCA requires data sets which contain more observations than variables (i.e. \( N > \max(L_1, L_2) \)), however this is rarely the case in genetics so sparse implementations of CCA have been developed. These approaches
encourage sparsity in the canonical variates (analogous to performing feature
selection in a regression problem) via a penalty term. For example, Witten and
Tibshirani (2009) use an $L_1$ norm. They apply their method to gene expression
levels and copy number variation data from patients with lymphoma. The
resulting canonical variables are found to be associated with tumour type.
Witten and Tibshirani (2009) also present a sparse CCA extended to allow
for more than two data types. This method attempts to identify structure
common to all data types.

Classical CCA can be interpreted as a probabilistic model (Bach and Jor-
dan, 2005),

\begin{align}
Y^{(1)} &= AX^{(1)} + N(0, \Psi^{(1)}), \\
Y^{(2)} &= AX^{(2)} + N(0, \Psi^{(2)})
\end{align} \tag{2.1}

where $A \in \mathbb{R}^{N \times C}$, $X^{(d)} \in \mathbb{R}^{C \times L_d}$, $\Psi^{(d)} \in \mathbb{R}^{L_d \times L_d}$ (for $d \in \{1, 2\}$) and $C \leq N$.

The rows of the matrices $X^{(1)}$ and $X^{(2)}$ have a similar interpretation to the
canonical variates; they describe a transformation into a space where the two
data matrices ‘look similar’. In classical CCA, this transformation results in
correlated vectors, here, shared structure is captured in the matrix $A$. Noise in
the data is modelled using a Gaussian distribution with unrestricted covariance
matrix. Structure that underlies both data types is incorporated into the terms
$AX^{(1)}$ and $AX^{(2)}$ while structure specific to each data type is modelled in the
noise term.

Bach and Jordan (2005) use a maximum likelihood approach to fit (2.1).
Klami and Kaski (2006) fit the same model in a Bayesian framework; inference
requires inversion of the estimates of the covariance matrices so the method
quickly becomes intractable as the number of variables increases.
2.1.2 Inter Battery Factor Analysis

A similar probabilistic model is inter battery factor analysis (IBFA) (Browne, 1979; Tucker, 1958). IBFA extends factor analysis (which models structure within a single matrix) to two data types. Rather than modelling structure that is specific to one data type in the noise term, IBFA models it explicitly as a low rank matrix and restricts the noise term to have a diagonal covariance matrix (2.2)

\[
Y^{(1)} = AX^{(1)} + F^{(1)}Z^{(1)} + N(0, \Phi^{(1)}), \\
Y^{(2)} = AX^{(2)} + F^{(2)}Z^{(2)} + N(0, \Phi^{(2)}).
\]  

(2.2)

Using naming conventions from factor analysis and PCA, \(X^{(d)} \in \mathbb{R}^{C \times L_d}\) and \(Z^{(d)} \in \mathbb{R}^{K_d \times L_d}\) are known as the component (or factor) loadings. The terms component and factor are used interchangeably. Each vector of loadings, i.e. a row of a loadings matrix, defines a latent variable as a linear combination of measured variables. \(A \in \mathbb{R}^{N \times C}\) and \(F^{(d)} \in \mathbb{R}^{N \times K_d}\) are the component scores. Each column of \(A \in \mathbb{R}^{N \times C}\) describes structure across individuals that exists in both data types whereas \(F^{(d)} \in \mathbb{R}^{N \times K_d}\) describes structure that is specific to data type \(d\). The variable \(C\) is the number of components shared across data types and \(K_1\) and \(K_2\) are the number of components unique to data type 1 and 2 respectively. Each component consists of a vector of scores and a vector of loadings. The components should ideally explain all the correlations between the observed variables, resulting in a noise term that has a diagonal covariance matrix.

Inference for IBFA (2.2) is much more computationally efficient than probabilistic CCA (2.1). By concatenating the two data matrices to get \(\hat{Y} \in \mathbb{R}^{N \times (L_1+L_2)}\), the IBFA model can be written as

\[
\hat{Y} = \hat{A}\hat{X} + N(0, \hat{\Phi})
\]

(2.3)
where

\[
\hat{X} = \begin{pmatrix}
X^{(1)} & X^{(2)} \\
Z^{(1)} & 0 \\
0 & Z^{(2)}
\end{pmatrix},
\]

(2.4)

\(\hat{A} \in \mathbb{R}^{N \times (C+K_1+K_2)}\) and \(\hat{\Phi}\) is diagonal (Klami et al., 2013). Note that this approach treats the two data types differently so is not equivalent to running standard factor analysis on the concatenated data. Inference for (2.3) consists of estimating \(\hat{X}\) given the constrained pattern of zeros. Klami et al. (2013) fit this model in a Bayesian framework and apply the method to genome-wide gene expression and copy number data to uncover genes related to cancer.

Now consider a data set consisting of an arbitrary number of \(D \geq 2\) data types; data for the \(d\)th type is given by a matrix \(Y^{(d)} \in \mathbb{R}^{N \times L_d}\). IBFA can be extended to deal with more data types by estimating the following pattern of zeros in the loadings matrix (Archambeau and Bach, 2009),

\[
\hat{X} = \begin{pmatrix}
X^{(1)} & X^{(2)} & \cdots & X^{(D)} \\
Z^{(1)} & 0 & \cdots & 0 \\
0 & Z^{(2)} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & Z^{(D)}
\end{pmatrix}.
\]

(2.5)

This loadings matrix allows for structure that spans all \(D\) data matrices and also structure that is specific to each data type. However, this approach is limited; (2.5) does not explicitly allow for structure that underlies an arbitrary subset of the data. A more comprehensive model would specify a pattern of zeros that considers all combinations of subsets. Although feasible for a small number of data types, the number of subsets grows very quickly as \(D\) increases.
2.1.3 Group factor analysis

IBFA uses structural constraints to model variance in a single data type and across multiple data types. An alternative approach is to use regularisation or prior constraints. Consider the group factor analysis model for several data matrices given by,

\[
Y^{(1)} = AX^{(1)} + N(0, \phi^{(1)}),
\]
\[
Y^{(2)} = AX^{(2)} + N(0, \phi^{(2)}),
\]
\[
\vdots
\]
\[
Y^{(D)} = AX^{(D)} + N(0, \phi^{(D)})
\]

(2.6)

where \(A\) is a scores matrix, \(\{X^{(d)}\}_{vd}\) are loadings matrices and \(\{\phi^{(d)}\}_{vd}\) are diagonal covariance matrices\(^2\) (Virtanen et al., 2012). In order to allow for components that are specific to just a subset of the data types, a prior or penalty term is placed on the rows of the loadings matrices which allows for an entire row to shrink to zero (see figure 2.1). In this way the model automatically determines the set of data types in which each component is active.

\(^2\)Note that with non-Gaussianity assumptions on the loadings matrices, this model could be classed as group ICA (Calhoun, 2010).
2.1.4 Sparsity

In addition to accommodating signals that exist in only a subset of the measured data types (i.e. component level sparsity), there are several other arguments for using sparsity in LVMs. Additional element-wise sparsity in the gene loadings matrices performs feature selection, aiding interpretation of the components. Furthermore, sparsity makes sense in the context of biology, where underlying signals in the data are likely to introduce variance into only a small number of the measured variables. Sparsity can also make the decomposition identifiable (see section 2.1.6 for more details). Sparse factor analysis approaches with applications in genetics are fairly common, for example, Carvalho et al. (2009), Engelhardt and Stephens (2010), and West (2003), and extensions of these methods to a sparse group factor analysis include Virtanen et al. (2012) and Zhao et al. (2014a).

Virtanen et al. (2012) fit the model in (2.6) in a Bayesian framework using an automatic relevance determination (ARD) prior (Tipping, 2001). This hierarchical prior takes the form of a Gaussian distribution with a precision parameter that is modelled using a Gamma distribution. As the precision term for a component tends to infinity, all elements in the loadings vector shrink to zero, essentially removing the component. The ARD prior can also generate element-wise sparsity. Integrating out the precision variables results in a marginal distribution equal to a Student-t distribution which has a high density around zero. Another advantage of sparsity is that it provides a way of automatically selecting the model order, i.e. the number of components. If a model is initialised with too many components, then the sparsity prior can remove superfluous components from the model by shrinking them to zero for all data types.

An alternative prior known as a three-parameter Beta is used by Zhao et al. (2014a) (Armagan et al., 2011; Gao et al., 2013). This distribution extends the Beta distribution by adding another parameter to model a wider range of
densities. Zhao et al. (2014a)’s formulation explicitly shrinks globally to remove unwanted components, at a component level to allow for structure that spans only a subset of the input data matrices, and at an element level, resulting in sparse signals. In their paper, Zhao et al. (2014a) apply this approach to genotype data on chromosome 22 and genome-wide gene expression data, initialising the method with 2,000 components. Not surprisingly, given how different the input data is, the majority of estimated components are specific to a single data type. Several dense components specific to the genotype data identify population structure; components spanning both data types tend to be sparse, identifying a small set of SNPs and genes. SNPs and genes identified in the same component tend to be more highly associated when performing univariate tests than expected randomly.

Other sparsity priors include the so-called ‘spike and slab’ distribution (Goodfellow et al., 2013; Mitchell and Beauchamp, 1988). This distribution, unlike the ARD prior, is discrete. The spike and slab mixture prior consists of a point mass at zero (the ‘spike’) and a Gaussian distribution (the ‘slab’). The spike and slab distribution has a non-zero probability of shrinking an element to exactly zero. This prior was first used in factor analysis by West (2003) for extracting signals from gene expression data consisting of 49 tumour samples and 6,128 genes. Ray et al. (2014) use a spike and slab distribution on both the scores and loadings matrices in a formulation of IBFA for more than 2 data types.

Sparsity can also be applied in a frequentist framework, for example, Mo et al. (2013) using an $L_1$ penalty (Lasso) on the loadings vectors to get a sparse solution (Tibshirani, 1996).

I now describe some decompositions for three-dimensional data and their relationship to group factor analysis.
2.1.5 Tensor factorisations

Define an Mth-order tensor to be an M-dimensional array (Kolda and Bader, 2009). A first-order tensor is a vector, a 2nd-order tensor is a matrix, and a 3rd-order tensor is a 3-dimensional array etc. An Mth-order tensor can be written as $P \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_M}$ and an element of $P$ denoted by $P_{i_1 i_2 \cdots i_M}$.

As with matrices, there is interest in finding alternative representations of tensors in terms of fewer variables. There are several ways to perform tensor decompositions; two common methods are the PARAFAC and Tucker decompositions. Both decompositions are generalisations of the singular value decomposition to higher-order data.

In the remainder of this section, I focus on 3rd-order tensors, although the decompositions described here do extend to higher-order tensors. I also use the term tensor to refer specifically to a 3rd-order tensor unless otherwise specified.

2.1.5.1 PARAFAC decomposition

The PARAFAC (parallel factors) decomposition (also known as the canonical decomposition (CANDECOMP) or CP decomposition), decomposes a tensor into the sum of a finite number of rank-one tensors (Carroll and Chang, 1970; Harshman and Lundy, 1994). A rank-one tensor is simply a tensor that can be written as the outer product ($\circ$) of three vectors. For example, the tensor, $P \in \mathbb{R}^{I \times J \times K}$ is rank-one if there exist vectors $u \in \mathbb{R}^I$, $v \in \mathbb{R}^J$, $w \in \mathbb{R}^K$ such that $P_{ijk} = u_i v_j w_k$, or $P = u \circ v \circ w$. The PARAFAC decomposition of $Y \in \mathbb{R}^{N \times L \times T}$ is given by

$$ Y = \sum_{r=1}^{R} a_r \circ x_r \circ b_r + E \tag{2.7} $$

where $a_r \in \mathbb{R}^N$, $x_r \in \mathbb{R}^L$ and $b_r \in \mathbb{R}^T$ for $r \in \{1, \cdots, R\}$, and $E \in \mathbb{R}^{N \times L \times T}$ is a tensor of noise. Figure 2.2(A) illustrates this decomposition. Equation (2.7)
can be fit using alternating least squares to minimise the distance between the data and rank-R approximation (Carroll and Chang, 1970; Harshman and Lundy, 1994). This algorithm iteratively updates one matrix at a time, conditional on the current estimates of the other two matrices, resulting in a unique solution under certain conditions.

It is worth pointing out that a probabilistic implementation of the PARAFAC decomposition is a special case of group factor analysis (2.6). Let $A = [a_1, \ldots, a_R]^\top \in \mathbb{R}^{N \times R}$, $B = [b_1, \ldots, b_R]^\top \in \mathbb{R}^{T \times R}$ and $X = [x_1, \ldots, x_R] \in \mathbb{R}^{R \times L}$. Figure 2.2(B) depicts an alternative representation of the PARAFAC model in terms of matrices $A$, $B$ and $X$, highlighting the difference between this decomposition and group factor analysis. The PARAFAC decomposition learns a single loadings matrix ($X$), with contributions from each component, in each slice of the data, differing by up to a scalar multiple (encoded by $B$). The matrix $A$ has a similar interpretation to the scores matrix from group factor analysis. Group factor analysis can be applied to $Y^{N \times L \times T}$ by treating the data as $T$ matrices each of dimensions $N$ by $L$. (Obviously, the split could be made along other dimensions as well.) Group factor analysis learns a separate
loadings matrix for each of the $T$ matrices, making less assumptions than the PARAFAC decomposition, but introducing considerably more parameters.

Sparsity has been employed in implementations of (2.7) by encouraging sparsity in all or one of $A$, $B$ and $X$. For example, Allen (2012) uses an $L_1$ penalty on the underlying components; this approach is applied to gene expression data (at 8932 genes) in 16 tissues for 22 mice. Components uncover differences due to gender and age, and also cluster similar tissues. Padilla and Scott (2015) develop a similar model with arbitrary penalties on the underlying components. Bayesian implementations include that of Zhao et al. (2014a) who place ARD priors on $A$, $B$ and $X$. The PARAFAC model is also often used to impute missing data in incomplete tensors (e.g. Zhao et al. (2014a)) and perform non-negative tensor decompositions (e.g. Welling and Weber (2001)). An extension of ICA for 3D data, similar to the PARAFAC model, is given by Beckmann and Smith (2005) where $X$ is assumed to be non-Gaussian.

The PARAFAC framework can be extended to jointly decompose an arbitrary number of tensors with at least one shared dimension\(^3\) (e.g. Groves et al. (2011) and Khan et al. (2014a)). The idea is similar to the way group factor analysis incorporates multiple data types; each tensor is decomposed via (2.7), with a common matrix linking the decompositions across their shared dimension. Groves et al. (2011) apply this model to brain image data (individuals by voxels by modality) for several modalities groups, using a mixture of Gaussians on the loadings matrices. They show that for this application, the linked tensor decomposition outperforms approaches similar to group factor analysis.

\(^3\)Matrices can also be incorporated by treating them as a 3rd-order tensor with the 3rd dimension equal to 1.
2.1.5.2 Tucker decomposition

The Tucker decomposition is a more general alternative to the PARAFAC model. The Tucker decomposition for tensor $\mathcal{Y} \in \mathbb{R}^{I_1 \times I_2 \times I_3}$ is

$$
\mathcal{Y} = \sum_{i=1}^{I_1} \sum_{j=1}^{I_2} \sum_{k=1}^{I_3} p_{ijk} z^{(1)}_i \odot z^{(2)}_j \odot z^{(3)}_k + \mathcal{E}
$$

(2.8)

where $[z^{(s)}_1, \ldots, z^{(s)}_{I_s}] \in \mathbb{R}^{I_s \times R}$ for $s \in \{1, 2, 3\}$, $\mathcal{P} \in \mathbb{R}^{R \times R \times R}$ is a core tensor with reduced dimensions and $\mathcal{E}$ is a noise tensor (see figure 2.3). Note that the PARAFAC model is recovered if $\mathcal{P}$ is a diagonal tensor, i.e. $p_{ijk} = 1$ for $i = j = k$ and $p_{ijk} = 0$ otherwise.

This decomposition is harder to interpret than the approach taken by PARAFAC. When the matrices $Z^{(1)}$, $Z^{(2)}$ and $Z^{(3)}$ are forced to be orthonormal, the decomposition is known as the higher order singular value decomposition (HOSVD). In this case, the decomposition is essentially finding principal components along each dimension of the tensor (Allen, 2012). It follows that a sparse Tucker decomposition can be obtained if PCA is replaced with sparse PCA (Allen, 2012).

Omberg et al. (2007) use the HOSVD to recover similarities in microarray experiments. In this work, $I_1$ denotes the number of genes and $I_2$ and $I_3$ represent different settings, for example, number of tissues and experimental conditions respectively. The core tensor is interpreted as containing variance patterns that are similar across all experiments.
There are a large number of variations on the Tucker and PARAFAC decompositions, see Kolda and Bader (2009) and links therein for more details. It is worth noting that the Tucker decomposition, unlike a singular value decomposition on a matrix, is not unique. A discussion of the uniqueness of the other approaches discussed in this section is given below.

### 2.1.6 Identifiability

The question of identifiability becomes important when investigating the output of an LVM. Uniqueness of the solution is crucial if components are to be interpreted as underlying biological signals in the data. Consider a standard factor analysis model for a matrix $Y$,

$$ Y = AX + E, \quad (2.9) $$

where $A \in \mathbb{R}^{N \times C}$ and $X \in \mathbb{R}^{C \times L}$. Latent variables (rows of $X$) are assumed to be Gaussian, $(X_c \sim \mathcal{N}(0, 1)^4)$, as is the noise, $(E_l \sim \mathcal{N}(0, \Lambda))$, with a diagonal covariance $\Lambda$. The covariance of $Y$ is given by

$$ AA^\top + \Lambda. \quad (2.10) $$

It is clear that the columns and rows of $A$ and $X$ respectively can be permuted and scaled without altering the model fit. This means that the components have no intrinsic scale or ordering. More importantly (2.9) is rotationally invariant. To see this, let $F$ be a $C \times C$ (orthogonal) rotation matrix and let $\hat{A} = AF$ and $\hat{X} = F^\top X$. The matrices $\hat{A}$ and $\hat{X}$ satisfy (2.9) and $\text{Cov}(\hat{A}\hat{X} + E) = (AF)(AF)^\top + \Lambda$ which reduces to (2.10). It follows that $\{\hat{A}, \hat{X}\}$ is also a solution of (2.9). Post-processing steps are often performed to get around this problem of non-uniqueness in factor analysis. For example, a varimax rotation to a sparse solution can be employed to improve interpretability (Kaiser, 1958).

---

$^4$ $X_c$ denotes the $c$th row of $X$, and $E_l$ denotes the $l$th column of $E$. 
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ICA, unlike factor analysis, is identifiable, at least up to a scaling and permutation (Comon, 1994). ICA assumes that the underlying components have a non-Gaussian distribution. Importantly, non-Gaussian distributions have non-zero $n$th moments for $n > 2$, meaning that a set of non-Gaussian components are not rotationally invariant. It follows that adding sparsity to the loadings (or scores) of (2.9) makes the decomposition identifiable, as priors encouraging sparsity result in super Gaussian components. This is yet another advantage of using sparsity in factor analysis and group factor analysis models.

Consider the identifiability problem for the PARAFAC decomposition given in (2.7). Kruskal (1977) showed that (under fairly mild conditions), this decomposition is unique (aside from a permutation and scaling). One way to think about the PARAFAC model is that each slice of the tensor is generated via a set of components with the scale of the contributions from each component being different for each slice. Therefore, the data essentially provides multiple pictures of the underlying components, allowing the correct rotation to be recovered uniquely.

### 2.2 Gene expression

#### 2.2.1 Motivation

The central dogma of biology states that DNA is transcribed to create mRNA which is then manipulated via several different processes to form proteins, the cell’s workhorses (Alberts et al., 2002). Save for de novo mutations, genetic material is identical in almost every cell of the body, with current estimates suggesting that there are around 19,000 genes in the human genome (Ezkurdia et al., 2014). It is the unique patterns of expression of these genes that results in different types of cells with different behaviours. The functions of many genes have been evaluated or partially evaluated using knock-out studies, although this information is still incomplete (Mi et al., 2013).
DNA transcription is an involved process requiring complex machinery. In summary, an enzyme called RNA polymerase is recruited to a region upstream of the gene called the promoter and the polymerase then moves along the DNA copying the sequence (Alberts et al., 2002). Regulation of this process is performed in part by proteins called transcription factors (TFs) or TF complexes whose role is to help or hinder the binding of RNA polymerase. A single gene may be transcribed in several different ways, depending on where transcription starts and ends, resulting in different mRNA molecules or transcripts.

Genome-wide association studies (GWAS) perform mass univariate regression to test for associations between genetic variants which are often single nucleotide polymorphisms (SNPs) and high level traits. This approach has successfully identified thousands of genetic variants associated with traits and disease status (Welter et al., 2014). However, these studies often fail to explain the mechanism by which a genetic variant affects a phenotype or alters disease susceptibility (Edwards et al., 2013). Many GWAS hits do not lie in coding regions, or are synonymous, meaning that they do not directly alter a transcript sequence or protein function. Maurano et al. (2012) show that SNPs associated with high level traits and disease status often lie in DNase I hypersensitivity sites, DNA regions to which transcriptional machinery binds. This suggests that genetic variants may play a regulatory role in gene expression.

Gene expression data is an intermediary phenotype, linking genetic material with higher level phenotypes. Expression levels are known to change under different conditions and with age, and to have unique patterns in different tissues (Glass et al., 2013; Grundberg et al., 2011). For example, SNPs implicated in type II diabetes are associated with gene expression levels in adipose and muscle tissues (Below et al., 2011). Furthermore, expression levels are known to change with various environmental exposures (Landi et al., 2008). Gene expression data provides additional information about the context-specific nature of SNP effects, and can help to uncover the mechanisms by which genetics
variants affect high level traits and disease susceptibility. More generally, understanding regulation of gene expression will further the understanding of cellular level processes.

DNA microarrays can be used to measure levels of transcription. First, mRNA molecules are converted into a library of complementary DNA (cDNA), essentially reversing transcription, and tagged with a fluorescent molecule. Then the library is washed across an array of probes where matching sequences hybridise. Levels of mRNA are then calculated by analysing pictures of the fluorescence levels. This technique is limited by the size of the probe set and also suffers from problems of cross hybridisation when probe sequences contain genetic variants (Murphy, 2002).

A recently introduced method, RNA-sequencing, provides a more comprehensive set of gene expression levels. This technique also converts mRNA into a cDNA library which is then passed through a sequencing machine. The result is a set of short sequences called reads which can be mapped back onto a reference genome. Read frequency is used to measure expression levels, either at a gene or transcript level (Ozsolak and Milos, 2011). This method also involves challenges; however RNA-sequencing is believed to be a less noisy, more reliable experimental technique than microarrays (Wang et al., 2009).

In the rest of this section, I review some of the statistical methods being used to understand the genetic basis of gene expression data.

### 2.2.2 eQTL mapping

Data sets consisting of genetic material and gene, or transcript, expression levels make it possible to study the genetic basis of gene regulation. An expression quantitative trait locus (eQTL) is a sequence variant that is associated with levels of expression of a gene or transcript (Albert and Kruglyak, 2015). Although an eQTL can refer to any sort of sequence variant, it often refers
to a SNP. Searching the genome for eQTLs is known as eQTL mapping and is often performed in a similar way to GWAS, with the expression of a gene being the quantitative phenotype of interest.

2.2.2.1 Types of eQTL

eQTLs can be partitioned into types according to their position in relation to the regulated gene (local or distant eQTLs), and the functional mechanism that gives rise to the change in expression of the gene (cis or trans eQTLs) (Sun and Hu, 2013).

The terms local and distant refer to distance, either physical or genetic, between the eQTL and the regulated gene. Typically, a local eQTL is defined as lying within 2MB of the transcription start site of the gene, but this can vary from study to study; anything further away than 2MB is known as a distant eQTL (Albert and Kruglyak, 2015).

Cis and trans eQTLs distinguish between two different mechanisms by which genetic variants affect gene expression. A cis eQTL results in allele-specific expression levels, i.e. the allele on a chromosome determines the expression of its gene copy whereas the allele of the homologous chromosome determines the expression of the opposite gene copy. Often the genetic variant in question lies in the promoter region of a gene and either increases or decreases the binding affinity of a TF, resulting in more or less of the homologous gene being expressed. Heterogeneous individuals and transcript level data are required to identify cis eQTLs.

Trans eQTLs do not give rise to allele specific expression. They occur when a SNP (the eQTL) alters a factor in the regulatory mechanism of a gene. Pierce et al. (2014) suggest that trans eQTLs are often explained by cis mediation. For example, suppose a SNP lies in the promoter region of a TF and is a cis eQTL for the TF. A higher concentration of the TF results in higher expression levels of the genes it regulates, so an association between
the SNP and regulated genes should be identifiable.

Another possibility is that a non-synonymous SNP in the TF results in a functional change making it less effective. No cis effect would be visible in this case, but the SNP would be correlated with expression levels of downstream genes (Bryois et al., 2014).

Local eQTLs are almost always cis eQTLs and distant eQTLs are almost always trans eQTLs, but there are exceptions (see Ronald et al. (2005) for an example in yeast). Despite this distinction, I will follow the naming conventions used by the majority of the community and use the terms cis and trans to refer to local and distant eQTLs respectively.

### 2.2.2.2 Finding cis eQTLs

Identification of cis eQTLs often proceeds as follows; for each gene, the set of all SNPs within a specified window of the transcription start site are regressed on the gene expression data. Since the set of SNPs in the window are likely to be in linkage disequilibrium, permutation testing is often used to evaluate a significance threshold. This process has largely been very successful, significant associations between local SNP gene pairs (suggesting a cis eQTL) appear to be relatively easy to find, even with small sample sizes.

Results suggest that cis acting regulation of gene expression is abundant. In a study of 922 RNA-sequenced samples from whole blood, Battle et al. (2014) found over 75% of the genes tested had a cis eQTL. As sample sizes increase, it is expected that cis eQTLs will be identified for almost all genes in the genome (Pai et al., 2015). Furthermore, some genes are regulated by several loci showing independent effects on expression levels (Nica et al., 2011). Investigation of the location of putative cis eQTLs shows an enrichment of regulatory regions including TF binding sites and DNase1 hypersensitivity sites (Lappalainen et al., 2013). This suggests a process by which a SNP disrupts the regulatory mechanism of a gene, impacting its expression levels.
In addition, SNPs robustly associated with high level traits are more likely to be *cis* eQTLs (Nicolae et al., 2010). However, caution needs to be exercised as both the identified *cis* eQTL and trait associated SNP may be tagging the true causal SNP.

Heritability of gene expression can be evaluated using variance component methods. Grundberg et al. (2011) provide narrow sense (additive heritability) estimates of 0.26, 0.21 and 0.16 for adipose, lymphoblastoid cell lines (LCLs) and skin tissues respectively. Higher estimates were found by Price et al. (2011), 42% in adipose and 63% in whole blood. The variances can be further partitioned to estimate the contribution from *cis* eQTLs in the region of 20% to 40%. These results indicate that at least 60% of the heritability of gene expression is unaccounted for, suggesting that *trans* eQTLs may play a major role in the genetic basis of gene regulation.

### 2.2.2.3 Finding *trans* eQTLs

Searching for *trans* eQTLs is much more challenging than a *cis* eQTL analysis. A comprehensive *trans* analysis requires mass univariate testing between all pairs of SNPs and genes. This exhaustive approach is not only computationally expensive, but lacks power due to a very large multiple testing burden. For a study of 20,000 genes, a strict Bonferroni corrected significant level of $2.5 \times 10^{-12}$ is obtained by scaling a genome-wide significance threshold of $5 \times 10^{-8}$ by the number of genes. This threshold is perhaps overly conservative as it assumes no correlations between genes, however it is not clear how to select the ‘correct’ threshold for a *trans* analysis.

Using a mass pairwise testing approach, Grundberg et al. (2012) find 639, 557 and 609 *trans* eQTLs in adipose tissue, lymphoblastoid cell lines and skin tissue respectively, in a sample size of 856 (at a FDR of 10%)\(^5\). Replication rates are low however, with at best 6.4% of findings replicating in another

---

\(^5\)Note that FDR procedures assume independence between tests which is unlikely to be a valid assumption here due to the correlations between SNPs and gene expression levels.
study. Several recent papers have tried to reduce the multiple testing burden by sub-setting down to a smaller number of SNPs. For example, Westra and Franke (2014) only consider the set of 4,500 SNPs that had previously been found to be GWAS hits; they find and replicate 100 SNPs with associations (in \textit{trans}) with gene expression in peripheral blood. Yao et al. (2015) restrict testing to the set of SNPs associated with cardiovascular traits resulting in a set of just 1,512 SNPs from which 44 \textit{trans} eQTLs are found in whole blood. Bryois et al. (2014) search for \textit{trans} eQTLs in 869 lymphoblastoid cell lines. They theorise that \textit{cis} effects mediate \textit{trans} effects and consider the subset of SNPs already identified as \textit{cis} eQTLs. As expected, this results in an enrichment of associations in \textit{trans} compared to the full \textit{trans} analysis with all SNPs.

\textit{Trans} analyses are yet to shed much light on regulation in humans. Effect sizes of \textit{trans} eQTLs appear to be much smaller than \textit{cis} eQTLs, which is perhaps expected given the more complex mechanisms involved (Westra and Franke, 2014). In several non-human organisms, hot-spots of regulation whereby a genetic locus regulates multiple transcripts, so-called multi-gene regulators, have been identified (Breitling et al., 2008). There is some evidence of multi-gene regulators in humans (Brynedal et al., 2014), but few have been found (e.g. Small et al. (2011)).

Other approaches to finding \textit{trans} eQTLs are worth describing. A criticism of the standard approach for identifying \textit{trans} eQTLs is that it ignores correlations between genes. Correlations could potentially arise if genes are regulated by the same mechanism or SNP. Jointly modelling expression levels across multiple genes may increase power to find \textit{trans} eQTLs. Scott-Boyer et al. (2012) suggest a hierarchical Bayesian regression model for effects of all SNPs on all genes simultaneously. Sparsity priors are used to encourage many of the effect sizes of SNPs on genes to be zero. The authors show this approach is successful at identifying regulatory hot-spots in rat data, although it is unclear how the approach performs on human data.
Weiser et al. (2014) suggest an alternative method which builds on co-expression and network analysis. A network of co-expressed genes is created by adding sparsity to a correlation matrix. Then, starting with the results of a standard *cis* analysis, they further selectively test for *trans* associations between *cis* eQTLs and nodes on the graph linked to the *cis* gene. A previously known *trans* network involving the gene IRF7 (Heinig et al., 2010) is recovered using this method, but on a data set substantially smaller than a standard eQTL study.

Rotival et al. (2011) apply ICA to gene expression data to uncover sets of co-regulated genes. ICA also returns a vector of mixing weights for each set of genes describing the relative contribution of the component for each individual. Testing these vectors for association with genetic variants identifies SNPs that may regulate gene networks. Gao et al. (2013) use a similar approach employing sparse factor analysis rather than ICA.

### 2.2.2.4 Context specific eQTLs

Context specific eQTLs, i.e. eQTLs that act under certain conditions or contexts are of growing interest (Stranger and Raj, 2013). Investigating the specificity of eQTLs can help to understand the mechanisms behind genetic effects on expression levels and potentially aid drug development. Many studies identifying a variety of different context specific eQTLs exist; Dimas et al. (2010) perform eQTL mapping in several cell types, Stranger et al. (2012) look for eQTLs in different populations and Dimas et al. (2012) identify sex specific eQTLs. eQTLs may also be tissue specific, or active in a subset of tissues. For example, to date, the *trans* network involving *KLF14* has only been identified in adipose tissue (Small et al., 2011). Recent large data sets including the TwinsUK cohort (Brown et al., 2014; Buil et al., 2015) and GTEx (The GTEx Consortium, 2015) have made it possible to comprehensively investigate the tissue specificity of eQTLs. GTEx, for example, consists of up to 44 tissues
per individual.

The standard method for eQTL mapping in multiple tissues (or contexts) is to take a two step approach, first performing eQTL mapping in each tissue separately and then comparing the results (Nica et al., 2011). However joint analysis of multiple tissues can increase power to find eQTLs. Flutre et al. (2013) present a multi-tissue approach that tests for associations between a SNP and expression levels of a gene in several tissues, learning an indicator variable that specifies whether an eQTL is active in a particular tissue or not. These models not only output whether an eQTL is active in a particular tissue but also allow for comparisons of effect sizes across tissues.

Studies suggest that many cis eQTLs are shared across tissues. An analysis of 9 tissues from the GTEx pilot project find that high numbers of cis eQTLs overlap between tissues pairs, with estimates as high as 90% for some pairs of tissues (The GTEx Consortium, 2015). Some tissues are less likely to have shared eQTLs (e.g. blood), but as a general rule, eQTLs appear to be either active in the majority of tissues or in just one or two very similar tissues; 50% of cis eQTLs found in this study are active in all 9 tissues.

2.2.3 Confounding

Both microarray and RNA-sequencing data contain confounding, i.e. modes of variation in the data which mask interesting biological signals. Confounding factors are often technical artefacts that arise during experiments. Sequencing batch, experiment date and location are an obvious source of unwanted variation. Sources of confounding specific to RNA-sequencing data include average read length and the GC content of a sample (Hansen et al., 2010; Pickrell et al., 2010).

Confounding factors can also be biological. For example, age is known to correlate with expression levels of hundreds of genes (Glass et al., 2013) and expression levels of some genes are seasonal (Goldinger et al., 2015). Another
source of confounding is population structure as studies commonly contain individuals from across several populations. A naive eQTL study ignoring these sources of variation is likely to detect fewer associations, and may even identify spurious correlations.

Confounding factors will either be measured or unmeasured. Measured factors, (such as age or GC content), can be treated as covariates in eQTL testing. Unmeasured confounding presents more of a problem. Several approaches exist that try to estimate the latent confounding factors, or at least the variance attributed to a set of confounding factors. These approaches can be motivated by looking at the success of PCA for identifying population structure (Novembre et al., 2008).

Many techniques for finding sources of confounding in gene expression data build on factor analysis and independent component analysis. The underlying idea is that these methods extract latent variables that describe global modes of variance in the data, which may describe confounding. Latent variables can then be used as covariates in an eQTL regression.

Perhaps the most widely used method for correcting for confounding is PEER (Stegle et al., 2010). PEER is a probabilistic Bayesian factor analysis model which is able to simultaneously learn unmeasured confounding whilst accounting for known confounding. Stegle et al. (2010) suggest that up to twice the number of \textit{cis} eQTLs can be identified using this approach. PEER factors tend to be highly correlated with known variables describing confounding, although variance attributed to each of these variables is often shared across several factors. Approaches that employ independent component analysis (e.g. Teschendorff et al. (2011)) may be better able to unmix signals from different sources of variation by recovering independent components. However, if the goal is to simply to explain away variance due to confounding then this does not matter.

With all LVM approaches there is a risk that variance due to real biological
signals will be attributed to confounding and removed from the data (Fusi et al., 2012). Some biological signals, such as the effect of age on gene expression, show broad effect patterns similar to batch variables. Trans eQTLs may also suffer the same fate and be incorrectly identified as confounding and removed. Goldinger et al. (2013) show that using principal components to correct for confounding in a gene expression study actually reduces the number of cis and trans eQTLs recovered. Fusi et al. (2012) suggest an approach, PANAMA, that extends methods like PEER to model genes as a mixture of a number of latent variables and a weighted sum of contributions from SNPs. Using the learnt latent variables as covariates in a standard eQTL analysis identified more cis and trans eQTLs with better replication rates, suggesting that explicit modelling of genetic effects results in improved recovery of confounding factors.

Mostafavi et al. (2013) use prior knowledge to improve confounder recovery and try to reduce the chance that real biological signals are accidentally attributed to unwanted variance. Their model can accommodate factors that introduce both broad and narrow effects of expression. Using information about likely variance patterns from measured factors, they learn a set of unmeasured confounding factors.

2.3 Discussion

In this chapter I have described several LVMs for analysing multidimensional data. LVMs provide a flexible way to uncover structure across several linked matrices or within N-dimensional data arrays. Encouraging sparsity in the estimated latent variables is common (e.g. Knowles and Ghahramani (2011) and West (2003), with applications to gene expression, and Engelhardt and Stephens (2010), with applications to genotype data). Since signals in biological data are expected to only involve a small number of genes; (e.g. transcription factors typically only regulate a couple of hundred genes (Hartemink, 2005)), the sparsity assumption actually reflects beliefs about biological path-
SNPs regulating multiple genes in *trans* (multi-gene regulators) may also generate sparse signals in gene expression data. LVMs are commonly used in eQTL mapping studies to identify confounding factors. However only a handful of papers have attempted to use LVMs to uncover *trans* eQTLs (Gao et al., 2013; Rotival et al., 2011). Furthermore LVMs have not yet been used for identifying context specific eQTLs. Tensor decompositions provide a way of uncovering shared structure across several data views, making them an interesting tool for identifying *trans* eQTLs in multiple contexts, whilst accounting for confounding factors.

Furthermore, LVMs provide a flexible framework in which to incorporate data types such as chromatin state and methylation levels, other factors involved in gene regulation. The next chapter describes a sparse LVM I have developed for jointly analysing multidimensional genetic data sets.
Chapter 3

Methods

This chapter describes a method for uncovering structure in a three-dimensional gene expression data set. These data sets arise when expression levels for a set of individuals are measured across several contexts. Throughout this chapter I focus on a data set consisting of expression levels in multiple tissues, however this could equally be multiple time points, cell types or conditions; the method can also be applied to other omics data. The approach I propose is a sparse Bayesian implementation of the PARAFAC decomposition. I use variational Bayes for inference with a spike and slab prior to encourage sparsity.

Before formally specifying the method, I give a heuristic description of the ideas behind this approach (section 3.1). Section 3.2 details notation for the remainder of the chapter. Section 3.3 contains a description of the method. I then move on to describe some extensions of the method in section 3.4, including approaches to deal with missing data, related individuals and a linked decomposition for several data types. Section 3.5 details some implementation choices. I finish off the chapter by comparing the method presented here with existing methods (section 3.6) and a discussion (section 3.7).
3.1 Heuristic description of the method

Consider a data set consisting of gene expression levels in multiple tissues for a set of individuals. There will be many biological processes occurring in these tissues, each involving a subset of the genes in the genome. These processes will give rise to variance and correlations in the measured gene expression levels. (I use the term ‘process’ fairly loosely to describe any sort of biologically driven structure in the data). Some genes may be involved in several processes, other genes may only be involved in one, or none at all. Similarly, a process might be active in all of, or in a subset of, the individuals and tissues. There will also be non-biological modes of variation in the data due to technical artefacts. These will manifest in a similar way to biological signals but may produce broader, more systematic patterns of variation, and are likely to be specific to a single tissue.

Measured expression levels will consist of a mixture of these biological signals, non-biological signals and noise. The method described in this chapter attempts to untangle these underlying signals by decomposing the data into a set of components which describe modes of variance. A component consists of three vectors, an individual scores vector, a tissue scores vector and a gene loadings vector. The gene loadings vector is sparse and describes the contribution from each gene in the component. Similarly, the individual and tissue scores vectors describe the relative degree to which the component is ‘on’ in each individual and tissue. The method models the data as a linear mixture of the gene loadings vectors, with the scores vectors acting as mixing weights. Ideally, the estimated components should capture all the structure in the data, with each independent signal described by a single component.
3.2 Notation

Capital letters are used to denote matrices. Suppose $Y$ is a matrix with dimensions $I \times J$; the $(i,j)$th element of $Y$ is denoted $y_{ij}$. The $i$th row of $Y$ is a row vector of length $J$ denoted by $y_i$, and the $j$th column of $Y$ is a column vector of length $I$ denoted by $y_j$ or $y^j$.

Three-dimensional arrays (also referred to as 3-way tensors, or just tensors) are represented using curly letters. For example, $\mathcal{Y} \in \mathbb{R}^{I \times J \times K}$ has dimensions $I$ by $J$ by $K$; an element of this tensor can be referenced using three indices, e.g. $y_{ijk}$ for $i \in \{1, \ldots, I\}$, $j \in \{1, \ldots, J\}$ and $k \in \{1, \ldots, K\}$. The vector $y_{lt} \in \mathbb{R}^N$ is used to reference data for gene $l$ in tissue $t$.

In the following sections, I use $c$ and $k$ as an index over components, $n$ as an index over individuals, $l$ as an index over genes and $t$ as an index over tissues. Limits of summations are ignored if the context is clear.

3.3 Tensor decomposition

3.3.1 Model description

Let $\mathcal{Y} \in \mathbb{R}^{N \times L \times T}$ be a tensor of expression data for $N$ individuals at $L$ genes in $T$ tissues. For now, assume there is no missing data in $\mathcal{Y}$; extensions to allow for missing data are given in section 3.4.1. Expression levels are further assumed to be normalised such that data for each gene in each tissue (i.e. $y_{lt}$) has zero mean and unit variance.

The data is modelled as a linear combination of $C$ latent variables (called components) and independent Gaussian noise,

$$ y_{nlt} = \sum_{c=1}^{C} a_{nc} b_{tc} x_{cl} + \epsilon_{nlt} \quad (3.1) $$

where $X \in \mathbb{R}^{C \times L}$ is a gene loadings matrix; each row of $X$ defines the relative contribution of each measured gene in the component. $A$ is an $N$ by $C$ matrix
of individual scores which describes the individual specific mixing weights for each component. Similarly, the tissue scores matrix $B \in \mathbb{R}^{T \times C}$ contains tissue specific mixing weights. Finally, $E$ is an $N \times L \times T$ array of independent Gaussian noise,

$$\epsilon_{nlt} \sim \mathcal{N}(\epsilon_{nlt}|0, \lambda_{lt}^{-1})$$

(3.2)

where $\lambda_{lt}$ is the noise precision for gene $l$ in tissue $t$. Figure 3.1 shows a diagram of this decomposition with 5 components. A discussion of the validity of the Gaussian noise assumption for RNA-sequencing data is given in section 3.7. Note that (3.1) models the data as a sum of rank one tensors as in the PARAFAC decomposition.

Inference for (3.1) is performed in a Bayesian framework; the next section defines priors for the model, including a sparsity-inducing prior on $X$.

Figure 3.1: Illustration of the tensor decomposition. (Noise not shown.)

### 3.3.2 Priors

#### 3.3.2.1 Sparsity prior on the gene loadings matrix

Biological processes are likely to only involve a relatively small subset of the total number of genes in the genome, and therefore will be better explained by components with sparse gene loadings vectors. In order to encourage sparsity in the model, a spike and slab (S+S) prior is placed on the rows of $X$ (Lucas
The S+S distribution consists of a mixture of a point mass at zero (the ‘spike’) and a Gaussian (the ‘slab’).

The prior on an element of the gene loadings matrix, $x_{cl}$, is given by

$$P(x_{cl}|p_{cl}, \beta_c) = p_{cl} \mathcal{N}(x_{cl}|0, \beta_c^{-1}) + (1 - p_{cl}) \delta_0(x_{cl}) \quad (3.3)$$

where $p_{cl}$ is a mixing weight, $\beta_c$ is the precision of the ‘slab’ and $\delta_0$ is a delta function at zero. Note that this S+S formulation is a more general version of the S+S prior used in West (2003), which would be recovered if $p_{cl} = p_c$, i.e. a single mixing parameter for each component. (Inference for (3.1) using the less general S+S prior is given in appendix A.3.) As in Lucas et al. (2006), the more general S+S was found to give lower false positive rates under certain conditions. Simulations showing the different behaviours of the two S+S formulations are given in appendix B.1.

Following convention, a gamma prior is placed on the precision parameters $\beta_c \sim \mathcal{G}(\beta_c|e, f)$ where $e$ and $f$ are hyper-parameters. The prior on $p_{cl}$ is given by another S+S distribution (Lucas et al., 2006),

$$P(p_{cl}|\rho_c) = \rho_c \mathcal{B}(p_{cl}|g, h) + (1 - \rho_c) \delta_0(p_{cl}) \quad (3.4)$$

where $\rho_c$ is a component level mixing parameter. $p_{cl}$ encodes the prior probability of the $(c, l)$th gene loading being non-zero. If $\rho_c$ takes a value close to 0, the mixture distribution for $p_{cl}$ will be dominated by the delta function at zero and the $c$th loadings vector will be sparse. On the other hand, if $\rho_c$ is closer to 1, the S+S distribution results in a dense component; this might be more appropriate for modelling confounding factors. To complete the prior on $x_{cl}$, $\rho_c$ is given a Beta prior with hyperparameters $r$ and $z$.

Inference for the S+S prior is made easier using a factorisation, $x_{cl} = w_{cl}s_{cl}$
(Titsias and Lázaro-Gredilla, 2011), where

\[ P(w_{cl}|\beta_c) = \mathcal{N}(w_{cl}|0, \beta_c^{-1}) \]  \hspace{1cm} (3.5) \\
\[ P(s_{cl}|p_{cd}) = \text{Bernoulli}(s_{cl}|p_{cd}). \]  \hspace{1cm} (3.6)

The same approach is used to make inference on \( p_{cd} \) tractable, let \( p_{cd} = \psi_{cd}\phi_{cd} \), where

\[ P(\psi_{cd}) = \mathcal{B}(\psi_{cd}|g, h), \]  \hspace{1cm} (3.7) \\
\[ P(\phi_{cd}|\rho_c) = \text{Bernoulli}(\phi_{cd}|\rho_c). \]  \hspace{1cm} (3.8)

### 3.3.2.2 Priors on the individual and tissue scores matrices

Elements of the individual scores and tissue scores matrices are given standard normal priors,

\[ P(a_{nc}) = \mathcal{N}(a_{nc}|0, 1) \]  \hspace{1cm} (3.9) \\
\[ P(b_{tc}) = \mathcal{N}(b_{tc}|0, 1). \]  \hspace{1cm} (3.10)

This corresponds to a prior belief that individuals and tissues are independent. An extension to explicitly model relatedness between individuals is given in section 3.4.2. Without loss of generality, the variances of the Gaussian distributions can be set to 1 because of the scaling indeterminacy in the model. Scaling factors can be soaked up by the precision terms in the gene loadings matrix.

It is also possible to place spike and slab priors on the individual and tissue scores matrices but that is not something I have investigated here.
3.3.2.3 Prior on noise precision

To complete the model specification, noise precision parameters, $\lambda_{lt}$, are given a Gamma prior with hyperparameters $u$ and $v$,

$$P(\lambda_{lt}) = \mathcal{G}(\lambda_{lt}|u, v).$$

(3.11)

Crucially, this model assumes heterogeneous noise, i.e. a different noise precision is learnt for each gene in each tissue. In the context of RNA-sequencing data this model makes sense as some genes may be more prone to sequencing bias or mismapping. An initial version of this model specified homogeneous noise, assuming the same levels of noise across all genes in a single tissue. Like others (e.g. Knowles and Ghahramani (2011)), this was found to be too restrictive.

3.3.3 Full model

The full model is given by,

$$P(\mathcal{Y}|\theta) = \prod_{l,t} \mathcal{N}(y_{lt}|\sum_{c} a_{ct} b_{tc} w_{tc} s_{td}, \lambda^{-1}_{lt} I_N)$$

$$P(a_{nc}) = \mathcal{N}(a_{nc}|0, 1)$$

$$P(b_{tc}) = \mathcal{N}(b_{tc}|0, 1)$$

$$P(w_{tc}|\beta_c) = \mathcal{N}(w_{tc}|0, \beta^{-1}_c)$$

$$P(s_{td}|\psi_{td}, \phi_{td}) = \text{Bernoulli}(s_{td} | \psi_{td} \phi_{td})$$

$$P(\beta_c) = \mathcal{G}(\beta_c|e, f)$$

$$P(\psi_{td}) = \text{Beta}(\psi_{td}|g, h)$$

$$P(\phi_{td}|\rho_c) = \text{Bernoulli}(\phi_{td}|\rho_c)$$

$$P(\rho_c) = \text{Beta}(\rho_c|r, z)$$

$$P(\lambda_{lt}) = \mathcal{G}(\lambda_{lt}|u, v)$$

(3.12)
where $\theta = (A, B, W, S, \beta, \Psi, \Phi, \rho, \Lambda)$ denotes the set of all parameters and $(e, f, g, h, r, z, u, v)$ is the set of all hyperparameters. The model is fit using an approximate Bayesian method called variational Bayes (Attias, 2000).

### 3.3.4 Overview of variational Bayes

The goal of Bayesian inference is to evaluate the posterior distribution $P(\theta|\mathcal{Y})$ of the parameters $\theta$ given the data $\mathcal{Y}$. In terms of the likelihood $P(\mathcal{Y}|\theta)$, marginal likelihood $P(\mathcal{Y})$ and the priors $P(\theta)$, the posterior is given by,

$$P(\theta|\mathcal{Y}) = \frac{P(\mathcal{Y}|\theta)P(\theta)}{P(\mathcal{Y})}.$$  \hfill (3.13)

Often an analytic expression for the posterior can not be evaluated. Methods such as MCMC build up a picture of the posterior distribution via sampling. An alternative approach known as variational Bayes (VB) attempts to approximate the true posterior with a simpler form. The approximation (call it $Q(\theta)$) is evaluated to be as close as possible to the true posterior. The Kullback-Lieber (KL) divergence between $Q(\theta)$ and $P(\theta|\mathcal{Y})$ is defined as

$$D_{KL}(Q(\theta)|P(\theta|\mathcal{Y})) = \int \log \left( \frac{Q(\theta)}{P(\theta|\mathcal{Y})} \right) Q(\theta) d\theta = \left\langle \log \frac{Q(\theta)}{P(\theta|\mathcal{Y})} \right\rangle_{Q(\theta)},$$  \hfill (3.14)

where $\left\langle \cdot \right\rangle_{Q(\theta)}$ denotes an expectation with respect to $Q(\theta)$. The KL divergence is a measure of the similarly between two distributions; it takes values in $[0, \infty)$, with smaller values indicating more similar distributions, and a value of 0 indicating that the distributions are identical. VB aims to find $Q(\theta)$ to minimise $D_{KL}(Q(\theta)|P(\theta|\mathcal{Y}))$.

The log marginal likelihood can be expressed in terms of the KL divergence and another term called the negative free energy $F(Q)$ as follows,

$$\log P(\mathcal{Y}) = \int Q(\theta) \log \frac{P(\mathcal{Y}, \theta)}{Q(\theta)} d\theta + D_{KL}(Q(\theta)|P(\theta|\mathcal{Y})).$$ \hfill (3.15)
The marginal likelihood is independent of $Q$, so minimising the KL divergence is equivalent to maximising $F(Q)$. Also note that because the KL divergence can not take a negative value, $F(Q)$ is a lower bound to the log marginal likelihood.

The mean field approximation assumes that $Q(\theta) = \prod_i Q(\theta_i)$, i.e. the approximate posterior distribution fully factorises. Under this assumption the following expression for $Q(\theta_i)$ is guaranteed to increase $F(Q)$,

$$Q(\theta_i) = \frac{1}{z} \exp \left( \langle \log P(\theta, Y) \rangle_{Q(\theta_{-i})} \right)$$ (3.16)

where $\theta_{-i}$ denotes the set of all parameters other than $\theta_i$ and $z$ is a normalising constant (see appendix A.2 for the derivation). With an additional constraint that the priors are conjugate, (3.16) simplifies to a set of update rules for the hyperparameters of $Q(\theta_i)$, which depend on moments of $Q(\theta_j)$ for $j \neq i$.

An alternative approach must be used if the priors are not conjugate; in this scenario, a parametric form for the approximate posterior distribution is specified which makes inference tractable. This is known as fixed form VB (Salimans and Knowles, 2013). The parameters of this distribution are then updated in order to maximise the negative free energy.

The VB algorithm consists of iteratively updating parameters (dependent on the current estimates of other parameters) until convergence occurs.

3.3.4.1 Inference via variational Bayes

The majority of the model parameters have conjugate priors and the mean field VB approximation can be used. However, in some cases, fully factorising over parameters may be too strong an assumption. The Gaussian and Bernoulli S+S random variables are highly coupled so dependence is retained in this case. Titsias and Lázaro-Gredilla (2011) show that this approach results in more robust and more accurate estimates. All other parameters with conjugate priors are assumed to fully factorise in the approximate posterior distribution.
Unfortunately the parameters \( \psi_{cl} \), \( \phi_{cl} \) and \( \rho_c \) do not have conjugate priors and results from mean field VB can not be applied. Instead, their approximate posterior distributions are specified as point masses.

The approximate posterior distribution \( Q(\theta) \) for the model takes the following form,

\[
Q(\theta) = \prod_{n,c} Q(a_{nc}) \prod_{l,c} Q(b_{lc}) \prod_{c,l} Q(w_{cl}|s_{cl}) Q(s_{cl}) \prod_c Q(\beta_c) \\
\prod_{c,l} \delta_{\psi_{cl}}(\psi_{cl}) \prod_{c,l} \delta_{\phi_{cl}}(\phi_{cl}) \prod_c \delta_{\rho_c}(\rho_c) \prod_{l,t} Q(\lambda_{lt}). \tag{3.17}
\]

Parameter updates are given below; the VB algorithm iterates through these updates – which are all guaranteed to increase (or at least not decrease) the negative free energy – until convergence. (The algorithm is not guaranteed to converge to the global maximum however, this is discussed more in section 3.3.5).

Parameters of the approximate posterior distributions are denoted using an asterisk (*).

**Loadings matrix**

\[
Q(w_{cd}|s_{cd}) = \mathcal{N}(w_{cd}|s_{cd}m_{cd}^*, (s_{cd}\sigma_{cd}^* + (1 - s_{cd})\langle \beta_c \rangle)^{-1})
\]

\[
\sigma_{cd}^* = \langle \beta_c \rangle + \sum_{n,t} \langle \lambda_{lt} \rangle a_{nc}^2 \langle b_{lc}^2 \rangle
\]

\[
m_{cd}^* = \sigma_{cd}^{-1} \left( \sum_{n,t} \langle \lambda_{lt} \rangle y_{nt} \langle a_{nc} \rangle \langle b_{lc} \rangle - \sum_{n,t} \langle \lambda_{lt} \rangle \langle a_{nc} \rangle \langle b_{lc} \rangle \sum_{k \neq c} \langle w_{kl}s_{kl} \rangle \langle a_{nk} \rangle \langle b_{lk} \rangle \right)
\]

\[
Q(s_{cl}) = \text{Bernoulli}(s_{cl}|\gamma_{cd}^*)
\]

\[
\gamma_{cd}^* = \frac{1}{1 + e^{-u_{cd}^*}}
\]

\[
u_{cd}^* = \log(\psi_{cd}^*\phi_{cd}^*) - \frac{1}{2} \log \sigma_{cd}^* + \frac{\sigma_{cd}^2 m_{cd}^*}{2} - \log(1 - \psi_{cd}^*\phi_{cd}^*) + \frac{1}{2} \log \langle \beta_c \rangle \tag{3.19}
\]
\[ Q(\beta_c) = \mathcal{G}(e^*_c, f^*_c) \]
\[ e^*_c = e + \frac{L}{2} \]
\[ f^*_c = \left( \frac{1}{f} + \frac{1}{2} \sum_l \langle w^2_{cl} \rangle \right)^{-1} \] (3.20)

Point estimates are obtained for the parameters \( \psi_{cl}, \phi_{cl} \) and \( \rho_c \) by directly optimising the negative free energy. The relevant terms of the negative free energy are given by \( \tilde{F} \).

\[
\tilde{F} := \sum_{c,l} \langle \log P(s_{cl}|\psi_{cl}, \phi_{cl}) \rangle + \sum_{c} \langle \log P(\psi_{cl}) \rangle + \sum_{c,l} \langle \log P(\phi_{cl}|\rho_c) \rangle + \sum_{c} \langle \log P(\rho_c) \rangle \\
= \sum_{c,l} \left( \langle s_{cl} \rangle \log(\psi_{cl}^* \phi_{cl}^*) + \langle 1 - s_{cl} \rangle \log(1 - \psi_{cl}^* \phi_{cl}^*) \right) \\
+ \sum_{c,l} \left( (g - 1) \log \psi_{cl}^* + (h - 1) \log(1 - \psi_{cl}^*) \right) \\
+ \sum_{c,l} \left( \phi_{cl}^* \log \rho_c^* + (1 - \phi_{cl}^*) \log(1 - \rho_c^*) \right) \\
+ \sum_{c} \left( (r - 1) \log \rho_c^* + (z - 1) \log(1 - \rho_c^*) \right) 
\] (3.21)

The equation \( \frac{\delta \tilde{F}}{\delta \rho_c} = 0 \) has a closed form solution so \( \rho_c^* \) is found as follows,

\[
\rho_c^* = \frac{\sum_{l} \phi_{cl}^* + r - 1}{L + r + z - 2} \] (3.22)

Newton’s method is used to optimise \( \tilde{F} \) for \( (\psi_{cl}^*, \phi_{cl}^*) \). The optimisation problem is

\[
(\psi_{cl}^*, \phi_{cl}^*) = \text{argmax}_{(\psi_{cl}, \phi_{cl})} \tilde{F} 
\] (3.23)
The gradient and Hessian matrix of $\tilde{F}$ are given by

$$
g = \begin{pmatrix}
\langle s_{cl} \rangle - (1-s_{cl})\phi_{cl} - \frac{g-1}{1-\psi_{cl}} + \frac{h-1}{1-\psi_{cl}} \\
\langle s_{cl} \rangle - (1-s_{cl})\phi_{cl} - \frac{g-1}{1-\psi_{cl}} + \log \rho_c - \log(1 - \rho_c)
\end{pmatrix}
$$

(3.24)

and

$$
H = \begin{pmatrix}
-\langle s_{cl} \rangle - \frac{(1-s_{cl})\phi_{cl}^2}{(1-\psi_{cl}\phi_{cl})^2} - \frac{q(1-r)-1}{(1-\psi_{cl})^2} - \frac{(1-s_{cl})}{\phi_{cl}^2} \\
-\frac{(1-s_{cl})^2}{(1-\psi_{cl}\phi_{cl})^2} - \frac{(1-s_{cl})\phi_{cl}^2}{(1-\psi_{cl})^2} \\
\end{pmatrix}
$$

(3.25)

and $(\psi_{cl}, \phi_{cl})$ is updated as follows,

$$
\begin{pmatrix}
\psi_{cl}^{i+1} \\
\phi_{cl}^{i+1}
\end{pmatrix} = \begin{pmatrix}
\psi_{cl}^i \\
\phi_{cl}^i
\end{pmatrix} - \alpha H^{-1} g^i
$$

(3.26)

where $\alpha$ is a step-size determined using a backtracking line search, i.e. $\alpha = 1$ initially, then it is reduced until $\tilde{F}_{i+1} > \tilde{F}_i$ is satisfied.

**Update for $a_{nc}$**

$$
Q(a_{nc}) = \mathcal{N}(a_{nc}|\mu_{nc}^*, \omega_{nc}^{*-1})
$$

$$
\omega_{nc}^* = 1 + \sum_{l,t} \langle \lambda_{lt} \rangle \langle b_{tc}^2 \rangle \langle w_{cl}s_{cl}^2 \rangle
$$

$$
\mu_{nc}^* = \omega_{nc}^{*-1} \left( \sum_{l,t} \langle \lambda_{lt} \rangle y_{nlt} \langle b_{tc} \rangle \langle w_{cl}s_{cl} \rangle - \sum_{l,t} \langle \lambda_{lt} \rangle \langle b_{tc} \rangle \langle w_{cl}s_{cl} \rangle \sum_{k \neq c} \langle a_{nk} \rangle \langle b_{tk} \rangle \langle w_{kl}s_{kl} \rangle \right)
$$

(3.27)

**Update for $b_{tc}$**

$$
Q(b_{tc}) = \mathcal{N}(b_{tc}|\nu_{tc}^*, \tau_{tc}^{*-1})
$$

$$
\tau_{tc}^* = 1 + \sum_{n,l} \langle \lambda_{lt} \rangle \langle a_{nc}^2 \rangle \langle w_{cl}s_{cl}^2 \rangle
$$

$$
\nu_{tc}^* = \tau_{tc}^{*-1} \left( \sum_{n,l} \langle \lambda_{lt} \rangle y_{nlt} \langle a_{nc} \rangle \langle w_{cl}s_{cl} \rangle - \sum_{n,l} \langle \lambda_{lt} \rangle \langle a_{nc} \rangle \langle w_{cl}s_{cl} \rangle \sum_{k \neq c} \langle a_{nk} \rangle \langle b_{tk} \rangle \langle w_{kl}s_{kl} \rangle \right)
$$

(3.28)
Update for $\lambda_{lt}$

$$Q(\lambda_{lt}) = G(\lambda_{lt}|u^*_{lt}, v^*_{lt})$$

(3.29)

$$u^*_{lt} = u + \frac{N}{2}$$

$$v^*_{lt} = \left(\frac{1}{v} + \frac{1}{2} \sum_n \left\langle (y_{nlt} - \sum_c a_{ncl} b_{c} w_{cl} s_{cl})^2 \right\rangle \right)^{-1}$$

(3.30)

**Negative free energy:** The negative free energy is a lower bound of the marginal likelihood. The updates given above are guaranteed to increase the free energy (3.31).
\[ F(Q) = -\frac{NLT}{2} \log 2\pi + \frac{N}{2} \sum_{l,t} \langle \log \lambda_{lt} \rangle - \frac{1}{2} \sum_{n,l,t} \langle \lambda_{lt} \rangle \langle (y_{nlt} - \Sigma_{c,a_{nc}}b_{tc}w_{tc}s_{cl})^2 \rangle \\
- \frac{1}{2} \sum_{n,c} \langle a_{nc}^2 \rangle - \frac{1}{2} \sum_{n,c} \log |\omega_{cl}^*| + \frac{NC}{2} \\
- \frac{1}{2} \sum_{l,c} \langle b_{tc}^2 \rangle - \frac{1}{2} \sum_{l,c} \log |\nu_{tc}| + \frac{TC}{2} \\
+ \frac{L}{2} \sum_{c} \langle \log \beta_c \rangle + \frac{CL}{2} - \frac{1}{2} \sum_{c,l} \langle \beta_c \rangle \langle \lambda_{lt}^2 \rangle \\
- \frac{1}{2} \sum_{c,l} \gamma_{cl}^* \log \sigma_{cl}^* + \frac{1}{2} \sum_{c,l} (1 - \gamma_{cl}^*) \log \langle \beta_c \rangle \\
\sum_{c} \left( - \log \Gamma(e) - e \log f + (e - 1)(\psi(e_c^*) + \log \hat{f}_c) - \frac{e_c^* f_c^*}{f} \right. \\
+ e_c^* + \log f_c^* + \log \Gamma(e_c^*) - (e_c^* - 1) \psi(e_c^*) \right) \\
+ \sum_{c,l} \left( \langle s_{cl} \rangle \langle \log \psi_{cl} \phi_{cl} \rangle + (1 - \langle s_{cl} \rangle) \langle \log (1 - \psi_{cl} \phi_{cl}) \rangle \right) \\
- \langle s_{cl} \rangle \log \langle s_{cl} \rangle - (1 - \langle s_{cl} \rangle) \log (1 - \langle s_{cl} \rangle) \right) \\
+ \sum_{c,l} \left( (g - 1) \log \psi_{cl}^* + (h - 1) \log (1 - \psi_{cl}^*) \right) \\
+ \sum_{cl} \left( \phi_{cl}^* \log \rho_{cl}^* + (1 - \phi_{cl}^*) \log (1 - \rho_{cl}^*) \right) \\
+ \sum_{cl} \left( (r - 1) \log \phi_{cl}^* + (z - 1) \log (1 - \phi_{cl}^*) \right) \\
+ \sum_{lt} \left( - \log \Gamma(u) - u \log v + (u - 1)(\psi(u_{lt}^*) + \log v_{lt}^*) - \frac{u_{lt}^* v_{lt}^*}{v} \right. \\
+ u_{lt}^* + \log v_{lt}^* + \log \Gamma(u_{lt}^*) - (u_{lt}^* - 1) \psi(u_{lt}^*) \right) \tag{3.31} \]

### 3.3.5 Identifiability

The model in (3.1) is partially identifiable. The sign and scale of the gene loadings, individual scores and tissue scores vectors are not fully determined by the model. Furthermore, a permutation of the components does not affect the model fit. The method is not rotationally invariant however. This follows
from identifiability results for the PARAFAC model and also from the sparsity assumptions on the gene loadings matrix (see section 2.1.6). In practice, identifiability issues do arise. It is hard to tell the extent of this problem, but if components are dense, they are likely to suffer from lack of identifiability, especially if they are active in only one tissue.

The bigger problem affecting the uniqueness of the solution stems from the nature of the VB algorithm. VB is a deterministic method that iteratively updates parameters to increase an objective function, i.e. it hill climbs. The state space for this method is complex and the VB algorithm is bound to get stuck in local optima. Section 4.2.3.1 contains an approach that tries to (at least partially) circumvent this problem.

### 3.4 Extensions

The Bayesian inference procedures used here provide a very flexible framework on which to extend the method. This section describes some extensions to handle missing data and account for related individuals. The section also contains a model which jointly analyses several omics data sets simultaneously, following the approach detailed in Groves et al. (2011).

#### 3.4.1 Missing data

In this section I describe two extensions to the model which allow for missing data. Missing data is common in genetic studies, often arising due to experimental artefacts. There is a special case of missingness that is prevalent in multidimensional studies: missing samples, where the term ‘sample’ refers to data for an individual in one tissue (see figure 3.2). Missing samples arise if data collection is not complete or samples are removed during quality control. Similar situations arise when data is collected across several data types. Missing samples result in missing rows in the data. The default method for dealing
with missing samples is to remove individuals without complete data, however
this can reduce the size of the data set considerably.

Figure 3.2: Illustration of two missing data scenarios in a multi-tissue gene
expression data set.

In the VB framework, missing entries in the data tensor can be treated as
another parameter in the model, and their posterior distribution learnt. Not
only does this mean that no data has to be removed, but this solution also
results in estimates of the missing data. I also describe a method for handling
the special case of missing samples.

3.4.1.1 Method 1: Learning a posterior distribution

Denote an element in $Y \in \mathbb{R}^{N \times L \times T}$ by $y_{nit}^m$ if it is missing, and $y_{nit}^o$ if it is
observed. Missing data entries are treated as another parameter in the model
with a Gaussian prior,

$$
P(y_{nit}^m | \theta) = \mathcal{N}(y_{nit}^m | \sum a_{nc} b_{nc} w_{cd} s_{cd}, \lambda_{it}^{-1}),$$

(3.32)

where $\theta$ is the set of all model parameters (not including the missing data
entries). Using the model likelihood and priors given in section 3.3.3, an ap-
proximate posterior distribution (denoted by $Q(y_{nit}^m)$) can be learnt for the
missing entries,

\[ Q(y_{nlt}^m) = \mathcal{N}(y_{nlt}^m | \sum_c \langle a_{nc} \rangle \langle b_{tc} \rangle \langle w_{cl} \rangle \langle s_{cl} \rangle, \langle \lambda_{lt}^{-1} \rangle) \] (3.33)

In this extended model, the updates for the model parameters \((\theta)\) are very similar to the set of updates given in section 3.3.4.1. However, they need to be altered to reflect the uncertainty in the estimates of the missing data points. Suppose the data entry given by indices \(\{n, l, t\}\) is missing, then occurrences of \(y_{nlt}\) are replaced by the posterior mean \(\langle y_{nlt}^m \rangle\), and \(y_{nlt}^2\) replaced by the posterior 2nd moment \(\langle (y_{nlt}^m)^2\rangle = \langle y_{nlt}^m \rangle^2 + \langle \lambda_{lt}^{-1} \rangle\). As before, model parameters are sequentially updated, with an additional update for the missing entries at each iteration. The expression for the negative free energy also needs to be updated to reflect uncertainty in \(Q(y_{nlt}^m)\).

The posterior mean, \(\langle y_{nlt} \rangle\) can be used for data imputation. However, it is worth pointing out (as with much of the rest of the model) that it is hard to know whether the assumptions made here are valid. Missing data in genetics is often not ‘missing completely at random’. Systematic sequencing artefacts and missing samples result in missingness patterns that are not random and it is unclear how this will affect the posterior estimates of the missing entries.

### 3.4.1.2 Method 2: Handling missing samples

The approach described here is an alternative way of handling missing samples that does not involve imputation. Instead, missing samples are removed from the model likelihood.

Missing samples correspond to missing vectors within the data tensor; for example, if data for individual \(n\) in tissue \(t\) is missing, then \(y_{nlt}\) will be missing for all \(l\). Let \(\mathcal{J}\) be a binary indicator matrix of dimensions \(N\) by \(T\), where \(\mathcal{J}_{nt} = 1\) if data for individual \(n\) in tissue \(t\) exists and \(\mathcal{J}_{nt} = 0\) otherwise. Using
observed data only, the likelihood can be written as (Chan et al., 2002),

\[
P(\mathcal{Y}|\theta) = \prod_{n,l,t} N(y_{nlt}|\sum_c a_{nc}b_{tc}w_{cl}s_{ct}^r, \lambda_{nt}^{-1})^J_{nt}. \tag{3.34}
\]

With this likelihood, together with the priors defined previously (section 3.3.3), a set of VB updates can be derived which are similar to those given in section 3.3.4.1. The only difference being that the indicator matrix $J$ needs to be added into any expression with a sum over $n$ or $t$. This removes the contribution from the missing data entries in the updates.

### 3.4.2 Related individuals

As it stands, the tensor decomposition ignores any relatedness between individuals. However, genetic studies often contain closely related individuals by design, or include distantly related individuals by chance (if recruitment occurs within a small geographical area). A kinship matrix $K \in \mathbb{R}^{N \times N}$ can be used to summarise the genetic relatedness between individuals where an element of $K$, $k_{ij} \in [0, 1]$, is a measure of the relatedness between individuals $i$ and $j$ (Speed and Balding, 2014). The kinship matrix may be calculated from pedigree information or estimated from genotype data. Expression data from related individuals is likely to be correlated due to shared genetic material and environment. Explicitly modelling these correlations may lead to better signal recovery in gene expression studies. This is certainly the case in genome wide association studies (Korte et al., 2012).

Consider the following prior for the individual scores matrix,

\[
P(A) = \prod_c N_N(a_c|0, \alpha_c K + (1 - \alpha_c)I_N) \tag{3.35}
\]

where $\alpha_c$ is a parameter in the set $[0, 1]$. The columns of $A$ (individual scores vectors) now have a multivariate normal prior with covariance given by a mixture of the kinship matrix and an identity matrix. The mixture parameter, $\alpha_c$
is given an uninformative beta prior, \( P(\alpha_c) = \text{Beta}(\alpha_c | 1, 1) \). Importantly, a different mixing parameter is learnt for each component.

Gene expression data consists of both genetic signals (e.g. a trans network or the genetic basis of ageing) and non-genetic signals (e.g. batch effects or environmental signals). The idea behind this prior is that it can accommodate both types of signals. If \( \alpha_c \) is close to 1 then the prior covariance matrix for \( \mathbf{a}_c \) is approximately \( K \). This imposes structure on the individual scores vectors such that related individuals have more similar scores, resulting in a ‘genetic’ component. On the other hand, if \( \alpha_c \) is close to 0 then the prior has no genetic basis and the original prior for \( \mathbf{a}_c \) is recovered. It is important to note that \( \alpha_c \) can not be interpreted as a heritability estimate for the \( c \)th component, however it does provide some information about the component’s heritability relative to the other components.

Implementing this extension involves a change to the update for \( \mathbf{A} \) and the addition of an update for \( \alpha_c \); the remaining parameter updates do not change. \( \mathbf{a}_c \) and \( \alpha_c \) are assumed to be independent in the approximate posterior distribution and the (approximate) posterior distribution of \( \alpha_c \) is taken to be a delta function at \( \alpha_c^* \).

The update for \( \mathbf{A} \) under the new prior becomes,

\[
Q(\mathbf{a}_c) = N_N(\mathbf{a}_c | \mu_c^*, \Omega_c^*)
\]

\[
\Omega_c^* = \left( \alpha_c^* K + (1 - \alpha_c^*) I_N \right)^{-1} + \left( \sum_{l,t} \langle \lambda_{lt} \rangle \langle b_{tc}^2 \rangle \langle w_{cl}^2 \rangle \right) I_N
\]

\[
\mu_c^* = \Omega_c^{*-1} \left( \sum_{l,t} \langle \lambda_{lt} \rangle \mathbf{y}_{lt} \langle b_{tc} \rangle \langle w_{cl} \rangle \rangle - \sum_{l,t} \langle \lambda_{lt} \rangle \langle b_{tc} \rangle \langle w_{cl} \rangle \rangle \sum_{k \neq c} \langle a_k \rangle \langle b_{kc} \rangle \langle w_{kl} \rangle \rangle \right).
\]

A naive implementation of \( \mu_c^* \) has complexity \( \mathcal{O}(N^3) \), as an \( N \) by \( N \) matrix needs to be inverted at each iteration. An efficient formulation using the eigendecomposition of \( K \) avoids this cost. Let \( K = QDQ^t \) be the eigendecomposition of \( K \) where \( Q \) is an orthonormal matrix of eigenvectors and \( D \)
is a diagonal matrix with eigenvalues on the diagonal. The expression for $\mu_c^*$ requires $\Omega_c^{-1}$, which can be rewritten as

$$\Omega_c^{-1} = Q\left( ((1 - \alpha_c)I_N + \alpha_c D) -1 + \sum_{l,t} \langle \lambda_l \rangle \langle \eta^2 \rangle \langle w^2 \rangle \langle s^2 \rangle I_N \right)^{-1} Q^T \quad (3.37)$$

which only requires the inversion of a diagonal matrix. Using (3.37) reduces the complexity of the expression for $\mu_c^*$ to $O(N^2)$ per iteration, with a one-off cost of $O(N^3)$ to calculate $Q$ and $D$. Note that (3.37) is no longer valid when missing samples have been removed from the model likelihood\(^1\).

Point estimates, $\alpha_c^*$, are evaluated to optimise the negative free energy,

$$\alpha_c^* \leftarrow \alpha_c^* + \Delta \sum_n (1 + D_{nn}) \left( -\frac{1}{1 - \alpha_c + \alpha_c D_{nn}} + \frac{(Q(\mu_c^* \mu^*_t + \Omega_c^{-1}))_{nn}}{(1 - \alpha_c + \alpha_c D_{nn})^2} \right) \quad (3.38)$$

where $\Delta = 0.0001$ is the step size.

### 3.4.3 Linked tensor decomposition

Consider a study consisting of $D$ types of omics data for a set of $N$ individuals. Let each data set $d$ be represented by the tensor, $Y^{(d)} \in \mathbb{R}^{N \times L_d \times T_d}$ where $L_d$ is the number of variables measured for data type $d$ and $T_d$ is the number of contexts (or conditions) in which these variables were measured. If data for type $d$ is collected in only a single context then $T_d = 1$. Importantly, all tensors are linked by their shared first dimension, $N$.

The data is modelled as follows (Groves et al., 2011),

$$y_{nlt}^{(d)} = \sum_c a_{nc} b_{lc}^{(d)} x_{cl}^{(d)} + \epsilon_{nlt}^{(d)} \quad \text{for } d \in \{1, \cdots, D\} \quad (3.39)$$

where $A \in \mathbb{R}^{N \times C}$ is the individual scores matrix (shared across all data types).

---

\(^1\)This is because the second term in the expression for $\Omega_c^*$ depends on $n$ (via a binary indicator matrix), i.e it is a diagonal matrix rather than a multiple of the identity matrix.
$B^{(d)} \in \mathbb{R}^{T_d \times C}$ is a context specific scores matrix for data type $d$ and $X^{(d)} \in \mathbb{R}^{C \times L_d}$ is a loadings matrix for data type $d$. A noise tensor for each data type is given by $E^{(d)} \in \mathbb{R}^{N \times L_d \times T_d}$. Figure 3.3 shows a diagram of this decomposition. Each data tensor is decomposed using (3.1), with the constraint that a single individual scores matrix is common across all data types. In practice, if $T_d = 1$ for a data type $d$, then $B^{(d)}$ has dimensions 1 by $C$ and is fixed to a vector of ones during inference (shown as hatching in figure 3.3).

Figure 3.3: Illustration of linked tensor decomposition. Data type 2 is a matrix (i.e. $T_2 = 1$), so the context scores are a fixed vector of 1’s (represented by hatching). (Noise not shown.)

The full model for (3.39) is given in appendix A.4. Again, spike and slab priors are used for the loadings matrices to encourage sparsity. Updates for the loadings and context scores matrices for a data type $d$ are effectively identical to the (single) tensor decomposition already considered. Importantly, updates for $X^{(d)}$ and $B^{(d)}$ do not depend on $X^{(d')} \, (d' \neq d)$. The update for $A$ is dependent on all other current parameter estimates. One way to think about this update is that it averages over the estimates for $A$ that one would get if performing separate decompositions for each data type. (In reality this is not quite the case because the prior also needs to be considered.) The update for $A$ is given in appendix A.4.
It is important to note that (3.39) can model a variety of different types of underlying structure in the data. Components can be shrunk to zero for a particular data type allowing for the model to capture signals that exist in an arbitrary subset of the data. For example, in figure 3.3, the yellow component is active in only data types 2 and 3.

This linked tensor decomposition is a generalisation of several models. In particular, the tensor decomposition in section 3.3.3 is recovered if \( D = 1 \). Furthermore, if \( T_1 = 1 \), then the model collapses to sparse factor analysis. A group factor analysis model (2.6) is recovered if \( T_d = 1 \) for all \( d \).

### 3.5 Implementation

An implementation of the linked tensor decomposition is coded in C++ using a matrix library called Eigen\(^2\). This approach is referred to as SPIDER (sparse integrated decompositions for RNA-seq) in the remainder of this thesis. As previously mentioned, the single tensor decomposition described in section 3.3.3 is recovered for the case \( D = 1 \).

Uninformative priors are placed on the precision of the noise (\( \lambda_{(d)}^{(l)} \)) and ‘slab’ precision (\( \beta_{(d)}^{(c)} \)) by setting \( u = 10^{-6} \), \( v = 10^6 \), \( e = 10^{-6} \) and \( f = 10^6 \). A flat prior is used for the component sparsity parameters (\( \rho_{(d)}^{(c)} \)) with \( r = z = 1 \). Finally, the Beta prior on \( \phi_{(d)} \) is specified with parameters\(^3\) \( g = h = 0 \). This prior was found to produce the best results on both simulated and real data.

The majority of the model parameters are initialised by randomly drawing values from the prior. Elements in \( S^{(d)} \), \( \Psi^{(d)} \) and \( \Phi^{(d)} \) are initialised to 0.5.

Determining the number of components \( C \) (i.e. model selection) for these types of models is not trivial. One way to pick \( C \) involves running the method

\(^2\)http://eigen.tuxfamily.org
\(^3\)This choice of hyperparameters results in a Beta distribution with half the probability mass at 0 and the other half at 1. Previous implementations of this prior suggest hyperparameters which place most of the probability mass near 1 (Carvalho et al., 2008; Lucas et al., 2006). These implementations use samplings methods to evaluate a posterior distribution (Gibbs and MCMC). When VB is used for inference, it seems to be important that the Beta part of the mixture distribution can be estimated as zero as well.
multiple times with different values for $C$, and selecting the run with the largest value of the negative free energy. (The negative free energy is a lower bound of the log marginal likelihood and therefore a proxy for model fit.) In practice, if SPIDER is initialised with too many components, it will shrink entire gene loadings vectors to zero to remove superfluous components. This behaviour is also seen when an ARD prior is used. Initial experiments are required to evaluate the optimal number of components to initialise SPIDER with; too many components will slow down the algorithm, but too few may result in signals being missed. SPIDER is run so that a small number components are consistently shrunk to zero.

Convergence of the VB algorithm is tracked using change in the posterior mean of $S^{(d)}$. The algorithm is terminated once the number of elements in $\langle S^{(d)} \rangle$ crossing a threshold of 0.5 per iteration drops to less than 1, or if the algorithm reaches 3,000 iterations.

The model output is an approximate posterior distribution over the matrices $A$, $B^{(d)}$, $X^{(d)}$ and $S^{(d)}$. The posterior mean of these parameters is used for further analysis. (VB is known to underestimate variances so the posterior distributions themselves are not investigated (Jaakkola and Jordan, 2000).) $\langle S^{(d)}_{cl} \rangle$ can be interpreted as the (approximate) posterior probability that variable $l$ from data type $d$ contributes to component $c$, or the posterior inclusion probability (PIP).

### 3.5.1 Complexity

The linked tensor decomposition (3.1) is linear in the size of the input data, $N$, $L_d$ and $T_d$ and quadratic in the number of components. In genetic studies, the number of variables $\sum_d L_d$ is often considerably larger than the other two dimensions, so the majority of the computational time is spent updating the loadings matrices. Updates for each element of a loadings matrix are dependent on the current parameter estimates from within the same column, but not on
the rest of the matrix. It is therefore perfectly valid in the VB framework to
update elements in a row in parallel. OpenMP\(^4\) is used for this parallelisation.

Another speed-up can be obtained by suspending the updates of components
that have been shrunk to zero. The number of \(\langle S_{cl}^{(d)} \rangle < 0.05\) within each
loadings vector is tracked at each iteration. If \(\langle S_{cl}^{(d)} \rangle < 0.05\) for all \(l\), then
component \(c\) is determined to be ‘not active’ in data type \(d\), and parameters
for that component are no longer updated.

The extension to explicitly model relatedness increases the complexity from
linear to quadratic in \(N\). However, for large \(\sum_d L_d\) this is not limiting. Com-
bing this extension with the extension from section 3.4.1.2 to deal with miss-
ing samples further increases the complexity to \(O(N^3)\), which is not feasible
for most genetic data sets.

Table 3.1 detail some timings of running SPIDER on a 3D array of data
with a variety of different dimensions.

<table>
<thead>
<tr>
<th>Dimensions of input data</th>
<th>Number of components (C)</th>
<th>Time</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>(200 \times 500 \times 3)</td>
<td>16</td>
<td>25 seconds</td>
<td>Timings for simulated data from section 4.1.1.</td>
</tr>
<tr>
<td>(700 \times 2,500 \times 3)</td>
<td>100</td>
<td>43 minutes</td>
<td>Timings for simulated data from section 4.2.</td>
</tr>
<tr>
<td>(845 \times 18,409 \times 3)</td>
<td>1,000</td>
<td>20 hours*</td>
<td>Timings for real data analysis from chapter 5.</td>
</tr>
</tbody>
</table>

Table 3.1: Timings for SPIDER on different sizes data sets. Timings are given
for a single run of the tensor decomposition (3.1). Convergence was determined
using the criteria in section 3.5. An asterisk (*) indicates that SPIDER was
run with parallelisation.

3.6 Comparison with existing methods

This section describes the similarities and differences between SPIDER and
existing methods in the literature. Motivation for this work came from Groves

\(^{4}\)http://www.openmp.org
et al. (2011). Groves et al. (2011) implement a linked tensor decomposition to jointly analyse brain image data. Signals underlying brain image data are likely to be very different than those found in gene expression data. Sparse structure is not expected in brain image data, Groves et al. (2011) use a mixture of Gaussians prior on their equivalent of a (gene) loadings matrix, which does not tend to produce sparse components. The approach described in this thesis adds sparsity to the model from Groves et al. (2011). Since starting this work, several similar models (described below) have been published.

SPIDER implements a sparse Bayesian PARAFAC decomposition (Carroll and Chang, 1970; Harshman and Lundy, 1994). Existing sparse implementations of PARAFAC tend to use penalties or priors on one or all of the matrices $A$, $B$ and $X$. Non-Bayesian implementations include Allen (2012) who place $L_1$ penalties on $A$, $B$ and $X$. Padilla and Scott (2015) develop a model which allows for arbitrary penalties, for example, the fused lasso penalty introduces smoothness in the components.

Bayesian implementations of PARAFAC tend to use an ARD prior to regularise, for example, Zhao et al. (2014a) use this prior on all component vectors and perform inference using VB. As far as I know, an implementation of the PARAFAC model with a S+S prior to encourage element-wise sparsity is new to this work. Khan et al. (2014b) use a S+S prior to obtain component level shrinkage alongside an ARD prior for element-wise sparsity. This ARD prior is more general than the prior from Zhao et al. (2014a) as a precision variable is learnt for each element in the loadings matrix (rather than each row). A simulation study comparing the Khan et al. (2014b) model with SPIDER is given in chapter 4.

Use of a S+S distribution in a matrix decomposition is not novel however. S+S distributions have been used to encourage sparsity in factor analysis, e.g. West (2003) and Lucas et al. (2006). In addition, Ray et al. (2014) use a S+S prior in a model similar to group factor analysis, with inference performed
via Gibbs sampling. A variational Bayes implementation of the S+S prior from Lucas et al. (2006), the formulation used here, has not been previously published.

As already mentioned, the linked tensor framework follows work done by Groves et al. (2011). Groves et al. (2011) also fit their decomposition using VB, but use a mixture of Gaussians as a prior on the loadings matrices, so the estimated components tend not to be sparse. Khan et al. (2014b) also propose a similar framework and extend the linked decomposition to allow for arbitrarily linked tensors and matrices. Similar non-Bayesian linked decompositions include Yokota et al. (2012) and Ermiş et al. (2013).

The work presented here on missing data follows Chan et al. (2002) and has been used previously in tensor decompositions (e.g. Zhao et al. (2014a)). Extensions to explicitly model relatedness are novel. Table 3.2 contains a summary of a variety of features of SPIDER and some similar approaches, showing how SPIDER fits into the existing literature.

### 3.7 Discussion

In this chapter I have suggested a new method for analysing multidimensional gene expression data sets. The approach uses a tensor decomposition to uncover latent components describing modes of variance in the data. A flexible prior is used to encourage sparsity in the latent components, allowing for both sparse and dense signals to be recovered. A tissue scores matrix is estimated to describe the activity of each component within each tissue. I have also described extensions which deal with various challenges that arise when analysing genetic data: missing data, related individuals and additional data types.

It is important to discuss the assumptions made in this method and consider to what extent these assumptions are valid, and whether violations of the assumptions matter. I assume a Gaussian noise model; for raw expression data, this is probably far from the truth. However, various normalisation
techniques are commonly applied to gene expression data to make the data look more ‘normal’. Another assumption that I make is that the posterior distribution factorises almost fully. It is very hard to say what the effect of this is. This could be circumnavigated by using an exact Bayesian approach like MCMC, but this would likely come with large computational costs.

A final assumption that I want to raise is whether the PARAFAC decomposition is the correct model for gene expression data. The PARAFAC model assumes that signals that are active across several tissues involve the same set of genes. It is possible that the more relaxed group factor analysis model better reflects the nature of signals in expression data. Group factor analysis requires estimation of more parameters however, so this is a trade off. In addition, both decompositions assume linearity, and it is unclear how linear biological pathways actually are.

Probably the greatest challenge of using latent variable models is in the interpretation of the output. In the next section, I describe some simulations in which I use SPIDER to uncover trans eQTLs in data from multiple tissues. A variety of post-processing steps are taken to interpret the components and evaluate whether they are describing variation driven by genetics. Chapter 5 describes results of applying this method to a multi-tissue gene expression data set.
<table>
<thead>
<tr>
<th></th>
<th>Sparsity</th>
<th>Inference</th>
<th>Joint decomposition of matrices</th>
<th>Tensor decomposition</th>
<th>Joint decomposition of tensors</th>
<th>*Model selection</th>
<th>**Noise model</th>
<th>Missing data</th>
<th>Related individuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Klami et al.</td>
<td>ARD prior</td>
<td>Variational Bayes</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Via ARD prior</td>
<td>Heterogeneous</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>(2014) (CCAGFA)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhao et al.</td>
<td>Three parameter Beta prior</td>
<td>Variational expectation maximisation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Global shrinkage defined in prior</td>
<td>Heterogeneous</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>(2014b) (BGFA)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ray et al.</td>
<td>Hierarchical Beta-Bernoulli construction of S+S prior</td>
<td>Gibbs sampling</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Beta-Bernoulli process</td>
<td>Homogeneous</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>(2014)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhao et al.</td>
<td>ARD priors on all scores and loadings matrices</td>
<td>Variational Bayes</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Via ARD priors</td>
<td>Homogeneous</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>(2014a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Groves et al.</td>
<td>✓</td>
<td>Variational Bayes</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Via an ARD prior on the individual scores matrix</td>
<td>Homogeneous</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>(2011)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Khan et al.</td>
<td>ARD prior for element-wise sparsity</td>
<td>Gibbs sampling</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Component-wise S+S prior</td>
<td>Homogeneous</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>(2014b) (BMTF)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPIDER</td>
<td>S+S prior for element-wise sparsity</td>
<td>Variational Bayes</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Result of the S+S prior</td>
<td>Heterogeneous</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 3.2: Comparison of SPIDER with existing methods. (This table contains only a subset of the multidimensional decompositions in the literature.) *Model selection refers to how the number of components is chosen. **A noise model is said to be homogeneous if the same noise precision is assumed for all genes, and heterogeneous if a different noise precision is specified for each gene.
Chapter 4

Simulation study

In the previous chapter, I described a new method (SPIDER) for extracting sparse signals from a multidimensional data set. This chapter starts with some simulations designed to compare SPIDER with existing approaches. These simulations aim to evaluate the differences between various latent variable models and their sensitivity to different sparsity and noise levels. In the second half of the chapter, I use simulated data to evaluate whether SPIDER has the power to find trans effects in multidimensional gene expression data.

4.1 Method comparisons

This section starts with a comparison between SPIDER and another sparse tensor decomposition, BMFT. These approaches differ in the way they perform inference and encourage sparsity, but assume the same underlying model for the data. Data is simulated assuming a PARAFAC model with sparse components, and a variety of post-processing techniques are used to test component recovery. Since there are a limited number of sparse tensor decompositions with implementations available, I also compare the group factor analysis version of SPIDER with similar methods. Again these models only differ in their implementation.
4.1.1 Comparison of tensor decompositions

4.1.1.1 Method descriptions

Bayesian Matrix Tensor Factorisation (BMTF) is a linked decomposition of an arbitrary number of matrices and tensors (Khan and Kaski, 2014; Khan et al., 2014b). This approach is perhaps the most similar to the method described in this thesis. These simulations consider a specific case of BMTF where the input data, \( Y \), is a single 3D array. BMTF performs a PARAFAC decomposition, with a prior encouraging sparsity on the loadings matrix given by,

\[
x_{cl} \sim h_c \delta_0 + (1 - h_c)N(x_{cl}|0, \alpha_{cl}^{-1}),
\]

\[
h_c \sim \text{Bernoulli}(\pi_c).
\]

(4.1)

The spike and slab distribution in (4.1) has a mixing parameter, \( h_c \in \{0, 1\} \), which determines the activity of each component. If \( h_c = 0 \) then the whole component is shrunk to zero; if \( h_c = 1 \), then the prior on the loadings vector reduces to an element-wise ARD prior. (In comparison, SPIDER uses a spike and slab distribution to obtain element-wise sparsity.) BMTF places a Beta hyperprior on \( \pi_c \) and a Gamma prior on the variance parameters \( \alpha_{cl} \). Standard normal priors are specified for the individual and tissue scores matrices, and a homogeneous Gaussian noise model is assumed.

Inference is performed using Gibbs sampling. Code for BMTF written in R can be downloaded from

\[\text{http://research.cs.aalto.fi/pml/software/bmtf/}\].

4.1.1.2 Data simulation

Data was simulated under the PARAFAC model,

\[
y_{nlt} = \sum_{c=1}^{C=8} a_{nc} b_{tc} x_{cl} + \epsilon_{nlt}
\]

(4.2)
with \( C = 8 \) components and dimensions \( N = 200 \) individuals, \( L = 500 \) genes and \( T = 3 \) tissues. Three components were simulated to be active in a single tissue, a further three were active in 2 tissues and the remaining two components were active in all tissues. If a component \( c \) was active in tissue \( t \) then \( b_{tc} \) was randomly sampled from \( \{-1, 1\} \), otherwise, \( b_{tc} \) was set to zero. An example data set showing the pattern of zeros in \( B \) is given in figure 4.1.

The gene loadings vectors (rows of \( X \)) were simulated to be sparse, with an element set to zero (with probability \( 1 - p \)) or drawn from \( \mathcal{N}(0, 1) \) (with probability \( p \)). The parameter \( p \) determines the fraction of non-zero elements in \( X \). This choice of distribution for the gene loading vectors does favour SPIDER, as this is exactly the spike and slab that SPIDER fits. However, it is also an obvious choice for simulating sparse vectors (e.g. Zhao et al. (2014b)). The individual scores matrix \( A \) was drawn from \( \mathcal{N}(0, 1) \). Finally, a homogeneous noise model was used, with \( \epsilon_{nlt} \) drawn from \( \mathcal{N}(0, 10) \).

Data sets with increasing levels of sparsity were simulated with 50 data sets generated for each value of \( p \in \{0.5, 0.4, 0.3, 0.2, 0.1\} \).

### 4.1.1.3 Post-processing and metrics

For \( \text{method} \in \{\text{SPIDER}, \text{BMTF}\} \), denote the estimated individual scores matrix, tissue scores matrix and gene loadings matrix by \( A^{\text{method}} \), \( B^{\text{method}} \) and
The true set of scores and loadings matrices are given by $A^\text{truth}$, $B^\text{truth}$ and $X^\text{truth}$.

**Number of estimated components:** Both methods can automatically shrink components to zero to estimate the true number of underlying components, i.e. perform model selection. Both methods were initialised with 16 components and the number of estimated components recorded to compare performance.

A set of 8 estimated components are required for the following post-processing steps. If more than 8 components were estimated, extra components were removed to leave the set most correlated with the true individual scores. If fewer than 8 components were estimated, then additional components consisting of all zeros were used to make up the difference.

**Permutation indeterminacy:** Both models have a scaling and permutation indeterminacy. This means that the estimated components will not necessarily be in the same order as the true components, and a direct comparison cannot be made. An exhaustive search was performed to find the permutation of the estimated components which best matched the truth. The optimal permutation was selected to maximise the average (absolute) correlation between the true and estimated individual scores vectors. Once the optimal permutation was recovered, the signs of the estimated components were flipped (if necessary) so that correlations were positive. Correlations involving zero components were taken to be 0.

**Root mean squared error (RMSE):** Root mean squared error (RMSE) was used to evaluate similarity between the true and estimated individual scores vectors. In addition to the optimal permutation, RMSE requires that vectors be on the same scale. Scaling was performed so that the estimated and true scores vectors both had unit variance. RMSE between the true and
estimated scores matrices (after a permutation and scaling) was defined as

$$\text{RMSE} = \sqrt{\text{mean}((A_{\text{truth}} - A_{\text{method}})^2)}.$$  \hfill (4.3)

**Sparse stability index (SSI):** If the set of estimated components is very poor, it can be hard to find the best permutation. The sparse stability index (SSI) is invariant to scaling and permutation (Gao et al., 2013).

Let $\Sigma \in \mathbb{R}^{C \times C}$ be a matrix such that $\Sigma_{ck}$ is the absolute correlation between the $c$th true individual scores vector and the $k$th estimated individual scores vector. Additionally let $s^r \in \mathbb{R}^C$ and $s^c \in \mathbb{R}^C$ be row and column means of $\Sigma$ respectively. The sparse stability index is defined as

$$\text{SSI} = \frac{1}{2C} \sum_{i=1}^{C} \left[ \max(\Sigma_{i,\cdot}) \cdot \frac{\sum_{j=1}^{C} 1(\Sigma_{i,j} > s_i^r) \Sigma_{ij}}{C - 1} \right]$$

$$+ \frac{1}{2C} \sum_{j=1}^{C} \left[ \max(\Sigma_{\cdot,j}) \cdot \frac{\sum_{i=1}^{C} 1(\Sigma_{i,j} > s_j^c) \Sigma_{ij}}{C - 1} \right],$$ \hfill (4.4)

where $1(\cdot)$ is an indicator function; it takes a value of 1 if the condition in the brackets is true and a value of zero otherwise.

Equation (4.4) penalises cases in which there is more than one large number in each row or column of $\Sigma$. This occurs if one of the true components is split across two components in the estimated set. The metric also penalises the case where there are no large numbers in a row or column of $\Sigma$. This arises if the estimated set of components misses one of the true components, or, if the estimated set contains a component that does not exist in the true components. A higher SSI implies a better correspondence between the two input matrices.

**Receiver operating characteristic (ROC curve)** Finally, the two methods were compared by evaluating recovery of the correct set of non-zero elements in the gene loadings matrix. Neither SPIDER not BMTF produce exact sparsity. For SPIDER, posterior inclusion probabilities (PIPs) were used to
threshold the loadings matrix, $X^{\text{SPIDER}}$, to create a set of genes with non-zero loadings. PIPs tended to be at the extremes of the set $[0, 1]$, i.e. either close to 0 or close to 1. A threshold of 0.5 was used, but any threshold in $(0.1, 0.9)$ would give very similar results. It is less clear how to threshold the estimates for BMTF, as different thresholds on $X^{\text{BMTF}}$ give rise to very different levels of sparsity. Rather than selecting an arbitrary threshold, a wide range of thresholds were tried, varying between the extreme cases of all zeros to no zeros in $X^{\text{BMTF}}$. For each threshold, power and false positive rates (FPR) were calculated, and plotted to create an ROC curve. Power and FPR point estimates for SPIDER were also evaluated. (Thresholded loadings matrices are denoted using a hat, e.g. $\hat{X}^{\text{method}}$.)

Power and false positive rates (FPR) were calculated as follows,

\[
\text{Power} = \frac{\sum_{c=1}^{C} \sum_{l=1}^{3L} 1(X_{cl}^{\text{method}} \neq 0 \text{ and } X_{cl}^{\text{truth}} \neq 0)}{\sum_{c=1}^{C} \sum_{l=1}^{3L} 1(X_{cl}^{\text{truth}} \neq 0)}, \quad (4.5)
\]

\[
\text{FPR} = \frac{\sum_{c=1}^{C} \sum_{l=1}^{3L} 1(\hat{X}_{cl}^{\text{method}} \neq 0 \text{ and } X_{cl}^{\text{truth}} = 0)}{\sum_{c=1}^{C} \sum_{l=1}^{3L} 1(X_{cl}^{\text{truth}} \neq 0)}. \quad (4.6)
\]

A summary of the metrics used is given in table 4.1.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of components estimated</td>
<td>Evaluates model selection.</td>
</tr>
<tr>
<td>Root mean squared error (RMSE) for individual scores matrices</td>
<td>Measures the absolute difference between true and estimated matrices. Requires permutation and scaling of estimated components.</td>
</tr>
<tr>
<td>Sparse stability index (SSI) for individual scores matrices</td>
<td>Measure of how similar two component sets are. Invariant to permutations and scalings.</td>
</tr>
<tr>
<td>ROC curve (power and false positive rate)</td>
<td>Evaluates recovery of sparsity in loadings matrices. Requires a permutation of the estimated components.</td>
</tr>
</tbody>
</table>

Table 4.1: Summary of metrics used for method comparison.
4.1.1.4 Run settings

Both methods were initialised with 16 components, double the true number of components. BMTF was run using the default settings and the posterior mean used as a point estimate. SPIDER was run using settings given in section 3.5. SPIDER was run 10 times and the set of estimates with the highest negative free energy selected.

4.1.1.5 Results

<table>
<thead>
<tr>
<th></th>
<th>Number of estimated components</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p$</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>SPIDER</td>
<td>0.5</td>
<td>21</td>
<td>19</td>
<td>8</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>38</td>
<td>9</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>47</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>46</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>5</td>
<td>28</td>
<td>13</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMTF</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>42</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>9</td>
<td>10</td>
<td>4</td>
<td>6</td>
<td>6</td>
<td>15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>1</td>
<td>36</td>
<td>9</td>
<td>3</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>3</td>
<td>8</td>
<td>32</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Frequency table showing the number of components recovered by SPIDER and BMTF across 50 data sets; the true number of components is 8. $p$ determines the sparsity of the true components; sparsity increases as $p$ decreases.

Table 4.2 is a frequency table showing the number of components estimated by each method across 50 data sets. The behaviour of the two methods changes as the sparsity levels increase. When the simulated data set contains dense components ($p=0.5$), SPIDER often overestimates the number of components. This is presumably a unwanted effect of adding an extra level of hierarchy into the spike and slab, making it harder to remove components. The performance of SPIDER improves as the sparsity increases however, with the correct number of component being estimated more often. For high sparsity ($p=0.1$), the
performance starts to decrease again with too few components being estimated. This is unsurprising as the signal-to-noise ratios are decreasing with increasing sparsity. BMTF accurately estimates the number of components 100% of the time when the components are dense ($p = 0.5$). However, for sparser components, this approach tends to underestimate the number of components. This may be a result of the component-level spike and slab removing components too aggressively.

It is important to note that the additional components SPIDER estimated were removed to optimise RMSE between the true and estimated individual scores vectors, so the following results are biased towards SPIDER.

Figure 4.2 shows the RMSE for estimated sets of individual scores. Each boxplot summarises results from across 50 data sets. As the sparsity increases, the performance of both models decay, with SPIDER performing better than BMTF at high sparsity levels. The multi-modal distribution appearing in some of the boxplots is caused by underestimation of the number of components. BMTF performs less well at higher sparsity levels because of this. The SSI shows a similar pattern of behaviour to RMSE (see figure 4.3).

The power and FPRs for recovery of non-zero elements in the estimated loadings matrices are shown in figure 4.4. The spike and slab distribution used in SPIDER appears to perform better at feature selection than the ARD prior used in BMTF. This is perhaps unsurprising as the spike and slab distribution is discrete, whereas the ARD prior only puts a high density near zero. However, the disparity in performance is probably mainly due to the different number of components being estimated by the two methods. The next section further compares the spike and slab approach with the ARD prior.

### 4.1.2 Comparison of group decompositions

In this section, I compare the group factor analysis version of SPIDER with three other methods from the literature, BGFA (Zhao et al., 2014b), CCAGFA
Figure 4.2: Root mean squared error for individual scores matrices. Sparsity increases from left to right. Boxplots summarise results for 50 data sets.

Figure 4.3: Sparse stability index (SSI) for individual scores matrices. Sparsity increases from left to right. Boxplots summarise results for 50 data sets.

Figure 4.4: ROC curves for recovery of non-zero elements in the loadings matrices. Sparsity increases from left to right. Power and false positive rates for SPIDER were evaluated by thresholding the PIPs at 0.5 (red). A sequence of power and false positive rates for BMTF were obtained by selecting a variety of thresholds for the gene loadings estimates (blue curve). Results for 50 data sets are shown.
(Klami et al., 2014), and iClusterPlus (Mo et al., 2013). All four methods are based on group factor analysis,

\[ y_{nl}^{(d)} = \sum_{c=1}^{C} a_{nc} x_{cl}^{(d)} + \epsilon_{nl}^{(d)} \]  

for data \( Y^{(d)} \in \mathbb{R}^{N \times L_d} \). Equation (4.7) decomposes several linked matrices to uncover individual and shared structure. The methods differ in the assumptions they make on the loadings matrices, noise and the inference scheme.

4.1.2.1 Method descriptions

**BGFA:** Bayesian Group Factor Analysis (BGFA) (Zhao et al., 2014b) employs a three-parameter beta prior to encourage sparsity in the loadings matrices (Armagan et al., 2011; Gao et al., 2013). Briefly, this distribution extends the Beta distribution, adding another parameter to allow it to model a wider range of densities. The BGFA formulation explicitly shrinks globally, at a factor level and at an element level in the loadings matrix,

\[
\begin{align*}
    x_{cl}^{(d)} &\sim \mathcal{N}(0, \theta_{cl}^{(d)}), \\
    \theta_{cl}^{(d)} &\sim \pi^{(d)} \mathcal{G}(g, \delta_{cl}^{(d)}) + (1 - \pi^{(d)}) \delta(\theta_{cl}), \\
    \pi^{(d)} &\sim \text{Beta}(1, 1).
\end{align*}
\]

\( \pi^{(d)} \) defines global shrinkage, if \( \theta_{cl}^{(d)} \) takes a very small value, then \( x_{cl}^{(d)} \) will also be small. Heteroscedastic noise is assumed in this model.

Inference for this model has two steps. First, a Gibbs sampler is run to find a good set of initial estimates. These are then used as input for a variational expectation maximization algorithm which finds maximum a posteriori estimates. The code is available for download from http://beehive.cs.princeton.edu/software/.
CCAGFA: CCAGFA is an R package\(^1\) that implements several different models (canonical correlation analysis and group factor analysis) described in Klami et al. (2013, 2014) and Virtanen et al. (2011, 2012). The method used here is group factor analysis from (Klami et al., 2014), referred to as CCAGFA from now on.

CCAGFA places an ARD prior on the loadings matrices to encourage sparsity,

\[
x_{cl}^{(d)} \sim \mathcal{N}(0, (\alpha_c^{(d)})^{-1})
\] (4.9)

A noise model, \(E^{(d)} \sim \mathcal{N}(e^{(d)}|0, (\tau^{(d)})^{-1})\), with a different precision variable for each data type is employed. Inference is performed using variational Bayes. Note that CCAGFA is similar to BMFT with the use of an ARD prior, although CCAGFA learns one precision variable per component, not per element. Also, CCAGFA does not use a spike and slab prior to switch off components, however components can be shrunk to zero if the component precision grows very large.

iClusterPlus: iClusterPlus is a method for joint clustering of multidimensional data (Mo et al., 2013; Shen et al., 2009, 2013). The approach performs several generalised linear regressions, with latent variables \(z_n\) common to all regressions. The framework explicitly allows for binary, categorical and continuous input data types by modelling the data with Binomial, multinomial, and Gaussian random variables respectively. When the input data is continuous, as in these simulations, the model is,

\[
y_{nl}^{(d)} \sim \mathcal{N}(y_{nl}^{(d)}|z_n\beta_l^{(d)}, (\sigma_l^{(d)})^2),
\] (4.10)

\[
\begin{align*}
z_n & \sim \mathcal{N}(0, 1),
\end{align*}
\] (4.11)

\(^1\)http://cran.r-project.org/web/packages/CCAGFA/
assuming the data has zero mean. A lasso penalty is placed on the loadings vectors, with tuning parameters $\gamma_i$; ($\gamma$ can also be data type specific), to give the following penalised likelihood,

$$
\max_{\beta} l(y_{nl}; z_n; \beta) - \sum_d \gamma ||\beta_i^{(d)}||_1.
$$

Penalised likelihood estimation is performed using a Monte-Carlo Newton-Raphson algorithm. iClusterPlus can be thought of as a non-Bayesian version of group factor analysis. Regression coefficients $\beta_i$ and latent variables $z_n$, have a similar interpretation to the variable loadings and individual scores in (4.7) respectively. iClusterPlus is available as an R package.

Table 4.3 summarises the differences between these methods.

<table>
<thead>
<tr>
<th>Model</th>
<th>Sparsity</th>
<th>Inference</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPIDER</td>
<td>Spike and slab prior</td>
<td>Variational Bayes</td>
</tr>
<tr>
<td>CCAGFA</td>
<td>ARD prior</td>
<td>Variational Bayes</td>
</tr>
<tr>
<td>BGFA</td>
<td>Three parameter Beta prior</td>
<td>Gibbs sampling then variational expectation maximisation</td>
</tr>
<tr>
<td>iClusterPlus</td>
<td>Lasso penalty</td>
<td>Monte-Carlo Newton-Raphson</td>
</tr>
</tbody>
</table>

Table 4.3: Summary of the main features of the methods being compared.

4.1.2.2 Data simulation

Data was simulated for $D = 3$ data types and $N = 200$ individuals; each data type consisted of $L=500$ variables. Data was generated under the group factor analysis model as a linear combination of $C = 8$ underlying components and additive noise as in (4.7). Note that the three data types could represent three tissues, and $L = 500$ variables could be expression levels for 500 genes.

Of the 8 components simulated, three were active in just one data type, a further three were active in two of the data types and the remaining two

were active in all three data types. (A component is said to be ‘active’ in a
data type if it contributes to the variance in that data matrix.) Figure 4.5
summarises the component activity patterns. If a component was not active
in a particular data type, then the relevant row of the loadings matrix was set
to zero. For components which were active, their loadings vectors were sparse,
with 90% of the elements equal to 0. The non-zero elements were drawn from
$\mathcal{N}(0, 1)$.

Elements in the individual scores matrix $A$ were also drawn from $\mathcal{N}(0, 1)$. Finally, a homoscedastic noise model with precision $\lambda$ was used, i.e. $\epsilon^{(d)}_{nl} \sim \mathcal{N}(0, \lambda^{-1})$ for $d \in \{1, 2, 3\}$. In order to evaluate the performance of the methods at
different signal-to-noise levels, data was simulated with three different
values of $\lambda$, (0.1, 0.2 and 0.3).

For each of the three noise levels, 50 data sets were simulated. Signal-to-
noise ratios for each data set were calculated as follows,

$$SNR = \frac{\sum_d \text{trace}((AX^{(d)})(AX^{(d)})^t)}{\sum_d \text{trace}(E^{(d)}E^{(d)t})}.$$  (4.13)

Values of $\lambda = 0.3, 0.2$ and 0.1 corresponded to signal-to-noise ratios (averaged
over 50 data sets) of 0.15, 0.1 and 0.05 respectively.

4.1.2.3 Run settings

All methods can estimate the number of underlying components in the data,
however for simplicity, the models were initialised using the true number of
components. If fewer than 8 components were estimated, then components consisting of zeros were added to make up the difference.

Default parameter settings for BGFA, CCAGFA and iClusterPlus were used. The parameter setting described in section 3.5 were used for SPIDER. SPIDER, BGFA and CCAGFA were all run 10 times and the set of estimates that resulted in the largest value of the negative free energy selected. Posterior means were used as point estimates for SPIDER and CCAGFA. BGFA evaluates a maximum a posteriori estimate.

The iClusterPlus algorithm requires selection of a tuning parameter ($\gamma$) which determines the sparsity of the resulting components. Rather than selecting a single value for $\gamma$, iClusterPlus was run 20 times with different values for $\gamma$ in $[0, 1]$. This range covered the extreme cases of complete sparsity to very dense components. As this procedure was slow, results for iClusterPlus were only performed for one noise level, $\lambda = 0.1$.

4.1.2.4 Post-processing and metrics

Estimated and true loadings matrices were concatenated to create matrices of dimensions $C$ by $3L$, then the post-processing steps described in section 4.1.1.3 were used. Sparse estimates for SPIDER were obtained by thresholding PIPs at 0.5. BGFA generated sparse loadings so no thresholding was required. CCAGFA does not give exact sparsity so a sequence of thresholds was used to create ROC curves (as for BMTF in the previous simulations). iClusterPlus gives sparse estimates; power and FPRs were calculated for each value of $\gamma$ and plotted to create an ROC curve. For the RMSE and SSI statistics, the value of $\gamma$ that resulted in a FPR of 0.01 is reported for iClusterPlus.

4.1.2.5 Results

Figures 4.6 and 4.7 show RMSE and SSI for the estimated individual scores matrices at 3 different noise levels. The multi-modal distribution seen in some
Figure 4.6: Root mean squared error (RMSE) for recovered individual scores matrices. Boxplots summarise results from across 50 data sets. Noise levels in the simulated data sets increase from left to right.

Figure 4.7: Sparse stability index (SSI) for recovered individual scores matrices. Boxplots summarise results from across 50 data sets. Noise levels in the simulated data sets increase from left to right.

of these boxplots is again due to an incorrect number of components being recovered. RMSE and SSI degrade as the noise levels increase, with SPIDER slightly outperforming BGFA and CCAGFA. iClusterPlus does not recover the individual scores matrix as well as the other approaches. However, it should be noted that the tuning parameter was selected to optimise metrics on the loadings matrices rather than individual scores matrix.

Power and FPRs for the recovery of non-zero elements in the loadings matrices are shown in the ROC curves in figure 4.8. SPIDER, CCAGFA and BGFA perform similarly. BGFA appears to shrink aggressively, resulting in a very low FPRs at the expense of power. SPIDER on the other hand
Figure 4.8: ROC curves for recovery of non-zero elements in the loadings matrices. Point estimates for SPIDER obtained by thresholding the PIPs at 0.5. No thresholding was required for BGFA as the raw estimates have exact sparsity. Results for CCAGFA were generated using a range of thresholds on the same estimate set, resulting in an ROC curve. The ROC curve for iClusterPlus was generated by running the method multiple times with different tuning parameters. Noise levels in the simulated data sets increase from left to right. The top and bottom rows of plots only differ in their x-axis range.

shinks slightly less strictly resulting in more power but higher FPRs compared to BGFA. Performance of CCAGFA depends heavily on the threshold, but performs well at some thresholds. iClusterPlus does not recover sparsity in the loading matrices as well as the other methods.

4.1.3 Discussion

This simulation study suggests that SPIDER performs comparably to, or better than, existing approaches in most scenarios, especially when signals are sparse.

In a comparison of sparse tensor decompositions, SPIDER struggled to cor-
rectly estimate the number of underlying components, overestimating the true number when the components were dense. BMTF on the other hand correctly estimated the number of components in these dense cases. This is a definite advantage of the component-level spike and slab prior. For data containing sparse components however, this component-level shrinkage appeared to be too aggressive, and resulted in the poorer performance of BMTF across several metrics. In applications such as gene expression data, sparse components recovering sparse signals are likely to be the most interesting. These simulations suggest that the element-wise spike and slab prior is better at recovering sparse components, and that SPIDER may be more appropriate for analysing gene expression experiments.

The spike and slab prior appears to recover element-wise sparsity in the data better than approaches using the ARD prior. The ARD prior struggles to shrink elements very close to zero. In addition, the spike and slab prior estimates PIPs, which is a nice way to introduce exact sparsity. SPIDER slightly outperforms BGFA in some scenarios. The variational expectation maximisation algorithm of BGFA, which estimates the posterior mode only, may damage performance because it can not take uncertainty into account.

It is important to note that the methods compared here are just a subset of the sparse tensor decomposition and group factor analysis implementations in the literature. In addition, the simulation settings used here probably favoured SPIDER. A more comprehensive set of simulations with a wider range of distributions for the sparse loadings vectors should be investigated. For example, the loadings vectors could be simulated using a ‘spike’ and uniform distribution. Additional metrics could also be employed to further compare different methods, for example, Khan et al. (2014b) present simulations with performance evaluated using predictive accuracy.
4.2 Trans effect simulations

This section describes a simulation study to evaluate whether SPIDER has the power to find trans effects in gene expression data. The simulated data consisted of genotypes and gene expression data in several tissues, containing a variety of signals including trans effects, cis effects and confounding factors. The tensor decomposition version of SPIDER was compared to individual matrix decompositions which analysed data for each tissue independently. In addition, to test robustness to missing data, the tensor decomposition was run with a subset of the samples hidden.

4.2.1 Data simulation

Simulated data consisted of genotype and gene expression data for $N = 700$ related individuals (150 monozygotic twin pairs, 150 dizygotic twin pairs and 100 singletons). Gene expression data was simulated at $L = 2,500$ genes in $T = 3$ tissues and contained both non-genetic signals (noise and confounding factors) and genetic signals (cis and trans effects). It was assumed that each gene contained only one SNP; this simplified case is equivalent to assuming that there is at most one cis eQTL for each gene.

4.2.1.1 Genotypes

Of the $L = 2,500$ SNPs simulated, $C_{cis} = 500$ (20%) were randomly selected to be cis eQTLs. A cis eQTL partially determined the expression of its nearby gene. A subset of the cis eQTLs were additionally assumed to be trans eQTLs. Trans eQTLs were not only associated with a nearby gene (via a cis effect) but also multiple other genes, creating a trans network.

Let $G \in \mathbb{R}^{N \times L}$ be the matrix of simulated genotype data. Genotypes were simulated under the Hardy-Weinberg equilibrium with a minor allele frequency (MAF) drawn uniformly from $[0.05, 0.5]$ (unless the SNP was also a trans eQTL in which case MAF = 0.3). Monozygotic twins shared all their
genetic material and dizygotic twins shared half of their genetic material. All SNPs were sampled independently.

4.2.1.2 Gene expression

The simulated gene expression data $(Y^{N \times L \times T})$ consisted of noise, confounding factors, cis and trans effects. The vector of expression levels for gene $l$ in tissue $t$ is denoted $y_{lt}$. The data was simulated in stages, noise, confounding factors and cis effects were generated initially. These three signals were then combined, and trans effects incorporated.

**Noise:** The following model was used to simulate noise,

$$y_{lt}^{\text{noise}} \sim \mathcal{N}(0, \lambda_{lt}^{-1}), \quad \sqrt{\lambda_{lt}^{-1}} \sim \mathcal{G}(100, 0.01). \quad (4.14)$$

The standard deviation of the noise $\sqrt{\lambda_{lt}^{-1}}$ was drawn from a Gamma distribution with mean 1 and low variance. Although this model does define heteroscedastic noise, there is little variation in the noise precision across genes and tissues. (Note that $\lambda_{lt}$ is the noise precision for gene $l$ in tissue $t$.)

**Confounding factors:** $C_{cf} = 10$ independent confounding factors were simulated as follows,

$$y_{lt}^{cf} = \sum_{c=1}^{C_{cf}=10} a_c b_{tc} x_{cl} \quad \text{for} \quad l \in \{1, \ldots, L\}, \quad t \in \{1, 2, 3\}$$

$$a_c \sim \mathcal{N}(a_c | 0, I_N), \quad |b_{tc}| \sim \mathcal{G}(100, 0.01), \quad x_{cl} \sim 0.5 \mathcal{N}(x_{cl} | 0, 0.1) + 0.5 \delta_0(x_{cl})$$

where the sign of $b_{tc}$ was randomly selected. Note that the confounding factors were simulated under the PARAFAC model with a sparsity level of 50%.

**Cis effects:** Let $g_l \in \mathbb{R}^N$ be the vector of simulated genotypes for SNP $l$. Supposing that SNP $l$ was a cis eQTL, then its contribution to the expression
of gene \( l \) was given by

\[
y^{\text{cis}}_{lt} = \hat{\alpha}_t \tilde{\alpha}_t g_l,
\]

(4.16)

where

\[
\begin{cases}
|\hat{\alpha}_t| = \phi^{\text{cis}}_l & \text{if SNP } l \text{ also acted as a } \text{trans} \text{ eQTL} \\
\hat{\alpha}_t = 1 & \\
|\hat{\alpha}_t| \sim \mathcal{G}(4, 0.1) & \text{otherwise.} \\
\tilde{\alpha}_t \sim \text{Bernoulli}(0.5)
\end{cases}
\]

(4.17)

\( \hat{\alpha}_t \) can be thought of as an effect size (the effect direction is random) and \( \tilde{\alpha}_t \) as a binary value indicating whether the \( \text{cis} \) effect was active in tissue \( t \). A different effect size was used depending on whether the eQTL was also a \( \text{trans} \) eQTL or not; this is discussed more later. A \( \text{cis} \) effect was active in a particular tissue with probability 0.5, (unless the eQTL was also a \( \text{trans} \) eQTL, in which case it was active in every tissue, although it did not necessarily target downstream genes in every tissue). \( y^{\text{cis}}_{lt} \) was set to zero if SNP \( l \) was not a \( \text{cis} \) eQTL.

Combining noise, confounding factors and \( \text{cis} \) effects: Simulated noise, confounding factors and \( \text{cis} \) effects were combined additively to get a temporary set of expression levels for a gene \( l \) in tissue \( t \),

\[
y^{\text{tmp}}_{lt} = y^{\text{noise}}_{lt} + y^{\text{cf}}_{lt} + y^{\text{cis}}_{lt}.
\]

(4.18)

\textbf{Trans effects:} Finally, \( \text{trans} \) effects were simulated. \( \text{Trans} \) associations between SNPs and distant genes were created as follows; the \( \text{trans} \) SNP regulated a nearby gene (via a \( \text{cis} \) effect), it was further assumed that this gene was a transcription factor (abbreviated as TF) and regulated multiple downstream genes (called target genes). Importantly, the \( \text{trans} \) eQTL was only indirectly
associated with the target genes.

Data sets were simulated to contain 20 trans effects. The number of target genes in the trans networks \( M_{\text{trans}} \) varied, and target genes were selected at random. (For simplicity, a gene acting as a TF in a trans effect could not additionally be involved in another trans effect, however any of the other genes – including those regulated by a regular cis eQTL – could be regulated by any number of TFs.) Trans effects were active in one, two or three tissues. If the trans effect was active in several tissues, the same network of genes was regulated in each tissue.

Let \( l \) be a gene, and \( S_l \) be the set of TFs that regulate it. Trans effects were simulated as follows,

\[
y_{lt}^{\text{trans}} = \sum_{j \in S_l} \hat{\beta}_{lj} \hat{\beta}_t y_{jt}^{\text{imp}} \\
|\hat{\beta}_{lj}| \sim G(\psi^{\text{trans}}, 0.02)
\]  

(4.19)

where \( \hat{\beta}_l \) was the relative effect of TF \( j \) on gene \( l \) (with a random effect direction). \( \hat{\beta}_{lj} \) was equal to 1 if the TF \( j \) was active in tissue \( t \) and 0 otherwise. In order to investigate a variety of scenarios, of the 20 trans effects simulated, 12 were active in just one tissue, 4 were active in 2 tissues and the remaining 4 were active in all tissues. If \( l \) was not a target gene for any of the 20 TFs (i.e. \( S_l \) was the empty set) then \( y_{lt}^{\text{trans}} = 0 \).

**Selecting parameters for the trans effects:** Three parameters determine the strength of a simulated trans effect: the effect of the cis eQTL on the TF \( (\phi^{\text{cis}}) \); the effect of the TF on the target genes (determined by \( \psi^{\text{trans}} \)) and the number of target genes \( (M_{\text{trans}}) \). In order to make the data as realistic as possible, these parameters were selected so that signal strengths were similar to those seen in real data sets. The real trans signal used as a reference was the KLF14 trans signal (Small et al., 2011).

For half of the trans effects, \( \phi^{\text{cis}} \) and \( \psi^{\text{trans}} \) were selected to match the effect
sizes seen in the KLF14 trans signal. The remaining 10 trans effects were weaker, for these signals, values of the parameters were halved. Trans effects had either 150 or 75 target genes (6% or 3% of all genes). Table 1 gives a summary of the trans effects simulated.

<table>
<thead>
<tr>
<th>Index</th>
<th>$\phi^{\text{cis}}$</th>
<th>$\psi^{\text{trans}}$</th>
<th>$M^{\text{trans}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-5*</td>
<td>0.6</td>
<td>20</td>
<td>150</td>
</tr>
<tr>
<td>6-10**</td>
<td>0.3</td>
<td>10</td>
<td>150</td>
</tr>
<tr>
<td>11-15*</td>
<td>0.6</td>
<td>20</td>
<td>75</td>
</tr>
<tr>
<td>16-20**</td>
<td>0.3</td>
<td>10</td>
<td>75</td>
</tr>
</tbody>
</table>

Table 4.4: Summary of the parameters used to simulate trans effects. Trans effects were grouped into sets of 5 according to their signal strength ($\phi^{\text{cis}}$ and $\psi^{\text{trans}}$) and number of target genes ($M^{\text{trans}}$). * indicates a signal strength that matches the KLF14 trans signal and ** indicates a weaker signal. Within the groups they were further split according to their activity in different tissues; 3 were active in just one tissue, 1 was active in 2 tissues and 1 was active in all three tissues.

Combining all of the data: Finally, the contribution from the trans effects was incorporated to create a final set of simulated expression levels,

$$y_{nl}^{\text{final}} = y_{nl}^{\text{tmp}} + y_{nl}^{\text{trans}}.$$  \hspace{1cm} (4.20)

A summary of the simulation parameters are given in table 4.5. A total of 50 data sets were simulated.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>3</td>
<td>Number of tissues</td>
</tr>
<tr>
<td>N</td>
<td>700</td>
<td>Number of individuals</td>
</tr>
<tr>
<td>L</td>
<td>2,500</td>
<td>Number of genes</td>
</tr>
<tr>
<td>$C^{\text{cf}}$</td>
<td>10</td>
<td>Number of confounding factors</td>
</tr>
<tr>
<td>$C^{\text{cis}}$</td>
<td>500</td>
<td>Number of cis effects</td>
</tr>
<tr>
<td>$C^{\text{trans}}$</td>
<td>20</td>
<td>Number of trans effects</td>
</tr>
</tbody>
</table>

Table 4.5: Simulation parameters.
4.2.2 The method

Several different versions of SPIDER were run, see summary in table 4.6. The tensor decomposition was run with a Gaussian prior on the individual scores matrix (denoted $T_G$) and also a kinship-informed prior on the individual scores matrix ($T_K$) (see details in section 3.4.2). In addition, individual matrix decompositions of each tissues were performed using SPIDER with $T = 1$; this approach is an implementation of sparse factor analysis.

Performance in the presence of missing samples was also tested. Up to 2 samples were removed for each individual at random such that only 75% of the data remained. Two versions of SPIDER were run in this scenario (i) the extension to deal with missing samples given in section 3.4.1.2, which essentially ignores the missing data, and (ii) a naive approach that removes any individual with missing samples, then runs a tensor decomposition on the remaining data. On average, only 350 individuals had complete data. For both of these methods, a Gaussian prior was used for the individual scores matrix. These two approaches, (i) and (ii), are denoted $T_{Gi}$ and $T_{Gr}$ respectively (i for ignore and r for remove).

All methods were run with the initial number of components set to 100; this was a sufficient number for all the models to recover the trans effects and confounding factors. It was not expected that the methods pick up all the cis eQTLs. Parameter settings are given in section 3.5.

All methods were run 10 times with random initialisations.

4.2.3 Post-processing and metrics

The aim of these simulations was to investigate recovery of the underlying signals in the data. Several metrics were utilised to evaluate recovery of the confounding factors and trans effects. For the trans effects, both recovery of the causal SNP and also the set of target genes was evaluated.

Although variational Bayes is a deterministic algorithm, there is no guar-
Method Description

| Complete data | $T_G$ | Tensor decomposition with a Gaussian prior on the individual scores matrix. |
|              | $T_K$ | Tensor decomposition with a mixture of the Kinship matrix and identity as the prior on the individual scores matrix (see section 3.4.2). |
|              | $M_G$ | Matrix decompositions on data for each tissue separately. Gaussian prior on the individual scores matrices. |

| Missing data | $T_G^i$ | Missing samples are ignored in the model likelihood (see section 3.4.1.2). |
|             | $T_G^c$ | Individuals with any missing data were removed leaving a set of individuals with complete data. |

Table 4.6: Different versions of SPIDER run on simulated data.

We guarantee that different initialisations will result in the same set of component estimates. The negative free energy can be used to select the ‘best’ run. An alternative approach suggested here attempts to combine results from across multiple runs. The idea is to average similar components from across multiple runs of the method to get a set of ‘robust’ components. Hierarchical clustering was used to group similar components.

### 4.2.3.1 Clustering

Hierarchical clustering was performed as follows; initially all estimated components (from across 10 runs) were placed in their own cluster, then at each step the two clusters deemed most similar were combined. The R function `hclust` was used for clustering, with a similarity metric given by the absolute correlation between individual scores vectors (the dissimilarity metric used by `hclust` was $1 - \text{the absolute correlation}$). The algorithm was terminated when similarity between any two clusters dropped below a threshold of 0.5. Only clusters containing 5 or more components were used in further analysis.

Once components had been clustered, an ‘averaged component’ was cre-
ated for each cluster. An averaged individual scores vector was obtained by averaging (via the mean) the set of individual scores vectors in the cluster (after normalisation to unit variance and zero mean, and flipping the sign of the components to ensure they were all positively correlated). An averaged gene loadings vector was calculated in the same way. Averaged tissue scores were also calculated like this, but not normalised to have unit variance. The PIP vectors did not require scaling or sign flipping; they were averaged using the median. Finally, elements in the averaged gene loadings vectors were set to zero if their corresponding (averaged) PIPs were below 0.5.

The following performance metrics were applied to the component estimates from the ‘best’ run based on the negative free energy, and the averaged components from the clustering approach.

### 4.2.3.2 Confounding factors

To assess whether the models recovered the confounding factors, a search was performed to find the set of estimated components that best explained the true confounding. This was performed by maximising the absolute correlation between the true confounding factors, and the estimated individual component scores (via a greedy algorithm), resulting in a set of 10 estimated components that looked most like the true confounding factors. Recovery was then evaluated by calculating the average absolute correlation between these estimated individual scores vectors and the truth.

### 4.2.3.3 GWAS

The gene loadings vector for a component defines a set of genes (i.e. genes with PIPs > 0.5). The corresponding individual scores vector identifies the extent to which the component is on or off in each individual. For example, if the gene set consisted of correlated genes whose expression was associated with insulin production, then the individual scores vector might be a proxy
variable for insulin levels. Similarly, if the gene set consisted of genes regulated by a TF, then the scores vector might reflect variation in the expression of the TF. Further, if the TF was itself regulated by a SNP, then the scores vector may cluster individuals according to the allele count at that SNP.

Each individual scores vector can be treated as a phenotype in a genome-wide scan for association. (This idea was independently discovered, but a very similar approach is taken in Rotival et al. (2011), where independent component analysis is performed on a matrix of expression levels.) SNPs significantly associated with an individual scores vector have an interpretation as driving variation in the gene set identified by the component. In the first example given above, a significant SNP might suggest a genetic basis for insulin production. In the other example, a significant SNP might be an eQTL for the TF.

In these simulations, if an individual scores vector was significantly associated with a SNP simulated to be a trans eQTL, then the trans signal was said to be recovered by the component. A p-value threshold of $2 \times 10^{-7}$ was used to determine significance. GWAS were performed using a mixed model (Zhou and Stephens, 2014).

As an aside, it is worth comparing this GWAS approach using individual scores vectors to an exhaustive search for trans eQTLs. Looking for trans eQTLs requires millions of univariate tests between all SNP-gene pairs whereas here, tests are performed between each SNP-component pair. If the number of components is smaller than the number of genes, fewer tests are required, and the multiple testing burden is relieved somewhat.

The fraction of each type of trans effect recovered (across 50 simulated data sets) was recorded. Results for the matrix decomposition were averaged across the three tissues, taking into account the fact that the signal may not have existed in all three data types.
Figure 4.9: Illustration of the tensor decomposition, with individual scores vectors being used in a genome-wide scan to identify genetic variants that drive gene networks.

### 4.2.3.4 Power to detect regulated genes

Once a component had been identified as describing a *trans* effect (based on a GWAS hit at a *trans* eQTL), the component was further investigated to evaluate whether the correct set of target genes had been recovered. Power and false positive rates (FPR) were used to compare the genes in the component, (those with PIPs $>0.5$), with the true set of target genes. For a *trans* effect with vector of PIPs given by $\hat{s}$, power and FPR were defined as

$$
\text{Power} = \frac{\sum_l \mathbb{I}(\hat{s}_l = 1, \hat{s}_l > 0.5)}{\sum_l \mathbb{I}(\hat{s}_l = 1)} \quad (4.21)
$$

$$
\text{FPR} = \frac{\sum_l \mathbb{I}(\hat{s}_l = 0, \hat{s}_l > 0.5)}{\sum_l \mathbb{I}(\hat{s}_l = 0)} \quad (4.22)
$$

where $\hat{s}$ is a binary vector of length $L$ such that $\hat{s}_l = 1$ if gene $l$ is a target gene in the *trans* signal and $\hat{s}_l = 0$ otherwise. ($\mathbb{I}$ is an indicator function.) Results for the matrix decompositions were averaged across tissues, taking into account the number of tissues each *trans* effect was active in.
4.2.3.5 Combining factors

In some situations, a single \textit{trans} effect, active in multiple tissues, was modelled by several components. This occurs because – although the simulated \textit{trans} effects act on the same set of target genes in each tissue – the contribution to the expression of the target genes varies. It is easy to see why this happens by considering the expression of the TF in each tissue. Expression of the TF depends on the genotype (an effect which is shared across tissues), and two tissue independent effects; confounding factors and noise. When these latter two effects are dominant, the expression of the TF is largely uncorrelated across tissues and its effect on the target genes in each tissue will differ. The model then treats \textit{trans} effect as a different signal in each tissue, resulting in the signal being recovered in several components. When this happened, (i.e. when several components had individual scores vectors significantly associated with the same SNP), the components were combined by averaging the scores and loadings vectors.

4.2.3.6 Results

Figure 4.10 shows the average correlation between the true and estimated component scores recovering confounding factors. The boxplots summarise results from across 50 data sets. As expected, a joint analysis via a tensor decomposition ($T_G$ and $T_K$) outperforms an analysis of each tissue separately ($M_G$). Even when data is missing ($T_{Gi}$ and $T_{Ki}$), confounding factor recovery is good.

Table 4.7 summarises results of \textit{trans} effect recovery for \textit{trans} signals with signal strength half that of the $KLF14$ signal. The recovery of \textit{trans} effects with signal strengths similar to the $KLF14$ signal is almost perfect (see appendix B.2). Table 4.7 gives the fraction of each type of \textit{trans} effect recovered (over 50 data sets). \textit{Trans} effects in single tissues were harder to recover than \textit{trans} effects in multiple tissues, and for these signals, performance of the tensor and
matrix approaches are comparable. However, for the *trans* effects active in two or three tissues, the tensor approaches performed considerably better than the matrix decomposition. This is likely a result of the tensor decomposition pooling information from across multiple tissues, and also better explaining confounding.

Results for the tensor decomposition with different priors on the individual scores matrix ($T_G$ and $T_K$) show no obvious difference (table 4.7). With high levels of noise and confounding in the data, it is unclear how heritable the *trans* signals actually are. More simulations comparing these two priors are given in appendix B.3. In these simulations, the mixture prior recovers the underlying signals in the data only slightly better than the Gaussian prior, showing that the Gaussian prior is surprisingly flexible. Table 4.7 also shows that the clustering approach to combine results across multiple runs slightly outperforms the results for the best free energy run.

Conditional on *trans* effects being recovered by the models, the power to find the target genes involved is given in table 4.8. Again, only results for
Table 4.7: Fraction of trans effects recovered. Results averaged across 50 data sets with no missing samples. Three approaches are compared; $T_G$ and $T_K$ perform tensor decompositions with a Gaussian prior and Kinship-informed prior on the individual scores matrix respectively, and $M_G$ performs matrix decompositions on data for each tissue separately, with a Gaussian prior on the individual scores matrices. Only results for trans signals of strength half that of the KLF14 trans signal are shown. The best result in each row is highlighted in red.

<table>
<thead>
<tr>
<th>$M_{\text{trans}}$</th>
<th>#tiss</th>
<th>Best free energy</th>
<th>Clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$T_G$  $T_K$ $M_G$</td>
<td>$T_G$  $T_K$ $M_G$</td>
</tr>
<tr>
<td>150</td>
<td>1</td>
<td>0.40 0.39 0.37</td>
<td>0.39 0.39 0.37</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.82 0.82 0.36</td>
<td>0.82 0.84 0.39</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.92 0.94 0.35</td>
<td>0.96 0.96 0.34</td>
</tr>
<tr>
<td>75</td>
<td>1</td>
<td>0.34 0.31 0.41</td>
<td>0.43 0.44 0.42</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.70 0.78 0.39</td>
<td>0.80 0.76 0.39</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.90 0.94 0.41</td>
<td>0.98 0.94 0.43</td>
</tr>
</tbody>
</table>

Table 4.8: Power to find target genes in trans effects, conditional on the trans eQTL being recovered. Results averaged across 50 data sets with no missing samples. Three approaches are compared; $T_G$ and $T_K$ perform tensor decompositions with a Gaussian prior and Kinship-informed prior on the individual scores matrix respectively, and $M_G$ performs matrix decompositions on data for each tissue separately, with a Gaussian prior on the individual scores matrices. Only results for trans signals of strength half that of the KLF14 trans signal are shown. The best result in each row is highlighted in red.

<table>
<thead>
<tr>
<th>$M_{\text{trans}}$</th>
<th>#tiss</th>
<th>Best free energy</th>
<th>Clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$T_G$  $T_K$ $M_G$</td>
<td>$T_G$  $T_K$ $M_G$</td>
</tr>
<tr>
<td>150</td>
<td>1</td>
<td>0.84(0.04) 0.85(0.04) 0.68(0.18)</td>
<td>0.85(0.03) 0.85(0.03) 0.66(0.15)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.84(0.03) 0.83(0.07) 0.71(0.15)</td>
<td>0.84(0.04) 0.84(0.04) 0.59(0.22)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.83(0.06) 0.85(0.04) 0.64(0.19)</td>
<td>0.85(0.04) 0.85(0.04) 0.62(0.20)</td>
</tr>
<tr>
<td>75</td>
<td>1</td>
<td>0.78(0.10) 0.77(0.11) 0.71(0.13)</td>
<td>0.77(0.06) 0.77(0.10) 0.70(0.12)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.80(0.10) 0.80(0.09) 0.67(0.16)</td>
<td>0.80(0.06) 0.80(0.07) 0.68(0.17)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.82(0.05) 0.82(0.06) 0.71(0.13)</td>
<td>0.83(0.05) 0.83(0.05) 0.69(0.13)</td>
</tr>
</tbody>
</table>
Table 4.9: Fraction of trans effects recovered. Results averaged across 50 data sets in which 25% of samples were missing. Two approaches to dealing with missingness are compared, $T^i_G$ ignore the missing samples in the data likelihood (see section 3.4.1.2) and $T^r_G$ retains only individuals with complete data. Only results for trans signals of strength half that of the KLF14 trans signal are reported.

| $M_{trans}$ | #tiss | Clustering
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$T^i_G$</td>
<td></td>
<td>0.21 0.05</td>
</tr>
<tr>
<td>150</td>
<td>2</td>
<td>0.58 0.28</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>0.78 0.54</td>
</tr>
<tr>
<td>$T^r_G$</td>
<td></td>
<td>0.20 0.01</td>
</tr>
<tr>
<td>75</td>
<td>2</td>
<td>0.56 0.14</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>0.80 0.38</td>
</tr>
</tbody>
</table>

Signals with half the signal strength of the KLF14 trans signal are presented. Power to recover target genes is consistently high, and appears fairly independent of the number of target genes ($M_{trans}$) and activity of the trans effect across tissues. The tensor decomposition results in a higher power to find trans effects compared to the matrix decompositions. Clustering does not appear to have any benefits over the best free energy run in terms of power. False positive rates were consistently below 0.5% for all methods (data not shown).

The performance of SPIDER when the data contained missing samples was also investigated. $T^i_G$ uses information from all individuals, irrespective of whether they have missing samples, whereas $T^r_G$ removes individuals with any missing data before running the tensor decomposition. (On average, after removing individuals with any missingness, only 350 individuals remained.) Not surprisingly, $T^i_G$ consistently outperforms $T^r_G$, recovering more trans effects, with a higher power to find the target genes (see tables 4.9 and 4.10). In fact, the power to find target genes using $T^i_G$ is comparable to the matrix decomposition approach $M_G$, on the complete data set. These results show the benefits of a method that can deal with missing samples. Again, false positive rates for these methods are very low ($<0.5\%$).

The complete set of results for these simulations is given in appendix B.2.
Table 4.10: Power to find target genes in *trans* effects, conditional on the *trans* eQTL being recovered. Results averaged across 50 data sets in which 25% of samples were missing. Two approaches to dealing with missingness are compared, $T_G^i$ ignores the missing samples in the data likelihood (see section 3.4.1.2) and $T_G^r$ retains only individuals with complete data. Only results for *trans* signals of strength half that of the *KLF14 trans* signal are reported.

<table>
<thead>
<tr>
<th>$M_{trans}$</th>
<th>#tiss</th>
<th>Clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$T_G^i$</td>
</tr>
<tr>
<td>150</td>
<td>1</td>
<td>0.78(0.04)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.69(0.13)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.71(0.07)</td>
</tr>
<tr>
<td>75</td>
<td>1</td>
<td>0.68(0.09)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.67(0.11)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.68(0.11)</td>
</tr>
</tbody>
</table>

4.2.4 Discussion

This simulation study was designed to evaluate whether tensor decompositions have the power to recover *trans* effects in gene expression data. Simulated *trans* effects with signal strengths equal to, and smaller than, known *trans* signals were reliably recovered using SPIDER. The tensor decomposition, which jointly analyses data from across several tissues, was shown to outperform a matrix decomposition that analysed data in one tissue at a time. Even with 25% of the samples missing, SPIDER recovered many of the underlying *trans* effects. A clustering approach that combined component estimates from across multiple runs of the method boosted performance compared to using the run with the highest negative free energy.

Often, a single *trans* signal, active in several tissues, was recovered in multiple components. This is due to high levels of confounding and noise, resulting in TF expression levels being very different across tissues. This suggests that the tensor decomposition assumes an incorrect structure for the data. A more general model, group factor analysis, would allow for each recovered signal to consist of a different set of genes. For the data simulated here, a loadings matrix for each tissue is not necessary however, instead, a model with a single
shared loadings matrix but a different individual scores matrix for each tissue might be more appropriate. This would model trans signals with a different patterns of TF expression across different tissues, but the same set of target genes. There are undoubtedly differences between real trans signals and the signals simulated here however, and it is not obvious which model would best fit the real data.

Tensor decompositions provide several advantages over existing methods for identifying trans eQTLs. They allow confounding factors and biological signals to be recovered jointly, decreasing the risk that interesting signals are accidentally attributed to unwanted variation. The tissue specificity of signals in the data can also be recovered. Furthermore, data reduction using latent variable models, and then performing GWAS, reduces multiple testing burdens considerably. In the next chapter, SPIDER is used to recover trans signals, including the KLF14 trans signal, in a real multi-tissue gene expression study.
Chapter 5

Results

In the previous chapter I described some simulations evaluating whether SPI-IDER could recover trans effects from noisy gene expression data. Simulated trans effects consisted of a network of genes regulated by a SNP. In order to identify the causal SNP, I treated the estimated individual scores vectors as phenotypes in a genome-wide scan for association.

In this chapter I present an analysis of real gene expression data in multiple tissues. I use a similar post-processing GWAS step to find potential SNPs that drive structure in the component estimates. I also investigate the set of estimated components by testing for association with measured phenotypes (e.g. age, BMI) and experimental variables, and perform gene ontology analysis on the gene networks identified.

5.1 Data

5.1.1 Data collection

The data analysed in this chapter consists of gene expression levels in multiple tissues for a set of 845 female twins from the TwinsUK cohort. Of the 845 study participants, 294 are monozygotic twins, 454 are dizygotic twins and 97 are singletons. Gene expression was measured using RNA-sequencing in
three tissues, (subcutaneous) adipose, lymphoblastoid cell lines (LCLs)\(^1\) and (relatively photo-protected) skin (Brown et al., 2014; Buil et al., 2015). Data for all three tissues exist for the majority of individuals. Blood expression levels also exist for a subset of the individuals but due to high levels of missing data, this tissue was removed from the analysis. Experiments were performed using the Illumina TruSeq sample preparation kit and sequenced on a HiSeq2000 machine. Reads were mapped on to the GRCh37 reference genome using BWA v0.5.9 (Li and Durbin, 2009). Only uniquely mapping reads were retained. Reads per kilobase per million (RPKM) were used for further analysis. Some samples are missing but otherwise the data is complete.

Genotyping was performed using a combination of the HumanHap300, HumanHap610Q, 1M-Duo and 1.2MDuo Illumina arrays. Samples were imputed using the 1,000 Genomes Project Phase I reference panel (interim, data freeze 10 November 2010) (The 1000 Genomes Project Consortium, 2012) using IMPUTE2 (Howie et al., 2009). Genotypes are available on only 795 of the 845 individuals. Figure 5.1 shows the patterns of missingness across the three tissues and genotypes. 578 individuals have expression data in all three tissues and genetic data.

![Figure 5.1: Pattern of missing samples in the data.](image)

In addition to genotype and gene expression data, 11 concurrently measured phenotypes and 4 sequencing variables are available. The 11 phenotypes
\[^{1}\text{LCLs are created by infecting B-lymphocyte cells with the Epstein-Barr virus.}\]
are: age, BMI, weight, height, total cholesterol, HDL cholesterol, LDL cholesterol (calc), total triglycerides, adiponectin, insulin and glucose. There is some missing data in these measurements. Variables derived from sequencing experiments include: (i) mode of the insert size, (ii) GC content of the reads, (iii) sequencing date and (iv) primer index. Small (unavoidable) differences in library preparation can result in sequencing biases and these four variables have previously been identified as giving rise to sample-specific variation (Hansen et al., 2010; Pickrell et al., 2010).

### 5.1.2 Pre-processing

Several pre-processing steps were performed on the expression (RPKM) data. The following steps are a fairly standard approach to normalisation of gene expression data (e.g. The GTEx Consortium (2015)). Genes with more than 20% zeros in all three tissues were removed. Genes on the Y chromosome and mitochondrial DNA were also removed leaving 18,409 genes. The following normalisation steps were then performed for each tissue independently: (i) expression levels were quantile normalised across samples so that each sample had the same distribution and (ii) data for each gene was rank transformed onto a standard normal distribution. No pre-processing to remove technical artefacts or other covariates was performed. Genes were annotated using the GENCODE v10 annotation (Harrow et al., 2012).

Genotypes were filtered to remove SNPs with a minor allele frequency below 1% and IMPUTE info value less than 0.8. This resulted in a set of 6,200,000 SNPs. A kinship matrix was calculated from the genotype data using GEMMA (Zhou and Stephens, 2014),

\[ K = \frac{1}{L_G} GG^\top, \]

where \( G \) is the matrix of mean-centred genotypes, with each column represent-
ing a SNP, and $L_G$ is the total number of SNPs.

5.2 Method

5.2.1 Tensor decomposition using SPIDER

The expression data across three tissues can be represented by a 3D array of dimensions $845 \times 18,409 \times 3$. SPIDER, the approach introduced in chapter 3, was applied to the data 10 times with a different initialisation for each run. The number of components was initially set to 1,000. This number was selected via trial and error to ensure that there were always superfluous components; 1,000 appeared to be sufficient as the method consistently removed around 50 components. Each run of SPIDER took around 20 hours.

Missing samples were handled by ignoring their contribution in the model likelihood using the method described in section 3.4.1.2. Due to computational reasons, a standard normal prior on the elements of the individual scores matrix was used (rather than a prior that incorporates the kinship matrix). Simulations given in section 4.2 and appendix B.3 suggest that although a kinship matrix improves component recovery, it only makes incremental differences and the standard normal prior is surprisingly flexible. The priors and convergence criteria are described in section 3.5. Posterior expectations were used as point estimates for the individuals and tissue scores matrices, gene loadings matrix and posterior inclusion probabilities (PIPs).

5.2.2 Post-processing

Following the approach suggested in section 4.2.3.1, component estimates from across multiple runs were combined via clustering to create a set of ‘robust’ components. Components were clustered based on correlations between individual scores vectors, using a correlation threshold of 0.6 to terminate the process. This value was selected in order to make the clustering conservative,
only very similar components were combined into clusters. Clusters containing
5 or more components were then averaged and used in further post-processing
steps. Results for the run with the highest negative free energy are also pre-

tected.

The following post-processing steps can be applied to clustered components
or components from the highest negative free energy run. PIPs were thresh-
olded at 0.5 to create a set of genes with non-zero loadings. In reality, PIPs
are unlikely to be calibrated, i.e. a PIP of 0.5 does not mean that a gene is
active in the component with probability one half. However it was rare that
PIPs were not close to one or zero meaning that any threshold in [0.1, 0.9] gave
a very similar gene set. Gene loadings with PIPs < 0.5 were set to zero. The
vast majority of these points had mean loadings very close to zero anyway.

5.2.2.1 Classifying factors according to tissue specificity

The tissue scores matrix determines the tissue-specificity of each component.
A tissue score close to zero suggests a component is not active in that partic-
ular tissue. In practice, the distribution of tissue scores was trimodal, clearly
distinguishing between a cluster of values close to zero and clusters away from
zero (with positive or negative values). Tissues scores below a hand-selected
threshold were set to zero.

This thresholding approach may seem unrigorous. However component
activities were only used for summarising and visualising data, and not down-
stream analyses.

5.2.2.2 GWAS

For each component, the individual scores vector was used to perform a
genome-wide scan for association. The scores vectors were first subset down
to the set of 795 individuals for which imputed genotype data is available,
then rank-transformed to $\mathcal{N}(0,1)^2$. GEMMA was used to perform testing via a mixed model to account for relatedness (Zhou and Stephens, 2014). p-values were obtained using a likelihood ratio test. A stringent Bonferroni correction of $1 \times 10^{-10}$ was used to determine significance, obtained by scaling a genome-wide significance level of $5 \times 10^{-8}$ to correct for the number of components tested.

5.2.2.3 Association with phenotypes and sequencing variables

To further interpret components, individual scores vectors were tested for association with phenotypes and sequencing variables. A mixed model was used to perform univariate association testing between a scores vector and phenotype, with the phenotype as the dependent variable (Zhou and Stephens, 2014)$^3$. For the associations with age, only one member of each twin pair (selected randomly) was used. The categorical batch variables (date and primer index) were dealt with by creating binary vectors (one for each category) and individually testing these as a fixed effect in a mixed model. A p-value cut-off of $1 \times 10^{-6}$ was used to determine significance for these associations.

5.2.2.4 Gene ontology analysis

While the individual scores matrix uncovers structure across individuals, the loadings matrix identifies the set of genes driving this structure. To test whether these gene sets identified genes involved in the same mechanism or function, a gene ontology analysis was performed.

Gene ontology (GO) terms are a set of annotations based on the current knowledge of gene functions (Ashburner et al., 2000). GO terms are split into

---

$^2$Transforming the individual scores vectors reduced the number of false associations. Occasionally, estimated components identified an individual who appeared to be an outlier. The individual scores for such a component consisted of one very extreme value with the remaining scores close to zero. Genome-wide scans for these components resulted in unusual patterns of low p-values identifying SNPs with low MAF. These spurious associations disappeared after transforming the scores vectors.

$^3$GEMMA was used with the `notsnp` setting
three categories, biological process, molecular function and cellular component, and range from being very specific to very general. Genes can be annotated with several GO terms. Gene ontology analysis evaluates whether a particular set of genes is enriched for a GO term in comparison to a background gene set. Gene ontology analysis was carried out using the R package topGO (Alexa et al., 2006). topGO uses Fisher’s exact test to get a p-value for enrichment based on the expected and observed number of genes with a GO term. Of the 18,409 genes used in this analysis, 13,965 have GO annotations.

To get a significance level for this analysis 10,000 sets of genes of random sizes were sampled, and an enrichment analysis performed for each set. For each gene set, the smallest resulting p-value was used to create a null distribution. Based on the null, a significant level of 1% was estimated to be $1 \times 10^{-6}$ for any sized gene set.

### 5.2.3 Direct associations

A standard trans analysis for this data set would require tests for association between all SNP-gene pairs in three tissues. Scaling a genome-wide significance level of $5 \times 10^{-8}$ by the number of genes and tissues would result in a strict Bonferroni significance threshold of $5 \times 10^{-8} \div 18,409 \times 3 = 9.1 \times 10^{-13}$. (This threshold assumes no correlations between genes so may be too conservative.) The approach suggested here, using the individual scores vectors, considerably cut down the number of tests performed, and also moves away from this marginal approach. However it is also interesting to investigate marginal associations between the genes identified by a component and the SNP associated with that component’s individual scores vector.

Marginal associations were performed via a linear mixed model (Zhou and Stephens, 2014) using the normalised expression levels in each tissue separately. In order to account for unmeasured confounding factors, PEER was fit to each tissue’s expression data with 15 factors, and these factors used as covariates
in the mixed model (Stegle et al., 2010). Although it is possible for methods such as PEER to explain away trans effects (Fusi et al., 2012), in this analysis the use of 15 PEER factors improved results. Adding in additional covariates (age, BMI, GC content and insert size mode) made no further improvements.

5.3 Results

5.3.1 Summary of the output

The median number of components estimated per run was 942 (min: 935, max: 947). The set of all components (9,416 in total) was used for clustering; cluster sizes are shown in figure 5.2. Many components do not cluster, but this is not surprising as the clustering criterion was fairly strict. A small number of clusters have size > 10 which suggest component splitting, i.e. when one signal was described by two components within the same run. 236 clusters had a size of 5 or more; these clusters were averaged to get a set of 236 (robust) components which were used in further analysis.

![Figure 5.2: Distribution of cluster sizes from clustering components across 10 runs.](image)

The tissue activity scores for these 236 components are shown in figure 5.3.
A threshold of 0.5 was used to determine specificity. The majority of components are active in only one tissue (57 in adipose, 74 in LCLs and 70 in skin). An additional 14 components are active in adipose and skin only, one component is active in LCLs and skin. No components are specific to just adipose and LCLs. It is expected that LCLs would be the ‘odd-tissue-out’ because of the way cell lines are generated, and the lack of symmetry in these numbers reflects this. The remaining 20 components are active in all three tissues.

![Tissue scores matrix for 236 robustly identified components.](image)

Figure 5.3: Tissue scores matrix for 236 robustly identified components. (A) Each column shows the tissue scores for a component, scaled so that the largest score equals 1. Columns have been arranged to group components with similar tissue patterns. (B) Binary representation of scaled tissue scores (obtained by thresholding scores at 0.5) to highlight the tissue specificity of the components.

Of the 236 components, 26 have individual scores vectors that are significantly associated with SNPs (using a significance threshold of $1 \times 10^{-10}$). These components tend to be very sparse; the median number of genes with non-zero loadings is 17.5 (min: 3, max: 160). For 20 of these components, a cluster of genes near the significant SNP have extreme gene loadings, with the remainder of genes identified having loadings close to zero, suggesting these components are recovering *cis* effects. The remaining 6 components show more interesting gene loadings patterns, with large loadings identified on several chromosomes.
These gene loading patterns look more consistent with a *trans* effect. A closer look at these 6 components is given in section 5.3.2.

Figure 5.4: Summary of associations between 236 robust components and 11 measured phenotypes. p-values less than $1 \times 10^{-6}$ are shown in blue and those less than $1 \times 10^{-10}$ shown in red. Only components with a significant association ($< 1 \times 10^{-6}$) have been plotted (32 in total), and components with similar patterns of association have been placed nearby.

Many components are associated with phenotypes. Figure 5.4 shows the set of components with significant associations with at least one phenotype (p-value $< 1 \times 10^{-6}$). Components and phenotypes with similar association patterns have been plotted nearby. Metabolic-related phenotypes tend to cluster and are associated with many components. These components tend to be exclusively in adipose tissue, which is perhaps not surprising; it is known that expression of many genes in adipose tissue are associated with BMI (Buil et al., 2015). Two components are associated with age, these components are only active in LCLs. Figure 5.5 shows the number of components associated with various sequencing variables.

Figure 5.6 shows the results of a GO analysis for each component. Many components are enriched for GO terms (with p-values $< 1 \times 10^{-6}$) suggesting the components are identifying sets of similar genes. However, these results
Figure 5.5: The barplot shows the number of robust components that show a significant association with four batch variables that measure properties of RNA sequencing across the three tissues (A: adipose, L: LCLs, S: skin). The plot shows the numbers of associations between $1 \times 10^{-6}$ and $1 \times 10^{-10}$ in blue and less than $1 \times 10^{-10}$ in red.

should be viewed with some caution, especially when the gene set is large. In addition, some of the significant GO terms are very generic.

A summary of the number of components associated with SNPs, phenotypes, sequencing variables and enriched for GO terms is given in table 5.1.

### 5.3.2 Components explaining trans effects

This section looks more closely at 6 of the components significantly associated with a SNP and possibly uncovering a trans association. Of these 6 com-
Figure 5.6: Gene ontology p-values for 236 robustly clustered components. x-axis shows the component size (number PIPs > 0.5) and the y-axis shows $-\log_{10}(p)$ for the most strongly associated GO term. The red line indicates a 1% significance threshold.

ponents, one is active in adipose and skin, 3 are active in LCLs only and the remaining 2 are active in all three tissues. Interestingly, all of these components show mainly unidirectional gene loadings, suggesting recovery of a directional effect on gene expression.

5.3.2.1 Regulation of MHC class II genes

Two of the 6 components have similar gene loadings vectors (figure 5.7). One component is active in adipose and skin, and the other in LCLs. A genome-wide scan for association using these components’ individual scores as phe-
Table 5.1: Summary of 236 components obtained when clustering results across 10 runs. Components are categorised according to which set of tissues they are active in (A: adipose, L: LCLs, S: skin) using a threshold of 0.5 on the tissue scores matrix. The first row gives the number of components with each activation pattern; subsequent rows summarise the number of components associated with SNPs, phenotypes, sequencing variables and enriched for GO terms. Components associated with SNPs are further categorised according to whether they describe cis or trans effects via a visual inspection. Significant levels are given in brackets.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>L</th>
<th>S</th>
<th>AL</th>
<th>AS</th>
<th>LS</th>
<th>ALS</th>
<th>Row totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of components</td>
<td>57</td>
<td>74</td>
<td>70</td>
<td>14</td>
<td>1</td>
<td>20</td>
<td></td>
<td>236</td>
</tr>
<tr>
<td>SNP (1 × 10⁻¹⁰)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cis</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>18</td>
<td>20</td>
</tr>
<tr>
<td>trans</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>Phenotype (1 × 10⁻⁶)</td>
<td>21</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>32</td>
</tr>
<tr>
<td>Sequencing (1 × 10⁻⁶)</td>
<td>37</td>
<td>53</td>
<td>39</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>131</td>
</tr>
<tr>
<td>GO term (1 × 10⁻⁶)</td>
<td>49</td>
<td>68</td>
<td>63</td>
<td>0</td>
<td>14</td>
<td>1</td>
<td>5</td>
<td>200</td>
</tr>
</tbody>
</table>

notypes uncovers a cluster of significant SNPs on chromosome 16. The lead SNPs for the two components are rs9924520 (p-value = 1.33 × 10⁻²³, MAF = 0.247) and rs7194862 (p-value = 1.74 × 10⁻¹⁴, MAF = 0.282). These SNPs are in strong LD ($r^2 = 0.82$). rs9924520 is an intronic variant in the gene CIITA and rs7194862 lies upstream of CIITA. CIITA has a non-zero loading (i.e. PIP > 0.5) in both components, and is a known transactivator of the major histocompatibility complex (MHC) class II molecules (Reith et al., 2005). Clusters of MHC class II genes on chromosome 6 (shown in purple in figure 5.7) are also identified in both components.

The MHC molecules are divided into two classes, (class I and II), dependent on their structure and function. Complexes of these molecules are found on the membranes of many cells in the body and play an important role in immune response. Their job is to detect pathogen fragments, and display these fragments to another class of immune cells, T-cells (Janeway et al., 2001).

The MHC class II genes are highly regulated via a complex process involving many elements. Upstream of the MHC class II genes lies a highly conserved
Figure 5.7: (A) and (B) show two components recovering the MHC class II regulation pathway. For each component: (Top left) Manhattan plot from a GWAS using individual scores vector as a phenotype. (Top right) Boxplots of individual scores separated into groups according to alleles of the lead GWAS SNP. (Bottom left) Gene loadings vector. (Bottom right) Barplot of component tissue scores.
A complex of several proteins including three RFX proteins (RFX5, RFXANK and RFXAP), CREB1, ATF1 and members of the nuclear factor Y family bind to this module, creating what is known as the MHC class II enhanceosome (Wong et al., 2014). (The gene on chromosome 1 which codes for RFX5 has a non-zero loading in both components.) It is via interactions between this complex and transactivator CIITA that the MHC class II genes are regulated.

CIITA is also known to regulate genes outside of the MHC class II family including \textit{CD74} on chromosome 5 (Krawczyk et al., 2008). This gene (which has non-zero loadings in both components) associates with MHC class II molecules and is involved in regulation of antigen presentation.

The component active in LCLs also identifies a handful of other genes with non-zero gene loadings. Several of these genes are known targets of CIITA in B cells, monocytes and dendritic cells (\textit{RFX5}, \textit{TPP1}, \textit{ZNF672}, \textit{PARVG} and \textit{HAUS5}) (Krawczyk et al., 2008; Wong et al., 2014). Of the remaining genes in the component, some have links to the immune system; \textit{LY9} is an immunomodulatory receptor and \textit{BTN2A2} is a member of the immunoglobulin gene superfamily.

It is unclear why two components are identified for this pathway rather than one. The individual scores vectors for the two components are not highly correlated (cor = 0.154). Expression patterns of \textit{CIITA} (the gene driving this component) are different across tissues (cor < 0.268). Random variation affecting the expression levels of \textit{CIITA} may be propagating to other genes in the network resulting in two components rather than one. This behaviour was seen in simulations.

Marginal associations between genes in these components and the lead SNPs provides further evidence of a \textit{trans} effect. Figure 5.8 shows results of associations between rs992450 and rs7194862 and the genes involved in these components across all three tissues. A strict Bonferroni threshold of
9.05 × 10⁻¹³ is indicated on the plot. At this threshold, several genes show associations with the two SNPs and several more genes are close to significance. Interestingly, RFX5 would not have been recovered using this analysis, despite its involvement in the pathway.

5.3.2.2 Regulation of MHC class I genes

Figure 5.9 shows a sparse component identifying a handful of genes scattered across the genome and a cluster of MHC class I genes (HLA-A, HLA-B, HLA-C, HLA-E, HLA-F) on chromosome 6. The component is active in all three tissues. The individual scores are significantly associated with a cluster of SNPs on chromosome 16. The lead SNP, rs289749 (p-value = 1.34 × 10⁻¹¹, MAF = 0.3), lies in an intron of the NLRC5 gene which is a transactivator of the MHC class I genes, and has a non-zero loading in the component (Meissner
et al., 2010). \((NLRC5\) is also known as \(CITA\).) The mechanisms of this process are unknown, but it is believed that the NLRC5 protein associates with a subunit of a transcription factor complex acting on the MHC class I genes (Meissner et al., 2012).

The component in figure 5.9 identifies several other genes involved in the MHC class I antigen presentation pathway (Kobayashi and Elsen, 2012). These include \(B2M\) which is part of the MHC class I complex, subunits of the proteasome complex (\(PSMB9, PSMB8\)) and transporters (\(TAP1, TAP2\)). Additionally, \(NLRC5\) is known to induce expression of \(B2M, TAP1\) and \(PSMB9\) (Meissner et al., 2010). Also in the component are the Butyrophilin genes, \(BTN2A1, BTN2A2, BTN3A1, BTN3A2\) and \(BTN3A3\), members of the immunoglobulin superfamily.

Figure 5.10 shows results of marginal associations between lead SNP rs289749 and the genes involved in this component. \(NLRC5\) is highly associated with rs289749 in skin, and several other genes also show marginal associations with rs289749 in skin. Strikingly, there is no signal in the marginal associations in adipose or LCLs, which contradicts the pattern of tissue scores for this component. One explanation is that SPIDER does a better job at modelling confounding compared to PEER, allowing the signal in all three tissues to be recovered. It is also possible that SPIDER incorrectly identified the component activity across the tissues.

5.3.2.3 Regulation of histone RNA processing

Figure 5.11 shows a component active in LCLs only which is significantly associated with rs6882516 on chromosome 5 (p-value = \(2.39 \times 10^{-15}\), MAF = 0.206). This SNP lies in the 3’ untranslated region of \(LSM11\), a gene with a non-zero loading in the component. The component also identifies 23 histone genes in the 6p21 cluster with non-zero loadings, as well as \(HIST2H2BE\) on 1q21, \(HIST3H2A\) on 1q42, \(H2AFX\) on 11q23 and \(HIST4H4\) on 12q12.
Factors involved in the transcriptional regulation and post-transcriptional modifications of histone genes organise into a small number of subnuclear foci. A key player in activation of histone gene expression in the G1/S phase of the cell cycle is p220\textsuperscript{NPAT}. The p220\textsuperscript{NPAT} complex associates with histone gene
clusters at 1q21 and 6p22 in a study of human embryonic stem cells (Ghule et al., 2008). Additionally, LSM11, LSM10 and protein complex U7 snRNP associate with the same clusters. U7 snRNP protein complex also contains the LSM11 protein (Pillai et al., 2003). snRNPs catalyse a post transcriptional modification called splicing whereby introns are removed from pre-mRNA. U7 snRNP specifically acts on the 3′ end of histone mRNA molecules with the N-terminus of LSM11 thought to play a crucial role (Pillai et al., 2003).

Marginal associations for this component are consistent with the signal being active in only LCLs (figure 5.12). rs6882516 is marginally associated with LSM11 and several histone genes, although only the cis effect on LSM11 passes a strict Bonferroni correction for a full trans analysis.

![Figure 5.11: Histone RNA processing component. See figure 5.7 for a description of the figure.](image)

**5.3.2.4 Type I interferon signals**

Figure 5.13 shows a component with a set of 160 genes with PIPs > 0.5 scattered across the genome. GO analysis for this component shows enrichment
for the terms ‘defense response to virus’ and ‘response to type I interferon’
with p-values of $1.73 \times 10^{-42}$ and $1.23 \times 10^{-38}$ respectively. A total of 70 genes
in this analysis are annotated with the ‘response to type I interferon’ GO term
of which 28 have a PIP $> 0.5$ in this component. The tissue scores indicate
that this component is only active in LCLs.

Interferons are small proteins produced when a cell is under attack, they
activate expression of hundreds of interferon-stimulated genes (ISGs). Genes
annotated with the ‘response to type I interferon’ GO term in the component
include: all four of the 2′-5′ oligoadenylate synthetase gene family ($OAS1,$
$OAS2,$ $OAS3,$ $OASL$), known to be actively induced by interferons (Kakuta
et al., 2002); interferon γ-inducible protein genes ($IFI6,$ $IFI44L,$ $IFI16,$ $IFIH1,$
$IFIT1,$ $IFIT3,$ $IFIT5,$ $IFIT2,$ $IFITM1,$ $IFITM2,$ $IFI35$) and the $MX1$ and
$MX2$ genes, which are also related to interferon signaling. Additionally, the
component identifies $STAT1,$ $STAT2$ and $IRF9$ which form a complex that
plays a role in the transcription of ISGs (Fink and Grandvaux, 2013). The
type I interferon genes themselves are not identified by the component.

The individual scores for this component are significantly associated with
a SNP on chromosome 22 (rs2401506, p-value= $9.82 \times 10^{-16}$, MAF = 0.358),
which lies 5 kb upstream of *USP18* (a gene with a non-zero loading). *USP18* (ubiquitin specific peptidase 18), itself an interferon stimulated gene, encodes for a protein USP18 (also known as UBP43) which has several functions. It is mainly known for its role in removing ISG15 (also identified by the component) from protein complexes via a process called deISGylation (Malakhov et al., 2003). There is evidence to suggest that USP18 is also involved in regulation of interferon pathways; USP18 may negatively regulate the JAK-STAT signalling pathway (via a process independent of deISGylation) (Malakhov et al., 2003; Malakhova et al., 2006). Cells become less sensitive to type I and III interferon signalling and it is believed that the extent of this desensitisation is controlled by USP18 (François-Newton et al., 2011).

Immune response is a complex process likely to involve multiple regulating factors and feedback loops so it is hard to determine whether *USP18* is the major driving factor here. *Trans* eQTLs in *IRF7* (Heinig et al., 2010), *KAT8* and *TRAPPC9* (Gao et al., 2013) involving networks of interferon stimulated genes have previously been identified providing further evidence of the complexity of these pathways.

Figure 5.14 shows marginal associations for this component. There is a marked enrichment of low p-values in LCLs but not the other tissues, reflecting the tissue specificity of this component.

### 5.3.2.5 Zinc finger network

Figure 5.15 shows a component whose gene loadings identify a cluster of genes on chromosome 19, the vast majority of which are in the ZNF gene family. ZNF genes encode for a group of transcription factors that contain zinc finger domains, allowing for binding to DNA (and other molecules). About 800 genes encode for proteins with zinc finger domains, many of which lie on chromosome 19 (Urrutia, 2003).

Performing a GWAS using the individual scores vector for this component
Figure 5.13: Type I interferon component. See figure 5.7 for a description of the figure.

Figure 5.14: Marginal associations between rs6882516 and genes with non-zero gene loadings in the histone RNA processing component. See figure 5.8 for a more detailed description of the figure.

uncovers significantly associated SNPs on chromosome 3 and chromosome 16. The lead SNP on chromosome 3, rs12630796 (p-value = 5.10 × 10^{-17}, MAF = 0.487) in an intronic variant in the *SENP7* gene. (*SENP7* has a zero loading in the component.) A SNP in high LD with this SNP, (rs13320918, p-value = 7.34×10^{-15}, MAF = 0.377) has previously been shown to be a microRNA QTL for miR-1270, which is located on chromosome 19p12 in a zinc finger cluster.
Another study links 4 other intronic SNPs in *SENP7* (rs2553419, rs2682386, rs9859077, rs2141180) (in high LD with each other and with rs13320918) with *cis* acting regulation of *SENP7* in CD4 and CD8 lymphocytes (Lemire et al., 2015) and *trans* acting regulation of three ZNF genes on chromosome 19 (*ZNF154*, *ZNF274* and *ZNF814*; all identified in the component). They further found these SNPs to be methylation QTLs for CpG sites in regions around the same genes.

The lead SNP on chromosome 16 (rs17611866, p-value = 5.40 × 10^{-21}, MAF = 0.251) is a mis-sense variant in *ZNF75A*, and one of 6 ZNF genes in a local cluster. Neighbouring genes *ZNF263* and *TIGD7* have non-zero gene loadings. It is important to be aware that genes in the ZNF gene family have similar genetic sequences. Despite only using uniquely mapped reads to calculate RPKM levels, it is possible that this component might be partially uncovering a mis-mapping issue.

Direct associations for this component are given in figure 5.16. These results provide additional evidence for associations between SNPs on chromosome 3 and 16 and ZNF genes on chromosome 19.

### 5.3.3 Highest negative free energy run

A summary of the component estimates for the run with the highest negative free energy is given in table 5.2. A total of 944 components were estimated. The majority of these components are specific to a single tissue (188 in adipose, 273 in LCLs and 203 in skin). Of the components that are active in 2 tissues, the majority are shared between adipose and skin. 101 components are active in all three tissues. Performing a GWAS with the individual scores vectors identified a set of 51 components associated with a SNP at a significance threshold of 1 × 10^{-10}. A visual inspection of these components identified 39 which appeared to be *cis* effects, with the remaining 12 being possible *trans* effects. Five out of 12 of these components showed similar loadings
patterns to the putative trans signals described above (a further component which did not quite reach the significance threshold was similar to the MHC class I component.) Many components are also associated with phenotypes, sequencing variables and enriched for GO terms.
Four components were significantly associated with a cluster of SNPs on chromosome 7. These SNPs have previously been identified as driving a network of genes in \textit{trans} via a transcription factor, KLF14.

<table>
<thead>
<tr>
<th># Components</th>
<th>Tissue activation pattern</th>
<th>Row totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNP ($1 \times 10^{-10}$)</td>
<td>cis</td>
<td>trans</td>
</tr>
<tr>
<td>188</td>
<td>273</td>
<td>203</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Phenotype ($1 \times 10^{-6}$)</td>
<td>52</td>
<td>0</td>
</tr>
<tr>
<td>Sequencing ($1 \times 10^{-6}$)</td>
<td>88</td>
<td>121</td>
</tr>
<tr>
<td>GO term ($1 \times 10^{-6}$)</td>
<td>145</td>
<td>219</td>
</tr>
</tbody>
</table>

Table 5.2: Summary of 944 components obtained from run with best free energy. See table 5.1 for table description.

### 5.3.3.1 KLF14

KLF14 (Kruppel-like factor 14) is a transcription factor encoded by the \textit{KLF14} gene on chromosome 7. Just upstream of the KLF14 gene is a group of highly correlated SNPs (including rs4731702) that act as a \textit{cis} eQTL for KLF14. This group of SNPs are also associated with type 2 diabetes (Voight et al., 2010) and HDL cholesterol (Teslovich et al., 2010) (in females only) at genome-wide significance. Small et al. (2011) performed univariate testing between rs4731702 and expression levels of over 24,000 transcripts. The results show a significant enrichment of low p-values suggesting a broad impact on regulation. KLF14 appears to be the linking factor, acting to regulate multiple genes across the genome. A total of 385 genes has been identified as regulated in \textit{trans} by rs4737102 in the TwinsUK cohort (Small et al. \textit{unpublished}). Many genes implicated in this network are associated with metabolic phenotypes. Interestingly, this effect has only been identified in adipose tissue from females, and only when the effect allele is maternally inherited. (This \textit{trans} network was used to estimates signal strengths in the simulations given in section 4.2.)
Four components are associated at genome-wide significance with SNPs near \( KLF14 \) on chromosome 7 (p-values in the range \((1.48 \times 10^{-12}, 2.72 \times 10^{-16})\)). The lead SNPs for these components are in LD \((r^2 > 0.993)\) and include rs4731702. All components are dense with 681, 720, 749 and 1429 non-zero gene loadings, and all are specific to adipose tissue, reflecting the known specificity of the \( KLF14 \) trans effect. Of the 385 genes previously identified as involved in this signal, 359 are being used in the current analysis. Table 5.3 shows the actual and expected overlap between gene sets from the 4 components and these 359 genes. For all the components, an enrichment was seen.

<table>
<thead>
<tr>
<th>Component index</th>
<th># PIPs &gt; 0.5</th>
<th>overlap</th>
<th>fraction</th>
<th>expected fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>161</td>
<td>681</td>
<td>32</td>
<td>0.089</td>
<td>0.037</td>
</tr>
<tr>
<td>166</td>
<td>720</td>
<td>40</td>
<td>0.111</td>
<td>0.039</td>
</tr>
<tr>
<td>387</td>
<td>749</td>
<td>38</td>
<td>0.106</td>
<td>0.041</td>
</tr>
<tr>
<td>412</td>
<td>1429</td>
<td>80</td>
<td>0.223</td>
<td>0.078</td>
</tr>
</tbody>
</table>

Table 5.3: Actual and expected overlap between genes identified in components associated with SNPs near \( KLF14 \) and genes previously identified as involved in the \( KLF14 \) trans signal. Component size is defined as the number of PIPs > 0.5. Expected fraction is evaluated as the component size divided by 18,409 times 359.

It is not clear why this signal is found across multiple components; the component scores vectors for these components are not highly correlated (pairwise correlations < 0.21). It is possible that the regulation of genes by \( KLF14 \) is part of a larger pathway involving multiple factors and feedback loops and it is this larger process that is being recovered. Furthermore, it is not clear why these components do not cluster well, but this could again be explained by the complexity of the underlying processes.
5.4 Discussion

In this chapter I have described results of applying SPIDER to a real multi-tissue gene expression data set. A clustering approach was used to combine component estimates from across 10 runs to get a set of robust components for downstream analysis. 26 components were associated with a SNP and 6 of these components were identified as representing 5 putative trans effects. Evidence from existing literature and marginal associations back up these findings.

There are several advantages of using tensor decompositions for analysing gene expression data. First, the decomposition pools information from across all genes and all tissues, possibly gaining power to find signals in the data. Second, it simultaneously models a variety of different signals in the data, including confounding. Finally, it provides a way to reduce the multiple testing burden of a traditional trans analysis; rather then testing for association between all SNP-gene pairs, tests are only required for SNP-component pairs.

A comprehensive comparison of SPIDER with other trans analysis techniques has not been performed. The limited set of marginal associations performed here suggest that SPIDER recovers a more complete picture of the underlying processes. However it is hard to quantify this, the Bonferroni significance threshold used here is probably too strict as genes tend to be correlated.

There are downsides to the tensor decomposition approach. Interpretation of the components is tricky. It is not obvious that a SNP associated with a component’s individual scores vector would be associated with all the genes identified by the component. It is further hard to evaluate false discovery rates for a methods such as this. It is also important to note that some of the results from SPIDER were inconsistent, most worryingly the MHC class I regulation component tissue activities. However, as an exploratory approach for finding possible trans eQTLs, the approach has many benefits.

The group factor analysis version of SPIDER could be run to investigate
whether this model for the data is more appropriate. Additionally, a joint
decomposition of the gene expression and genotype data (and phenotypes)
would be interesting and also avoid some of the post-processing steps. The set
of genotypes would have to be reduced to make this computationally feasible.
Chapter 6

Conclusion

This thesis suggests a new approach called SPIDER for analysing multidimensional gene expression data. The approach builds on existing latent variable models to extract sparse structure from 3D arrays (tensors), with extensions to allow for decompositions of linked matrices and tensors. The novelty of this work is in the use of a spike and slab prior within a tensor decomposition to encourage sparsity. In addition, the approach can handle missing data and related individuals, common problems in genetic studies. Simulations given in chapter 4 suggest a joint analysis of expression data via a tensor decomposition has the power to recover trans effects.

Chapter 5 contained an analysis of a real multi-tissue gene expression data set. The aim of this analysis was two fold; to validate the tensor decomposition approach and to recover novel biological signals in the data. Several trans effects were detected in the data, with evidence from the literature backing up these results. In many cases, a fuller picture of the underlying pathways were recovered using SPIDER, compared to an approach using marginal associations. SPIDER may be a useful exploratory tool for uncovering trans networks in future multi-tissue studies such as GTEx (The GTEx Consortium, 2015).

There are several future directions for this work which involve extending the model. SPIDER appears to preferentially extract signals involving several genes, e.g. trans effects. However ideally, an analysis of gene expression data
would simultaneously uncover both cis as well as trans effects. Incorporating genotypes into the analysis via a linked matrix-tensor decomposition may help uncover more genetic signals in the gene expression data, including cis effects. However, since most genes are believed to have a cis eQTL, this approach would require fitting of tens of thousands of components. The obvious challenge with this extension is computational, as SPIDER is quadratic with respect to the number of components. Components describing cis effects should be very sparse however, with the only non-zero elements in the loadings vectors near the causal SNP and regulated gene. Using this structure, the algorithm complexity could be reduced by constraining some of the components to take specific (fixed) patterns of zeros in the loadings matrices, and only updating a small local window in these components. Figure 6.1 illustrates this extension.

Figure 6.1: Illustration of an extension to additionally model cis effects. Gene expression and SNP data is jointly decomposed. Tens of thousands of components are fit, with a fixed pattern of zeros for some components (shown in grey) to make the method computationally efficient.

Another extension allows for analysis of data with a mixture of data types, including binary, categorical and continuous data. In this thesis, I only consider continuous data, however SPIDER could be extended to explicitly allow for a variety of different data formats. Matrix and tensor decompositions of binary data tend to use a logistic likelihood function (e.g. Nickel and Tresp...
This likelihood function makes the variational Bayes framework described here intractable, but additional approximations can be used to make inference possible (Seeger and Bouchard, 2012). Furthermore, a multinomial distribution could be used for SNP data to model allele count. A model incorporating decompositions with these different likelihoods could be linked via a shared individual scores matrix as in group factor analysis. This is a similar idea to iClusterPlus (Mo et al., 2013), but in a Bayesian framework.

Throughout this thesis the data sets I have considered conformed to a particular structure. Data tensors and matrices were required to be linked via a single shared dimension, individuals. However there are interesting genetic scenarios in which this might not be the case. Gene annotations can be formatted into a binary matrix with dimensions given by annotation and gene. An integrated analysis of gene expression and gene annotations would involve matrices with a shared second dimension, genes. Figure 6.2 suggests a joint decomposition of the expression and annotation data where the gene loadings matrix, rather than a scores matrix, is shared. Components in this decomposition would link annotations with sets of genes, potentially using the annotations to inform recovery of a gene network in an unsupervised manner. This approach has previously been suggested by Khan et al. (2014b).

SPIDER can also be extended to allow for four-dimensional data, for example, gene expression data in multiple tissues at multiple time points (figure 6.3). Here, an additional time scores matrix is learnt to estimate component activity across time.
Figure 6.2: Illustration of a decomposition of gene expression data and gene annotations. A sparse gene loadings matrix is common to both decompositions.

Figure 6.3: Illustration of a decomposition of a 4D array of gene expression data in multiple tissues at multiple time points.
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Appendix A

Variational Bayes results and additional updates

A.1 Definitions of probability distributions

**Normal** with mean $\mu$ and precision $\lambda$, $\mathcal{N}(x|\mu, \lambda^{-1})$

$$f(x|\mu, \lambda) = \sqrt{\frac{\lambda}{2\pi}} e^{-\frac{1}{2} (x-\mu)^2}$$

**Multivariate Normal** with mean $\mu$ and precision matrix $\Sigma$, $\text{MVN}(x|\mu, \Sigma^{-1})$

$$f(x|\mu, \Sigma) = \sqrt{\frac{|\Sigma|}{(2\pi)^n}} e^{-\frac{1}{2} (x-\mu)^\top \Sigma (x-\mu)}$$

**Gamma** with shape $k$ and scale $\theta$, $\mathcal{G}(x|k, \theta)$

$$f(x|k, \theta) = \frac{1}{\Gamma(k)\theta^k} x^{k-1} e^{-\frac{x}{\theta}}$$

**Beta** with shape parameters $a > 0$ and $b > 0$, $\mathcal{B}(x|a, b)$

$$f(x|a, b) = \frac{1}{B(a, b)} x^{a-1}(1-x)^{b-1}$$

where $B(a, b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)}$
Bernoulli with parameter \( p \in (0, 1) \)

\[
f(x|p) = p^x(1-p)^{1-x}
\]

\[
f(x = 0|p) = p, \ f(x = 1|p) = 1 - p
\]

### A.2 Derivation of variational Bayes mean field approximation

This section contains a derivation of the update rules for the mean field VB approximation and uses the notation defined in section 3.3.4. Assume the approximate posterior distribution fully factorises:

\[
Q(\theta) = \prod_i Q(\theta_i).
\]

For an arbitrary \( i \), let \( Q(\theta) = Q(\theta_{-i})Q(\theta_i) \) where \( \theta_{-i} \) denotes the set of all parameters except \( \theta_i \). The negative free energy can be rewritten as

\[
F(Q(\Theta)) = \langle \log \frac{P(\theta, Y)}{Q(\theta_{-i})Q(\theta_i)} \rangle_{Q(\theta_{-i})Q(\theta_i)}
\]

\[
= \langle \log P(\theta, Y) \rangle_{Q(\theta_{-i})Q(\theta_i)} - \langle \log Q(\theta_i) \rangle_{Q(\theta_{-i})Q(\theta_i)} - \langle \log Q(\theta_{-i}) \rangle_{Q(\theta_{-i})Q(\theta_i)}
\]

\[
= \langle \log P(\theta, Y) \rangle_{Q(\theta_{-i})Q(\theta_i)} - \langle \log Q(\theta_i) \rangle_{Q(\theta_i)} - \sum_{j \neq i} \langle \log Q(\theta_j) \rangle_{Q(\theta_j)}.
\]

Define the distribution \( \tilde{Q}(\theta_i) \) as

\[
\tilde{Q}(\theta_i) = \frac{1}{z} \exp\left( \langle \log P(\theta, Y) \rangle_{Q(\theta_{-i})} \right),
\]

or equivalently,

\[
\log z + \log \tilde{Q}(\theta_i) = \langle \log P(\theta, Y) \rangle_{Q(\theta_{-i})}.
\]
where $z$ is a normalising constant. In terms of $\tilde{Q}(\theta_i)$, the negative free energy becomes,

$$F(Q(\theta)) = \langle \log z + \log \tilde{Q}(\theta_i) \rangle_{Q(\theta_i)} - \langle \log Q(\theta_i) \rangle_{Q(\theta_i)} - \sum_{j \neq i} \langle \log Q(\theta_j) \rangle_{Q(\theta_j)}$$

$$= -\left\langle \log \frac{Q(\theta_i)}{\tilde{Q}(\theta_i)} \right\rangle_{Q(\theta_i)} + \log z - \sum_{j \neq i} \langle \log Q(\theta_j) \rangle_{Q(\theta_j)}$$

$$= -D_{KL}(Q(\theta_i) | \tilde{Q}(\theta_i)) + \log z - \sum_{i \neq j} \langle \log Q(\theta_j) \rangle_{Q(\theta_j)}$$

It is now obvious that maximising $F(Q(\theta))$ with respect to $Q(\theta_i)$ is equivalent to minimising $D_{KL}(Q(\theta_i) | \tilde{Q}(\theta_i))$, and this occurs when $Q(\theta_i) = \tilde{Q}(\theta_i)$.

### A.3 Tensor decomposition with spike and slab prior from Mitchell and Beauchamp (1988)

This section details the updates for a formulation of SPIDER with a less general spike and slab prior on the gene loadings matrix. Specifically, the prior on $x_{cl}$ is given by (Mitchell and Beauchamp, 1988),

$$P(x_{cl}|p_c) = p_c\mathcal{N}(x_{cl}|0, \beta_c^{-1}) + (1 - p_c)\delta_0(x_{cl})$$  \hspace{1cm} (A.1)

$$P(p_c) = \text{Bernoulli}(p_c|g, h)$$  \hspace{1cm} (A.2)

$$P(\beta_c) = \mathcal{G}(\beta_c|e, f).$$  \hspace{1cm} (A.3)

Note that a single mixing parameter $p_c$ is learnt for each component. A factorisation of the spike and slab distribution into the product of a Gaussian and
Bernoulli random variable is used, $x_{cl} = w_{cl}s_{cl}$. The full model is given by,

$$
P(Y|\theta) = \prod_{l,t} N_N(y_{lt} | \sum_c a_{tc} b_{tc} w_{cl}s_{cl}, \lambda_{lt}^{-1} I_N)$$

$$P(a_{nc}) = N(a_{nc}|0, 1)$$

$$P(b_{nc}) = N(b_{nc}|0, 1)$$

$$P(w_{cl}|\beta_c) = N(w_{cl}|0, \beta_c^{-1})$$

$$P(s_{cl}|p_c) = \text{Bernoulli}(s_{cl}|p_c)$$

$$P(\beta_c) = \mathcal{G}(\beta_c|e, f)$$

$$P(p_c) = \text{Beta}(p_c|g, h)$$

$$P(\lambda_{lt}) = \mathcal{G}(\lambda_{lt}|u, v)$$

(A.4)

where $\theta = (A, B, W, S, \beta, P, \Lambda)$ denotes the set of all parameters. The approximate posterior distribution $Q(\theta)$ for (A.4) takes the following form,

$$Q(\theta) = \prod_{n,c} Q(a_{nc}) \prod_{l,c} Q(b_{nc}) \prod_{c,l} Q(w_{cl}|s_{cl}) Q(s_{cl}) \prod_c Q(\beta_c) \prod_c Q(p_c) \prod_{l,t} Q(\lambda_{lt}).$$

(A.5)
Updates for $a_{nc}$, $b_{tc}$ and $\lambda_{lt}$ are identical to those given in section 3.3.4.1. The remaining updates for (A.4) are

\[ Q(w_{cl}|s_{cl}) = \mathcal{N}(w_{cl}|s_{cl}m_{cl}^*, (s_{cl}\sigma_{cl}^* + (1 - s_{cl})\langle \beta_c \rangle)^{-1}) \]

\[ \sigma_{cl}^* = \langle \beta_c \rangle + \sum_{n,t} \langle \lambda_{lt} \rangle \langle a_{nc}^2 \rangle \langle b_{tc}^2 \rangle \]

\[ m_{cl}^* = \sigma_{cl}^{*-1} \left( \sum_{n,t} \langle \lambda_{lt} \rangle y_{nlt} \langle a_{nc} \rangle \langle b_{tc} \rangle - \sum_{n,t} \langle \lambda_{lt} \rangle \langle a_{nc} \rangle \langle b_{tc} \rangle \sum_{k \neq c} \langle w_{kl} s_{kl} \rangle \langle a_{nk} \rangle \langle b_{lk} \rangle \right) \]

(A.6)

\[ Q(s_{cl}) = \text{Bernoulli}(s_{cl}|\gamma_{cl}^*) \]

\[ \gamma_{cl}^* = \frac{1}{1 + e^{-u_{cl}^*}} \]

\[ u_{cl}^* = \log(p_c) - \frac{1}{2} \log \sigma_{cl}^* + \frac{\sigma_{cl}^*}{2} m_{cl}^{*2} - \log(1 - \langle p_c \rangle) + \frac{1}{2} \log(\beta_c) \]

\[ Q(\beta_c) = \mathcal{G}(e_{c}^*, f_{c}^*) \]

\[ e_{c}^* = e + \frac{L}{2} \]

\[ f_{c}^* = \left( \frac{1}{f} + \frac{1}{2} \sum_{l} \langle w_{cl}^2 \rangle \right)^{-1} \]

\[ Q(p_c) = \mathcal{G}(g_{c}^*, h_{c}^*) \]

\[ g_{c}^* = g + \sum_{l} \langle s_{cl} \rangle \]

\[ h_{c}^* = h + L - \sum_{l} \langle s_{cl} \rangle \]
A.4 Updates for linked tensor decomposition

A.4.1 Full model

\[
P(\{\mathcal{X}^{(1)}, \ldots, \mathcal{X}^{(D)}\} | \theta) = \prod_{d,l,t} \mathcal{N}\left(\mathbf{y}_{lt}^{(d)} | \sum_c a_c b_{tc}^{(d)} w_{cl}^{(d)} s_{cl}^{(d)}, (\lambda_{lt}^{(d)})^{-1} I_N\right)
\]

\[
P(a_{nc}) = \mathcal{N}(a_{nc}|0, 1)
\]

\[
P(b_{tc}^{(d)}) = \mathcal{N}(b_{tc}^{(d)}|0, 1)
\]

\[
P(w_{cl}^{(d)}|\beta_c^{(d)}) = \mathcal{N}(w_{cl}^{(d)}|0, (\beta_c^{(d)})^{-1})
\]

\[
P(s_{cl}^{(d)}|\psi_{cl}^{(d)}, \phi_{cl}^{(d)}) = \text{Bernoulli}(s_{cl}^{(d)}|\psi_{cl}^{(d)}, \phi_{cl}^{(d)})
\]

\[
P(\beta_c^{(d)}) = \mathcal{G}(\beta_c^{(d)}|e, f)
\]

\[
P(\psi_{cl}^{(d)}) = \text{Beta}(\psi_{cl}^{(d)}|g, h)
\]

\[
P(\phi_{cl}^{(d)}|\rho_c^{(d)}) = \text{Bernoulli}(\phi_{cl}^{(d)}|\rho_c^{(d)})
\]

\[
P(\lambda_{lt}^{(d)}) = \mathcal{G}(\lambda_{lt}^{(d)}|u, v)
\]

(A.7)

A.4.2 VB approximation

\[
Q(\theta) = \prod_{n,c} Q(a_{nc}) \prod_{d,t,c} Q(b_{tc}^{(d)}) \prod_{d,c,l} Q(w_{cl}^{(d)}|s_{cl}^{(d)}) Q(s_{cl}^{(d)}) \prod_{d,c,l} Q(\beta_c^{(d)}) \\
\prod_{d,c,l} \delta_{\psi_{cl}^{(d)}}(\psi_{cl}^{(d)}) \prod_{d,c,l} \delta_{\phi_{cl}^{(d)}}(\phi_{cl}^{(d)}) \prod_{d,c} \delta_{\rho_c^{(d)}}(\rho_c^{(d)}) \prod_{d,l,t} Q(\lambda_{lt}^{(d)})
\]

(A.8)

A.4.3 Update for A

Updates for all parameters other than A are identical to the updates for the single tensor decomposition so are not repeated here.
\[ Q(a_{nc}) = \mathcal{N}(a_{nc}|\mu_{nc}^*, (\omega_{nc}^*)^{-1}) \]

\[ \omega_{nc}^* = 1 + \sum_{d,l,t} \langle \lambda_{lt}^{(d)} \rangle \langle (b_{tc}^{(d)})^2 \rangle \langle (w_{cl}^{(d)})^2 (s_{cl}^{(d)})^2 \rangle \]

\[ \mu_{nc}^* = \omega_{nc}^* \left( \sum_{d,l,t} \langle \lambda_{lt}^{(d)} \rangle \langle y_{nlc}^{(d)} \rangle \langle b_{tc}^{(d)} \rangle \langle w_{cl}^{(d)} (s_{cl}^{(d)}) \rangle - \sum_{d,l,t} \langle \lambda_{lt}^{(d)} \rangle \langle b_{tc}^{(d)} \rangle \langle w_{cl}^{(d)} (s_{cl}^{(d)}) \rangle \sum_{k \neq c} \langle a_{nk} \rangle \langle b_{tk}^{(d)} \rangle \langle w_{kl}^{(d)} (s_{kl}^{(d)}) \rangle \right) \]
Appendix B

Additional simulation results

B.1 Comparison of spike and slab distributions

These simulations are designed to show the behaviour of two formulations of a spike and slab (S+S) prior on the loadings matrix in a latent variable model. Details of the two S+S priors are given below, the two priors follow the approaches given in Mitchell and Beauchamp (1988) and Lucas et al. (2006) and I will refer to them as S+S(Mitchell) and S+S(Lucas) respectively.

S+S(Mitchell)

\[ x_{cl} \sim p_c \mathcal{N}(0, \beta_c^{-1}) + (1 - p_c) \delta_0(x_{cl}) \]
\[ p_c \sim \text{Beta}(1, 1) \]
\[ \beta_c \sim \mathcal{G}(\beta_c | e, f) \]
The data matrix, \( Y \in \mathbb{R}^{N \times L} \), for \( N = 50 \) and \( L = 500 \) was simulated under a sparse factor analysis model, \( Y = AX + E \), with \( C = 8 \) components. \( A \in \mathbb{R}^{N \times C} \) was drawn from \( \mathcal{N}(0, 1) \). \( X \in \mathbb{R}^{C \times L} \) was simulated to be sparse, with 10% of the elements in \( X \) randomly drawn from \( \mathcal{N}(0, 1) \), and the remaining elements set to zero. Finally, noise was also drawn from a Gaussian distribution, \( E \in \mathbb{R}^{N \times L} \sim \mathcal{N}(0, 10) \). SPIDER was run on the data matrix with the two different S+S priors. Results from a single data set showing typical behaviours are presented.

Results: Figure B.1 show histograms of the estimated PIPs for the two spike and slab distributions. The PIPs for S+S(Lucas) are considerably cleaner with values either very close to 0 or to 1. The PIPs for S+S(Mitchell) on the other hand are scattered across the interval \([0, 1]\). In particular, the mode is near 0.15, with very few PIPs close to zero. A more extreme version of this behaviour was seen when running a tensor decomposition with the S+S(Mitchell) prior on real gene expression; the model was failing to estimate any PIPs below a threshold. The reason for this is unclear, but it seems that the element-wise inclusion probabilities, \( S_{cl} \), and component-level sparsity parameter, \( p_c \), are highly coupled in the S+S(Mitchell) model. As a result, if \( p_c \) is large, all values of \( S_{cl} \) are constrained from shrinking to 0. The additional level of hierarchy used by S+S(Lucas) weakens the link between element-wise sparsity and component-wise sparsity, avoiding this behaviour.

Figure B.2 shows scatter plots of the estimated loadings against the true

\[
x_{cl} \sim p_{cl}\mathcal{N}(0, \beta^{-1}_c) + (1 - p_{cl})\delta_0(x_{cl})
\]

\[
p_{cl} \sim \rho_c\text{Beta}(g, h) + (1 - \rho_c)\delta_0(p_{cl})
\]

\[
\rho_c \sim \text{Beta}(1, 1)
\]

\[
\beta_c \sim \mathcal{G}(\beta_c|e, f)
\]
Figure B.1: Histogram of PIPs for different spike and slab priors.

loadings. Points on the vertical line are false negatives and points on the horizontal line are false positives. S+S(Mitchell) generates more false positives than S+S(Lucas), but has a higher true positive rate. Lucas et al. (2006) also report that S+S(Mitchell) generates a surprising number of false positives in a regression model with inference performed using MCMC.

The simulation parameters used here were chosen specifically to create a situation in which the two S+S priors showed different results. It is likely that the optimal choice of S+S prior is very dependent on the situation, and there are situations in which S+S(Lucas) outperforms S+S(Mitchell) and vica versa. The decision to pursue S+S(Lucas) was made because it produced more realistic looking signals on the TwinsUK multi-tissue gene expression data.
Figure B.2: Scatter plots of estimates and true loadings for different spike and slab priors.

### B.2 Extended \textit{trans} effect simulation results

<table>
<thead>
<tr>
<th>$M_{\text{trans}}$</th>
<th>#tiss</th>
<th>Best free energy</th>
<th>Clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$T_G$</td>
<td>$T_K$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>150</td>
<td>2</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>75</td>
<td>1</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>150</td>
<td>1</td>
<td>0.40</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.82</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.92</td>
<td>0.94</td>
</tr>
<tr>
<td>75</td>
<td>1</td>
<td>0.34</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.70</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.90</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Table B.1: Fraction of simulated \textit{trans} effects recovered. Results averaged across 50 data sets. Signals with effect sizes matching the \textit{KLF14} \textit{trans} signal are indicated by * and signals with effect sizes half that of the \textit{KLF14} \textit{trans} signal indicated by **. See section 4.2 for more details.
Table B.2: Power (1 s.d) to recover target genes in simulated *trans* effects, conditional on a *trans* effect being identified. Results averaged across 50 data sets. Signals with effect sizes matching the *KLF14 trans* signal are indicated by * and signals with effect sizes half that of the *KLF14 trans* signal indicated by **. See section 4.2 for more details.
B.3 Comparison of priors for the individual scores matrix

This section describes a simulation comparing two different priors on the individual scores matrix $A$. The vanilla prior on the $A$ assumes $a_{nc} \sim \mathcal{N}(0,1)$ (section 3.1), and the method with this prior is referred to as $T_G$. A prior using information about the relatedness of the individuals is given by $a_e \sim \mathcal{N}(0, \alpha_c K + (1 - \alpha_c)I_N)$ where $K$ is a kinship matrix and $\alpha_c \sim \text{Beta}(1,1)$ is a component-specific mixing parameter (see section 3.4.2 for more details). This approach is referred to as $T_K$.

Data simulation and performance metrics: Data was simulated for 100 pairs of monozygotic twins, i.e. $N = 200$ individuals. A factor analysis model, $Y = AX + E$, was assumed for the data with $C = 6$ underlying component and $L = 500$ variables. The kinship matrix $K \in \mathbb{R}^{N \times N}$ was defined such that $K_{ij} = 1$ if $i = j$ or if individuals $i$ and $j$ were members of the same twin set, otherwise, $K = 0$. $X \in \mathbb{R}^{C \times L}$ was simulated to be sparse, with 10% of the elements in $X$ drawn randomly from $\mathcal{N}(0,1)$, and the remaining elements set to zero. Noise was also drawn from a Gaussian distribution, $E \in \mathbb{R}^{N \times L} \sim \mathcal{N}(0, \lambda^{-1})$ for $\lambda \in \{0.3, 0.2, 0.1\}$. Individual scores vectors were simulated using a multivariate normal with a variety of different covariance matrices so that the data consisted of 2 heritable components, 2 partially heritable components and 2 components with no genetic basis. Table B.3 summarises the distributions used for the simulated individual scores vectors.

Both $T_G$ and $T_K$ were initialised with 6 components, and parameter settings from section 3.5 used. 50 data sets were simulated for each noise level, $\lambda \in \{0.3, 0.2, 0.1\}$. Permutations to match the true and estimated components were performed as in section 4.1.1.3. For each component type (heritable, partially heritable and not heritable), the number of recovered components was recorded, as in some cases, whole components were shrunk to zero. For
the components that were recovered, the correlations between the true and estimated individual scores vectors were used to compare the two methods.

<table>
<thead>
<tr>
<th>Simulation distribution</th>
<th>Component type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{N}_N(0, K)$</td>
<td>Heritable</td>
</tr>
<tr>
<td>$\mathcal{N}_N(0, \frac{1}{2}K + \frac{1}{2}I_N)$</td>
<td>Partially heritable</td>
</tr>
<tr>
<td>$\mathcal{N}_N(0, I_N)$</td>
<td>Not heritable</td>
</tr>
</tbody>
</table>

Table B.3: Simulation distributions for individual scores vectors. Each data set contained 2 of each type of component.

**Results:** The fraction of each component type, (heritable, partially heritable and not heritable), recovered across 50 data sets with $\lambda = 0.1$ is shown in table B.4. The kinship-informed method $T_K$ recovers more components, with a bias towards the heritable components. For noise levels, $\lambda = 0.3$ and 0.2, all components were recovered.

Figure B.3(A) shows the correlation between simulated and estimated individual scores vectors for the two methods. Each point on one of these plots is the correlation between an estimated individual scores vector and the truth in a single data set. Points are coloured according to component type. The results for the two models are very similar, indicating that the Gaussian prior is in fact very flexible. $T_K$, the model that uses the kinship matrix, does perform better however, especially for the components which are genetic (blue points).

Figure B.3(B) shows the posterior point estimates for the mixing parameters $\alpha_c$ for $T_K$. The method does well at estimating $\alpha_c$ near the true value (1 for the heritable components, $\frac{1}{2}$ for the partially heritable components and 0 otherwise). As the noise increases ($\lambda = 0.3$ to $\lambda = 0.1$), the estimates decay.

<table>
<thead>
<tr>
<th></th>
<th>Heritable</th>
<th>Partially heritable</th>
<th>Not heritable</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_G$</td>
<td>0.70</td>
<td>0.80</td>
<td>0.71</td>
</tr>
<tr>
<td>$T_K$</td>
<td>0.91</td>
<td>0.85</td>
<td>0.72</td>
</tr>
</tbody>
</table>

Table B.4: Fraction of components recovered across 50 data sets. Results are grouped by component type. Only results for high noise levels ($\lambda = 0.1$) are shown as recovery was perfect for the other noise levels.
Correlation

Figure B.3: (A) Correlations between estimated individual scores vectors (permuted) and the truth, coloured by component type. (B) Posterior means of mixing parameters for $T_K$, again coloured by component type.