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Abstract

The study of social evolution and virulence in parasites is concerned with fitness consequences of trade-offs between parasite life history traits and interactions between parasite species and/or genotypes with their hosts. I develop our understanding of social evolution and virulence in parasites in several ways. (1) I review empirical evidence for the fundamental predictions of virulence-transmission trade-off theory and demonstrate that the fit between theory and data is primarily qualitative rather than quantitative; that parasites differ in their degree of host generalism, and this is likely to impact virulence in four ways. (2) I take a comparative approach to examine the underlying causes of an observed statistical variation in the size of parasite infectious doses across taxa, revealing that mechanisms used by parasites to infect hosts are able to explain variation in both infectious dose and virulence. (3) I formally compare data on human pathogens to explain variation in virulence across taxa, revealing that immune subversion and not growth rate, explains variation in virulence. This allows me to predict that immune subverters and not fast growing parasites are likely to cause the most virulent clinical infections. (4) Using bacteria and their naturally infecting viruses (bacteriophage), I take an experimental approach to investigate the consequences of coinfection for parasite life history traits, and find that viruses cultured under a mix of single infections and coinfections evolved plasticity; they killed hosts more rapidly when coinfecting, and this resulted in high fitness under both single infection and coinfection conditions. (5) I experimentally investigate how selection within and between hosts and patches of hosts affects the fitness and virulence of populations of these viruses. I find that limited host availability favours virulent, faster killing parasites with reduced transmission; suggesting high, rather than low, virulence may be common in spatially structured host-parasite communities.
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**Foreword**

I do not provide a detailed review of the literature in the introductory chapter because I provide reviews of the relevant topics in Chapters 2-6.
“A little bit of nonsense now and then is relished by the wisest of men.”

- Roald Dahl
1. Introduction

Evolvable social actions: definitions and classification

Sociality is ubiquitous throughout the domains of life (Maynard-Smith 1995; West et al. 2007; Bourke 2011). Classically, all social behaviours are categorised according to their impact on the reproductive success of the ‘actor’ and any ‘recipients’ (Figure 1, Hamilton 1964; Trivers 1985). The categories are: (1) mutual benefit, where actor and recipient mutually benefit directly from the behaviour (West, Griffin & Gardner 2007); (2) selfishness, where the actor gains at the expense of the recipient; (3) altruism, where the behaviour is detrimental to the actor but beneficial for the recipient; and (4) spite, where the behaviour is harmful for both actor and recipient. Examples of mutual benefit include cooperative colony founding by queen ants and cooperative foraging by pelicans (Dugatkin 2002; Clutton-Brock 2009; Bourke 2011). Selfishness is manifested in aggressive behaviours such as infanticide by incoming male domestic cats and lions (Pontier & Natoli 1999; Packer & Pusey 1984). Altruism is found in the non-reproductive zooids of marine invertebrates such as siphonophores, which aid the reproduction of the reproductive zooids (Dunn 2009). And examples of spite include the production of costly anti-competitor toxins in bacteria (Massey, Buckling & French-Constant 2004; Inglis et al. 2009).

Inclusive fitness theory is our most general theory of adaptation, and describes the conditions required for a gene for any of the four social behaviours to spread through a population, i.e. to undergo natural selection. A key parameter in inclusive fitness theory is genetic relatedness, which means the probability that a gene in one individual is present in another individual. Kinship is the usual reason for individuals to
share genes with above-average frequency in a population. Consequently relatedness can be understood as the chance of gene-sharing brought about by being kin, over and above the average chance (Bourke, 2011). Inclusive fitness partitions natural selection into direct and indirect efforts in which direct effects describe the impact of an individual’s own genes on reproductive success; and indirect effects describe the impact of the focal individual’s genes on the fitness of its social partners, weighted by genetic relatedness (Hamilton 1964, 1970). Formally, the inclusive fitness approach leads to Hamilton’s rule (Hamilton 1964, 1970), which states that a trait will be favoured by natural selection when $-c + br > 0$ (where $-c$ is the direct fitness cost of the trait, $b$ is the benefit provided to social partners by the trait and $r$ is the genetic relatedness between the focal individual and its social partners).

Overall inclusive fitness theory has remarkable generality, versatility, and fit to data, rendering it the foremost candidate for general theory of adaptation (Trivers 1985; Bourke 2011; Bourke & Franks 1995; Lehmann & Keller 2006; West, Griffin & Gardner 2007; West & Gardner 2013). For these reasons, inclusive fitness theory will underpin the conceptual reasoning used throughout this thesis. In Leggett et al. (2012, appended) I explore how high relatedness favours cooperation when the major benefits of cooperating are accrued by siblings.
Fig. 1. A classification of social behaviours, after (Hamilton 1964; West, Griffin & Gardner 2007; Hamilton 1970)

Social and virulence evolution in microorganisms

Microorganisms can communicate and cooperate to perform a wide range of social behaviours such as dispersal, foraging, biofilm formation, reproduction, chemical warfare and signalling (reviewed by Crespi 2001; Velicer 2003; Webb, Givskov & Kjelleberg 2003; Keller & Surette 2006; Kolter & Greenberg 2006; West et al. 2006; Diggle et al. 2007; Foster, Parkinson & Thompson 2007; Hense et al. 2007; Williams et al. 2007; Brown & Buckling 2008; MacLean 2008; Popat, Crusz & Diggle 2008; West et al. 2007). Recent years have seen growing interest in understanding social evolution in microbes, probably for two important reasons: (1) microbes are tractable experimental systems for studying the ecology and evolution of social traits under controlled conditions in real time, (2) microbial sociality is critical to determining the
damage caused by parasites to their hosts (virulence), and hence has important applied implications (Buckling & Brockhurst 2008).

Social interactions between conspecific parasites are partly dependant on the relatedness of interacting parasites, which in turn, is predicted to affect virulence. High relatedness is generally assumed to favour less competitive interactions. However the relationship between relatedness and virulence is dependent on the social behaviour in question (Figure 2, Buckling & Brockhurst 2008). If prudent use of host resources (a cooperative behaviour) maximises the transmission success of the parasite population, decreased relatedness is predicted to cause increased host exploitation and virulence (Figure 2a; (Bremermann & Pickering 1983; Frank 1996, 1998; Hardin 1968; Nowak & May 1994). However if parasite within-host population growth rate is a positive function of the production of public goods (another cooperative behaviour), virulence is expected to increase with increasing relatedness (Figure 2b, Chao et al. 2000; Brown, Hochberg & Grenfell 2002; West & Buckling 2003). Furthermore, spiteful behaviours are optimised at intermediate levels of relatedness, leading to lower virulence due to the reduced growth rate of the infecting parasite population (Figure 2c, Buckling & Brockhurst 2008; Gardner, West & Buckling 2004).

These relationships can be altered by other factors such as the spatial structure of the parasites. Parasite population structure and multiplicity of infection matters since it determines the relatedness between interacting parasites, and hence the extent to which they should cooperate or exploit each other (Inglis et al. 2011; Griffin, West & Buckling 2004; West, Pen & Griffin 2002; Buckling & Brockhurst 2008). However there is a lack of empirical work in this area. Consequently, the main focus of this thesis
is the role of inclusive fitness on the evolution of social interactions between parasites, and the impact on virulence evolution.

![Theoretical relationships between virulence and relatedness](image)

**Fig. 2.** Theoretical relationships between virulence and relatedness under conditions of: (a) prudence; (b) public goods cooperation; (c) spiteful interactions, after Buckling & Brockhurst (2008).

### Developments in Social Evolution and Virulence in Parasites

In this thesis I will touch on and develop the above themes. Specifically:

Chapter 2: Parasites vary enormously in the range of hosts they can infect (generalism), both within and between species (Antonovics *et al.* 2013). The interplay between generalism and virulence is little studied, but likely to be crucial. I review the interaction between four factors associated with generalism – costs of generalism, multiplicity of infection, maladaptive virulence and host availability – to show that these biological details provide novel hypotheses for furthering our understanding of the evolutionary ecology of virulence.
Chapter 3: I then move to examine another context where biological details seem to matter – the infectious dose of pathogens, which varies dramatically across species. In a comparative study, I formally test the verbal argument that variation in infectious dose can be explained by the different biochemical mechanisms that pathogens use to infect hosts. I show that in pathogens where the molecules secreted to facilitate infection acted locally, the infectious dose was lower than in pathogens where the secreted molecules act more distantly; but parasite virulence shows no correlation with this local versus distant action. More generally, this highlights how broad-scale formal comparative analysis can explain variation in pathogen traits.

Chapter 4: I extend the comparative analysis above to formally test the standard assumption that increased parasite growth leads not only to greater transmission, but also greater host mortality (Frank 1996; Anderson & May 1982). I show that immune subversion, not parasite growth rate explain variation in case fatality rates among human pathogens, and answer some recent criticisms of how classical trade-off models have been relatively unsuccessful in explaining broad scale variation across parasite species.

Chapter 5: I take an experimental approach to investigate the real-time evolution of parasite life history strategies in response to coinfection. I show that viruses cultured under alternating single and co-infections evolved de novo adaptive phenotypic plasticity. Virulence was increased in coinfections, and this resulted in high fitness. This sheds some light on the important consequences of plasticity for the epidemiology of infectious diseases and the evolution of cooperation.

Chapter 6: I experimentally test prudence theory and the evolution of parasite virulence in viruses infecting their host bacteria. I show limited host availability and, to a lesser extent, low within-host relatedness favours virulent, faster killing parasites with reduced
transmission. This highlights the importance of studying host-parasite interactions at multiple scales and suggests high, rather than low, virulence may be common in spatially structured host-parasite communities.
2. Generalism and virulence*

Me, on the first day of my DPhil, October 2009. Polaroid taken by Alex Hall

Abstract

The evolution of parasite-imposed host harm (virulence) will be affected by numerous factors, not least the range of hosts that parasites can infect. Here, we consider four ways parasite host range (generalism), might directly affect observed levels of parasite virulence: (i) costs of generalism, (ii) multiplicity of infection, (iii) maladaptive virulence and (iv) host availability. Integrating parasite infectivity range with life history evolution will generate novel general hypotheses for the evolutionary ecology of virulence, as well as explicit predictions about the virulence of emerging diseases resulting from host shifts.

Introduction

Parasite virulence-transmission trade-offs

Understanding the evolution of parasite virulence (which we define as reductions in host fitness due to parasite infection) is critical to our understanding and potential control of infectious disease. A key assumption for many parasites is that virulence has negative consequences for parasite fitness because it reduces host lifespan, but is an unavoidable consequence of within-host parasite replication, which is crucial for transmission to new hosts and for avoiding host immune system clearance (Anderson & May 1981, 1982). Parasites therefore trade-off their transmission period (host life span) against their transmission rate, with the optimal level of virulence being that which maximises total transmission (Anderson & May 1982; Frank 1996). This virulence-transmission trade-off asserts three fundamental predictions: (i) that
increasing within-host parasite replication increases virulence (Figure 1a); (ii) that increasing within-host parasite replication increases the number of parasite transmission events over the duration of the infection (Figure 1b), until a point where increasing parasite replication reduces the infectious period – for example, by killing the host and preventing transmission (Figure 1c); and (iii) that increasing parasite virulence increases parasite transmission (Figure 1d) until high virulence shortens the infectious period, thereby reducing transmission (Figure 1e) (Anderson & May 1982; Frank 1996). Table S1 (appended) summarises empirical evidence for the three fundamental predictions of the trade-off theory. While these studies provide support for the parasite trade-off theory for virulence evolution (Lipsitch & Moxon 1997; Froissart et al. 2010; Alizon et al. 2009), the fit between theory and data is primarily qualitative rather than quantitative. A possible explanation for this is that the predictions of virulence theory can depend on the life-history and the mechanism used by a given parasites to infect and exploit hosts, which are not captured by classical trade-offs. Notably, the range of hosts the parasite can infect is a ubiquitous life history trait that is likely to be one of the most important determinants of virulence, but it is little studied in the discussion so far. Here we discuss how incorporating parasite host range into current theory can greatly improve our understanding and enhance the use and accuracy of testable predictions about virulence evolution.

*Parasite infectivity: generalism versus specialism*

Parasites vary massively in the range of hosts they can infect (generalism), both within and between species (Antonovics et al. 2013). Although the causes and consequences of variation in parasite infectivity ranges have been studied (Futuyma & Moreno 1988; Poulin 2007; Dybdahl & Storfer 2003; Barrett et al. 2009), the interplay between
Fig. 1. Schematic of the three fundamental assumptions of parasite life history trade-off theory. First, increasing within-host parasite replication increases virulence (1a). Second, increasing within-host parasite replication increases the number of parasite transmission events over the duration of the infection (1b), until a point where increasing parasite replication reduces the infectious period – for example, by killing the host and preventing transmission (1c). Third, increasing parasite virulence increases parasite transmission (1d) until high virulence shortens the infectious period, thereby reducing transmission (1e) (Anderson & May 1982; Frank 1998). Empirical data for these hypotheses are shown in Table S1 (appended).

parasite infectivity and virulence (as discussed above) has rarely been considered. This interplay is likely to be crucial: the virulence model discussed above assumes that high within-host replication (and therefore virulence) will lead to a high probability of infecting new hosts. However, if parasite genotypes differ in their ability to infect different host species and genotypes, parasite productivity from a host will not always be simply proportional to infectivity of new hosts. Moreover, the degree of generalism is likely to trade-off against other traits, such as growth rate, and will also affect the ecological contexts experienced by parasites, all of which may affect virulence. Note that while generalist parasites can be usefully described as parasites with low variance in infectiousness over different host genotypes and/or species, defining generalism can
be complicated when considering parasites with complex life cycles involving multiple hosts (Box 1).

Here we discuss how the degree of generalism is likely to affect the evolution and ecology of virulence. Integrating parasite generalism with life history evolution will generate novel general hypotheses for the evolutionary ecology of virulence, as well as explicit predictions about the virulence of emerging diseases resulting from host shifts (Woolhouse, Haydon & Antia 2005). We focus on four key processes: (i) costs of generalism, (ii) multiplicity of infection, (iii) maladaptive virulence and (iv) host availability. Note that a detailed discussion of the evolutionary processes that determine whether parasites evolve to be specialists or generalists and the impact of specialism on the generation and maintenance of parasite diversity, is beyond the scope of this article.

I. Costs of generalism

Natural populations of parasites often infect and transmit from multiple hosts and there are likely to be costs associated with infecting novel hosts (Woolhouse et al. 2001; Benmayor et al. 2009; Parrish et al. 2008). Fitness costs associated with generalism can arise for two biologically plausible reasons. First, parasite replication or transmission of generalist parasites in novel hosts might be reduced, in a scenario analogous to optimal foraging theory where resource patches vary in quality (an ecological cost to generalism) (Benmayor et al. 2009). Second, the ability to infect novel hosts can be associated with reduced fitness in the original hosts (an evolutionary cost to generalism) (Benmayor et al. 2009). As a result, a trade-off between reproduction within a given
Box 1. What is a generalist parasite? Generalism and complex life cycles

The majority of parasites are generalist parasites, capable of infecting more than one host species (Woolhouse et al. 2001). We define generalism versus specialism on the basis of respective low versus high variance in infectiousness across different hosts. This is in-keeping with the infectivity versus non-infectivity distinction that is advocated by phytopathology societies (Flor 1956). We suggest that while in principle generalism should be a numbers game whereby the most generalist parasites are on average the most infectious over wider host ranges; this is not necessarily the case for parasites with complex life cycles. In this scenario, it is important to consider the details of the parasite’s exploitative specificity. For instance, among vectored parasites, definitions of the “vector” and “definitive host” ascribe functions to effectively two potential hosts (Elliot et al. 2003). Selection in both hosts affects virulence evolution (Gandon 2004), and it has been suggested that the evolution of virulence and host specialism are mediated by the same selective factors (Garamszegi 2006). Importantly this might explain why the perceived advantages of parasite specialism are outweighed by those of generalism: vectored parasites are not fixed strategy generalists, rather they are effectively phenotypically plastic specialists; and so there is no reason that we should expect them to show large fecundity costs of generalism.

In some sense, generalist and vectored parasites can be more specialised than specialist and directly transmitted parasites. For example, for the agent of plague, Yersinia pestis, the conditions it faces within the flea (vector) digestive tract are unique from those encountered in the mammalian host. Consequently the development of a transmissible infection requires a distinct subset of genes, with none of the tested mammalian virulence factors being required in fleas (Hinnebusch 2005). This idea can be extended to biological- and mechanical- vector transmission: since mechanically-vectored parasites simply persist, for example, on the mouthparts of their vectors, and do not per se infect and exploit their vector’s resources, they require fewer specialisations for effective transmission than biologically-vectored parasites. Similarly, facultative pathogens, such as Vibrio cholera and Staphylococcus aureus, which tend to express virulence-associated genes only under the high density conditions associated with infection (Brown et al. 2012; Miller et al. 2002; Chan et al. 2004), can be viewed as more specialised than purely opportunistic pathogens - characterised as organisms that become pathogenic following a perturbation to their host - such as Pseudomonas aeruginosa, and Streptococcus pneumonia, who are “super-generalists” capable of infecting across different environments and hosts, and thus might be less specialised and even maladapted to their hosts.
host and increasing host range is predicted, such that specialist parasites replicate faster (causing more virulence), and transmit more than generalist parasites. Empirical evidence does indeed suggest that more-virulent parasites have narrower host ranges than less-virulent parasites (Agudelo-Romero & Elena 2008; Garamszegi 2006). It is also important to emphasise that these costs of generalism also apply within species, i.e. the ability to infect multiple host genotypes (Legros & Koella 2010; Poullain et al. 2008), not just different species.

If parasites adapt to infect heterogeneous hosts, it is plausible that costs of generalism will affect virulence evolution such that parasites cannot replicate well (and cause high virulence) in multiple hosts (Regoes et al. 2000; Gandon 2004). For instance, if a parasite grows rapidly in one host to overcome host defences, but in an alternative host the same fast growth kills the host rapidly, virulence can be optimal in one host and suboptimal in another. This has been shown in a study of viruses across multiple plant species, where viruses with lower host ranges were found to be more prevalent (Malpica et al. 2006). However no costs of generalism were detected among Tobacco etch potyvirus infecting four natural hosts (Bedhomme et al. 2012). Similarly there is a positive correlation between avian malaria host range and prevalence, which suggests that a ‘jack-of-all-trades can be a master of some’ (Hellgren et al. 2009). An explanation for this is that higher overall encounter rate for parasites with wider host ranges can compensate for the potentially reduced fitness of such generalist parasites in each host species (Hellgren et al. 2009; Rigaud et al. 2010).

Generalist parasites that are phenotypically plastic can have an advantage since plasticity can mitigate costs of generalism resulting from antagonistic pleiotropy (Futuyma & Moreno 1988). Mechanisms such as altering gene expression can allow parasites to change their behaviour to fit different environments (hosts), subsequently
improving the parasite’s fitness (Schlichting & Pigliucci 1998). If parasites intermittently encounter new or different hosts, then evolution in the face of an important trade-off can select for plasticity (Brown et al. 2012; Stearns 1989; Agrawal 2001; West-Eberhard 2003). In this scenario, the benefits of plasticity must outweigh the likely costs of the machinery required to generate plasticity, and the costs of a mismatch between the “appropriate” behaviour for the host (Brown et al. 2012). Many parasites are plastic, for example bacteriophage T4 (Abedon 1999) and Plasmodium chabaudi (Reece et. al. 2008), - and a recent study has shown the de novo evolution of such plasticity after propagating a virus (bacteriophage ф2) for a few hundred generations on its Pseudomonas fluorescens host (Leggett et al. 2013a (appended)). Crucially, in this latter study, plasticity only evolved when the virus experienced alternating conditions: precisely the conditions predicted by theory. Moreover, in each of these examples, the organisms change their phenotypes in manners that maximise their fitness, i.e. phenotypic plasticity is adaptive. That adaptive plasticity can evolve easily in even a simple virus, suggests this behaviour is likely to be widespread and readily altered by selection.

ii. Multiplicity of infection and intra-host competitive strategies

Host-parasite interactions are rarely one-on-one. Infections of a single host with multiple parasites occur in many natural populations (Rigaud et al. 2010), and given their larger host range and consequent higher host encounter rate, we suggest that generalist parasites in some contexts might be more likely to experience these multiple genotype and/or species infections than specialist parasites. The specific context we
Consider is isolated populations of pure specialist and generalist parasites, where specialists cannot infect certain hosts. By definition in this scenario, the chance of multiple infections is reduced for specialists. However, by contrast, a polymorphic population of specialist and generalist parasites could result in generalists experiencing fewer mixed infections; if generalists have access to hosts not available to the specialist parasites, resulting in them being more infectious overall (Gandon et al. 2002).

Multiple infections result in within-host parasite competition, which can select for a range of parasite strategies that have evolutionary consequences for virulence, including increased rates of host exploitation, exploitation of competitor’s public goods (social cheating) and interference (Frank 1996; Buckling & Brockhurst 2008) (Box 2). If we assume that generalist parasites are more likely to experience multiple infections, then a generalist parasite might be expected to be a better competitor if their host becomes infected by a specialist parasite. However this prediction can be complicated by fecundity costs associated with generalism, as discussed above.

Multiple infections can also have important virulence effects due to their interactions with host immunity. Successful parasites must evolve life history strategies that enable them to reproduce before they die. Ideally the host immune system should multitask with ease, but multiple infections can strongly interact with immunity because the host cannot perfectly deal with multiple antigens simultaneously. This has been shown in mixed-genotype infections of the rodent malaria Plasmodium chabaudi (Taylor et al. 1998; Mideo 2009). Hence another reason why multiple infections could cause the expression and evolution of lower virulence is because there is less need for parasites to replicate quickly to avoid the host immune system. Consequently, an understanding of how parasites interact with host immunity and pathogenic outcome is critical to evaluating whether virulence is a consequence of parasite fitness trade-offs.
Furthermore, multiple infections are not limited to members of the same species, and this can also affect interactions with the immune system, as shown by a meta-analysis of mice co-infected with microparasites and helminths (Graham 2008). Given that parasites, in particular generalists, are likely to be co-infecting with other species, a better understanding of the ecology and evolution of co-infection might reveal predictable virulence outcomes (Graham 2008).

Multiple infections can have surprising effects on the requirements and mechanisms of virulence evolution itself for a number of reasons including the extent to which virulence reduces parasite transmission (trade-off theory), and the genetic diversity (or relatedness) of the parasites either competing for, or cooperating to exploit the host. Furthermore, both the dynamics of intra-host competition and mediation by the immune system appear to play a role in the outcome of competition. It is reasonable to speculate that parasites could face a trade-off between coping with the host immune system and out-competing co-infecting parasites. Since interacting with host immunity is a more constant selective pressure than multiple infections, the evolutionary outcome of virulence should depend on the prevalence of potential competitors for a given parasite species (Rigaud et al. 2010). We suggest that generalist parasites are more likely to experience multiple infections due to their higher host encounter rates as a function of their larger host ranges. Consequently generalist parasites might invest more in outcompeting co-infecting parasites, and evolve virulence accordingly (Box 2); while specialist parasites might invest more in surviving host immune responses.
**Box 2. Intra-host competitive strategies**

There is an important difference between the expression of virulence – where overall virulence can be lower due to the ecology of the infection such as within host competition in a co-infected host, and the evolution of virulence – which parasite strain is ultimately selected. The majority of intra-host competition models and empirical work focus on resource competition and posit that such competition selects for increased rates of host exploitation and consequently virulence (Anderson & May 1982; Frank 1996; Nowak & May 1994; Levin & Pimentel 19981; Bremermann & Pickering 1983; Frank 1992, 1994; May & Nowak 1995; van Baalen & Sabelis 1995). For clonal (single) infections, kin selection can favour lower rates of within-host resource use that maximise total transmission. However, social interactions between co-infecting parasites can be more direct than simple resource competition. Some parasites show increased within-host growth and virulence as a result of the production of costly public goods; here, within-host competition favours the evolution of social cheats, resulting in the expression of the evolution of lower virulence (Buckling & Brockhurst 2008; Mideo 2009). Multiple infections can favour the production of anti-competitor toxins as a result of both individual and kin-selection; virulence is likely to decrease when these are favoured. All mechanisms that increase within host competitive ability are typically associated with a fitness cost in clonal infections in terms of reduced transmission. In addition, multiple infections afford increased opportunities for genetic or sexual recombination between pathogen strains which can bring with it important adaptive advantages that modify virulence (Michod et al. 2008).

**III. Maladaptive virulence**

In many cases, virulence is clearly decoupled from parasite fitness (transmission) i.e. it is non-adaptive. This situation can arise when parasites accidentally infect hosts that do not normally transmit them. Such “spill-overs” can be lethal to the host since host and parasite have not co-evolved (Ebert 1998) however many others may go largely unnoticed because we do not see “avirulent” spill-overs. Spill-overs are predominantly noticed in humans infected by virulent diseases such as Ebola and avian influenzas.
although two well-known wildlife examples are the parapoxvirus-driven ecological replacement of native red squirrels by invasive grey squirrels (Tompkins et al. 2003), and the crayfish plague spread by introduced American signal crayfish to native European white-clawed crayfish (Alderman 1996). We suggest that generalist parasites might be more likely to spill-over into novel hosts when their larger host ranges suddenly meet, leading to maladaptive virulence.

Generalist parasite virulence might also be comparatively maladaptive compared to specialist parasites since generalists have less time to adapt to any one host within their host infectivity range. Specialist parasites that show host preference will be more consistently exposed to selection on a particular host, and thus can adapt to evolving host defences faster than generalist parasites (Kawacki 1998). This might be particularly true for “super-generalist” opportunistic pathogens since clinical infections of these parasites are generally not directly communicable and their continuous circulation does not depend on their ability to cause disease (Brown et al. 2012).

IV. Host availability

Crucial to understanding optimal levels of virulence is host availability (Frank 1996), with, for instance, experiments using bacteria and viruses showing that high host availability selects for increased virulence (Messenger et al. 1999; Berngruber et al. 2013). The degree of generalism can alter the pool of available hosts, with highly specialised parasites having fewer available hosts than generalist parasites. For example, it has been proposed that theoretically high degrees of specialism may lead to a process akin to the ‘self-shading’ in spatial models (Boots & Sasaki 1999; Lion & Boots 2010),
where highly virulent and transmissible parasites overexploit their available hosts, resulting in selection for lower virulence (Kirchner & Roy 2002).

Conclusions

Understanding how selection drives the evolution of both parasite host range and parasite life histories is crucial for predicting the impact of parasites on their host populations. While the causes and consequences of both parasite traits have been extensively studied in isolation, their interplay has received much less attention. Here we have highlighted one aspect of this interplay: how parasite generalism might affect parasite virulence. We have focused on four specific examples. First, the costs of generalism: generalist parasite species and/or strains are less able to efficiently exploit their hosts compared to specialist parasites. Second, generalist parasites are more likely to find themselves in multiple infections: this increases within-host selection, which is closely linked to the expression and evolution of virulence. Third, generalist species or stains of parasites are more likely to infect novel hosts with whom they have not co-evolved: this can manifest as maladaptive virulence. Fourth, generalist parasites can access niches free of specialist parasites, reducing the burden of within host competition, leading to the evolution of lower virulence.

While most of our arguments are speculative, it would be straightforward to test some of the hypotheses. For example, plant viruses differ in generalism at both the species and genotype levels (Malpica et al. 2006; Bedhomme et al. 2012; Lalic et al. 2013), allowing for further investigation into natural correlations between virulence and generalism, taking into account phylogenies and different ecological conditions.
Furthermore, direct qualitative tests could be carried out by comparing the life histories (Benmayor et al. 2009) of viruses of bacteria experimentally evolved to have different host ranges (Hall et al. 2011 (appended)).

Understanding the virulence of emerging infectious diseases
As well as generating novel general predictions for the evolutionary ecology of virulence, integrating parasite host range and virulence evolution is likely to aid our understanding of the virulence of emerging infectious diseases (Woolhouse, Haydon & Antia 2005). As parasites become exposed to novel hosts because of increased population density, climate change and urbanisation, natural selection is likely to favour the evolution of parasite generalism (Boot & Sasaki 1999). Given that generalist parasites pose the greatest threat to disease-mediated extinction (Rigaud et al. 2010; Pederson & Fenton 2007), furthering our understanding of the importance of parasite generalism on virulence evolution might be an important step in reducing the negative impact of infectious diseases. Finally, it is important to emphasise that the interaction between parasite host range and life history is likely to be reciprocal: changes in life history may in turn affect selection for generalism, i.e. life history and host range coevolve. For example, high virulence might reduce the availability of susceptible hosts, imposing selection for greater host range. This interplay is clearly complex, but we hope this article might inspire more research in this area.
3. Infectious dose and virulence†

A bacterium having a horrible time, being infected by lots of bacteriophage.

Abstract

The number of pathogens that are required to infect a host, termed infectious dose, varies dramatically across pathogen species. It has recently been predicted that infectious dose will depend upon the mode of action of the molecules that pathogens use to facilitate their infection. Specifically, pathogens which use locally acting molecules will require a lower infectious dose than pathogens that use distantly acting molecules. Furthermore, it has also been predicted that pathogens with distantly acting immune modulators may be more virulent because they have a large number of cells in the inoculums, which will cause more harm to host cells. We formally test these predictions for the first time using data on 43 different human pathogens from a range of taxonomic groups with diverse life-histories. We found that pathogens using local action do have lower infectious doses, but are not less virulent than those using distant action. Instead, we found that virulence was negatively correlated with infectious dose, and higher in pathogens infecting wounded skin, compared with those ingested or inhaled. More generally, our results show that broad-scale comparative analyses can explain variation in parasite traits such as infectious dose and virulence, whilst highlighting the importance of mechanistic details.

Introduction

There is huge variation across pathogen species in the number of cells required to successfully infect a host. This number is known as the ‘infectious dose’. At one end of the scale, species such as Shigella and Giardia lamblia require about 10 cells to start an
infection. In contrast, species such as *Vibrio cholera* and *Staphylococcus aureus* require \(10^3-10^8\) cells in order for an infection to develop (Sewell 1995; Schmid-Hempel & Frank 2007; Schmid-Hemple 2011). It is unclear why infectious dose varies, with large differences occurring even between closely related pathogens (Schmid-Hemple & Frank 2007; Schmid-Hemple 2011).

Schmid-Hempel and Frank (2007) predicted that the variation in infectious dose could be explained by the different biochemical mechanisms that pathogens use to infect hosts. Pathogens secrete a number of molecules which facilitate the suppression and/or evasion of host immune responses, and hence aid parasite growth. If these molecules act locally, in the vicinity of the pathogenic cell, then only small numbers of molecules may be required for successful growth and so infections can be established from small numbers of pathogenic cells. In contrast, if the pathogenic molecules diffuse and therefore act at a distance, then large numbers of molecules may be required for evading the host immune system. In these cases greater numbers of pathogenic cells could be needed to establish an infection. However, while this prediction is consistent with anecdotal data (Schmid-Hemple & Frank 2007; Schmid-Hemple 2011), it has yet to be tested formally.

*Testing infectious dose and virulence theory*

Here, we test Schmid-Hempel and Frank’s (2007) prediction that infectious dose is determined by whether pathogenesis is locally or distantly acting. We use data from 43 species of human pathogens across a range of enteropathogenic bacteria, protozoa, fungi and viruses. A possible problem with comparative studies across species is that closely
related species can share characters through common descent rather than independent evolution. Consequently, analysing species as independent data points can lead to misleading correlations (Harvey & Pagel 1991; Felsenstein 1985; Grafen 1989). For example, all viruses are locally acting, and so this could lead to patterns between viruses and bacteria, rather than local or distant action. We account for this potential problem of shared ancestry by using multivariate nested taxonomic models Cluttonbrock & Harvey 1977; Hadfield & Nakagawa 2010).

We then extend this work in two ways. First, Schmid-Hempel and Frank (2007; Frank & Schmid-Hemple 2008) further predicted that pathogens with distantly acting immune modulators will be more virulent, possibly because they would have a large numbers of cells in the inoculums, and higher parasite density would overwhelm the host immune system causing more harm to hosts. We therefore test whether the virulence of pathogens with distantly acting immune modulators is greater than that of pathogens with locally acting molecules. Second, we test the influence of two other factors that could affect infectious dose and virulence: mode of transmission (direct or indirect) and route of infection (ingestion, inhalation or wounded skin) (Sewell 1995; Frank 1996; Alizon et al. 2009; Ewald 1994). These factors could influence dose and virulence for a number of reasons, including their affect on: the extent to which virulence reduces pathogen transmission, the types of immune response they encounter; and the genetic diversity (or relatedness) of the pathogens either competing for or cooperating to exploit the host (Schmid-Hemple & Frank 2007; Schmid-Hemple 2011; Frank & Schmid-Hemple 2008; Frank 1996; Alizon et al. 2009; Ewald 1994; Wild, Gardner & West 2009; Lion & Boots 2010; Boots & Mealor 2007; Boots & Sasaki 1999; Bull 1994; Ewald 1991; Hamilton 1972; Bull, Molineux & Rice 1991; Ewald
Results and discussion

We found that pathogens with immune modulators that act distantly within the host have significantly higher infectious doses than pathogens with locally acting molecules, (Figure 1 and Table S2 (appended), $F_{1,40}=25.79, P<0.0001$). This supports the prediction by Schmid-Hempel and Frank (2007) that local pathogenic action requires only a small number of molecules, and thus relatively few cells are needed to start an infection, compared to distantly acting mechanisms where a large number of diffusible molecules need to accumulate in order to overwhelm the host’s immune clearance.

Contrary to the hypothesis that pathogens with distantly acting immune modulators are more virulent, we found no significant relationship between case fatality rate or severity of infection and the mechanism of pathogenesis (Table S3 and Table S4 (appended), $P>0.05$). However, case fatality rate was significantly negatively related to infectious dose of pathogens (Figure 2 and Table S3 (appended), $F_{1,38}=3.94, P=0.05$). We suggest this correlation arises because, for a given dose, pathogens that are locally acting and have lower infectious doses are more likely to establish an infection. For this relationship to hold, we reasonably assume that the actual dose in natural infections is largely determined by factors such as the mode of transmission, and so does not show a strong covariance with whether a parasite acts locally or globally within the host. We attempted to collect data on mean parasite dose in different transmission modes during

natural infections so we could examine how this correlates with local/global within-host parasite action, but we were unable to obtain sufficient data.

Fig. 1. Infectious dose and the mechanisms of pathogenesis used by pathogens. Means ± 1 standard error (Table S2, appended).

Explanations of negative relationship between infectious dose and virulence

There are at least two alternative explanations for the negative relationship between case fatality rate and infectious dose of parasites. First, recent theory suggests parasites might adapt to low infectious doses by evolving a higher per-parasite growth rate, causing greater host exploitation and virulence (de Roode et. al. 2011). However the reduction in dose in this model results from increased host resistance, and there is no
reason to assume that selection for host resistance consistently differs between global and local acting parasites.

![Graph showing variation in case fatality rate explained by Infectious dose. Line represents a logistic curve (Table S3, appended). Black circles are pathogens with distant acting mechanisms of pathogenesis; white circles are pathogens with locally acting mechanisms of pathogenesis.](image)

**Fig. 2.** Variation in case fatality rate explained by Infectious dose. Line represents a logistic curve (Table S3, appended). Black circles are pathogens with distant acting mechanisms of pathogenesis; white circles are pathogens with locally acting mechanisms of pathogenesis.

Second, a low infectious dose may reduce the incidence of multiple genotype pathogen infections since there are fewer parasites in the inoculum, which could favour higher levels of cooperation between parasites, and hence lead to greater growth and virulence (Brown, Hochberg & Grenfell 2002; West & Buckling 2003). However, the extent to which this will be of general importance will be limited by the fact that different biological details can lead to different relationships between strain diversity
and virulence. For example, when different parasite strains compete for host resources, higher strain diversity is expected to lead to greater virulence (Frank 1996, Alizon et al. 2009; Nowak & May 1994; de Roode et al. 2005, 2011; Levin & Pimentel 1981; Bremermann & Pickering 1983; van Baalen & Sebelis 1995). Alternatively, antagonistic interactions between strains, such as chemical warfare, can lead to a predicted domed relationship between strain diversity and virulence (Gardner, West & Buckling 2004). Nonetheless, it is possible that all three explanations could play a role, with their importance varying across species.

Route of infection and virulence

We found that pathogens infecting hosts through wounded skin result in significantly higher case fatality rates than pathogens inhaled or ingested (Figure 3 and Table S3 (appended), $F_{2, 26}=5.30, P=0.01$). Given that infection via wounded skin includes transmission via bites of insect vectors and contaminated water, this result supports theory on virulence-transmission trade-offs which proposes that vectors and water systems circumvent the need for an ambulatory host to transmit pathogens, selecting for the evolution of higher virulence (Ewald 1994; 1991; 1983). However, another potentially important factor is that the type of immune response that pathogens are confronted with will affect virulence. Pathogens that infect hosts through wounded skin circumvent mechanical immunity and directly enter the circulatory system. Hence, they may cause virulent systemic infections more readily than ingested or inhaled pathogens, which must overcome other anti-infection barriers such as stomach acid and mucus membranes before causing systemic infections.
Fig. 3. Variation in case fatality rate explained by route of infection. Means ± 1 standard error (Table S3, appended).

Conclusions

More generally, our results emphasise the importance of life-history or mechanistic details for the evolution of parasite traits. Theoretical models for the evolution of parasite traits such as virulence have generally relied on simple trade-offs between virulence and transmission. These models have been able to explain variation in virulence both within species, and between closely related species with similar life histories (Boots & Mealor 2007; Bull, Molineux & Rice 1991; Herre 1993; de Roode et al. 2005; Ebert 1998; Kerr et al. 2006; Rumbaugh et al. 2009; Kohler, Buckling & van Delden 2009). In contrast, this body of theory has been less successful at explaining broad scale variation across species (Schmid-Hemple & Frank 2007; Frank & Schmid-
Hemple 2008; West & Buckling 2003; Ebert & Bull 2003. One possible explanation for this is that the predictions of virulence theory can depend upon the mechanisms that pathogens use to infect and exploit hosts, which are not considered in the classical models; hence our expectations of data fitting the model may be too high. If the details of how pathogens infect hosts really matter, this would limit the extent to which we would expect to find broad empirical patterns to match theory (West & Buckling 2003). Our results show that transmission, dose and virulence can be influenced by mechanistic details such as distance at which molecules act and route of infection.

**Material and Methods**

*Infectious dose*

We obtained data on the number of pathogen cells required to start an infection (infectious dose) by searching: (a) databases from the United States Food and Drug Administration (2003), Health Canada‡, Medscape§, the Centre for Disease Control and Prevention**, the World Health Organisation††; (b) empirical studies found via keyword searches in the ISI Web of Knowledge database, PubMed and Google Scholar. Where

---

ranges or more than one estimate of infectious dose were given, we calculated the median infectious dose to use in our analyses.

We emphasise that uncertainties exist in infectious dose measurements: often they were extrapolated from epidemiologic investigations, were obtained by human feeding studies on healthy, young adult volunteers, or are best or worst estimates based on a limited data from outbreaks. Where known, we give methods of estimation in Table S1 (appended).

Classifying mechanisms of pathogenesis

We classified pathogens as having local or distant action according to the framework of Schmid-Hempel and Frank (2007). For local action, pathogens directly interact with host cells via surface-bound molecules or by injecting proteins into host cells by a type III or IV secretion systems. For example, *Yersinia enterolitica/ tuberculosis* injects Yop protein into target cells via a type III secretion system, leading to cytotoxicity (Wilson, McNab & Henderson 2002), and *Ebola virus* binds to different cell surfaces and replicates leading to cell necrosis (Bray 2005).

For distant action, pathogens indirectly interact with host cells by secreting proteins that diffuse into their surroundings and only exert pathogenic effects when they bind to host cells. This may arise, for example, through immune modulators delivered by the general secretary pathway, or the type I, II and V secretary systems. For example, the well known virulence factor lysteriolysin O of *Listeria monocytogenes* and exotoxins of *Staphylococcus aureus*, are secreted via the general secretory pathway (Wooldridge 2009). We do not classify between interactions with host and immune cells.
specifically since we are concerned with how far the interaction occurs from the infecting parasite, not with what cell the interaction occurs with.

Measuring virulence - case fatality rate, ‘disease severity’ and incidence

To capture both the short and long term consequences of pathogen infection on host health, we use case fatality rate and a ‘disease severity’ score to measure pathogen virulence. These are two of the three criteria used to estimate ‘burden of disease’ in a recent protocol for prioritising infectious disease in public health (Krause 2008).

We rated each pathogen according to its severity, as described in Table 1. We gave a score of 0 to pathogens of average importance, or pathogens for which a lack of data precluded another score. Incidence data are the estimated mean number of new cases per year in the USA. Case fatality rates are estimates of fatality without treatment or co-morbidities and represent the number of cases of a disease ending in death compared to the number of cases of the disease. We obtained data from the before-mentioned databases, plus various reports in the literature (see Table S1 in Appendix).

We emphasise that while a “case” should represent an infected individual, in practice it may involve infection of some severity, -hospitalization even. Thus overall our definition of case fatality may overestimate virulence. For example, a benign parasite that infects many hosts asymptotically, but cause severe disease in a small proportion of hosts, may be classified as virulent. By contrast, a virulent parasite that causes disease of equal severity in its hosts may be classed as less virulent. To correct for this potential bias, we assessed whether case fatality rate is linked to incidence rate,
and examined the effects of the other variables after controlling for variation in incidence rate.

**Table 1. Definition of the scores for calculating disease severity**

<table>
<thead>
<tr>
<th>Scores</th>
<th>-1</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospitalisation is rare. Work loss is &lt;2 days. No persisting illnesses/ handicaps</td>
<td>Hospitalisation is rare. Work loss &gt;5days is rare. Few persisting illnesses/ handicaps.</td>
<td>Hospitalisation is frequent, work loss of &gt;5days is frequent. Persisting illnesses/ handicaps occur.</td>
<td></td>
</tr>
</tbody>
</table>

*Adapted from Krause (2008)*

*Transmission mode and route of infection*

We obtained data on transmission mode and route of infection using the before-mentioned databases. We classified pathogens as either direct or indirectly transmitted: direct transmission requires physical contact between an infected and susceptible host, and indirect transmission requires an agent to transfer the pathogen from an infected to a susceptible host. We classified the routes of infection used by pathogens as entry through wounded skin, inhalation, or ingestion. For example, *Bordatella pertussis* is usually spread by infected people coughing or sneezing while in close contact with susceptible others who then inhale the *pertussis* bacteria (Centers for Disease Control
and Prevention†‡) (i.e. direct transmission). Where pathogens can use more than one mechanism of transmission or infection, we used the mechanism stated in the infectious dose data for our analyses.

**Statistical analysis**

We performed three analyses. First, we tested whether infection dose (log transformed) was related to the mechanism of infection (2 level fixed factor: local or distant), infection route (3 level fixed factor: ingestion, inhalation, wounded skins) and the transmission mode of pathogens (2 level fixed factor: direct, indirect) using a linear mixed effects model (LMM) with restricted maximum likelihood estimation (REML). Second we tested if case fatality rate (% of cases resulting in death) was influenced by infectious dose (covariate log transformed), incidence (covariate log transformed), mechanism of infection, infection route and transmission mode using a generalised linear mixed effects model (GLMM) with a binomial error distribution. Finally, we analysed the severity of infection (-1, 0, 1) in relation to the same explanatory variables as the second analysis using a GLMM with an ordered multinomial error distribution.

The data Table S1 (appended) encompass a diverse range of pathogens. We obtained information on the taxonomic classification of pathogens from the National Center for Biotechnology Information (NCBI) (Sayers et al. 2009). We accounted for the non-independence of data arising from phylogenetic relationships between pathogens in all LMMs and GLMMs using nested taxonomic random effects structures

whereby each taxonomic level (genus, order, class and kingdom) was nested within all higher taxonomic levels (see Tables S1-4 for details, appended). We only entered genus, order, class and kingdom into models because of poor replication at other taxonomic levels. We examined the significance of fixed effects (factors and covariates) using Wald type adjusted $F$ statistics and the effect with the highest $P$ value was sequentially dropped until only significant terms ($P<0.05$) remained (Crawley 2002). Prior to all analyses covariates were Z-transformed (mean = 0, standard deviation = 1). We used the Kenward and Roger (1997) method for estimating standard errors for parameter estimates and denominator degrees of freedom since it is specifically designed for models with multiple random effects and unbalanced data, increasing the accuracy of significance tests (Kenwood & Roger 1997; Littell et al. 2006; Bolker et al. 2009). We assessed the significance of random effects using log-likelihood ratio tests (LRTs) (Self & Liang 1987). All analyses were conducted in SAS version 9.2.
4. Immune subversion and virulence

The day our Pseudomonas grew a face 😊
Abstract

There is huge variation across pathogens species in virulence, the harm pathogens cause their hosts during an infection. Classic theory for the evolution of virulence is based on trade-offs between pathogen growth, transmission and virulence; and assumes higher within-host growth causes higher virulence. However, we found no support for this in a comparison of 61 human pathogens. In contrast, we found that: (1) pathogens capable of subverting the host immune system are significantly more virulent than non-immune subverting pathogens; and (2) inhaled pathogens or pathogens infecting via skin wounds are significantly more virulent than ingested pathogens. Overall, our results emphasise how virulence can be influenced by mechanistic life history details that vary across species to do with how parasites infect and exploit their hosts.

Introduction

There is huge variation across pathogen species in the harm they cause their hosts during an infection (virulence). Some bacteria, such as *Bacillus cereus* cause us mild nausea and diarrhoea for 24-48 hours (United States Food and Drug Administration (2003). In contrast, other species such as *Bacillus anthracis* kills 90-100% of their human hosts, often within 48 hours (Center for Food Security and Public Health§§).

Over the last 30 years there has been a proliferation of theoretical models on the evolution of virulence (Anderson & May 1981; Frank 1996, Frank & Schmid-Hempel §§).

---

§§The Center for Food Security and Public Health: [http://www.cfsph.iastate.edu/Factsheets/pdfs/anthrax.pdf](http://www.cfsph.iastate.edu/Factsheets/pdfs/anthrax.pdf)
At the core of this theory is the idea that there is a trade-off between parasite growth and host survival – higher growth rates increase transmission rate, but also increase host mortality, leading to a lower transmission period (Anderson & May 1981, 1982). Theory predicts that total transmission will be maximised at an intermediate growth rate, with host mortality rate or virulence an unavoidable consequence. This theory has been supported by a number of within species studies, which have tested the underlying assumptions or examined how virulence evolves in response to changing conditions (Lipsitch & Moxon 1997; Froissart et al. 2010; Alizon et al. 2009; Boots & Mealor 2007; Bull, Molineux & Rice 1991; de Roode et al. 2005; Ebert 1998, Kerr et al. 2006; Frank & Schmidt-Hempel 2008).

In contrast, there is a lack of evidence that the trade-off theory can explain the large differences we observe across parasite species in virulence (Herre 1993, Ebert & Bull 2003, Frank & Schmidt-Hempel 2008; Alizon et al. 2009, Leggett et al. 2013b). A possible explanation for this is that virulence is influenced by mechanistic details that vary across species, to do with how parasites infect and exploit their hosts (West & Buckling 2003; Alizon et al. 2009; Frank & Schmidt-Hempel 2008). For example, if traits that have large fitness benefits to the parasites (such as escape or modulation of the immune system, also cause pathogenesis, then this could lead to particularly high virulence (Frank & Schmidt-Hempel 2008). If such mechanistic details vary across species, then we might expect these to swamp any simple relationships between growth rate and virulence.
Here, we carry out a comparative study, examining variation in virulence across 61 human pathogens, comprising mostly bacteria, but also eukaryotic species and a fungus. We first examined whether virulence was correlated with maximum parasite growth rate, as assumed by virulence theory. We then examined whether virulence correlated with four life history variables that could influence the mechanism of pathogenesis: (i) whether a species can kill or survive within professional immune cells (immune subversion) (Frank & Schmidt-Hempel 2008; Gama et al. 2012); (ii) whether the production of virulence factors is controlled cooperatively by quorum sensing (Williams et al. 2000); (iii) the ability of a species to move (motility), and hence disperse between areas within a host (Josenhans & Sauerbaum 2002; Ottemann & Miller 1997); and (iv) the route of infection, which can influence the extent to which virulence decreases parasite transmission (Ewald 1991, 1994).

**Results and discussion**

*Virulence and growth rate*

Our first aim is to test whether virulence is correlated with parasite growth rate. We measured parasite virulence as the case fatality rate; the proportion of disease cases ending in host death without treatment or comorbidities. We used *in vitro* generation time as a measure of parasite growth rate, with smaller generation times implying a higher growth rate. Presumably the *in vitro* conditions are ideal for parasite growth, and so here we are discussing “maximum” growth rate, not necessarily the growth rate that trade-off theory is concerned with. Yet, all things being equal, we expect *in vitro* growth rate to be correlated with *in vivo* growth and virulence. In support of this, *in vitro*
growth measures have been shown to correlate with genomic traits associated with fast growth (such as rRNA and tRNA copy number) (Vieira-Silva & Rocha 2010). However, contrary to the standard assumption that increased parasite growth leads to greater host mortality (Frank 1996; Anderson & May 1982), we found no significant relationship between generation time and virulence (Figure 1 and Table S2 (appended, pMCMC=0.60). Furthermore, no relationship between generation time and virulence is seen when examining within groups of immune subverters (Table S3 (appended), pMCMC= 0.37) or non-subverters (Table S4 (appended), pMCMC= 0.41).

**Virulence and life history details**

We then examined whether parasite virulence instead correlated with a number of life history variables. Frank & Schmid-Hempel (2008) argued that mechanisms of pathogenesis associated with the immune system would be correlated with relatively high virulence, because the benefits of increased parasite growth and survival would outweigh the cost of an increased host mortality rate. We tested if virulence was correlated with whether a species is able to kill professional phagocytes or to survive and/or replicate in the intracellular milieu of these cells, termed “immune subverters” (Fortune & Rubin 2007; Stecher et al. 2007; Gama et al. 2012). We found that parasites capable of subverting the host immune system are significantly more virulent than non-immune subverting parasites (Figure 2a and Table S2 (appended), pMCMC=0.02). We found no significant difference in the generation time of immune subverting and non-immune subverting parasites (Figure S1 and Table S7, pMCMC=0.71).
Fig. 1. Virulence and maximum growth rate. Grey circles are pathogens with immune subversion, black circles are pathogens without immune subversion. We found no significant relationship between the case fatality rate and generation time.

We examined whether parasite virulence correlated with mode of transmission between hosts. Mode of transmission could matter for a number of reasons (Ewald 1983, 1994; Frank 1996). For example, it has been argued that vectors can circumvent the need for ambulatory hosts to transmit, and lead to higher strain diversity, both of
which could lead to higher virulence for vectored parasites (Ewald 1994, Frank 1996). We found that inhaled pathogens result in significantly higher virulence than ingested pathogens (Figure 2b and Table S2 (appended), pMCMC=0.0006), but there is no difference in virulence between pathogens infecting via wounded skin and ingested or inhaled pathogens (Figure 2b and Table S2 (appended), p=0.06 and 0.05 respectively). This pattern is different from our previous analysis, where pathogens infecting via skin wounds were more virulent than the other two types (Leggett, Cornwallis & West 2012 (appended)). The differences between our two studies is driven by differences in the data: we now have a larger data set with more virulent inhaled pathogens that were not included in the previous paper since we had no infectious dose data for them. Furthermore, we now exclude viruses (unlike the first paper) since we couldn’t find appropriate growth rate data for viruses. There are at least three possible explanations for lower virulence of ingested pathogens. First, the type of immune response pathogens face during an infection can vary with infection route. Ingested pathogens must overcome strong anti-infection barriers such as mucus flows and stomach acid, which negatively affects pathogen viability, and subsequent virulence. Second, for vectored pathogens (which we categorised as infecting by skin wounds), vectors negate the need for mobile hosts to transmit, potentially selecting for virulent pathogens (Ewald 1983, 1994; Frank 1996). Third, transmission via inhalation could lead to higher strain diversity, selecting for faster growth and hence higher virulence (Frank 1996).

We examined whether parasite virulence correlated with either the use of quorum sensing to regulate the production of virulence factors or motility. Quorum
Fig. 2. Virulence and parasite life history. The case fatality rate (log number of deaths per 10,000 cases: (a) was significantly higher in species that subvert the immune system; (b) was significantly higher in species transmitted via inhalation than those transmitted by ingestion or wounded skin; (c) showed no correlation with whether quorum sensing was used to control the production of virulence factors; (d) showed no correlation with pathogen motility. See Table S2 (appended) for details.
sensing could matter because it allows pathogens to produce virulence factors more efficiently (Darch et al. 2012), which could either facilitate a greater attack on the host, or avoid unnecessary damage to the host (Williams et al. 2000; Antunes et al. 2010). Motility could lead to a greater virulence by facilitating dispersion and colonisation, allowing pathogens to counteract mucus flows and peristalsis (Josenhans & Suerbaum 2002; Eaton, Morgan & Krakowka. 1992; Drake & Montie 1988; Guentzel & Berry 1975; Miller; Mekalanos & Falkow 1989). Alternatively, motility could decrease virulence because flagella-mediated activation of dendritic cells is highly deleterious to bacterial survival (Salazar-Gonzalez et al. 2007). Flagella are also costly to make (Macnab 1992), and facilitate phagocytosis (Tomita et al. 1982). However, we found no significant relationship between virulence and parasite quorum sensing based regulation of virulence factor expression (Figure 2c and Table S2 (appended), pMCMC=0.98) or parasite motility (Figure 2d and Table S2 (appended), pMCMC=0.26). This is despite the fact that pathogens which use quorum sensing grow significantly faster than those that do not (Figure S2 and Table S7 (appended), pMCMC=0.008).

**Other patterns**

We previously found that the number of cells required to successfully infect a host (infectious dose) was significantly negatively correlated with virulence (Leggett, Cornwallis & West 2012), a pattern that we again find in this extended data set (Figure 3a and Table S6 (appended), pMCMC=0.02). Our current results suggest that this is because immune subverting parasites have both a higher virulence and a significantly lower infectious dose than pathogens that do not subvert host immunity (Figures 2a & 3b Table S6 (appended), pMCMC<0.0001). Gama et al. (2012) previously found that
immune subversion was the most significant factor shaping variation in infectious dose among human pathogens. Consequently, whilst it cannot be decisively proven with correlational comparative data, we suggest the correlation between dose and virulence arises due to shared causal factors, rather than one driving the other.

There have been only a limited number of formal comparative studies attempting to explain virulence across a number of pathogen species (Herre 1993; Leggett, Cornwallis & West 2012). An important example is Herre’s (1993) study on fig wasp nematodes, which showed higher virulence in species where there was likely to be greater transmission. A key difference between our studies is that the fig wasp nematodes all shared very similar life histories, and so there were not the large mechanistic life history details that have been a focus of our study here. Indeed, the absence of such variation is key to Herre’s study by facilitating the influence of variation in only one key variable – transmission.

**Conclusions**

To conclude, we have found that growth rate of pathogens didn’t vary with virulence. One possible explanation for this is that our measure of growth rate *in vitro* may be irrelevant to *in vivo* growth rate. This is plausible, but seems unlikely since experimental evidence suggests the two correlate well within species (Mikonranta, Friman & Laakso 2012; Vieira-Silva & Rocha 2010). Alternatively, the effect of growth rate may be relatively small biologically in explaining variation in virulence across species relative to other life history variables. In contrast, we did find that immune subversion and infection route explained variation in virulence across human pathogens.
Fig. 3. Correlates of infectious dose. (a) The case fatality rate (log number of deaths per 10,000 cases) was significantly lower in species with a lower infectious dose (log). Grey circles are pathogens with immune subversion, black circles are pathogens without immune subversion. (b) The infective dose was significantly higher in immune subverters. See Table S6 (appended) for details.

Material and Methods

Collection of data from the literature

Case fatality rates are estimates of fatality without treatment or comorbidities and represent the number of cases of a disease ending in death compared to the number of cases of the disease. We classified routes of infection used by pathogens as entry through wounded skin, inhalation or ingestion. We used the route of infection described in the case fatality data for our analyses, but note that the method of exposure used in
experimental infections may not be the “natural” transmission route. We obtained data for case fatality rate, route of infection and the number of pathogen cells required to start an infection (infectious dose) by searching: (a) databases from the United States Food and Drug Administration (2003), Health Canada***, the Centre for Disease Control and Prevention†††, (b) direct searches in the empirical literature using key word searches in the ISI Web of Knowledge database, Google Scholar, and Pubmed.

Growth rate data are minimal generation times (hours), which we retrieved from the supplementary material of Vieira-Silva & Rocha (2010) and Gama et al. (2012) with some new data from the primary literature. For interactions with the immune system, motility and quorum sensing, we first followed the supplementary material of (Gama et al. 2012), with new data from the primary literature. We have included all data and bibliographic references in Supplementary Materials (Table S8, appended).

Statistical Methods

First, we tested if variation in case fatality rate (transformed to deaths per 10,000 cases so all number were whole numbers for analysis) was correlated with generation times of pathogens (log transformed), immune subversion (2-level factor: yes or no), infection route (3-level factor: inhalation, ingestion and through skin), quorum sensing (2-level factor: yes or no) and pathogen motility (2-level factor: yes or no) using Bayesian linear mixed models (BMM) with Markov chain Monte Carlo estimation in MCMCglmm, R


version 2.15.1 (Hadfield & Nakagawa 2010; Hadfield 2010). We modeled case fatalities as a Poisson process with a log link function. We tested each explanatory variable on their own (Table S1, appended) and then together in a multivariate analysis (Table S2, appended).

In multivariate analyses we used step-wise deletion of non-significant terms to obtain a minimum adequate model (Crawley 2002). Prior to all analyses we Z-transformed (mean = 0, standard deviation = 1) covariate fixed effects and converted two-level fixed effects to binary coding -1, 1 so that the magnitude of parameter estimates could be directly compared (Gelman 2010; Scheielzeth 2010).

We then tested if virulence was correlated with infectious dose (log transformed), and if infectious dose was correlated with infection route, generation time of pathogens, immune subversion, pathogen motility and quorum sensing using a BMM in MCMCglmm with a Gaussian error distribution (Hadfield & Nakagawa 2010; Hadfield 2010). We again first modeled explanatory variables separately and then together in a multivariate analysis.

The analyses included data from a taxonomically diverse range of pathogen species. We took into account the non-independence of data arising from the phylogenetic relationships between species by defining a nested random effects structure whereby order was nested within class, class within phylum, phylum within kingdom and kingdom within domain (Hadfield & Nakagawa 2010). Only domain, kingdom, phylum, class and order were entered into models because there was no replication within our data at the other taxonomic levels. We used inverse gamma priors for all R and G-side random effects ($V = 1$, $\nu=0.002$), which produced well mixed chains that passed all convergence tests (see below) (Plummer et al. 2006).
We ran each analysis for 6,000,000 iterations with a burn-in of 1,000,000 and a thinning interval of 1000. This generated 5000 posterior samples that we used to calculate the posterior mode, 95% credible intervals (lower CI – upper CI), and pMCMC (number of simulated cases that are > 0 or less than 0 corrected for finite number of MCMC samples). We considered terms statistically significant when 95% credible intervals did not span 0 and pMCMC values were less than 0.05 (Hadfield 2010). We ran models with parameter expanded priors (half-Cauchy priors following (Gelman 2006): $V=1$, $\nu=1$, $\alpha.mu = 0$, $\alpha.V = 25^2$) due to some variance components being close to 0. The inverse gamma prior led to better convergence as measured by the Gelman-Rubin statistic (see below) and produced almost identical results to equivalent frequentist models run with ASReml-R version 3 (Gilmour et al. 2009). We therefore used priors with $V=1$, $\nu=0.002$ for all models. We imputed missing values in explanatory variables using the mean of the missing variable (Z-transformed scale = 0) so that it was possible to compare different models using DIC (Nakagawa & Freckleton 2010).

We checked the convergence of each analysis using two diagnostic tests in the R package ‘coda’ (Plummer et al. 2006). First, we ran each analysis 3 times and used the Gelman-Rubin statistic (potential scale reduction factor (PSR)) to compare within- and between-chain variance (Gelman & Rubin 1992). When convergence is met PSR <1.1 and in all our analyses PSR was less than 1.01. Second, we used Geweke’s convergence diagnostic, which calculates Z scores from mean parameter estimates ± standard errors generated from the first 10% and the last 50% of the chain (Geweke 1992). If Z scores follow an asymptotically standard normal distribution the samples are considered to be drawn from a stationary distribution.
5. Adaptive phenotypic plasticity in viral parasites

Co-infection of parasite genotypes can select for various changes in parasite life history strategies relative to single genotype infections, with consequences for disease dynamics and severity (Bull 1994; Chao et al. 2000; Buckling & Brockhurst 2008; Mideo 2009; Frank 1996; Nowak & May 1994; Bremermann & Pickering 1983; van Baalen & Sablelis 1995; Brown, Hochberg & Grenfell 2002; West & Buckling 2003; Gardner, West & Buckling 2004; Alizon & van Baalen 2008; Lively 2009; Choisy & de Roode 2010). However, even where co-infection is common, a parasite genotype is also likely to regularly experience single genotype infections over relatively short periods of evolutionary time, due to chance, changes in local disease transmission and parasite population structuring. Such alternating conditions between single genotype and co-infections will impose conflicting pressures on parasites, potentially selecting for facultative responses to co-infection (Choisy & de Roode 2010; Stearns 1989; Moran 1992; Agrawal 2001; West-Eberhard 2003; Thomas et al. 2002). While such adaptive phenotypic plasticity in response to social environment has been observed in protozoan parasites and viruses (Reece, Drew & Gardner 2008; Abedon 1999), here we show it evolving in real-time in response to co-infection under conditions where both single and co-infections are common. We experimentally evolved an obligate-killing virus under conditions of single virus infections (Single lines) or a mix of single- and co-infections (Mixed lines), and found Mixed lines to evolve a plastic lysis time: they killed host cells more rapidly when co-infecting than when infecting alone. This behaviour resulted in high fitness under both infection conditions. Such plasticity has important
consequences for the epidemiology of infectious diseases and the evolution of cooperation.

**Results and discussion**

We experimentally evolved an initially clonal, obligate-killing virus (bacteriophage φ2 (Buckling & Rainey 2002) of a bacteria (*Pseudomonas fluorescens* SBW25 (Rainey & Bailey 1996)) under conditions where either the densities of bacteria greatly exceeded (by five orders of magnitude) that of phage, resulting in predominantly single phage infections (Single lines), or where phage and bacterial densities were initially approximately equal, resulting in phages experiencing a mix of single- and co-infections (Mixed lines) initially, followed by predominantly co-infections as the phage population grew. We measured phage population growth rate in the phages’s selection and reciprocal environments every 10 days for a total of 50 days and found no monotonic change in growth rates for either treatment, in either environment (Figure S1 (appended), linear effects of time, $P > 0.4$ in all cases). There were, however, differences in mean growth rates between treatments. Specifically, Mixed lines had lower growth than Single lines under co-infection conditions, while there was no difference in growth between treatments measured under single infection conditions (Figure 1; significant interaction between selection and assay environments; mixed-effects ANOVA with time as fixed effect, $F_{1,18.33}= 5.72$, $P = 0.028$). This reduction in growth of Mixed phages under mixed conditions may initially seem paradoxical, but is in fact consistent with adaption to co-infections: increased within-host fitness of parasites is typically associated with reduced between-host transmission and hence
Fig. 1. Mean phage growth (multiplication rate) through evolutionary time compared to ancestral phage in single and mixed infection conditions (±SEM; n=6). Black bars: Single lines; pale bars: Mixed lines. Dashed line represents equal growth.

decreased parasite population growth rate (Bull 1994; Buckling & Brockhurst 2008; Mideo 2009; Frank 1996; Nowak & May 1994; Bremermann & Pickering 1983; van Baalen & Sablelis 1995; Brown, Hochberg & Grenfell 2002; West & Buckling 2003; Gardner, West & Buckling 2004; Alizon & van Baalen 2008; Lively 2009; Choisy & de Roode 2010).

To determine whether the evolved strategies of the Mixed lines were adaptive, we competed independent pairs of Single and Mixed evolved lines under single and co-infection conditions. We found that Mixed lines had an average threefold growth rate advantage over Single lines under co-infection conditions (Figure 2; 1-sample Wilcoxon test against relative fitness of 1, \( P=0.03 \)), and no detectable difference in growth rate
Fig. 2. Competitive growth of Mixed lines against Single lines in single and mixed infection conditions. Dashed line represents equal fitness (1). Fitness >1: Mixed lines are more fit.

under single infection conditions (Figure 2; Wilcoxon test, $P > 0.05$). Reduced population growth rate of the Mixed lines therefore appears to be an adaptation resulting from selection under co-infection conditions.

We next investigated the phenotypic basis of adaptation to co-infections, and whether or not the Mixed phages had evolved adaptive phenotypic plasticity. Within-host competition resulting from co-infections can select for a range of parasite strategies including increased rates of host exploitation, interference, and exploitation of competitors’ public goods (social cheating) (Buckling & Brockhurst 2008; Mideo 2009); an example of the latter being the frequently observed Defective Interfering particles in viruses (DePollo & Holland 1987; Turner & Chao 1999). It is possible that plasticity in any of these mechanisms may have evolved in the Mixed lines, but we initially investigated plasticity in the time taken to lyse hosts, because such plasticity in
response to co-infection has been shown in phage T4 and its close relatives (Abedon 1999, 2011). Like many viruses, the phage used in this study transmits by lysing its bacterial host, hence increased rates of host exploitation are likely to manifest as a faster time to lysis at the expense of a reduced viral yield (Abedon, Herschler & Stopar 2001; Wang 2006; Wang, Dykhuizen & Slobodkin 1996). Bacteriophage replication involves the production of multiple copies of the phage genetic material and protein coats, which are then packaged together to form the complete virus shortly prior to lysing the host cell (Wang, Dykhuizen & Slobodkin 1996). Earlier lysis has been shown to provide a competitive advantage during phage mixed-genotype infection (Refardt 2011), presumably because co-infecting competitors with longer lysis times will have packaged up fewer complete viruses prior to cell lysis. To investigate adaptive plasticity of lysis time, we first measured the time taken for a statistical increase in density to occur in the ancestral, Single and Mixed lines under both single and co-infection conditions. Under single infection conditions, the lysis time of ancestral, Single and Mixed lines was approximately 35 minutes (Figure 3; paired t-test of yield at 35 minutes versus 0 minutes, $P=0.0002$, $P=0.0002$ and $P=0.001$ respectively). However, under co-infection conditions, the lysis time of Mixed lines was approximately 30 minutes (Figure 3A, $P<0.0001$) whereas it remained at 35 minutes for the Single lines and ancestral clone (Figure 3B, $P<0.0001$ and $P=0.01$ respectively). To formally demonstrate that there is a change in lysis time in the Mixed infection lines in response to co-infections, but not in the Single infection lines, we estimated the lysis time (the number of minutes taken to reach 50% of maximal phage density during a single synchronised growth cycle ($t50$)), for each replicate under both single and co-infection conditions. The $t50$ of Mixed lines was significantly lower than
Fig. 3. Mean phage growth in (a) single infection and (b) mixed infection conditions (±SEM; n=6). Filled circles: Mixed lines (M); open circles: Single lines (S); triangles/dotted line: ancestral lines (WT). Arrow indicates the time point where phage density significantly increases. (c) Mean number of minutes taken for phage to reach 50% of maximal phage density (t50) in single and mixed infection conditions (±SEM; n=6) (C). Dark bars: Single Lines; pale bars: Mixed lines.

Single lines under mixed infection conditions, with no difference in t50 between the lines in single infection conditions (Figure 3C; significant interaction between selection line and assay conditions, $F_{1,20} = 59.794$, $P<0.0001$). This demonstrates that an initially clonal virus that experienced a mix of single and co-infections over few hundred generations evolved to phenotypically alter its lysis time in an adaptive manner,
depending on whether it infected bacteria by itself, or co-infected with other virus clones.

Relevance to the evolution of cooperation

Our results demonstrate that even the simplest organism can maintain individually costly cooperative behaviours in the face of social cheats. Cooperation in this context can be viewed as prudent use of hosts (killing the host relatively slowly to maximise viral yield), a strategy favoured by selection when individuals sharing the same resource (a single host) are close relatives (Frank 1996). For rapidly evolving viruses, such high relatedness can only be guaranteed if everyone has descended from the same infecting clone. In contrast, competition with other genotypes favours cheating (faster rates of host exploitation) (Frank 1996). Adaptive phenotypic plasticity in response to the number of infecting genotypes ensures viruses only cooperate under conditions of high relatedness.

Conclusions

Here we have shown that an initially clonal virus, propagated under a mix of single- and co-infection conditions, readily evolves the ability to detect the presence of co-infecting clones, and adjust their behaviour accordingly. The ease at which such adaptive plasticity evolved in our experiment suggests the behaviour is likely to be widespread amongst parasites, and readily influenced by selection. The existence of social plasticity has important implications for parasite epidemiology and virulence. First, virulence and transmission of a given parasite may differ dramatically according to
whether it is in a mixed or single genotype infection. Second, intervention strategies that aim to use avirulent social cheats (“Hamiltonian Medicine” (Foster 2005)) to outcompete virulent strains are likely to fail: parasites are likely to simply evolve to act as cheats when cheats are present, but express more virulent, cooperative phenotypes in their absence.

**Experimental procedures**

 Selection experiment

We used a single plaque of the lytic bacteriophage SBW25 Φ2 (Buckling & Rainey 2002) to initiate all selection lines, and a single colony of *Pseudomonas fluorescens* SBW25 (Rainey and Bailey 1996) as the host bacteria. We grew bacteria and bacteria-plus-phage overnight in 6 ml King’s Media B (KB) in 30 ml glass universals (shaken at 200 rpm and 28°C). We isolated phages by treatment with 10% chloroform and centrifuging at 14k rpm for 2 min. We inoculated 12 KB tubes as above with approximately 5*10^8 cells per ml of wild type (WT) bacteria (10% of an overnight culture shaken at 200rpm and 28°C). We then added approximately 5*10^8 particles per ml of phage to the first 6 replicates (Mixed phage infection lines), whereas the other 6 contained 10^5 particles per ml of phage (Single phage infection lines). We grew the populations at 200 rpm conditions, with loose lids at 28°C. After 8 hr, we isolated phages as above, stored them overnight in the fridge, and inoculated either 5*10^8 or 10^5 into fresh KB tubes, along with 5*10^8 cells of ancestral SBW25. We continued the experiment for 50 transfers, with phages stored at -80°C in cryotubes every ten transfers. In both treatments, phages reached densities of approximately 10^{10}/ml after 8
hr, with maximum bacterial densities of $5 \times 10^9$/ml, hence some single- and co-infections likely occurred in both treatments. However, the frequency of co-infection was inevitably far more common in the Mixed lines. Note that we have previously established that co-infections readily occur in this system, by using marked phages (Hall et al. 2012 (appended)).

*Population growth rate assays across environments*

To investigate environment-specific adaptations, we measured population growth rates of the evolved phages under both selection conditions every ten transfers. After 8 hr of growth, we determined phage population densities by plating dilutions of each phage population onto KB agar plates with a semi-solid overlay bacterial lawn. We calculated the Malthusian growth rate as $\ln(\text{end phage density}/\text{start phage density})$ (Lenski et al. 1991). We calculated mean growth rate of the ancestral phage from measures taken at multiple time points.

*Fitness assays*

To determine whether the evolved strategies were adaptive, we competed independent pairs of Single and Mixed lines. To distinguish between the lines, we attempted to select spontaneous mutants that could infect an evolved *P. fluorescens* clone. For some reason, we were only able to do this for all the Single lines, so we competed mutant/‘marked’ Mixed lines against unmarked Single lines. To attempt to control for the cost of this host range mutant marker, we also competed ancestral phages against independently marked ancestral phages. We competed pairs of phages at equal starting
ratios under both single and mixed infection conditions for 8 hr in a static incubator at 28 °C, and measured the growth of each of the populations by plating chloroform-treated populations onto separate KB agar plates with semi-soft overlay lawns of either WT or resistant bacteria. We calculated relative fitness ($w$) of each m line, where $w = m_1/m_2$, $m_1$ = Malthusian growth of the mutant; and $m_2$ = Malthusian growth of the competing strain. Therefore $w$ was greater than 1 when the Mixed line grew faster. We repeated each assay three times, calculating the mean of the pseudo-replicates. We then divided each $w$ by the mean $w$ of the ancestral marked genotypes when competed against the ancestor, to control for the cost of the host range marker.

Measuring time to lysis

We measured the time taken for phage to lyse bacteria cells (latent period) in at least three phage clones in all Single and Mixed lines under reciprocal treatment conditions in a “one step growth experiment” (Ellis & Delbrück 1939). We added phages (10$^5$ or 10$^8$ for single and mixed conditions respectively) to 10$^7$ exponentially growing bacterial in 1 ml KB media, and measured phage density by plating onto bacterial lawns at time zero and then at 5 min intervals from 25 min (we never observed increases in density prior to 30 min in our preliminary studies). We used logistic regression of phage titres (as a proportion of their maximal density) against time, to estimate lysis time for each replicate. Our specific measure of lysis time was $t_{50}$: the number of minutes taken to reach 50% of maximal phage density during a single synchronised growth cycle.
Statistical analysis

We wanted to determine how mean phage growth rates varied through time for both Mixed and Single lines grown in both selection environments. We used General Linear Mixed Models with REML, with evolution treatment and time as fixed factors, and variance among population lines fitted as a random effect. Comparison of mean growth rates in mixed population assays were carried out using GLMs (with mixture as a single fixed effect), followed by post-hoc tukey pairwise comparisons. Ratios of phage growth and latent period data were not normally distributed, therefore Wilcoxon signed rank test were used. Variation in phage $t_{50}$ was analysed as a factorial GLM with explanatory variables “evolution treatment” (Single or Mixed), “assay treatment” (single or mixed), and their interaction. Analyses were carried out using JMP or R version 2.14.0. All figures were drawn using SigmaPlot software.
6. Virulent parasites are “prudent” in space

...The inhumanity of this project
Abstract

Recent studies have suggested that parasites should be more “prudent” - less transmissible and virulent - in spatially structured host populations due to both epidemiological (host availability) and genetic (relatedness) processes. However, low transmission, the phenotype being selected for in this context, can also be achieved by high virulence. Here we test this hypothesis, and also experimentally tease apart how host availability and parasite relatedness affect virulence evolution in a bacteria-virus system. We found that limited host availability and, to a lesser extent, low within-host relatedness favour virulent, faster killing parasites with reduced transmission. By contrast, high host availability and high relatedness favoured slower killing, more transmissible parasites. Our results highlight the importance of studying host-parasite interactions at multiple scales, and suggest high, rather than low, virulence may be common in spatially structured host-parasite communities.

Introduction

Because of the importance of infectious disease to humans, agriculture and wildlife, there is a well-developed theory on why parasites damage and even kill their hosts (termed parasite virulence). Virulence is often assumed to be a necessary consequence of host exploitation and hence transmission to new hosts (parasite fitness) (Anderson & May 1982; Bremermann & Pickering 1983; Nowak & May 1994; Frank 1996; Ebert & Bull 2003). For most parasites, virulence also negatively affects transmission success, for example if parasites can only infect from live hosts. As a result of this trade-off, an
intermediate level of host exploitation (optimal virulence) will maximise the transmission success for the parasite population. The relatedness of coinfected parasite genotypes is also likely to affect virulence: kin selection models predict that the level of parasite virulence that maximises parasite fitness increases with decreasing relatedness of the coinfecting parasites, where parasites compete through resource competition only (Bremmerman & Pickering 1983; Nowak & May 1994; Frank 1996; but see Brown, Hochberg & Grenfell 2002, West & Buckling 2003; Gardner, West & Buckling 2004; Buckling & Brockhurst 2008 for alternative predictions when parasites produce public goods or public bads). This arises because optimal virulence is achieved only when individuals exploit host resources prudently, and is predicted to occur when relatedness between coinfecting parasite genotypes is high. When relatedness is low, within-host parasite competition causes selection for parasites to use host recourses as quickly as possible, thus increasing virulence, despite reducing population growth, an idea encapsulated by Hardin’s “tragedy of the commons” (Hardin 1968; Frank 1996).

Recently, a body of work has suggested that natural selection favours relatively avirulent, prudent pathogens in spatially structured host populations, and low virulence is in turn expected to evolve because of an assumed positive relationship between virulence and transmission (Gardner & West 2009; Boots & Sasaki 1999, 2000; Read & Keeling 2003; Boots & Mealor 2007; Lion & Boots 2010). This is because of both epidemiological and genetic processes. First, when interactions are predominantly local, parasites are assumed to be constrained by the number of available hosts, therefore lower transmission is favoured to minimise the rate at which local hosts are exploited, which in turn maximises transmission to new patches of hosts (Boots & Mealor 2007; Lion & Boots 2010) (epidemiological mechanism). Second, the indirect fitness benefits
of prudent transmission are increased in structured host populations, because of the resultant increase in parasite relatedness within a patch (Wild, Gardner & West 2009; Lion & Boots 2010) (genetic mechanism). The basic prediction that spatial structure favours lowers parasite transmission has received empirical support from two recent experimental evolution studies: a moth-virus (Boots & Mealor 2007) and a bacteria-virus (Kerr et al. 2006) study. However, the relationship between host population structure and virulence evolution has yet to be empirically addressed.

Most models of parasite virulence in fact consider the positive relationship between virulence and transmission to be only a part of the virulence-transmission relationship: transmission is predicted to peak at a certain level of virulence and then decrease again. As such, high virulence could in principle be favoured over low virulence as a result of selection for reduced transmission (Lion & Boots 2010) (Figure 1), particularly when high virulence is also favoured because of low within-host relatedness between coinfecting strains. In other words, imprudence at one spatial scale (within-hosts) could result in prudence at another spatial scale (the patch).

Here we empirically tease apart how the epidemiological and genetic mechanisms resulting from host population structure affect virulence evolution in bacteria-virus system. Specifically, we carry out a factorial experiment in structured populations where hosts limit parasite growth or not, and parasite relatedness is either high or low. We start the experiment with a diverse population of viruses that in a previous study evolved to have high or low levels of virulence (fast – 28.69 ±0.61 min, or slow – 36.54±0.32 min killers respectively, given that they are obligate killers) (Leggett et al. 2013a (appended)). The fast killers have lower transmission but are more
competitive within-hosts. We hypothesise that limited host availability and low relatedness conditions should favour the more virulent (faster killing) strains.

![Diagram](image)

**Fig. 1.** The predicted domed relationship between transmission and virulence. Schematic showing how: (a) selection for prudence (low transmission) can result in either high or low levels of virulence (dashed line); (b) selection for imprudence (high virulence) at one spatial scale (within a host) can lead to prudence at another spatial scale – within a patch.

**Results and discussion**

We evolved 24 metapopulations, each comprising 12 patches of an obligately-killing virus (bacteriophage SBW25 Φ2) on its host bacterium *Pseudomonas fluorescens* for three transfers, approximately 20 phage generations. At each transfer, patches (wells in microtitre plates) within a metapopulation were mixed together and phage clones randomly selected from the mixture to seed new patches: the output of a patch was therefore dependent on its productivity (global competition). Each metapopulation was established with 12 phage populations that had previously been evolved for 300
generations, under conditions of low or variable multiplicity of infection (moi; 6 lines evolved under each treatment). Phages evolved under variable moi have a plastic lysis time (time to host killing), killing host cells faster in multiple infections, at the cost of reduced transmission to new hosts. Phages evolved under low moi had a significantly slower lysis time in multiple infections, resulting in lower within-host competiveness but increased transmission. (Leggett et al. 2013a). Half the metapopulations were high relatedness treatments, where patches were founded with single phage clones, while half were low relatedness, where they were founded with 2 clones. We also manipulated host availability in a fully a factorial design, such that hosts were a more or less limited resource, meaning parasite growth was relatively constrained or unconstrained (Figure 2).

Prior to the main experiment, we first established conditions where hosts were more or less limited by varying the length of time phage-bacteria metapopulations were allowed to grow. Parasite growth was relatively unconstrained over 8 hours resulting in higher relative population growth rate of the higher transmitting and less virulent populations, whereas hosts were more limited over 24 hours, resulting in higher population growth of the lower transmitting and virulent populations (Figure 3, significant effect of time*relatedness interaction $F_{1,20} = 7.84 P = 0.012$). We therefore transferred phage populations after either 8 or 24 hours to create conditions where parasite growth was relatively unconstrained or constrained.

At the end of the selection, we assessed the mean lysis time ($t_{50}$) of each of the populations of phages from each of the four treatments. We found an interaction
Fig. 2. Experimental set up. We manipulated phage relatedness and host availability in a fully factorial design. We started the experiment with diverse metapopulations of fast and slow killing phage ($\Phi$). Half the metapopulations were high relatedness treatments - patches (wells in microtitre plates) founded with single phage clones, while half were low relatedness - founded with 2 clones. We manipulated host availability by varying the amount of time host-phage populations were cultured: 24 versus 8 hr; hosts were a more or less limited resource, meaning parasite growth was relatively constrained or unconstrained respectively. (1) At each transfer, we mixed together all patches within a metapopulation and (2) randomly selected phage clones from the plated mixture to (3) re-establish new patches: the output of a patch was consequently dependent on its productivity (global competition).
between host availability and relatedness (Figure 4, significant relatedness*host availability: $F_{1,14} = 37.82$, $P<0.001$), such that when host availability was low, lower lysis times were favoured regardless of relatedness, whereas where host availability was high, lysis time was lower under conditions of low relatedness. Indeed, pairwise comparisons between treatments suggest that evolved lysis times were the same except under conditions of high relatedness and high host availability, where a longer lysis time was favoured (Figure 4, Tukey’s pairwise comparisons, $P<0.001$).
Fig. 4. Lysis time ($t_{50}$) of populations of evolved phage lines. Phages were evolved in patches where relatedness was either high (H) or low (L), and where their growth was relatively unconstrained or constrained by unlimited or limited host availability. Data are means ($n=6$) ± SEM.

Consistent with previous theory and experiments (Boots & Mealor 2007; Kerr et al. 2006), our experiment shows that limited host availability in spatially structured environments favours lower transmitting strains. However, we show that these lower transmitting strains can also be the most virulent; selection for low transmission can therefore readily favour high virulence. Moreover, we show that within-host competition (i.e. low relatedness coinfections) also favours high virulence, even when high transmission, and hence lower virulence, is favoured by limited host availability.

Previous theory and experiments investigating the role of spatial structure on the evolution of virulence, have, unsurprisingly directly manipulated spatial structure (Wild, Gardner & West 2009; Boots & Sasaki 1999, 2000; Read & Keeling 2003; Boots...
However, spatial structure can result in both epidemiological and genetic changes, both of which can affect selection for transmission and virulence. Here, we evolved all populations in spatially structured host populations, but independently manipulate the key consequence of spatial structure: host availability, which is likely to be reduced in spatially structured environments; and parasite relatedness which is likely to be increased within a patch. We show both process can have independent and important effects, although host availability appears to be more significant. It is important to emphasise that spatially structured environments per se do not necessarily affect virulence evolution, but only if they effect host availability and relatedness.

Previous empirical studies are broadly consistent with our results, in that spatially structured environments favour lower transmission (Boots & Mealor 2007; Kerr et al. 2006). However, neither of these studies explicitly investigated the life history changes that lead to reduced virulence; hence it is unclear how and why virulence changed. Additional experiments by Kerr et al. (2006) suggested lower transmission was accompanied by reduced competitive ability, suggesting an avirulent strategy evolved. However, this pattern was observed under conditions where host availability was both very low (high moi) and very high (very low moi), making these data extremely difficult to understand. Specifically, high productivity resulting from slow transmission should equate with high fitness when competing under conditions of high host availability.

We suggest that selection for low transmission where hosts are limited may commonly result in high rather than low virulence. This is because high or low virulence strategies can achieve the same optimal level of transmission under conditions
of high within-host relatedness; but low host availability is more likely to result in coinfections of multiple strains; potentially reducing within-host relatedness and favouring higher virulence. Thus, achieving low transmission through high rather than low virulence may be more advantageous. Note that where mixed infections results in the evolution of low virulence as a result of public goods exploitation or interference competition (Brown, Hochberg & Grenfell 2002; West & Buckling 2003; Gardner, West & Buckling 2004; Buckling & Brockhurst 2008), the situation is likely to be more complex.

Conclusions

This work highlights the important of studying host-parasite interactions at multiple scales in order to better understand the evolution of virulence. Studies of virulence evolution have typically focused on the within and between host level (Anderson & May 1982; Bremermann & Pickering 1983; Nowak & May 1994; Frank 1996; Ebert & Bull 2003), or more recently on the within- and between patch scale (Wild, Gardner & West 2009; Boots & Sasaki 1999, 2000; Read & Keeling 2003; Boots & Mealor 2007; Lion & Boots 2010; Boots & Mealor 2007; Kerr et al. 2006). Here, we show how consideration of all three scales - within-host, between-host (within-patch) and between-patch - alters how selection acts on virulence traits. We hope that the work will inspire theoretical work addressing the interplay between the three scales to allow more general predictions to be made.
Materials and methods

We evolved 24 metapopulations of an obligately-killing virus (bacteriophage Φ2) on its host bacterium Pseudomonas fluorescens for three transfers, approximately 20 phage generations. We embedded bacteria and viruses into microtitre plates, which imposed a metapopulation structure comprised of 12 patches (wells in microtitre plates) containing 200 µl Kings Media B (KB) and 10^2 exponentially growing ancestral bacteria. We ensured high within host competition (local competition) in all treatments by establishing high multiplicity of infection (moi) conditions (10^8 phage versus 10^2 bacteria) in each patch. Note that we have previously established that coinfections readily occur in this system by using marked phages (Hall et al. 2012; Leggett et al. 2013a (appended)). At each transfer, we mixed together all the patches within a metapopulation and randomly selected phage clones from the mixture to seed new patches: the output of a patch was therefore dependent on its productivity (global competition) (Figure 2).

Establishing high and low relatedness treatments

We established each metapopulation with 12 phage populations that we had previously evolved for 300 generations, under conditions of low or variable moi (6 lines evolved under each treatment). Phages evolved under variable moi have a plastic lysis time (time to host killing), killing host cells faster in multiple infections, at the cost of reduced transmission to new hosts. Phages evolved under low moi had a significantly slower lysis time in multiple infections, resulting in lower within-host competiveness but increased transmission (Leggett et al. 2013a). Thus we had 12 phage strains: 6
imprudent strains - low transmitting, fast killers; and 6 prudent strains - high transmitting, slow killers.

Half the metapopulations were high relatedness treatments, where we founded patches with 2 clones of prudent or imprudent strains, while the other half were low relatedness treatments, which we founded with 2 clones: 1 prudent and 1 imprudent clone. Thus wells came in three varieties: 2 prudent clones or 2 imprudent clones in each well for the high relatedness treatment; and 1 each of prudent or imprudent clones in each well for the low relatedness treatment. Consequently, the relatedness within patches was initially either high or low depending on the treatment, yet relatedness at the metapopulation level was initially equal across all treatments.

Establishing limited or unlimited host availability treatments

We also manipulated host availability in a fully a factorial design, such that hosts were a more or less limited resource, meaning parasite growth was relatively constrained or unconstrained. Prior to the main experiment, we first established conditions where hosts were more or less limiting by varying the length of time phage-bacteria metapopulations were allowed to grow. We cultured host-parasite communities ($10^8$ phage versus $10^2$ bacteria in 200ul KB at $28^\circ$C) for either 8 or 24 hr. We found parasite growth was relatively unconstrained over 8 hr, resulting in higher relative population growth rate of the higher transmitting and less virulent populations, whereas hosts were more limiting over 24 hr, resulting in higher population growth of the lower transmitting and virulent populations (Figure 3, significant effect of time*strain interaction $F_{1,20} = 7.84 \ P =0.012$). We therefore transferred phage populations after
either 8 or 24 hr to create conditions where parasite growth was relatively unconstrained or constrained.

**Selection experiment**

We perpetuated the entire metapopulations through three serial transfers every 8 or 24 hr depending on the host availability treatment (described above). In each transfer, we combined all the subpopulations within a metapopulation to simulate global competition within spatially structured populations, by thoroughly mixing the entire metapopulations in a 10 ml falcon tube, treating with 10% chloroform and centrifuging at 14,000 rpm for 2 min to isolate the phage, then isolated individual phage clones by plating dilutions of phage populations onto KB agar plates with a semisolid overlay *P. flueorescens* lawn. We then picked individual clones (phage plaques) with sterile pipette tips, amplified them overnight in liquid KB media plus $10^6$ ancestral *P. flueorescens* so they reached the same densities, then redistributed $10^8$ phage into a fresh set of wells containing; reestablishing the same treatment conditions. There were four treatments in total: (i) high relatedness and unconstrained growth, (ii) high relatedness and constrained growth, (iii) low relatedness and unconstrained growth, and (iv) low relatedness and constrained parasite growth. We replicated each treatment six times (Figure 2).

**Measuring time to cell lysis time**

We measured the population-level time taken for phage to lyse bacteria cells in each of our 24 metapopulations in a “one-step growth experiment” (Ellis & Delbruck 1939). We
added $10^8$ phage to $10^2$ exponentially growing bacteria in 20 µl KB media and measured phage density by plating onto bacterial lawns at time zero and then at 5 min intervals from 25 min (we never observed increases in phage density prior to 30 min in our previous studies (Leggett et al. 2013a (appended)). Our specific measure of lysis time was $t50$, the number of min taken to reach 50% of maximal phage density during a single synchronized growth cycle.

Statistical analysis

We analysed variation in phage growth as a factorial generalized linear model (GLM) with explanatory variable “relatedness” (high or low) and “time” (8 or 24), and their interaction. We analysed variation in phage population lysis time ($t50$) as a factorial GLM with explanatory variables “relatedness” (high or low) and “phage growth” (unconstrained or constrained) and their interaction. We conducted pairwise comparisons of $t50$ with Tukey’s pairwise comparison tests using function ‘glht’ in package ‘multcomp (Hothorn, Bretz & Westfall 2008) in R. We carried out all analyses and drew all figures using R version 2.15.3.
7. Discussion

Each of the chapters in this thesis contained their own extensive discussion. The aim of this chapter is to highlight the achievements of the preceding chapters, and to briefly discuss some emerging general points.

Chapter 2. Generalism and virulence

- Support for the virulence trade-off theory is good but not perfect – it is limited to explaining variation in virulence within species or between species with similar life histories, rather than broad scale variation across different parasite species.
- Parasites differ in their degree of host generalism – the range of hosts that parasites can infect.
- Generalism is likely to impact virulence in four ways: (i) costs of generalism, (ii) multiplicity of infection, (iii) maladaptive virulence and (iv) host availability.
- Incorporation of infectivity data may lead to better predictions of evolved virulence.

Chapter 3. Infectious dose and virulence

- Mechanisms used by parasites to infect hosts are able to explain variation in two key pathogen traits: infectious dose and virulence.
In pathogens where the molecules secreted to facilitate infection acted locally, the number of cells required to start an infection (infectious dose), was lower than in pathogens where the secreted molecules act more distantly.

Parasite virulence showed no correlation with local versus distant action, but was negatively correlated with infectious dose, and greater in species that infect via skin wounds.

By showing how life history details matter, our results help explain why classic trade-off models have been relatively unsuccessful at explaining broad-scale variation in virulence.

Chapter 4. Immune subversion and virulence

Contrary to the standard assumptions of virulence theory, in a comparative study across 61 human pathogens, there was no significant relationship between pathogen maximum growth rate and virulence, despite controlling for lots of other parasite life history variables. Rather parasites capable of subverting the host immune system are significantly more virulent than non-immune subverting parasites.

Virulence did not vary depending upon whether a pathogen’s motility, or whether it used quorum sensing to control the production of virulence factors, but fitted in with other patterns for route of infection.

These results further emphasise how virulence can be influenced by mechanistic life history details that vary across species concerning how parasites infect and exploit their hosts. This variation can swamp simple relationships between
growth rate and virulence, hence assumptions of theory may be not useful across species.

**Chapter 5. Adaptive phenotypic plasticity in a virus**

- Alternating conditions between single genotype and coinfections will impose conflicting pressures on parasites, potentially selecting for plastic responses to coinfection.
- Viruses cultured under a mix of single infections and coinfections evolved *de novo* plasticity
- They killed hosts more rapidly when in coinfections than when infecting alone. This resulted in high fitness under both single infection and coinfection conditions.
- This plasticity has important consequences for the epidemiology of infectious diseases and the evolution of cooperation.

**6. Virulent parasites are “prudent” in space**

- Parasites are thought to be more “prudent” - less transmissible and virulent- in spatially structured host populations due to both epidemiological (host availability) and genetic (relatedness) processes. However, in this context, low transmission can also be achieved by high virulence.
- In a bacteria-bacteriophage system, limited host availability and, to a lesser extent, low within-host relatedness favoured virulent, faster killing parasites
with reduced transmission. By contrast, high host availability and high relatedness favoured slower killing, more transmissible parasites.

\( \infty \) This suggests high, rather than low, virulence may be common in spatially structured host-parasite communities and highlights the importance of studying host-parasite interactions at multiple scales.

2. General remarks

Some general themes have emerged from these studies:

*Selfishness of exploitative strategies*

In this thesis I have discussed how several evolutionary processes influence virulence. For example parasites are favoured to exploit their hosts prudently to prolong infection and avoid killing the host. Parasites also need to use some host resources to reproduce and transmit. Thus parasites face a trade-off between prudent exploitation and rapid reproduction – a life history trade-off between longevity and fecundity (Chapter 6). Other trade-offs between components of parasite fitness also affect virulence. For example, competition between coinfected genotypes favours rapid growth to achieve greater relative competitive success within the host. Rapid growth may however lower the total productivity of the population by over exploitation of the host (Chapter 5). These evolutionary processes unanimously take both a parasite-centric viewpoint and highlight how all parasite exploitative strategies are selfish: ultimately, whether
infecting alone or in coinfections, a parasite will adjust its behaviour to maximise its potential for success.

Relevance of coevolution in host-parasite interactions

While this thesis and the majority of virulence evolution studies focus on the parasite perspective of virulence, it is necessary to emphasise that virulence evolution is likely to be affected by many other additional selective forces imposed by the ecology of the host and parasite. For example, as parasites become exposed to novel hosts because of increased population density, climate change and urbanisation, natural selection is likely to favour different life-history strategies such as increased generalism (Chapter 2). Furthermore, the expression of virulence is by no means solely determined by parasites, but rather the interactions between host and parasite genotypes are likely to be reciprocal (Read and Taylor 2001, Ebert and Bull 2003, Lambrechts et al. 2006, Buckling and Brockhurst 2008). For example, high virulence might reduce the availability of susceptible hosts, imposing selection for increased host range (Chapter 2).

Biological details matter

Life history trade-off theory has enjoyed great success, in terms of explaining the observed variation in virulence within species, but not between species. Given this widespread success within species, it is probable that poor empirical support across different species are not due to a misunderstanding in how selection operates, but rather it is more likely that some crucial details of the host-parasite system’s biology have been overlooked. Noting that some of the biological assumptions of classical theory will not be valid in every circumstance, and developing the theory accordingly, can
dramatically improve the explanatory power of the theory. For example, relaxing assumptions about a positive correlation between growth rate and virulence and simultaneously taking into account immune subversion capabilities of parasites may allow for much improvement in the predictive power of virulence-transmission trade-off theory in explaining variation in virulence across species (Chapter 4). Using immune subversion as inspiration, and noting that biological details do appear to make a huge difference in models of virulence evolution, for example, parasite generalism (Chapter 2) route of transmission (Chapters 3 & 4), adaptive phenotypic plasticity (Chapter 5), but also bacteriocin production in Gardner, West & Buckling (2004) and siderophore production as examined by West & Buckling (2003), there is hope that developing the theory of virulence evolution will eventually achieve more broad-scale predictive success than it currently enjoys. Although, if the mechanistic details of infection vary widely between different pathogen species, this can overwhelm any simple relationship, potentially rendering assumptions of theory less useful across species. (Chapter 4)

Importance of studying selection at multiple scales

Social interactions between conspecific parasites are partly dependent on the relatedness of the interacting parasites, which in turn, is predicted to affect virulence. High relatedness is generally assumed to favour less competitive interactions, although the relationship between relatedness and virulence is dependent on the social behavior in question (Buckling & Brockhurst 2008). These relationships are also altered by other factors, not least the spatial structure of the parasites and their hosts. Host and parasite population structure matters since it determines the relatedness between interacting parasites and hence the extent to which they should cooperate or exploit each other (Inglis et al. 2011; Griffin, West & Buckling 2004; West, Pen & Griffin 2002; Buckling
& Brockhurst 2008). Studies of virulence evolution have typically focused on the within and between host level (Anderson & May 1982; Bremermann & Pickering 1983; Nowak & May 1994; Frank 1996; Ebert & Bull 2003), or on the within- and between patch scale (Wild, Gardner & West 2009; Boots & Sasaki 1999, 2000; Read & Keeling 2003; Boots & Mealor 2007; Lion & Boots 2010; Kerr et al. 2006). However, the experiment in Chapter 6 shows how consideration of all three scales - within-host, between-host (within-patch) and between-patch - alters how selection acts on virulence traits. Currently there is a lack of empirical work in this area. Addressing the interplay between these three scales of selection will allow us to makes more general predictions.

Relevance of virulence evolution to social evolution

"The most important unanswered question in evolutionary biology, and more generally in the social sciences, is how cooperative behaviour evolved and can be maintained in human or other animal groups and societies."

- Lord Robert May

In principle, we know quite a lot about why organisms cooperate with one another: inclusive fitness in the main driver of all adaptation (West & Gardner 2013). From a parasite’s perspective, cooperation is an important strategy. When a virus infects in isolation, it must clone itself repeatedly within the cell. The cell contains all the material that is needed for this process to take place. Once the virus has accumulated to sufficient numbers, the virus can lyse the cell and spread to new cells. However, as demonstrated for the first time in Chapter 5, by cooperating with their clones, viruses can burst cells faster, and thereby gain a competitive advantage over other non-related
strains that may be present. Thus adaptive phenotypic plasticity in response to the number of competing genotypes ensures viruses only cooperate under conditions of high relatedness. Given that plasticity evolved de novo in the simplest of organisms, such behaviour is likely to be widespread in natural populations, and we should look more closely for it.

**Future directions**

In this thesis I have summarised current models and understanding of parasite virulence from the life-history trade-off and inclusive fitness perspective. I review and then apply and test the theory in formal comparative analysis across taxa of human pathogens and in experimental studies using a virus and its natural host bacteria. These applications show the power of simple life history analysis to highlighting interesting questions, but also highlight discrepancies between theory and data when only a few components of parasite fitness are analysed in isolation (Chapter 4). I have not addressed the host component of the host-parasite interactions. Similarly the genetics and genomic mechanisms underlying the phenotypically plastic viruses (Chapters 5 & 6) are unknown. My future work will: (a) include host evolution and components of infection ecology to investigate virulence evolution, and (b) seek to determine the genetic mechanisms underpinning the observed virulence traits.

**Why we care: can we manipulate virulence and “domesticate” pathogens?**

The question of why some diseases are more virulent raises the pertinent and closely related question: how can we take control of this situation once we know the answer to the first question? This is the essence of why we care about virulence evolution - we
could get evolution working in the direction we want it to go in and “domesticate” pathogens, rather than having to battle evolution as a problem.

In some cases we might want to select for virulence – for example, to generate a virus to control virulent bacterial infections or agricultural pests. But in terms of human diseases, it is generally in our interest to select for mild disease organisms. For example, in Chapter 3 I show that vectored and waterborne pathogens are among the most virulent human pathogens, possibly because these pathogens do not rely on an ambulatory host to transmit (Ewald 1994; 1991). In theory, if we clean up water supplies, we may prevent water transmission and favour natural selection towards lower virulence. There is some natural epidemic date that supports this idea: in 1991, *Vibrio cholera* broke out in Peru and within 2 years spread throughout South and Central America. Some countries had clean water supplies, others had contaminated water supplies. Within 5 years, however, when the organism invaded countries with clean water supplies, the organism evolved lower virulence (Ewald et al. 1998). However, while this kind of “natural experiment” is encouraging, if the plastic exploitation strategies I found in Chapter 5 are common, attempts to make microbes – during the course of their evolution – become less harmful to humans and “Hamiltonian medicine” (Foster 2005) intervention strategies that seek to use avirulent cheats to outcompete virulent strains, are likely to fail since parasites are likely to simply evolve to act as cheats when cheats are present, but express more virulent cooperative traits in their absence.

Understanding virulence also has important practical implications for enhancing the efficacy of antibiotics. For example, we could use virulent bacteriophage to significantly reduce the population size of acute antibiotic resistant bacterial infections, giving antibiotics more of a chance to clear the infection. Also, by selecting for
pathogens with lower virulence we could reduce selection pressure for antibiotic resistance: less virulent infections have fewer symptoms; therefore fewer people are treated with antibiotics, which may prolong antibiotic sensitivity. Indeed, in the Peruvian cholera outbreak discussed above, countries with clean water supplies appear to have dodged two bullets: the virulence of *V. cholera* strains decreased and antibiotic sensitivity was maintained in comparison to countries with poor water sanitation, where virulence increased and antibiotic sensitivity was reduced (Ewald 2007§§§).

**General conclusions**

To conclude, virulence evolutionary biology owes much of its success to its firm, conceptually simple, theoretical underpinnings. The theory boasts a unifying framework centred around Hamilton's rule and trade-offs between components of parasite life history. An appreciation for the subtlety of the framework is essential for: (1) development of simple, explicit models for host-parasite systems of interest; (2) ensuring rigorous theory-driven empirical research; and (3) making full use of our observations of parasite life history mechanisms to contribute to a better understanding of infections of ourselves, our agriculture and wildlife.

§§§ Data presented by P. Ewald at TED Conference, March 2007:  
http://www.ted.com/talks/paul_ewald_asks_can_we_domesticate_germs.html
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The evolution of parasite-imposed host harm (virulence) will be affected by numerous factors, not least the range of hosts that parasites can infect. Here, we consider four ways that parasite host range (generalism) might directly affect observed levels of parasite virulence: costs of generalism, multiplicity of infection, maladaptive virulence, and host availability. Integrating parasite infectivity range with life-history evolution will generate novel general hypotheses for the evolutionary ecology of virulence, as well as explicit predictions about the virulence of emerging diseases resulting from host shifts.

Parasite virulence–transmission trade-offs

Understanding the evolution of parasite virulence (which we define as reductions in host fitness due to parasite infection; see Glossary) is critical to understanding, and potential control of, infectious disease. A key assumption for many parasites is that virulence has negative consequences for parasite fitness because it reduces host lifespan, but is an unavoidable consequence of within-host parasite replication, which is crucial for transmission to new hosts and for avoiding host immune system clearance [1,2]. Therefore, parasites trade off their transmission period (host lifespan) against their transmission rate, with the optimal level of virulence being that which maximises total transmission [2,3]. This virulence–transmission trade-off asserts three fundamental predictions: (i) that increasing within-host parasite replication increases virulence (Figure 1A); (ii) that increasing within-host parasite replication increases the number of parasite transmission events over the duration of the infection (Figure 1B), until a point where increasing parasite replication reduces the infectious period, for example, by killing the host and preventing transmission (Figure 1C); and (iii) that increasing parasite virulence increases parasite transmission (Figure 1D) until high virulence shortens the infectious period, thereby reducing transmission (Figure 1E) [2,3].

Table S1 in the supplementary material online summarises empirical evidence for the three fundamental predictions of the trade-off theory. Although these studies provide support for the parasite trade-off theory for virulence evolution [4–6], the fit between theory and data is primarily qualitative rather than quantitative. A possible explanation for this is that the predictions of virulence theory can depend on the life history of, and the mechanism used by, a given parasite to infect and exploit hosts, which are not captured by classical trade-offs. Notably, the range of hosts that the parasite can infect is a ubiquitous life-history trait that is likely to be one of the most important determinants of virulence, but is little studied in the discussion so far. Here, we discuss how incorporating parasite host range into current theory can greatly improve understanding of, and enhance the use and accuracy of testable predictions about, virulence evolution.

Parasite infectivity: generalism versus specialism

Parasites vary massively in the range of hosts that they can infect (generalism), both within and between species [7]. Although the causes and consequences of variation in parasite infectivity ranges have been studied [8–11], the interplay between parasite infectivity and virulence (as discussed above) has rarely been considered. This interplay is likely to be crucial: the virulence model discussed above assumes that high within-host replication (and, therefore, virulence) will lead to a high probability of infecting new hosts. However, if parasite genotypes differ in their ability to infect different host species and genotypes, parasite productivity from a host will not always be simply proportional to the infectivity of new hosts. Moreover, the degree of generalism is likely to trade off against

Glossary

Generalist parasite: parasites with low variance in infectiousness over different host genotypes and/or species.

Infectious period: the time period during which infected hosts are able to transmit an infection to any susceptible host or vector that they come into contact with. For most parasites (excluding obligate killers), reductions in host lifespan reduce the infectious period.

Specialist parasite: parasites with high variance in infectiousness over different host genotypes and/or species.

Transmission rate: the rate at which susceptible hosts are converted into infected hosts by contact with infectious parasites. This is assumed to be related to parasite fecundity because increasing within-host parasite replication increases the number of parasite transmission events over the duration of the infection.

Virulence: the amount of harm a parasite causes its host during an infection.
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other traits, such as growth rate, and will also affect the ecological contexts experienced by parasites, all of which may affect virulence. Note that, whereas generalist parasites can be usefully described as parasites with low variance in infectiousness over different host genotypes and/or species, defining generalism can be complicated when considering parasites with complex life cycles involving multiple hosts (Box 1).

Here, we discuss how the degree of generalism is likely to affect the evolution and ecology of virulence. Integrating parasite generalism with life-history evolution will generate novel general hypotheses for the evolutionary ecology of virulence, as well as explicit predictions about the virulence of emerging diseases resulting from host shifts [12]. We focus on four key processes: (i) costs of generalism; (ii) multiplicity of infection; (iii) maladaptive virulence; and (iv) host availability. However, a detailed discussion of the evolutionary processes that determine whether parasites evolve to be specialists or generalists and the impact of specialization on the generation and maintenance of parasite diversity, is beyond the scope of this article.

Box 1. What is a generalist parasite? Generalism and complex life cycles

Most parasites are generalist parasites, capable of infecting more than one host species [13]. We define generalism versus specialization on the basis of low versus high variance, respectively, in infectiousness across different hosts. This is in keeping with the infectivity versus noninfectivity distinction that is advocated by phytopathology societies [51]. We suggest that, although in principle generalism should be a numbers game, whereby the most generalist parasites are on average the most infectious over wider host ranges, this is not necessarily the case for parasites with complex life cycles. In this scenario, it is important to consider the details of the exploitative specificity of the parasite. For instance, among vectored parasites, definitions of the ‘vector’ and ‘definitive host’ ascribe functions to effectively two potential hosts [52]. Selection in both hosts affects virulence evolution [21], and it has been suggested that the evolution of virulence and host specialistism are mediated by the same selective factors [17]. Importantly, this might explain why the perceived advantages of parasite specialistism are outweighed by those of generalism: vectored parasites are not fixed strategy generalists, rather they are effectively phenotypically plastic specialists, and so there is no reason that we should expect them to show a large ‘fecundity’ cost of generalism.

In some sense, generalist and vectored parasites can be more specialised than specialist and directly transmitted parasites. For example, for the agent of plague, *Yersinia pestis*, the conditions it faces within the flea (vector) digestive tract are unique from those encountered in the mammalian host. Consequently, the development of a transmissible infection requires a distinct subset of genes, with none of the tested mammalian virulence factors being required in fleas [53]. This idea can be extended to biological- and mechanical-vector transmission: because mechanically vectored parasites simply persist, for example, on the mouthparts of their vectors, and do not *per se* infect and exploit the resources of their vector, they require fewer specialisations for effective transmission than do biologically vectored parasites. Similarly, facultative pathogens, such as *Vibrio cholera* and *Staphylococcus aureus*, which tend to express virulence-associated genes only under the high density conditions associated with infection [27,54,55], can be viewed as more specialised than purely opportunistic pathogens, characterised as organisms that become pathogenic following a perturbation to their host, such as *Pseudomonas aeruginosa*, and *Streptococcus pneumonia*, who are ‘super-generalists’ capable of infecting across different environments and hosts, and thus might be less specialised and even maladapted to their hosts.

Figure 1. Schematic of the three fundamental assumptions of parasite life-history trade-off theory. First, increasing within-host parasite replication increases virulence (A); second, increasing within-host parasite replication increases the number of parasite transmission events over the duration of the infection (B), until a point where increasing parasite replication reduces the infectious period (e.g., by killing the host and preventing transmission) (C); and third, increasing parasite virulence increases parasite transmission (D) until high virulence shortens the infectious period, thereby reducing transmission (E) [2,3]. Empirical data for these hypotheses are shown in Table S1 in the supplementary material online.
one host and suboptimal in another. This has been shown in a study of viruses across multiple plant species, where viruses with lower host ranges were found to be more prevalent [22]. However, no costs of generalism were detected among Tobacco etch potyvirus infecting four natural hosts [23]. Similarly, there is a positive correlation between avian malaria host range and prevalence, which suggests that a ‘jack-of-all-trades can be a master of some’ [24]. An explanation for this is that higher overall encounter rate for parasites with wider host ranges can compensate for the potentially reduced fitness of such generalist parasites in each host species [24,25].

Generalist parasites that are phenotypically plastic can have an advantage because plasticity can mitigate costs of generalism resulting from antagonistic pleiotropy [8]. Mechanisms such as altering gene expression can enable parasites to change their behaviour to fit different environments (hosts), subsequently improving the fitness of the parasite [26]. If parasites intermittently encounter new or different hosts, then evolution in the face of an important trade-off can select for plasticity [27–30]. In this scenario, the benefits of plasticity must outweigh the likely costs of the machinery required to generate plasticity, and the costs of a mismatch between the ‘appropriate’ behaviour for the host [26]. Many parasites are plastic (e.g., bacteriophage T4 [31] and Plasmodium chabaudi [32]) and a recent study showed the de novo evolution of such plasticity after propagating a virus (bacteriophage φ2) for a few hundred generations on its Pseudomonas fluorescens host [33]. Crucially, in this latter study, plasticity only evolved when the virus experienced alternating conditions: precisely the conditions predicted by theory. Moreover, in each of these examples, the organisms change their phenotypes in manners that maximise their fitness (i.e., phenotypic plasticity is adaptive). That adaptive plasticity can evolve easily in even a simple virus, suggests that this behaviour could be widespread and readily altered by selection.

**Multiplicity of infection and intrahost competitive strategies**

Host–parasite interactions are rarely one-on-one. Infections of a single host with multiple parasites occur in many natural populations [25] and, given their larger host range and consequent higher host encounter rate, we suggest that generalist parasites in some contexts are more likely to experience these multiple genotype and/or species infections than are specialist parasites. The specific context that we consider is isolated populations of pure specialist and generalist parasites, where specialists cannot infect certain hosts. By definition in this scenario, the chance of multiple infections is reduced for specialists. However, by contrast, a polymorphic population of specialist and generalist parasites could result in generalists experiencing fewer mixed infections; if generalists have access to hosts that are not available to the specialist parasites, then the generalists will be more infectious overall [34].

Multiple infections result in within-host parasite competition, which can select for a range of parasite strategies that have evolutionary consequences for virulence, including increased rates of host exploitation, exploitation of the public goods of a competitor (social cheating) and interference [3,35] (Box 2). If we assume that generalist parasites are more likely to experience multiple infections, then a generalist parasite might be expected to be a better competitor if their host becomes infected by a specialist parasite. However this prediction can be complicated by fecundity costs associated with generalism, as discussed above.

Multiple infections can also have important virulence effects due to their interactions with host immunity. Successful parasites must evolve life-history strategies that enable them to reproduce before they die. Ideally, the host immune system should multitask with ease, but multiple infections can strongly interact with immunity because the host cannot perfectly deal with multiple antigens simultaneously. This has been shown in mixed-genotype infections of the rodent malaria P. chabaudi [36,37]. Thus, another reason why multiple infections could cause the expression and evolution of lower virulence is because there is less need for parasites to replicate quickly to avoid the host immune system. Consequently, an understanding of how parasites interact with host immunity and pathogenic outcome is critical to evaluating whether virulence is a consequence of parasite fitness trade-offs. Furthermore, multiple infections are not limited to members of the same species, and this can also affect interactions with the immune system, as shown by a meta-analysis of mice co-infected with microparasites and helminths [38]. Given that parasites, in particular generalists, are likely to be co-infecting with other species, a better understanding of the ecology and evolution of co-infection might reveal predictable virulence outcomes [38].

Multiple infections can have surprising effects on the requirements and mechanisms of virulence evolution itself for several reasons, including the extent to which virulence reduces parasite transmission (trade-off theory), and the genetic diversity (or relatedness) of the parasites either competing for, or cooperating to exploit, the host. Furthermore, both the dynamics of intrahost competition and mediation by the immune system appear to have a role in

---

**Box 2. Intrahost competitive strategies**

There is an important difference between the expression of virulence (where overall virulence can be lower due to the ecology of the infection, such as within host competition in a co-infected host) and the evolution of virulence (which parasite genotype is ultimately selected). Most intrahost competition models and empirical work focuses on resource competition and posits that such competition selects for increased rates of host exploitation and, consequently, virulence [2,3,56–62]. For clonal (single) infections, kin selection can favour lower rates of within-host resource use that maximise total transmission. However, social interactions between co-infected parasites can be more direct than simple resource competition. Some parasites show increased within-host growth and virulence as a result of the production of costly public goods; here, within-host competition favours the evolution of social cheats, resulting in the expression of the evolution of lower virulence [35,37]. Multiple infections can favour the production of anticompetitor toxins as a result of both individual and kin selection; virulence is likely to decrease when these are favoured. All mechanisms that increase within host competitive ability are typically associated with a fitness cost in clonal infections in terms of reduced transmission. In addition, multiple infections afford increased opportunities for genetic or sexual recombination between pathogen strains, which can bring with it important adaptive advantages that modify virulence [63].
the outcome of competition. It is reasonable to speculate that parasites could face a trade-off between coping with the host immune system and outcompeting co-infecting parasites. Given that interacting with host immunity is a more constant selective pressure than are multiple infections, the evolutionary outcome of virulence should depend on the prevalence of potential competitors for a given parasite species [25]. We suggest that generalist parasites are more likely to experience multiple infections due to their higher host encounter rates as a function of their larger host ranges. Consequently, generalist parasites might invest more in outcompeting co-infecting parasites, and evolve virulence accordingly (Box 2), whereas specialist parasites might invest more in surviving host immune responses.

Maladaptive virulence
In many cases, virulence is clearly decoupled from parasite fitness (transmission; i.e., it is nonadaptive). This situation can arise when parasites accidentally infect hosts that do not normally transmit them. Such ‘spillovers’ can be lethal to the host because the host and parasite have not coevolved [39]; however, many others may go largely unnoticed because we do not see ‘avirulent’ spillovers. Spillovers are predominantly noticed in humans infected by virulent diseases such as Ebola and avian influenzas, although two well-known wildlife examples are the parapoxvirus-driven ecological replacement of native red squirrels by invasive grey squirrels [40], and the crayfish plague spread by introduced American signal crayfish to native European white-clawed crayfish [41]. We suggest that generalist parasites are more likely to spillover into novel hosts when their larger host ranges suddenly meet, leading to maladaptive virulence.

Generalist parasite virulence might also be comparatively maladaptive compared with specialist parasites because generalists have less time to adapt to any one host within their host infectivity range. Specialist parasites that show host preference will be more consistently exposed to selection on a particular host and, thus, can adapt to evolving host defences faster than can generalist parasites [42]. This might be particularly true for ‘super-generalist’ opportunistic pathogens because clinical infections of these parasites are generally not directly communicable and their continuous circulation does not depend on their ability to cause disease [27].

Host availability
Crucial to understanding optimal levels of virulence is host availability [3], with, for instance, experiments using bacteria and viruses showing that high host availability selects for increased virulence [43,44]. The degree of generalism can alter the pool of available hosts, with highly specialised parasites having fewer available hosts than generalist parasites. For example, it has been proposed that theoretically high degrees of specialist may lead to a process akin to the ‘self-shading’ in spatial models [45,46], where highly virulent and transmissible parasites overexploit their available hosts, resulting in selection for lower virulence [47].

Concluding remarks and future directions
Understanding how selection drives the evolution of both parasite host range and parasite life histories is crucial for predicting the impact of parasites on their host populations. Although the causes and consequences of both parasite traits have been extensively studied in isolation, their interplay has received much less attention. Here, we have highlighted one aspect of this interplay: how parasite generalism might affect parasite virulence. We have focused on four specific examples. First, the costs of generalism: generalist parasite species and/or strains are less able to exploit their hosts efficiently compared with specialist parasites. Second, generalist parasites are more likely to find themselves in multiple infections: this increases within-host selection, which is closely linked to the expression and evolution of virulence. Third, generalist species or strains of parasites are more likely to infect novel hosts with whom they have not coevolved: this can manifest as maladaptive virulence. Fourth, generalist parasites can access niches free of specialist parasites, reducing the burden of within-host competition, leading to the evolution of lower virulence.

Although most of our arguments are speculative, it would be straightforward to test some of the hypotheses. For example, plant viruses differ in generalism at both the species and genotype levels [22,23,48], enabling further investigation into natural correlations between virulence and generalism, taking into account phylogenies and different ecological conditions. Furthermore, direct qualitative tests could be carried out by comparing the life histories [14] of viruses of bacteria experimentally evolved to have different host ranges [49].

Understanding the virulence of emerging infectious diseases
As well as generating novel general predictions for the evolutionary ecology of virulence, integrating parasite host range and virulence evolution is likely to aid understanding of the virulence of emerging infectious diseases [12]. As parasites become exposed to novel hosts because of increased population density, climate change, and urbanisation, natural selection is likely to favour the evolution of parasite generalism [45]. Given that generalist parasites pose the greatest threat to disease-mediated extinction [25,50], furthering our understanding of the importance of parasite generalism on virulence evolution might be an important step in reducing the negative impact of infectious diseases. Finally, it is important to emphasise that the interaction between parasite host range and life history is likely to be reciprocal: changes in life history may in turn affect selection for generalism (i.e., life history and host range coevolve). For example, high virulence might reduce the availability of susceptible hosts, imposing selection for greater host range. This interplay is clearly complex, but we hope that this article might inspire more research in this area.
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Table S1: Experimental evidence for the assumptions of life history trade-off theory

<table>
<thead>
<tr>
<th>Parasite</th>
<th>Host</th>
<th>Evidence$^a$</th>
<th>Study</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Plant-parasite interactions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prunus necrotic ringspot virus</td>
<td>Rose</td>
<td>A</td>
<td>[64]</td>
</tr>
<tr>
<td>Rice yellow mottle virus</td>
<td>Rice</td>
<td>A</td>
<td>[65]</td>
</tr>
<tr>
<td>Cucumber mosaic virus</td>
<td>Tobacco</td>
<td>A</td>
<td>[66]</td>
</tr>
<tr>
<td>Cucumber mosaic virus</td>
<td>Muskmelon</td>
<td>A, B</td>
<td>[67]</td>
</tr>
<tr>
<td>Papaya ringspot virus</td>
<td>Squash and watermelon</td>
<td>A</td>
<td>[68]</td>
</tr>
<tr>
<td>Banana streak virus</td>
<td>Banana</td>
<td>A</td>
<td>[69]</td>
</tr>
<tr>
<td>Beat mosaic virus</td>
<td>Sugar beat</td>
<td>B</td>
<td>[70]</td>
</tr>
<tr>
<td>Tomato chlorosis virus</td>
<td>Tomatoes</td>
<td>B</td>
<td>[71]</td>
</tr>
<tr>
<td><strong>Hyaloperonospora parasitica</strong></td>
<td><em>Arabidopsis thaliana</em></td>
<td>D</td>
<td>[72]</td>
</tr>
<tr>
<td><strong>Animal-parasite interactions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Plasmodium chabaudi</em></td>
<td>Mosquitoes</td>
<td>A, B, D</td>
<td>[73]</td>
</tr>
<tr>
<td><em>Pasteuria ramosa</em></td>
<td><em>Daphnia</em> water fleas</td>
<td>C, E</td>
<td>[74]</td>
</tr>
<tr>
<td><em>Xenorhabdus nematophilis</em></td>
<td>Nematodes</td>
<td>A, C, D</td>
<td>[75]</td>
</tr>
<tr>
<td><em>Myxoma</em></td>
<td>Rabbits</td>
<td>A, B, C, E</td>
<td>[76,77]</td>
</tr>
<tr>
<td><em>Ophryocystis elektroscirrha</em></td>
<td>Monarch butterflies</td>
<td>A, B, C,</td>
<td>[78]</td>
</tr>
<tr>
<td><em>HIV</em></td>
<td>Humans</td>
<td>A, B, C, E</td>
<td>[79]</td>
</tr>
<tr>
<td><em>Plasmodium chabaudi</em></td>
<td>Mice</td>
<td>A, B, D</td>
<td>[80-83]</td>
</tr>
<tr>
<td><em>Amblyospora dy xenoides</em></td>
<td>Mosquitoes</td>
<td>D</td>
<td>[84]</td>
</tr>
<tr>
<td><em>Nuclear polyhedrovirus</em></td>
<td>Gypsy moth</td>
<td>D</td>
<td>[85]</td>
</tr>
<tr>
<td><em>Plasmodium gallinaceum</em></td>
<td>Chickens</td>
<td>D</td>
<td>[86]</td>
</tr>
</tbody>
</table>
Citrobacter rodientum  Mice  D  [87]
Plasmodium falciparum  Humans  D  [88]
Corynebacterium diphtheriae  Humans  D  [89]
Human papillomavirus type 16  Humans  B  [90]
Reovirus  Mice  B  [91]
Toxoplasma gondii  Mice  A  [92]
Trypanosoma congolense  Mice  A  [93]
Deformed Wing Virus  Varroa mites  A  [94]
Plasmodium berghei  Mosquitoes  A-E  [95]

**Bacteria-parasite interactions**

| Bacteriophage f1 | Escherichia coli | C | [96] |

*For further discussion see [4-6,97]; * Letters correspond to relationships in Figure 1.

### Table 1 References
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Abstract

The number of pathogens that are required to infect a host, termed infective dose, varies dramatically across pathogen species. It has recently been predicted that infective dose will depend upon the mode of action of the molecules that pathogens use to facilitate their infection. Specifically, pathogens which use locally acting molecules will require a lower infective dose than pathogens that use distantly acting molecules. Furthermore, it has also been predicted that pathogens with distantly acting immune modulators may be more virulent because they have a large number of cells in the inoculums, which will cause more harm to host cells. We formally test these predictions for the first time using data on 43 different human pathogens from a range of taxonomic groups with diverse life-histories. We found that pathogens using local action do have lower infective doses, but are not less virulent than those using distant action. Instead, we found that virulence was negatively correlated with infective dose, and higher in pathogens infecting wounded skin, compared with those ingested or inhaled. More generally, our results show that broad-scale comparative analyses can explain variation in parasite traits such as infective dose and virulence, whilst highlighting the importance of mechanistic details.

Introduction

There is huge variation across pathogen species in the number of cells required to successfully infect a host. This number is known as the ‘infective dose’. At one end of the scale, species such as Shigella and Giardia lamblia require about 10 cells to start an infection. In contrast, species such as Vibrio cholera and Staphylococcus aureus require $10^3$–$10^7$ cells in order for an infection to develop [1–3]. It is unclear why infective dose varies, with large differences occurring even between closely related pathogens [2,3].

Schmid-Hempel and Frank [2] predicted that the variation in infective dose could be explained by the different biochemical mechanisms that pathogens use to infect hosts. Pathogens secrete a number of molecules which facilitate the suppression and/or evasion of host immune responses, and hence aid parasite growth. If these molecules act locally, in the vicinity of the pathogenic cell, then only small numbers of molecules may be required for successful growth and so infections can be established from small numbers of pathogenic cells. In contrast, if the pathogenic molecules diffuse and therefore act at a distance, then large numbers of molecules may be required for evading the host immune system. In these cases greater numbers of pathogenic cells could be needed to establish an infection. However, while this prediction is consistent with anecdotal data [2,3], it has yet to be tested formally.

Here, we test Schmid-Hempel and Frank’s [2] prediction that infective dose is determined by whether pathogenesis is locally or distantly acting. We use data from 43 species of human pathogens across a range of enteropathogenic bacteria, protozoa, fungi and viruses. A possible problem with comparative studies across species is that closely related species can share characters through common descent rather than independent evolution. Consequently, analysing species as independent data points can lead to misleading correlations [4–6]. For example, all viruses are locally acting, and so this could lead to patterns between viruses and bacteria, rather than local or distant action. We account for this potential problem of shared ancestry by using multivariate nested taxonomic models [7,8].

We then extend this work in two ways. First, Schmid-Hempel and Frank [2,3,9] further predicted that pathogens with distantly acting immune modulators will be more virulent, possibly because they would have a large numbers of cells in the inoculums, and higher parasite density would overwhelm the host immune system causing more harm to hosts. We therefore test whether the virulence of pathogens with distantly acting immune modulators is greater than that of pathogens with locally acting molecules. Second, we test the influence of two other factors that could affect infective dose and virulence: mode of transmission (direct or indirect) and route of infection (ingestion, inhalation or wounded skin) [1,10–12]. These factors could influence dose and virulence for a number of reasons, including their affect on: the extent to which virulence reduces pathogen transmission; the types of immune response they encounter; and the genetic diversity (or relatedness) of the pathogens either competing for or cooperating to exploit the host [2,3,9–28].
Author Summary

We found that mechanisms used by parasites to infect hosts are able to explain variation in two key pathogen traits: infective dose and virulence. In pathogens where the molecules secreted to facilitate infection acted locally, the number of cells required to start an infection (infective dose), was lower than in pathogens where the secreted molecules act more distantly. Parasite virulence showed no correlation with local versus distant action, but was negatively correlated with infective dose, and greater in species that infect via wounded skin. By showing how such parasite life history details matter, our results help explain why classical trade-off models have been relatively unsuccessful in explaining broad scale variation across parasite species.

Results/Discussion

We found that pathogens with immune modulators that act distantly within the host have significantly higher infective doses than pathogens with locally acting molecules, (Figure 1 and Table S2 in Text S1: \( F_{1, 40} = 25.79, P<0.0001 \)). This supports the prediction by Schmid-Hempel and Frank [2] that local pathogenic action requires only a small number of molecules, and thus relatively few cells are needed to start an infection, compared to distantly acting mechanisms where a large number of diffusible molecules need to accumulate in order to overwhelm the host’s immune clearance.

Contrary to the hypothesis that pathogens with distantly acting immune modulators are more virulent, we found no significant relationship between case fatality rate or severity of infection and the mechanism of pathogenesis (Table S3 and Table S4 in Text S1: \( P>0.05 \)). However, case fatality rate was significantly negatively related to infective dose of pathogens (Figure 2 and Table S3 in Text S1: \( F_{1, 38} = 3.94, P = 0.05 \)). We suggest this correlation arises because for a given dose, pathogens that are locally acting and have lower infective doses are more likely to establish an infection. For this relationship to hold, we reasonably assume that the actual dose in natural infections is largely determined by factors such as mode of transmission, and so does not show a strong covariance with whether a parasite acts locally or globally within the host. We attempted to collect data on mean parasite dose in different transmission modes during natural infections so we could examine how this correlates with local/global within-host parasite action, but we were unable to obtain sufficient data.

There are at least two possible alternative explanations for the negative relationship between case fatality rate and infective dose of parasites, although we suggest these are less likely than the above explanation. First, recent theory suggests parasites might adapt to low infective doses by evolving a higher per-parasite growth rate, causing greater host exploitation and virulence [29]. However, the reduction in dose in this model results from increased host resistance, and there is no reason to assume that selection for host resistance consistently differs between global and local acting parasites.

Second, a low infective dose may reduce the incidence of multiple genotype pathogen infections since there are fewer parasites in the inoculum, which could favour higher levels of cooperation between parasites, and hence lead to greater growth and virulence [24,25]. However, the extent to which this will be of general importance will be limited by the fact that different biological details can lead to different relationships between strain diversity and virulence. For example, when different parasite strains compete for host resources, higher strain diversity is expected to lead to greater virulence [10,11,22,29–33]. Alternatively, antagonistic interaction between strains, such as chemical warfare, can lead to a predicted domed relationship between strain diversity and virulence [26]. Nonetheless, it is possible that all three explanations could play a role, with their importance varying across species.

We found that pathogens infecting hosts through wounded skin result in significantly higher case fatality rates than pathogens inhaled or ingested (Figure 3 and Table S3 in Text S1: \( F_{2, 26} = 5.30, P = 0.01 \)). Given that infection via wounded skin includes transmission via bites of insect vectors and contaminated water, this result supports theory on virulence-transmission trade-offs which proposes that vectors and water systems circumvent the need for an ambulatory host to transmit pathogens, selecting for the evolution of higher virulence [12,18,21]. However, another potentially important factor is that the type of immune response that pathogens are confronted with will affect virulence. Pathogens that infect hosts through wounded skin evade mechanical barriers more easily than those that are inhaled or ingested.
immunity and directly enter the circulatory system. Hence, they may cause virulent systemic infections more readily than ingested or inhaled pathogens, which must overcome other anti-infection barriers such as stomach acid and mucus membranes before causing systemic infections.

More generally, our results emphasise the importance of life-history or mechanistic details for the evolution of parasite traits. Theoretical models for the evolution of parasite traits such as virulence have generally relied on simple trade-offs between virulence and transmission. These models have been able to explain variation in virulence both within species, and between closely related species with similar life histories [15,20,28,33–37]. In contrast, this body of theory has been less successful at explaining broad scale variation across species [2,9,25,27]. One possible explanation for this is that the predictions of virulence theory can depend upon the mechanisms that parasites use to infect and exploit hosts, which are not considered in the classical models; hence our expectations of data fitting the model may be too high. If the details of how parasites infect hosts really matter, this would limit the extent to which we would expect to find broad empirical patterns to match theory [25]. Our results show that transmission, dose and virulence can be influenced by mechanistic details such as distance at which molecules act and route of infection.

Materials and Methods

Infective dose
We obtained data on the number of pathogen cells required to start an infection (infective dose) by searching: (a) databases from the United States Food and Drug Administration [38], Health Canada [39], Medscape [40], the Centre for Disease Control and Prevention [41], the World Health Organisation [42]; (b) empirical studies found via keyword searches in the ISI Web of Knowledge database [43]. Where ranges or more than one estimate of infective dose were given, we calculated the median infective dose to use in our analyses.

We emphasise that uncertainties exist in infective dose measurements: often they were extrapolated from epidemiologic investigations, were obtained by human feeding studies on healthy, young adult volunteers, or are best or worst estimates based on a limited data from outbreaks. Where known, we give methods of estimation in Table S1 in Text S1.

Classifying mechanisms of pathogenesis
We classified pathogens as having local or distant action according to the framework of Schmid-Hempel and Frank [2]. For local action, pathogens directly interact with host cells via surface-bound molecules or by injecting proteins into host cells by a type III or IV secretion systems. For example, Yersinia enterocolitica/tuberculosis injects Yop protein into target cells via a type III secretion system, leading to cytotoxicity [44], and Ebola virus binds to different cell surfaces and replicates leading to cell necrosis [45]. For distant action, pathogens indirectly interact with host cells by secreting proteins that diffuse into their surroundings and only exert pathogenic effects when they bind to host cells. This may arise, for example, through immune modulators delivered by the general secretary pathway, or the type I, II and V secretary systems. For example, the well known virulence factor hly by Listeria monocytogenes and exotoxins of Staphylococcus aureus, are secreted via a general secretory pathway [46]. We do not classify between interactions with host and immune cells specifically since we are concerned with how far the interaction occurs from the infecting parasite, not with what cell the interaction occurs with.

Measuring virulence: Case fatality rate, ‘disease severity’ and incidence
To capture both the short and long term consequences of pathogen infection on host health, we use case fatality rate and a ‘disease severity’ score to measure pathogen virulence. These are two of the three criteria used to estimate ‘burden of disease’ in a recent protocol for prioritising infectious disease in public health [47].

We rated each pathogen according to its severity, as described in Table 1. We gave a score of 0 to pathogens of average importance, or pathogens for which a lack of data precluded another score. Incidence data are the estimated mean number of new cases per year in the USA. Case fatality rates are estimates of fatality without treatment or co-morbidities and represent the number of cases of a disease ending in death compared to the number of cases of the disease. We obtained data from the before-mentioned databases, plus various reports in the literature (see Table S1 in Text S1).

We emphasise that while a “case” should represent an infected individual, in practice it may involve infection of some severity, hospitalization even. Thus overall our definition of case fatality may overestimate virulence. For example, a benign parasite that infects many hosts asymptotically, but cause severe disease in a small proportion of hosts, may be classified as virulent. By contrast, a virulent parasite that causes disease of equal severity in its hosts may be classified as less virulent. To correct for this potential bias, we assessed whether case fatality rate is linked to incidence rate, and examined the effects of the other variables after controlling for variation in incidence rate.

Transmission mode and route of infection
We obtained data on transmission mode and route of infection using the before-mentioned databases. We classified pathogens as either direct or indirectly transmitted: direct transmission requires physical contact between an infected and susceptible host, and indirect transmission requires an agent to transfer the pathogen from an infected to a susceptible host. We classified the routes of infection used by pathogens as entry through wounded skin, inhalation, or ingestion. For example, Bordatella pertussis is usually

Figure 3. Variation in case fatality rate explained by infection route. Means ± 1 standard error. Line represents a logistic curve (Table S3 in Text S1). doi:10.1371/journal.ppat.1002512.g003
spread by infected people coughing or sneezing while in close contact with susceptible others who then inhale the pertussis bacteria [41] (i.e. direct transmission). Where pathogens can use more than one mechanism of transmission or infection, we used the mechanism stated in the infective dose data for our analyses.

Statistical analysis

We performed three analyses. First, we tested whether minimum infective dose (log transformed) was related to the mechanism of infection (2 level fixed factor: local or distant), infection route (3 level fixed factor: ingestion, inhalation, wounded skin) and the transmission mode of pathogens (2 level fixed factor: direct, indirect) using a linear mixed effects model (LMM) with restricted maximum likelihood estimation (REML). Second we tested if case fatality rate (% of cases resulting in death) was influenced by infective dose (covariate log transformed), incidence (covariate log transformed), mechanism of infection, infection route and transmission mode using a generalised linear mixed effects model (GLMM) with a binomial error distribution. Finally, we analysed the severity of infection (−1, 0, 1) in relation to the same explanatory variables as the second analysis using a GLMM with an ordered multinomial error distribution.

The data (Table S1 in Text S1) encompass a diverse range of pathogens. We obtained information on the taxonomic classification of pathogens from the National Center for Biotechnology Information (NCBI) [49]. We accounted for the non-independence of data arising from phylogenetic relationships between pathogens in all LMMs and GLMMs using nested taxonomic levels (genus, order, class and kingdom) was nested within all higher taxonomic levels (see Tables S2–4 in Text S1 for details). We only entered genus, order, class and kingdom into models because of poor replication at other taxonomic levels. We examined the significance of fixed effects (factors and covariates) using Wald type adjusted F statistics and the effect with the highest P value was sequentially dropped until only significant terms (P < 0.05) remained [49]. Prior to all analyses covariates were Z-transformed (mean = 0, standard deviation = 1). We used the Kenward and Roger (1997) method for estimating standard errors for parameter estimates and denominator degrees of freedom since it is specifically designed for models with multiple random effects and unbalanced data, increasing the accuracy of significance tests [50–52]. We assessed the significance of random effects using log-likelihood ratio tests (LRTs) [53]. All analyses were conducted in SAS version 9.2.

Supporting Information

Text S1 Dataset and statistical analysis tables. Here we provide details of the pathogens included in this study and summaries of the statistical analysis: Table S1: Pathogens included in the analysis; Table S2: LMM of infection dose; Table S3: GLMM of case fatality rate; Table S4: GLMM of severity of infection.
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Table 1. Definition of the scores for calculating disease severity.

<table>
<thead>
<tr>
<th>Scores</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>−1</td>
<td>Hospitalisation is rare. Work loss is &lt; 2 days. No persisting illnesses/handicaps.</td>
</tr>
<tr>
<td>0</td>
<td>Hospitalisation is rare. Work loss &gt; 5 days. Few persisting illnesses/handicaps.</td>
</tr>
<tr>
<td>1</td>
<td>Hospitalisation is frequent. Work loss of &gt; 5 days. Persisting illnesses/handicaps occur.</td>
</tr>
</tbody>
</table>

Adapted from [47]. doi:10.1371/journal.ppat.1002512.t001
Supporting Information

Contents

Table S1: Pathogens included in the analysis
Table S2: LMM of infection dose
Table S3: GLMM of case fatality rate
Table S4: GLMM of severity of infection
**Table S1:** Mechanisms of pathogenesis, infective dose and virulence of human pathogens

<table>
<thead>
<tr>
<th>Pathogen</th>
<th>Mechanism of pathogenesis</th>
<th>Infective dose (number of infective particles)</th>
<th>Severity</th>
<th>Case Fatality Rate (%)</th>
<th>Incidence (number cases/year USA)</th>
<th>Route of infection</th>
<th>Transmission mode</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Viruses</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Ebola virus</em></td>
<td>Local</td>
<td>5.5</td>
<td>1</td>
<td>69.5</td>
<td>0</td>
<td>Inhalation</td>
<td>Direct</td>
<td>[1-4]</td>
</tr>
<tr>
<td><em>Norovirus</em></td>
<td>Local</td>
<td>55</td>
<td>0</td>
<td>0.075</td>
<td>14,250,000</td>
<td>Ingestion</td>
<td>Direct</td>
<td>[1,5,6]</td>
</tr>
<tr>
<td><em>Polio viruses</em></td>
<td>Local</td>
<td>3*</td>
<td>1</td>
<td>11</td>
<td>0</td>
<td>Ingestion</td>
<td>Direct</td>
<td>[1,7,8]</td>
</tr>
<tr>
<td><em>Rotavirus Group A</em></td>
<td>Local</td>
<td>55</td>
<td>0</td>
<td>0.65</td>
<td>2,850,000</td>
<td>Ingestion</td>
<td>Indirect</td>
<td>[1,9-11]</td>
</tr>
<tr>
<td><em>Variola minor</em></td>
<td>Local</td>
<td>55</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>Inhalation</td>
<td>Direct</td>
<td>[8,12,13]</td>
</tr>
<tr>
<td><strong>Bacteria</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Bacillus anthracis</em></td>
<td>Distant</td>
<td>20,250</td>
<td>1</td>
<td>20</td>
<td>1</td>
<td>Skin</td>
<td>Direct</td>
<td>[1,4,9,14-16]</td>
</tr>
<tr>
<td><em>Bacillus cereus</em></td>
<td>Distant</td>
<td>1,000,000</td>
<td>-1</td>
<td>0</td>
<td>27,360</td>
<td>Ingestion</td>
<td>Indirect</td>
<td>[4,9,17-20]</td>
</tr>
<tr>
<td><em>Bordetella pertussis</em></td>
<td>Local</td>
<td>200</td>
<td>1</td>
<td>1</td>
<td>6,000</td>
<td>Inhalation</td>
<td>Direct</td>
<td>[21-23]</td>
</tr>
<tr>
<td><em>Brucella abortus</em></td>
<td>Local</td>
<td>55</td>
<td>1</td>
<td>1.025</td>
<td>150</td>
<td>Skin</td>
<td>Direct</td>
<td>[1,9,24]</td>
</tr>
</tbody>
</table>

2
<table>
<thead>
<tr>
<th>Pathogen</th>
<th>Incidence</th>
<th>Local/Remote</th>
<th>route</th>
<th>Organs</th>
<th>Source References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Brucella Melitensis</strong></td>
<td>Local</td>
<td>55</td>
<td>1</td>
<td>3.25</td>
<td>150</td>
</tr>
<tr>
<td><strong>Campylobacter jejuni</strong></td>
<td>Local</td>
<td>550*</td>
<td>1</td>
<td>0.4</td>
<td>2,850,000</td>
</tr>
<tr>
<td><strong>Clostridium perfringens</strong></td>
<td>Distant</td>
<td>100,000</td>
<td>-1</td>
<td>0.07</td>
<td>607,239</td>
</tr>
<tr>
<td><strong>Coxiella burnetii</strong></td>
<td>Local</td>
<td>10*</td>
<td>1</td>
<td>3</td>
<td>51</td>
</tr>
<tr>
<td><strong>Cryptosporidium parvum</strong></td>
<td>Local</td>
<td>5.5</td>
<td>-1</td>
<td>0.5</td>
<td>1,529,000</td>
</tr>
<tr>
<td><strong>Escherichia coli, enteroaggregative (EAEC)</strong></td>
<td>Distant</td>
<td>50,500,000*</td>
<td>0</td>
<td>0.025</td>
<td>-</td>
</tr>
<tr>
<td><strong>Escherichia coli, enterohemorrhagic (EHEC, serotype O157)</strong></td>
<td>Local</td>
<td>10**</td>
<td>1</td>
<td>0.254</td>
<td>-</td>
</tr>
<tr>
<td><strong>Escherichia coli, enteroinvasive (EIEC)</strong></td>
<td>Local</td>
<td>10*</td>
<td>0</td>
<td>0.025</td>
<td>-</td>
</tr>
<tr>
<td><strong>Escherichia coli, enteropathogenic (EPEC)</strong></td>
<td>Local</td>
<td>3,367,000,000**</td>
<td>0</td>
<td>0.025</td>
<td>-</td>
</tr>
<tr>
<td>Organism</td>
<td>Location</td>
<td>Incubation</td>
<td>Generation</td>
<td>50% LD50</td>
<td>Route</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>----------</td>
<td>------------</td>
<td>------------</td>
<td>----------</td>
<td>--------</td>
</tr>
<tr>
<td><em>Escherichia coli, enterotoxigenic (ETEC)</em></td>
<td>Distant</td>
<td>2,550,250,000*</td>
<td>0</td>
<td>0.025</td>
<td>48,710</td>
</tr>
<tr>
<td><em>Francisella tularensis, holarctica</em></td>
<td>Local</td>
<td>1000</td>
<td>1</td>
<td>0</td>
<td>200</td>
</tr>
<tr>
<td><em>Francisella tularensis, tularensis</em></td>
<td>Local</td>
<td>7.5*</td>
<td>1</td>
<td>14</td>
<td>200</td>
</tr>
<tr>
<td><em>Helicobacter pylori</em></td>
<td>Local</td>
<td>10,000</td>
<td>1</td>
<td>3</td>
<td>1,238,918</td>
</tr>
<tr>
<td><em>Legionella pneumophila</em></td>
<td>Local</td>
<td>140,000</td>
<td>1</td>
<td>17.5</td>
<td>13,000</td>
</tr>
<tr>
<td><em>Listeria monocytogenes</em></td>
<td>Distant</td>
<td>1000</td>
<td>1</td>
<td>30</td>
<td>2,046</td>
</tr>
<tr>
<td><em>Mycobacterium tuberculosis</em></td>
<td>Local</td>
<td>10</td>
<td>0</td>
<td>0.021</td>
<td>14,517</td>
</tr>
<tr>
<td><em>Neisseria gonorrhoeae</em></td>
<td>Distant</td>
<td>1050</td>
<td>1</td>
<td>0</td>
<td>700,000</td>
</tr>
<tr>
<td><em>Pseudomonas aeruginosa</em></td>
<td>Local</td>
<td>1000</td>
<td>1</td>
<td>47</td>
<td>5,000,000</td>
</tr>
<tr>
<td><em>Rickettsia conorii</em></td>
<td>Local</td>
<td>10</td>
<td>0</td>
<td>2.1</td>
<td>0</td>
</tr>
<tr>
<td><em>Rickettsia rickettsii</em></td>
<td>Local</td>
<td>10</td>
<td>1</td>
<td>20</td>
<td>1,125</td>
</tr>
<tr>
<td>Pathogen</td>
<td>Mode of spread</td>
<td>Colony Formed</td>
<td>Case Fatality</td>
<td>Incubation Period</td>
<td>Site of Infection</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>----------------</td>
<td>---------------</td>
<td>---------------</td>
<td>-------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td><em>Rickettsia prowazekii</em></td>
<td>Local</td>
<td>10</td>
<td>1</td>
<td>30</td>
<td>Skin</td>
</tr>
<tr>
<td><em>Salmonella enterica</em></td>
<td>Local</td>
<td>283.75</td>
<td>1</td>
<td>0.6</td>
<td>Ingestion</td>
</tr>
<tr>
<td><em>Salmonella paratyphi</em></td>
<td>Local</td>
<td>1000</td>
<td>1</td>
<td>4</td>
<td>Ingestion</td>
</tr>
<tr>
<td><em>Salmonella typhi</em> (enterica typhimurium)</td>
<td>Local</td>
<td>100,000</td>
<td>1</td>
<td>4</td>
<td>Ingestion</td>
</tr>
<tr>
<td><em>Shigella flexneri</em></td>
<td>Local</td>
<td>100</td>
<td>1</td>
<td>0.1</td>
<td>Ingestion</td>
</tr>
<tr>
<td><em>Staphylococcus aureus</em></td>
<td>Distant</td>
<td>100,000</td>
<td>0</td>
<td>0.02</td>
<td>Ingestion</td>
</tr>
<tr>
<td><em>Streptococcus A (pyogenes)</em></td>
<td>Local</td>
<td>1000</td>
<td>1</td>
<td>19</td>
<td>Inhalation</td>
</tr>
<tr>
<td><em>Streptococcus pneumoniae</em></td>
<td>Distant</td>
<td>1000</td>
<td>1</td>
<td>2</td>
<td>Inhalation</td>
</tr>
<tr>
<td><em>(Group A)</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Vibrio cholerae (serotypes O139, O1)</em></td>
<td>Distant</td>
<td>33,334,000,000</td>
<td>1</td>
<td>0.9</td>
<td>Ingestion</td>
</tr>
<tr>
<td><em>Yersinia enterococolitica</em></td>
<td>Local</td>
<td>1,000,000</td>
<td>0</td>
<td>0.5</td>
<td>Ingestion</td>
</tr>
<tr>
<td>Pathogen</td>
<td>Route of Infection</td>
<td>Transmission</td>
<td>Reference(s)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------------------</td>
<td>--------------------</td>
<td>--------------</td>
<td>---------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Yersinia pestis</em></td>
<td>Local</td>
<td>10</td>
<td>1</td>
<td>90</td>
<td>Skin</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Fungi</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Histoplasma capsulatum</em></td>
<td>Local</td>
<td>10</td>
<td>0</td>
<td>6</td>
<td>Inhalation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Protozoa</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Entamoeba histolytica</em></td>
<td>Local</td>
<td>1</td>
<td>1</td>
<td>45</td>
<td>-</td>
</tr>
<tr>
<td><em>Giardia lamblia</em></td>
<td>Local</td>
<td>10</td>
<td>0</td>
<td>0.6</td>
<td>2,500,000</td>
</tr>
</tbody>
</table>

*Data from human feeding studies; **Data from natural disease outbreaks; - unknown

**Sources:**


# Table S2: Linear mixed model of minimum infection dose (log transformed)

<table>
<thead>
<tr>
<th>Fixed Terms</th>
<th>Parameter Estimate ($\beta$)</th>
<th>SE</th>
<th>95% LCL</th>
<th>95% UCL</th>
<th>DF</th>
<th>F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mechanism†</td>
<td>Distant</td>
<td>12.60</td>
<td>1.71</td>
<td>9.11</td>
<td>16.09</td>
<td>1, 40</td>
<td>25.79</td>
</tr>
<tr>
<td></td>
<td>Local</td>
<td>3.60</td>
<td>1.06</td>
<td>1.41</td>
<td>5.80</td>
<td>1, 40</td>
<td></td>
</tr>
<tr>
<td>Infection route</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2, 38</td>
<td>1.58</td>
</tr>
<tr>
<td>Transmission mode</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1, 34</td>
<td>0.08</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Random Terms</th>
<th>Variance Component</th>
<th>SE</th>
<th>95% LCL</th>
<th>95% UCL</th>
<th>DF</th>
<th>LRT</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kingdom†</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Class(kingdom)†</td>
<td>4.20</td>
<td>2.96</td>
<td>1.51</td>
<td>34.35</td>
<td>1</td>
<td>3.83</td>
<td>0.05</td>
</tr>
<tr>
<td>Order (class kingdom)†</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Genus (order class kingdom)†</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Residual</td>
<td>17.57</td>
<td>4.08</td>
<td>11.68</td>
<td>29.38</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: GLMM fitted with a normal error distribution. Parameter estimates are on a log scale and significant values are shown in boldface type. LRT = log-likelihood ratio test. LCL = lower confidence limit, UCL = upper confidence limit. † denotes terms included in final model. $N_{\text{kingdoms}}=4$, $N_{\text{phyla}}=11$, $N_{\text{classes}}=15$, $N_{\text{orders}}=23$, $N_{\text{families}}=26$, $N_{\text{genera}}=29$, $N_{\text{species}}=42$.  
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Table S3: Generalized linear mixed model with Binomial error distribution of case fatality rate

<table>
<thead>
<tr>
<th>Fixed Terms</th>
<th>Parameter Estimate (β)</th>
<th>SE</th>
<th>95%LCL</th>
<th>95% UCL</th>
<th>DF</th>
<th>F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incidence rate (log transformed)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1, 32</td>
<td>0.51</td>
<td>0.48</td>
</tr>
<tr>
<td>Infection dose (log transformed)†</td>
<td>-0.25</td>
<td>0.10</td>
<td>-0.10</td>
<td>0.51</td>
<td>1, 38</td>
<td>3.94</td>
<td><strong>0.05</strong></td>
</tr>
<tr>
<td>Mechanism</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1, 31</td>
<td>1.32</td>
<td>0.26</td>
</tr>
<tr>
<td>Infection route†</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2, 26</td>
<td>5.30</td>
<td><strong>0.01</strong></td>
</tr>
<tr>
<td>Ingestion</td>
<td>0.01</td>
<td>0.01</td>
<td>0.002</td>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inhalation</td>
<td>0.04</td>
<td>0.03</td>
<td>0.008</td>
<td>0.20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wounded skin</td>
<td>0.18</td>
<td>0.14</td>
<td>0.03</td>
<td>0.63</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transmission mode</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1, 29</td>
<td>0.96</td>
<td>0.34</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Random Terms</th>
<th>Variance Component</th>
<th>SE</th>
<th>95%LCL</th>
<th>95% UCL</th>
<th>DF</th>
<th>LRT</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kingdom†</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Class(kingdom)†</td>
<td>1.53</td>
<td>1.72</td>
<td>0.37</td>
<td>144</td>
<td>1</td>
<td>1.07</td>
<td>0.30</td>
</tr>
<tr>
<td>Order (class kingdom)†</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Genus (order class kingdom)†</td>
<td>1.88</td>
<td>1.15</td>
<td>0.75</td>
<td>10.33</td>
<td>1</td>
<td>7.97</td>
<td><strong>0.005</strong></td>
</tr>
</tbody>
</table>

Note: GLMM fitted with a normal error distribution. Parameter estimates are back-transformed to the probability scale and significant values are shown in boldface type. LRT = log-likelihood ratio test. LCL = lower confidence limit, UCL = upper confidence limit. † denotes terms included in final model.

N\text{kingdoms}=4, N\text{phyla}=11, N\text{classes}=15, N\text{orders}=23, N\text{families}=26, N\text{genera}=29 N\text{species}=42.
**Table S4:** Generalized linear mixed model with ordered multinomial error distribution of severity of infection

<table>
<thead>
<tr>
<th>Fixed Terms</th>
<th>Parameter Estimate ($\beta$)</th>
<th>SE</th>
<th>95%LCL</th>
<th>95% UCL</th>
<th>DF</th>
<th>F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incidence rate (log transformed)</td>
<td>1, 32</td>
<td>0.00</td>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infection dose (log transformed)</td>
<td>1, 40</td>
<td>2.85</td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mechanism</td>
<td>1, 36</td>
<td>0.06</td>
<td>0.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infection route</td>
<td>2, 37</td>
<td>0.75</td>
<td>0.48</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transmission mode</td>
<td>1, 36</td>
<td>2.10</td>
<td>0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Random Terms</th>
<th>Variance Component</th>
<th>SE</th>
<th>95%LCL</th>
<th>95% UCL</th>
<th>DF</th>
<th>LRT</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kingdom†</td>
<td>0.51</td>
<td>1.00</td>
<td>0.07</td>
<td>323548</td>
<td>1</td>
<td>0.40</td>
<td>0.53</td>
</tr>
<tr>
<td>Class(kingdom)†</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Order (class kingdom)†</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Genus (order class kingdom)†</td>
<td>0.62</td>
<td>0.84</td>
<td>0.13</td>
<td>368</td>
<td>1</td>
<td>0.88</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Note: GLMM fitted with a normal error distribution. Parameter estimates are back-transformed to the probability scale and significant values are shown in boldface type. LRT = log-likelihood ratio test. LCL = lower confidence limit, UCL = upper confidence limit. † denotes terms included in final model.

$N_{kingdoms}=4,$ $N_{phyla}=11,$ $N_{classes}=15,$ $N_{orders}=23,$ $N_{families}=26,$ $N_{genera}=29,$ $N_{species}=42.$
Fig. S1. Immune subversion and growth rate. We found no significant relationship between immune subversion and generation time. See Table S7
Fig. S2. Quorum sensing regulated expression of virulence factors and growth rate. The generation time of pathogens is significantly lower where quorum sensing was used to control production of virulence factors. See Table S6.
**Table S1.** Variation in case fatality rate (log of number of deaths per 10,000 cases) explained by variables modeled independently. All analyses control for shared ancestry of pathogens through nested taxonomic random effects structure.

<table>
<thead>
<tr>
<th>Fixed effects</th>
<th>Posterior mode</th>
<th>Lower CI</th>
<th>Upper CI</th>
<th>pMCMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infective dose (log)</td>
<td>-1.29</td>
<td>-2.30</td>
<td>-0.50</td>
<td>0.004</td>
</tr>
<tr>
<td>Infection route: Ingestion</td>
<td>2.50</td>
<td>-3.33</td>
<td>9.55</td>
<td>0.12</td>
</tr>
<tr>
<td>Infection route: Inhalation</td>
<td>6.49</td>
<td>1.14</td>
<td>13.87</td>
<td>0.04</td>
</tr>
<tr>
<td>Infection route: Skin</td>
<td>4.53</td>
<td>-1.66</td>
<td>11.48</td>
<td>0.07</td>
</tr>
<tr>
<td>Ingestion vs inhalation</td>
<td>-3.30</td>
<td>-6.47</td>
<td>-1.68</td>
<td>0.0002</td>
</tr>
<tr>
<td>Ingestion vs skin</td>
<td>-2.01</td>
<td>-4.28</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>Inhalation vs skin</td>
<td>1.70</td>
<td>-0.68</td>
<td>4.73</td>
<td>0.08</td>
</tr>
<tr>
<td>Pathogen motility: No</td>
<td>3.37</td>
<td>-1.40</td>
<td>14.91</td>
<td>0.07</td>
</tr>
<tr>
<td>Pathogen motility: Yes</td>
<td>4.69</td>
<td>-2.49</td>
<td>13.90</td>
<td>0.08</td>
</tr>
<tr>
<td>Difference</td>
<td>-0.42</td>
<td>-2.49</td>
<td>1.36</td>
<td>0.48</td>
</tr>
<tr>
<td>Generation time (log)</td>
<td>0.60</td>
<td>-0.30</td>
<td>1.80</td>
<td>0.17</td>
</tr>
<tr>
<td>Immune subversion: No</td>
<td>4.96</td>
<td>-2.84</td>
<td>10.67</td>
<td>0.12</td>
</tr>
<tr>
<td>Immune subversion: Yes</td>
<td>6.78</td>
<td>-1.38</td>
<td>11.99</td>
<td>0.06</td>
</tr>
<tr>
<td>Difference</td>
<td>2.19</td>
<td>0.29</td>
<td>4.15</td>
<td>0.02</td>
</tr>
<tr>
<td>Quorum Sensing: No</td>
<td>4.21</td>
<td>-0.92</td>
<td>15.94</td>
<td>0.07</td>
</tr>
<tr>
<td>Quorum Sensing: Yes</td>
<td>4.21</td>
<td>-2.05</td>
<td>15.12</td>
<td>0.08</td>
</tr>
<tr>
<td>Difference</td>
<td>-0.03</td>
<td>-2.25</td>
<td>1.48</td>
<td>0.72</td>
</tr>
</tbody>
</table>
**Table S2: Multivariate analysis of variation in case fatality rate (log of number of deaths per 10,000 cases).**

<table>
<thead>
<tr>
<th>Fixed effects</th>
<th>Posterior mode</th>
<th>Lower CI</th>
<th>Upper CI</th>
<th>pMCMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infection route: Ingestion</td>
<td>5.59</td>
<td>-7.07</td>
<td>8.31</td>
<td>0.60</td>
</tr>
<tr>
<td>Infection route: Inhalation</td>
<td>9.23</td>
<td>-1.85</td>
<td>12.94</td>
<td>0.08</td>
</tr>
<tr>
<td>Infection route: Skin</td>
<td>6.84</td>
<td>-5.99</td>
<td>9.54</td>
<td>0.22</td>
</tr>
<tr>
<td>Ingestion vs inhalation</td>
<td>-4.93</td>
<td>-7.60</td>
<td>-1.83</td>
<td>0.0006</td>
</tr>
<tr>
<td>Ingestion vs skin</td>
<td>-2.27</td>
<td>-4.41</td>
<td>0.19</td>
<td>0.06</td>
</tr>
<tr>
<td>Inhalation vs skin</td>
<td>2.49</td>
<td>-0.37</td>
<td>5.51</td>
<td>0.05</td>
</tr>
<tr>
<td>Pathogen motility: No</td>
<td>10.15</td>
<td>-6.57</td>
<td>8.51</td>
<td>0.61</td>
</tr>
<tr>
<td>Pathogen motility: Yes</td>
<td>11.66</td>
<td>-5.59</td>
<td>9.11</td>
<td>0.31</td>
</tr>
<tr>
<td>Difference</td>
<td>1.17</td>
<td>-0.80</td>
<td>2.86</td>
<td>0.26</td>
</tr>
<tr>
<td>Generation time (log)</td>
<td>-0.34</td>
<td>-1.38</td>
<td>1.20</td>
<td>0.78</td>
</tr>
<tr>
<td>Immune subversion: No</td>
<td>0.85</td>
<td>-7.47</td>
<td>8.52</td>
<td>0.62</td>
</tr>
<tr>
<td>Immune subversion: Yes</td>
<td>3.99</td>
<td>-5.27</td>
<td>10.38</td>
<td>0.17</td>
</tr>
<tr>
<td>Difference</td>
<td>2.61</td>
<td>0.38</td>
<td>4.14</td>
<td>0.02</td>
</tr>
<tr>
<td>Quorum Sensing: No</td>
<td>1.54</td>
<td>-7.08</td>
<td>8.83</td>
<td>0.61</td>
</tr>
<tr>
<td>Quorum Sensing: Yes</td>
<td>2.16</td>
<td>-7.42</td>
<td>8.64</td>
<td>0.62</td>
</tr>
<tr>
<td>Difference</td>
<td>-0.12</td>
<td>-1.92</td>
<td>1.75</td>
<td>0.98</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Random effects</th>
<th>Posterior mode</th>
<th>Lower CI</th>
<th>Upper CI</th>
<th>Heterogeneity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain</td>
<td>0.00</td>
<td>0.0003</td>
<td>116.34</td>
<td>0.00</td>
</tr>
<tr>
<td>Kingdom</td>
<td>0.00</td>
<td>0.0002</td>
<td>12.40</td>
<td>0.00</td>
</tr>
<tr>
<td>Phylum</td>
<td>0.04</td>
<td>0.0002</td>
<td>1.95</td>
<td>0.63</td>
</tr>
<tr>
<td>Class</td>
<td>0.02</td>
<td>0.0002</td>
<td>3.14</td>
<td>0.24</td>
</tr>
<tr>
<td>Order</td>
<td>0.01</td>
<td>0.0002</td>
<td>6.64</td>
<td>0.08</td>
</tr>
<tr>
<td>Residual variance</td>
<td>7.04</td>
<td>4.10</td>
<td>12.25</td>
<td>99.05</td>
</tr>
</tbody>
</table>
Table S3: Multivariate analysis of variation in case fatality rate (log of number of deaths per 10,000 cases) among immune subverting pathogens. Sample size N=39.

<table>
<thead>
<tr>
<th>Fixed effects</th>
<th>Posterior mode</th>
<th>Lower CI</th>
<th>Upper CI</th>
<th>pMCMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infection route: Ingestion</td>
<td>4.38</td>
<td>-5.80</td>
<td>11.63</td>
<td>0.22</td>
</tr>
<tr>
<td>Infection route: Inhalation</td>
<td>8.35</td>
<td>0.25</td>
<td>17.14</td>
<td>0.05</td>
</tr>
<tr>
<td>Infection route: Skin</td>
<td>5.61</td>
<td>-2.55</td>
<td>14.86</td>
<td>0.09</td>
</tr>
<tr>
<td>Ingestion vs inhalation</td>
<td>-5.51</td>
<td>-9.57</td>
<td>-1.37</td>
<td>0.002</td>
</tr>
<tr>
<td>Ingestion vs skin</td>
<td>-2.50</td>
<td>-4.78</td>
<td>-0.11</td>
<td>0.04</td>
</tr>
<tr>
<td>Inhalation vs skin</td>
<td>2.53</td>
<td>-0.47</td>
<td>6.99</td>
<td>0.06</td>
</tr>
<tr>
<td>Pathogen motility: No</td>
<td>2.10</td>
<td>-6.69</td>
<td>9.52</td>
<td>0.28</td>
</tr>
<tr>
<td>Pathogen motility: Yes</td>
<td>3.40</td>
<td>-5.61</td>
<td>10.52</td>
<td>0.19</td>
</tr>
<tr>
<td>Difference</td>
<td>1.04</td>
<td>-0.88</td>
<td>2.38</td>
<td>0.31</td>
</tr>
<tr>
<td>Generation time (log)</td>
<td>0.57</td>
<td>-0.79</td>
<td>2.17</td>
<td>0.37</td>
</tr>
<tr>
<td>Quorum Sensing: No</td>
<td>3.54</td>
<td>-7.65</td>
<td>9.04</td>
<td>0.34</td>
</tr>
<tr>
<td>Quorum Sensing: Yes</td>
<td>5.05</td>
<td>-5.18</td>
<td>10.95</td>
<td>0.21</td>
</tr>
<tr>
<td>Difference</td>
<td>0.80</td>
<td>-0.74</td>
<td>3.02</td>
<td>0.22</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Random effects</th>
<th>Posterior mode</th>
<th>Lower CI</th>
<th>Upper CI</th>
<th>Heterogeneity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain</td>
<td>0.00</td>
<td>0.0002</td>
<td>138.28</td>
<td>0.00</td>
</tr>
<tr>
<td>Kingdom</td>
<td>0.00</td>
<td>0.0002</td>
<td>17.04</td>
<td>0.00</td>
</tr>
<tr>
<td>Phylum</td>
<td>0.00</td>
<td>0.0002</td>
<td>3.96</td>
<td>0.00</td>
</tr>
<tr>
<td>Class</td>
<td>0.05</td>
<td>0.0002</td>
<td>3.96</td>
<td>2.19</td>
</tr>
<tr>
<td>Order</td>
<td>0.00</td>
<td>0.0005</td>
<td>24.40</td>
<td>0.00</td>
</tr>
<tr>
<td>Residual variance</td>
<td>2.40</td>
<td>1.14</td>
<td>7.44</td>
<td>97.81</td>
</tr>
</tbody>
</table>
### Table S4: Multivariate analysis of variation in case fatality rate (log of number of deaths per 10,000 cases) among non-immune subverting pathogens. Sample size N=15.

<table>
<thead>
<tr>
<th>Fixed effects</th>
<th>Posterior mode</th>
<th>Lower CI</th>
<th>Upper CI</th>
<th>pMCMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infection route: Ingestion</td>
<td>3.13</td>
<td>-4.66</td>
<td>9.33</td>
<td>0.32</td>
</tr>
<tr>
<td>Infection route: Inhalation</td>
<td>6.79</td>
<td>-1.41</td>
<td>13.81</td>
<td>0.08</td>
</tr>
<tr>
<td>Infection route: Skin</td>
<td>4.03</td>
<td>-5.30</td>
<td>12.19</td>
<td>0.34</td>
</tr>
<tr>
<td>Ingestion vs inhalation</td>
<td>-3.02</td>
<td>-12.82</td>
<td>5.02</td>
<td>0.28</td>
</tr>
<tr>
<td>Ingestion vs skin</td>
<td>-2.51</td>
<td>-9.35</td>
<td>9.03</td>
<td>0.78</td>
</tr>
<tr>
<td>Inhalation vs skin</td>
<td>2.93</td>
<td>-8.26</td>
<td>13.51</td>
<td>0.26</td>
</tr>
<tr>
<td>Pathogen motility: No</td>
<td>-1.92</td>
<td>-9.79</td>
<td>6.37</td>
<td>0.68</td>
</tr>
<tr>
<td>Pathogen motility: Yes</td>
<td>4.11</td>
<td>-1.96</td>
<td>10.14</td>
<td>0.17</td>
</tr>
<tr>
<td>Difference</td>
<td>5.80</td>
<td>-1.56</td>
<td>11.28</td>
<td>0.09</td>
</tr>
<tr>
<td>Generation time (log)</td>
<td>-1.65</td>
<td>-7.18</td>
<td>4.81</td>
<td>0.41</td>
</tr>
<tr>
<td>Quorum Sensing: No</td>
<td>0.09</td>
<td>-14.77</td>
<td>10.97</td>
<td>0.92</td>
</tr>
<tr>
<td>Quorum Sensing: Yes</td>
<td>-4.27</td>
<td>-23.82</td>
<td>5.88</td>
<td>0.20</td>
</tr>
<tr>
<td>Difference</td>
<td>-4.59</td>
<td>-13.90</td>
<td>1.87</td>
<td>0.13</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Random effects</th>
<th>Posterior mode</th>
<th>Lower CI</th>
<th>Upper CI</th>
<th>Heterogeneity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phylum</td>
<td>0.00</td>
<td>0.0002</td>
<td>228.40</td>
<td>0.00</td>
</tr>
<tr>
<td>Class</td>
<td>0.00</td>
<td>0.0002</td>
<td>195.48</td>
<td>0.00</td>
</tr>
<tr>
<td>Order</td>
<td>2.52</td>
<td>0.0002</td>
<td>86.66</td>
<td>88.12</td>
</tr>
<tr>
<td>Residual variance</td>
<td>0.34</td>
<td>0.0002</td>
<td>25.09</td>
<td>11.88</td>
</tr>
</tbody>
</table>
**Table S5:** Variation in infectious dose (log number of cells) explained by modeling variables independently. All analyses control for shared ancestry of pathogens through nested taxonomic random effects structure.

<table>
<thead>
<tr>
<th>Fixed effects</th>
<th>Posterior mode</th>
<th>Lower CI</th>
<th>Upper CI</th>
<th>pMCMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case fatality rate</td>
<td>-1.29</td>
<td>-2.30</td>
<td>-0.50</td>
<td><strong>0.004</strong></td>
</tr>
<tr>
<td>Generation time (log)</td>
<td>-3.04</td>
<td>-5.32</td>
<td>-0.94</td>
<td><strong>0.007</strong></td>
</tr>
<tr>
<td>Infection route: Ingestion</td>
<td>7.16</td>
<td>-10.67</td>
<td>25.63</td>
<td>0.18</td>
</tr>
<tr>
<td>Infection route: Inhalation</td>
<td>0.80</td>
<td>-16.18</td>
<td>20.33</td>
<td>0.46</td>
</tr>
<tr>
<td>Infection route: Skin</td>
<td>2.57</td>
<td>-17.78</td>
<td>19.73</td>
<td>0.39</td>
</tr>
<tr>
<td>Ingestion vs inhalation</td>
<td>5.16</td>
<td>0.30</td>
<td>9.84</td>
<td><strong>0.02</strong></td>
</tr>
<tr>
<td>Ingestion vs skin</td>
<td>4.27</td>
<td>-0.33</td>
<td>8.47</td>
<td>0.06</td>
</tr>
<tr>
<td>Inhalation vs skin</td>
<td>-1.41</td>
<td>-6.31</td>
<td>4.41</td>
<td>0.37</td>
</tr>
<tr>
<td>Pathogen motility: No</td>
<td>-2.95</td>
<td>-11.79</td>
<td>20.05</td>
<td>0.40</td>
</tr>
<tr>
<td>Pathogen motility: Yes</td>
<td>1.41</td>
<td>-8.72</td>
<td>23.89</td>
<td>0.15</td>
</tr>
<tr>
<td>Difference</td>
<td>4.28</td>
<td>1.01</td>
<td>8.14</td>
<td><strong>0.02</strong></td>
</tr>
<tr>
<td>Immune subversion: No</td>
<td>13.05</td>
<td>-0.63</td>
<td>25.80</td>
<td>0.06</td>
</tr>
<tr>
<td>Immune subversion: Yes</td>
<td>2.21</td>
<td>-10.02</td>
<td>16.67</td>
<td>0.36</td>
</tr>
<tr>
<td>Difference</td>
<td>-9.32</td>
<td>-12.35</td>
<td>-6.87</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Quorum Sensing: No</td>
<td>2.10</td>
<td>-15.63</td>
<td>17.00</td>
<td>0.39</td>
</tr>
<tr>
<td>Quorum Sensing: Yes</td>
<td>6.33</td>
<td>-11.39</td>
<td>21.21</td>
<td>0.15</td>
</tr>
<tr>
<td>Difference</td>
<td>4.28</td>
<td>1.38</td>
<td>8.39</td>
<td><strong>0.009</strong></td>
</tr>
</tbody>
</table>
**Table S6:** Multivariate analysis of variation in infectious dose (log number of cells).

<table>
<thead>
<tr>
<th>Fixed effects</th>
<th>Posterior mode</th>
<th>Lower CI</th>
<th>Upper CI</th>
<th>pMCMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case fatality rate</td>
<td>-0.97</td>
<td>-1.93</td>
<td>-0.19</td>
<td><strong>0.02</strong></td>
</tr>
<tr>
<td>Generation time (log)</td>
<td>0.08</td>
<td>-1.96</td>
<td>2.13</td>
<td>0.85</td>
</tr>
<tr>
<td>Infection route: Inhalation</td>
<td>12.22</td>
<td>-6.05</td>
<td>28.89</td>
<td>0.11</td>
</tr>
<tr>
<td>Infection route: Intestine</td>
<td>9.08</td>
<td>-11.82</td>
<td>23.33</td>
<td>0.24</td>
</tr>
<tr>
<td>Infection route: Skin</td>
<td>10.24</td>
<td>-9.11</td>
<td>26.77</td>
<td>0.17</td>
</tr>
<tr>
<td>Inhalation vs intestine</td>
<td>4.23</td>
<td>-0.09</td>
<td>7.53</td>
<td>0.05</td>
</tr>
<tr>
<td>Inhalation vs skin</td>
<td>2.62</td>
<td>-1.56</td>
<td>5.14</td>
<td>0.12</td>
</tr>
<tr>
<td>Inhalation vs skin</td>
<td>-1.48</td>
<td>-5.42</td>
<td>1.81</td>
<td>0.17</td>
</tr>
<tr>
<td>Pathogen motility: No</td>
<td>8.37</td>
<td>-6.82</td>
<td>27.22</td>
<td>0.11</td>
</tr>
<tr>
<td>Pathogen motility: Yes</td>
<td>11.07</td>
<td>-4.64</td>
<td>29.62</td>
<td>0.08</td>
</tr>
<tr>
<td>Difference</td>
<td>1.50</td>
<td>-1.28</td>
<td>4.01</td>
<td>0.31</td>
</tr>
<tr>
<td>Immune subversion: No</td>
<td>10.43</td>
<td>-6.71</td>
<td>26.01</td>
<td>0.11</td>
</tr>
<tr>
<td>Immune subversion: Yes</td>
<td>2.46</td>
<td>-15.50</td>
<td>17.25</td>
<td>0.65</td>
</tr>
<tr>
<td>Difference</td>
<td>-9.05</td>
<td>-11.13</td>
<td>-6.05</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Quorum Sensing: No</td>
<td>11.22</td>
<td>-6.61</td>
<td>27.96</td>
<td>0.11</td>
</tr>
<tr>
<td>Quorum Sensing: Yes</td>
<td>14.25</td>
<td>-2.89</td>
<td>31.13</td>
<td>0.06</td>
</tr>
<tr>
<td>Difference</td>
<td>3.44</td>
<td>1.06</td>
<td>6.21</td>
<td><strong>0.009</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Random effects</th>
<th>Posterior mode</th>
<th>Lower CI</th>
<th>Upper CI</th>
<th>Heterogeneity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Kingdom</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Phylum</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Class</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Order</td>
<td>0.02</td>
<td>0.0003</td>
<td>6.86</td>
<td>0.13</td>
</tr>
<tr>
<td>Residual variance</td>
<td>12.77</td>
<td>8.69</td>
<td>22.79</td>
<td>99.87</td>
</tr>
</tbody>
</table>
**Table S7**: Variation in generation time (log) explained by immune subversion and quorum sensing.

<table>
<thead>
<tr>
<th>Fixed effects</th>
<th>Posterior mode</th>
<th>Lower CI</th>
<th>Upper CI</th>
<th>pMCMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Immune subversion: No</td>
<td>1.49</td>
<td>-1.33</td>
<td>5.01</td>
<td>0.16</td>
</tr>
<tr>
<td>Immune subversion: Yes</td>
<td>1.82</td>
<td>-1.29</td>
<td>5.02</td>
<td>0.14</td>
</tr>
<tr>
<td>Difference</td>
<td>0.11</td>
<td>-0.34</td>
<td>0.52</td>
<td>0.71</td>
</tr>
<tr>
<td>Quorum Sensing: No</td>
<td>1.90</td>
<td>-0.94</td>
<td>5.52</td>
<td>0.10</td>
</tr>
<tr>
<td>Quorum Sensing: Yes</td>
<td>1.58</td>
<td>-1.50</td>
<td>4.93</td>
<td>0.18</td>
</tr>
<tr>
<td>Difference</td>
<td>-0.56</td>
<td>-1.00</td>
<td>-0.14</td>
<td><strong>0.008</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Random effects</th>
<th>Posterior mode</th>
<th>Lower CI</th>
<th>Upper CI</th>
<th>Heterogeneity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain</td>
<td>0.00</td>
<td>0.0002</td>
<td>10.40</td>
<td>0.00</td>
</tr>
<tr>
<td>Kingdom</td>
<td>0.00</td>
<td>0.0002</td>
<td>11.40</td>
<td>0.00</td>
</tr>
<tr>
<td>Phylum</td>
<td>0.03</td>
<td>0.0002</td>
<td>3.65</td>
<td>2.27</td>
</tr>
<tr>
<td>Class</td>
<td>0.01</td>
<td>0.0002</td>
<td>1.10</td>
<td>1.10</td>
</tr>
<tr>
<td>Order</td>
<td>0.78</td>
<td>0.29</td>
<td>2.34</td>
<td>70.47</td>
</tr>
<tr>
<td>Residual variance</td>
<td>0.29</td>
<td>0.18</td>
<td>0.48</td>
<td>26.17</td>
</tr>
</tbody>
</table>
Table S8. Pathogen life history data used in analysis

<table>
<thead>
<tr>
<th>Species</th>
<th>Immune subversion</th>
<th>Generation time (hr)</th>
<th>Case fatality rate (%)</th>
<th>QS-reg. virulence</th>
<th>Infection route</th>
<th>Motility</th>
<th>Infectious dose</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Acinetobacter ADP1</em></td>
<td>0</td>
<td>0.5</td>
<td>?</td>
<td>0</td>
<td>Skin</td>
<td>0</td>
<td>?</td>
<td>(1-4)</td>
</tr>
<tr>
<td><em>Actinobacillus actinomycetemcomitans</em></td>
<td>1</td>
<td>11</td>
<td>25.5</td>
<td>0</td>
<td>Skin</td>
<td>0</td>
<td>?</td>
<td>(5-9)</td>
</tr>
<tr>
<td><em>Aeromonas hydrophila</em></td>
<td>0</td>
<td>0.35</td>
<td>?</td>
<td>1</td>
<td>Ingestion</td>
<td>1</td>
<td>50,500,000</td>
<td>(10-13)</td>
</tr>
<tr>
<td><em>Anaplasma phagocytophilum</em></td>
<td>1</td>
<td>21.6</td>
<td>1.5</td>
<td>0</td>
<td>Skin</td>
<td>?</td>
<td>?</td>
<td>(1,14-16)</td>
</tr>
<tr>
<td><em>Arcobacter butzleri</em></td>
<td>?</td>
<td>0.66</td>
<td>0.4</td>
<td>0</td>
<td>Ingestion</td>
<td>1</td>
<td>?</td>
<td>(1,14,17)</td>
</tr>
<tr>
<td><em>Bacillus anthracis</em></td>
<td>1</td>
<td>0.5</td>
<td>20</td>
<td>1</td>
<td>Skin</td>
<td>0</td>
<td>20,250</td>
<td>(1,10,18)</td>
</tr>
<tr>
<td><em>Bacillus cereus</em></td>
<td>0</td>
<td>0.3</td>
<td>0</td>
<td>1</td>
<td>Ingestion</td>
<td>1</td>
<td>1,000,000</td>
<td>(1,10,18)</td>
</tr>
<tr>
<td><em>Bacteroides fragilis</em></td>
<td>1</td>
<td>0.63</td>
<td>19.3</td>
<td>0</td>
<td>Skin</td>
<td>0</td>
<td>?</td>
<td>(2,19)</td>
</tr>
<tr>
<td><em>Bordetella pertussis</em></td>
<td>0</td>
<td>3.8</td>
<td>1</td>
<td>0</td>
<td>Inhalation</td>
<td>0</td>
<td>200</td>
<td>(1,20,21)</td>
</tr>
<tr>
<td><em>Brucella abortus</em></td>
<td>1</td>
<td>2</td>
<td>1.025</td>
<td>1</td>
<td>Ingestion</td>
<td>0</td>
<td>55</td>
<td>(18,22-25)</td>
</tr>
<tr>
<td><em>Brucella melitensis</em></td>
<td>1</td>
<td>2</td>
<td>3.25</td>
<td>1</td>
<td>Ingestion</td>
<td>0</td>
<td>55</td>
<td>(1,10,18,22-24)</td>
</tr>
<tr>
<td><em>Burkholderia pseudomallei</em></td>
<td>1</td>
<td>1</td>
<td>38.5</td>
<td>1</td>
<td>Inhalation</td>
<td>1</td>
<td>10</td>
<td>(10,25,26)</td>
</tr>
<tr>
<td><em>Burkholderia mallei</em></td>
<td>1</td>
<td>0.75</td>
<td>38.5</td>
<td>1</td>
<td>Inhalation</td>
<td>0</td>
<td>10</td>
<td>(1,10,25,26)</td>
</tr>
<tr>
<td><em>Campylobacter jejuni</em></td>
<td>1</td>
<td>1.1</td>
<td>0.4</td>
<td>0</td>
<td>Ingestion</td>
<td>1</td>
<td>550</td>
<td>(1,10,18)</td>
</tr>
<tr>
<td><em>Clostridium perfringens</em></td>
<td>1</td>
<td>0.2</td>
<td>0.07</td>
<td>1</td>
<td>Ingestion</td>
<td>1</td>
<td>100,000</td>
<td>(1,10,18)</td>
</tr>
<tr>
<td>Pathogen</td>
<td>Incidence</td>
<td>Type</td>
<td>Route of Infection</td>
<td>Diagnosis</td>
<td>CFU/mL</td>
<td>Reference(s)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------------------</td>
<td>-----------</td>
<td>----------</td>
<td>--------------------</td>
<td>-----------</td>
<td>----------</td>
<td>--------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Coxiella burnetii</em></td>
<td>1</td>
<td>8</td>
<td>3</td>
<td>0</td>
<td>Inhalation</td>
<td>0</td>
<td>(1,10,18)</td>
<td></td>
</tr>
<tr>
<td><em>Cronobacter sakazakii</em></td>
<td>1</td>
<td>0.23</td>
<td>60</td>
<td>1</td>
<td>Skin</td>
<td>1</td>
<td>1000</td>
<td>(1,27-29)</td>
</tr>
<tr>
<td><em>Cryptosporidium parvum</em></td>
<td>1</td>
<td>13</td>
<td>0.5</td>
<td>0</td>
<td>Ingestion</td>
<td>1</td>
<td>5.5</td>
<td>(18,30,31)</td>
</tr>
<tr>
<td><em>Escherichia coli EaggEC</em></td>
<td>0</td>
<td>0.5</td>
<td>0.025</td>
<td>1</td>
<td>Ingestion</td>
<td>1</td>
<td>50,500,000</td>
<td>(10,18)</td>
</tr>
<tr>
<td><em>Escherichia coli EHEC</em></td>
<td>1</td>
<td>0.33</td>
<td>0.254</td>
<td>1</td>
<td>Ingestion</td>
<td>1</td>
<td>10</td>
<td>(10,18)</td>
</tr>
<tr>
<td><em>Escherichia coli EIEC</em></td>
<td>1</td>
<td>0.4</td>
<td>0.025</td>
<td>0</td>
<td>Ingestion</td>
<td>1</td>
<td>10</td>
<td>(10,18)</td>
</tr>
<tr>
<td><em>Escherichia coli EPEC</em></td>
<td>0</td>
<td>0.33</td>
<td>0.025</td>
<td>1</td>
<td>Ingestion</td>
<td>1</td>
<td>3.37E+09</td>
<td>(10,18)</td>
</tr>
<tr>
<td><em>Escherichia coli ETEC</em></td>
<td>0</td>
<td>0.33</td>
<td>0.025</td>
<td>1</td>
<td>Ingestion</td>
<td>1</td>
<td>2.55E+09</td>
<td>(10,18)</td>
</tr>
<tr>
<td><em>Entamoeba histolytica</em></td>
<td>1</td>
<td>9.6</td>
<td>2</td>
<td>1</td>
<td>Ingestion</td>
<td>1</td>
<td>1</td>
<td>(18,32,33)</td>
</tr>
<tr>
<td><em>Enterococcus faecalis</em></td>
<td>0</td>
<td>0.5</td>
<td>0.01</td>
<td>1</td>
<td>Ingestion</td>
<td>0</td>
<td>10,000,000</td>
<td>(1,10,34)</td>
</tr>
<tr>
<td><em>Francisella tularensis, holarctica</em></td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>Ingestion</td>
<td>0</td>
<td>1000</td>
<td>(1,18)</td>
</tr>
<tr>
<td><em>Francisella tularensis, tularensis</em></td>
<td>1</td>
<td>3</td>
<td>14</td>
<td>1</td>
<td>Inhalation</td>
<td>0</td>
<td>7.5</td>
<td>(1,10,18)</td>
</tr>
<tr>
<td><em>Gardnerella vaginalis</em></td>
<td>0</td>
<td>13.5</td>
<td>0</td>
<td>1</td>
<td>Skin</td>
<td>0</td>
<td>2.00E+10</td>
<td>(10,34)</td>
</tr>
<tr>
<td><em>Giardia lamblia</em></td>
<td>0</td>
<td>10.5</td>
<td>0.6</td>
<td>0</td>
<td>Ingestion</td>
<td>1</td>
<td>10</td>
<td>(18,34)</td>
</tr>
<tr>
<td><em>Haemophilus ducreyi</em></td>
<td>1</td>
<td>1.8</td>
<td>0</td>
<td>0</td>
<td>Skin</td>
<td>1</td>
<td>30</td>
<td>(1,10)</td>
</tr>
<tr>
<td><em>Helicobacter pylori</em></td>
<td>1</td>
<td>2.4</td>
<td>3</td>
<td>0</td>
<td>Ingestion</td>
<td>1</td>
<td>10,000</td>
<td>(1,2,3,19)</td>
</tr>
<tr>
<td><em>Histoplasma capsulatum</em></td>
<td>1</td>
<td>13</td>
<td>6</td>
<td>1</td>
<td>Inhalation</td>
<td>0</td>
<td>10</td>
<td>(1,18,5-37)</td>
</tr>
<tr>
<td><em>Legionella pneumophila</em></td>
<td>1</td>
<td>3.3</td>
<td>17.5</td>
<td>1</td>
<td>Inhalation</td>
<td>1</td>
<td>140,000</td>
<td>(10,18)</td>
</tr>
<tr>
<td><em>Listeria monocytogenes</em></td>
<td>1</td>
<td>1</td>
<td>30</td>
<td>1</td>
<td>Ingestion</td>
<td>1</td>
<td>1000</td>
<td>(1,10,18)</td>
</tr>
<tr>
<td>Organism</td>
<td>Incidence</td>
<td>Mortality</td>
<td>Spread</td>
<td>Route of Infection</td>
<td>Cases</td>
<td>Percentage</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>--------------------------------</td>
<td>-----------</td>
<td>-----------</td>
<td>------------</td>
<td>-------------------</td>
<td>---------</td>
<td>------------</td>
<td>-----------</td>
<td></td>
</tr>
<tr>
<td>Mycobacterium tuberculosis</td>
<td>0</td>
<td>0</td>
<td>Inhalation</td>
<td>1</td>
<td>0</td>
<td>10</td>
<td>(10,18,38)</td>
<td></td>
</tr>
<tr>
<td>Mycoplasma pneumonia</td>
<td>0</td>
<td>0</td>
<td>Inhalation</td>
<td>1</td>
<td>0</td>
<td>5,050,000</td>
<td>(1,10,39)</td>
<td></td>
</tr>
<tr>
<td>Neisseria meningitides</td>
<td>0</td>
<td>0</td>
<td>Inhalation</td>
<td>0</td>
<td>0</td>
<td>1000</td>
<td>(1,10,14)</td>
<td></td>
</tr>
<tr>
<td>Neisseria gonorrhoeae</td>
<td>1</td>
<td>0</td>
<td>Skin</td>
<td>0</td>
<td>0</td>
<td>1050</td>
<td>(1,10,18)</td>
<td></td>
</tr>
<tr>
<td>Orientia tsutsugamushi</td>
<td>1</td>
<td>0</td>
<td>Skin</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>(10,40)</td>
<td></td>
</tr>
<tr>
<td>Plasmodium falciparum</td>
<td>1</td>
<td>0</td>
<td>Skin</td>
<td>1</td>
<td>0</td>
<td>?</td>
<td>(41-43)</td>
<td></td>
</tr>
<tr>
<td>Plesiomonas shigelloides</td>
<td>0</td>
<td>0</td>
<td>Ingestion</td>
<td>1</td>
<td>0</td>
<td>1,000,000</td>
<td>(10,44)</td>
<td></td>
</tr>
<tr>
<td>Pseudomonas aeruginosa</td>
<td>0</td>
<td>0</td>
<td>Skin</td>
<td>1</td>
<td>0</td>
<td>1000</td>
<td>(1,10,18)</td>
<td></td>
</tr>
<tr>
<td>Rickettsia conorii</td>
<td>1</td>
<td>0</td>
<td>Skin</td>
<td>1</td>
<td>0</td>
<td>10</td>
<td>(1,18,40)</td>
<td></td>
</tr>
<tr>
<td>Rickettsia prowazekii</td>
<td>1</td>
<td>0</td>
<td>Skin</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>(1,10,18)</td>
<td></td>
</tr>
<tr>
<td>Rickettsia rickettsia</td>
<td>1</td>
<td>0</td>
<td>Skin</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>(1,10,18,45)</td>
<td></td>
</tr>
<tr>
<td>Salmonella enterica Typhi</td>
<td>1</td>
<td>0</td>
<td>Ingestion</td>
<td>1</td>
<td>0</td>
<td>100,000</td>
<td>(10)</td>
<td></td>
</tr>
<tr>
<td>Salmonella enterica</td>
<td>1</td>
<td>0</td>
<td>Ingestion</td>
<td>1</td>
<td>0</td>
<td>100,000</td>
<td>(1,10,18)</td>
<td></td>
</tr>
<tr>
<td>Typhimurium</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Salmonella paratyphi</td>
<td>1</td>
<td>0</td>
<td>Ingestion</td>
<td>1</td>
<td>0</td>
<td>1000</td>
<td>(1,18)</td>
<td></td>
</tr>
<tr>
<td>Shigella dysenteriae</td>
<td>1</td>
<td>0</td>
<td>Ingestion</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>(1,46)</td>
<td></td>
</tr>
<tr>
<td>Shigella flexneri</td>
<td>1</td>
<td>0</td>
<td>Ingestion</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>(2,18)</td>
<td></td>
</tr>
<tr>
<td>Shigella sonnei</td>
<td>1</td>
<td>0</td>
<td>Ingestion</td>
<td>0</td>
<td>0</td>
<td>75</td>
<td>(1,47)</td>
<td></td>
</tr>
<tr>
<td>Staphylococcus aureus</td>
<td>1</td>
<td>0</td>
<td>Ingestion</td>
<td>0</td>
<td>0</td>
<td>100,000</td>
<td>(1,10,18)</td>
<td></td>
</tr>
<tr>
<td>Stenotrophomonas maltophilia</td>
<td>0</td>
<td>0</td>
<td>Ingestion</td>
<td>1</td>
<td>0</td>
<td>5.01E+08</td>
<td>(1,10)</td>
<td></td>
</tr>
<tr>
<td>Pathogen</td>
<td>Incidence</td>
<td>CFU</td>
<td>Serotype</td>
<td>Exposure</td>
<td>Site</td>
<td>CFU (Log)</td>
<td>References</td>
<td></td>
</tr>
<tr>
<td>--------------------------------</td>
<td>-----------</td>
<td>-----</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>-----------</td>
<td>---------------------</td>
<td></td>
</tr>
<tr>
<td><em>Streptococcus pyogenes</em></td>
<td>1</td>
<td>0.4</td>
<td>19</td>
<td>Inhalation</td>
<td>0</td>
<td>1000</td>
<td>(1,10,18)</td>
<td></td>
</tr>
<tr>
<td><em>Treponema pallidum</em></td>
<td>1</td>
<td>33</td>
<td>3.17</td>
<td>Skin</td>
<td>1</td>
<td>57</td>
<td>(1,10,48)</td>
<td></td>
</tr>
<tr>
<td><em>Vibrio cholera</em></td>
<td>0</td>
<td>0.2</td>
<td>0.9</td>
<td>Ingestion</td>
<td>1</td>
<td>3.33E+10</td>
<td>(1,10,18,34)</td>
<td></td>
</tr>
<tr>
<td><em>Vibrio parahaemolyticus</em></td>
<td>0</td>
<td>0.2</td>
<td>0.01</td>
<td>Ingestion</td>
<td>1</td>
<td>55,000,000</td>
<td>(1,10,34)</td>
<td></td>
</tr>
<tr>
<td><em>Vibrio vulnificus</em></td>
<td>1</td>
<td>0.16</td>
<td>39</td>
<td>Ingestion</td>
<td>1</td>
<td>100</td>
<td>(1,10,34)</td>
<td></td>
</tr>
<tr>
<td><em>Yersinia enterocolitica</em></td>
<td>1</td>
<td>0.55</td>
<td>0.5</td>
<td>Ingestion</td>
<td>1</td>
<td>1,000,000</td>
<td>(10,18)</td>
<td></td>
</tr>
<tr>
<td><em>Yersinia</em> pseudotuberculosis</td>
<td>1</td>
<td>0.5</td>
<td>0.5</td>
<td>Ingestion</td>
<td>0</td>
<td>1,000,000</td>
<td>(1,10,34)</td>
<td></td>
</tr>
<tr>
<td><em>Yersinia pestis</em></td>
<td>1</td>
<td>1.25</td>
<td>90</td>
<td>Skin</td>
<td>0</td>
<td>10</td>
<td>(1,10,18)</td>
<td></td>
</tr>
</tbody>
</table>

Table S8 references

25. Centre for food security and public health http://www.cfsph.iastate.edu/Factsheets/pdfs/melioidosis.pdf
44. The Johns Hopkins Medical Institutions, department of pathology: [http://pathology5.pathology.jhmi.edu/micro/v15n28.htm](http://pathology5.pathology.jhmi.edu/micro/v15n28.htm)
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Summary

Coinfection of parasite genotypes can select for various changes in parasite life history strategies relative to single genotype infections, with consequences for disease dynamics and severity [1–14]. However, even where coinfection is common, a parasite genotype is also likely to regularly experience single genotype infections over relatively short periods of evolutionary time, due to chance, changes in local disease transmission, and parasite population structure. Such alternating conditions between single genotype and coinfections will impose conflicting pressures on parasites, potentially selecting for facultative responses to coinfection [14–19]. Although such adaptive phenotypic plasticity in response to social environment has been observed in protozoan parasites and viruses [20, 21], here we show it evolving in real time in response to coinfection under conditions in which both single infections and coinfections are common. We experimentally evolved an obligate-killing virus under conditions of single virus infections (single lines) or a mix of single infections and coinfections (mixed lines) and found mixed lines to evolve a plastic lysis time: they killed host cells more rapidly when coinfecting than when infecting alone. This behavior resulted in high fitness under both infection conditions. Such plasticity has important consequences for the epidemiology of infectious diseases and the evolution of cooperation.

Results and Discussion

We experimentally evolved an initially clonal, obligate-killing virus (bacteriophage \( \phi 2 \) [22]) of a bacteria (Pseudomonas fluorescens SBW25 [23]) under conditions in which either the densities of bacteria greatly exceeded (by five orders of magnitude) that of phage, resulting in predominantly single phage infections (single lines), or phage and bacterial densities were initially approximately equal, resulting in phages experiencing a mix of single infections and coinfections (mixed lines) initially, followed by predominantly coinfections as the phage population grew. We measured phage population growth rate in the phages’s selection and reciprocal environments every 10 days for a total of 50 days and found no monotonic change in growth rates for either treatment, in either environment (see Figure S1 available online; linear effects of time: \( p > 0.4 \) in all cases). There were, however, differences in mean growth rates between treatments. Specifically, mixed lines had lower growth than single lines under coinfection conditions, whereas there was no difference in growth between treatments measured under single infection conditions (Figure 1; significant interaction between selection and assay environments; mixed-effects ANOVA with time as fixed effect, \( F_{1,18.33} = 5.72, p = 0.028 \)). This reduction in growth of mixed phages under mixed conditions may initially seem paradoxical but is in fact consistent with adaption to coinfections: increased within-host fitness of parasites is typically associated with reduced between-host transmission and hence decreased parasite population growth rate [1, 3–14].

To determine whether the evolved strategies of the mixed lines were adaptive, we competed independent pairs of single and mixed evolved lines under single infection and coinfection conditions. We found that mixed lines had an average 3-fold growth rate advantage over single lines under coinfection conditions (Figure 2; one-sample Wilcoxon test against relative fitness of 1: \( p = 0.03 \)) and no detectable difference in growth rate under single infection conditions (Figure 2; Wilcoxon test: \( p > 0.05 \)). Reduced population growth rate of the mixed lines therefore appears to be an adaptation resulting from selection under coinfection conditions.

We next investigated the phenotypic basis of adaptation to coinfections and whether or not the mixed phages had evolved adaptive phenotypic plasticity. Within-host competition resulting from coinfections can select for a range of parasite strategies including increased rates of host exploitation, interference, and exploitation of competitors’ public goods (social cheating) [3, 4]; an example of the latter is the frequently observed defective-interfering particles in viruses [24, 25]. It is possible that plasticity in any of these mechanisms may have evolved in the mixed lines, but we initially investigated plasticity in the time taken to lyse hosts, because such plasticity in response to coinfection has been shown in phage T4 and its close relatives [21]. Like many viruses, the phage used in this study transmits by lysing its bacterial host, hence increased rates of host exploitation are likely to manifest as a faster time to lysis at the expense of a reduced viral yield [26–28]. Bacteriophage replication involves the production of multiple copies of the phage genetic material and protein coats, which are then packaged together to form the complete virus shortly prior to lysing the host cell [28]. Earlier lysis has been shown to provide a competitive advantage during phage mixed-genotype infection [29], presumably because coinfecting competitors with longer lysis times will have packaged up fewer complete viruses prior to cell lysis. To investigate adaptive plasticity of lysis time, we first measured the time taken for a statistical increase in density to occur in the ancestral, single, and mixed lines under both single infection and coinfection conditions. Under single infection conditions, the lysis time of ancestral, single, and mixed lines was approximately 35 min (Figure 3; paired t test of yield at 35 min versus 0 min; \( p = 0.0002, p = 0.0002 \) and \( p = 0.001 \), respectively). However, under coinfection conditions, the lysis time of mixed lines was approximately 30 min (Figure 3A; \( p < 0.0001 \)), whereas it remained at 35 min for the single lines and ancestral clone (Figure 3B; \( p < 0.0001 \) and \( p = 0.01 \), respectively). To formally demonstrate that there is a change in lysis time in the mixed infection lines in response to coinfections, but not in the single
infection lines, we estimated the lysis time (the number of minutes taken to reach 50% of maximal phage density during a single synchronized growth cycle [50]), for each replicate under both single infection and coinfection conditions. The t50 of mixed lines was significantly lower than single lines under mixed infection conditions, with no difference in t50 between the lines in single infection conditions (Figure 3C; significant interaction between selection line and assay conditions; F1,20 = 59.794, p < 0.0001). This demonstrates that an initially clonal virus that experienced a mix of single infections and coinfections over a few hundred generations evolved to phenotypically alter its lysis time in an adaptive manner, depending on whether it infected bacteria by itself or infected with other virus clones.

Our results demonstrate that even the simplest organism can maintain individually costly cooperative behaviors in the face of social cheats. Cooperation in this context can be viewed as a prudent use of hosts (killing the host relatively slowly to maximize viral yield), a strategy favored by selection when individuals sharing the same resource (a single host) are close relatives [5]. For rapidly evolving viruses, such high relatedness can only be guaranteed if everyone has descended from the same infecting clone. In contrast, competition with other genotypes favors cheating (faster rates of host exploitation) [5]. Adaptive phenotypic plasticity in response to the number of infecting genotypes ensures viruses only cooperate under conditions of high relatedness.

Here we have shown that an initially clonal virus, propagated under a mix of single infection and coinfection conditions, readily evolves the ability to detect the presence of coinfecting clones and adjusts its behavior accordingly. The ease at which such adaptive plasticity evolved in our experiment suggests the behavior is likely to be widespread among parasites and readily influenced by selection. The existence of social plasticity has important implications for parasite epidemiology and virulence. First, virulence and transmission of a given parasite may differ dramatically according to whether it is in a mixed or single genotype infection. Second, intervention strategies that aim to use avirulent social cheats (“Hamiltonian medicine” [30]) to outcompete virulent strains are likely to fail: parasites are likely to simply evolve to act as cheats when cheats are present but express more virulent, cooperative phenotypes in their absence.

Experimental Procedures

Selection Experiment
We used a single plaque of the lytic bacteriophage SBW25 ∆2 [22] to initiate all selection lines and a single colony of Pseudomonas fluorescens SBW25 [23] as the host bacteria. We grew bacteria and bacteria-plus-phage overnight in 6 ml King’s Media B (KB) in 30 ml glass universals (shaken at 200 rpm and 28 °C). We isolated phages by treatment with 10% chloroform and centrifuging at 14,000 rpm for 2 min. We inoculated 12 KB tubes as above with approximately 5 × 10^6 cells per ml of wild-type (WT) bacteria (10% of an overnight culture shaken at 200 rpm and 28 °C). We then added approximately 5 × 10^3 particles per ml of phage to the first six replicates (mixed phage infection lines), whereas the other six contained 10^7 particles per ml of phage (single phage infection lines). We grew the populations at 200 rpm conditions, with loose lids at 28 °C. After 8 hr, we isolated phages as above, stored them overnight in the fridge, and inoculated either 5 × 10^8 or 10^9 into fresh KB tubes, along with 5 × 10^6 cells of ancestral SBW25. We continued the experiment for 50 transfers, with phages stored at −80 °C in cryotubes every ten transfers. In both treatments, phages reached densities of approximately 10^13/ml after 8 hr, with maximum bacterial densities of 5 × 10^9/ml, hence some single infections and coinfections probably occurred in both treatments. However, the frequency of coinfection was inevitably far more common in the mixed lines. Note that we have previously established that coinfections readily occur in this system by using marked phages [31].

Population Growth Rate Assays across Environments
To investigate environment-specific adaptations, we measured population growth rates of the evolved phages under both selection conditions every ten transfers. After 8 hr of growth, we determined phage population densities by plating dilutions of each phage population onto KB agar plates with a semisolid overlay bacterial lawn. We calculated the Malthusian growth rate as ln(end phage density/start phage density) [32]. We calculated mean growth rate of the ancestral phage from measures taken at multiple time points.

Fitness Assays
To determine whether the evolved strategies were adaptive, we competed independent pairs of single and mixed lines. To distinguish between the lines, we attempted to select spontaneous mutants that could infect an evolved P. fluorescens clone. For some reason, we were only able to do this for all the single lines, so we competed mutant/“marked” mixed lines
Figure 3. Short-Term Phage Growth in Single and Mixed Infections (A and B) Mean phage growth in single infection (A) and mixed infection (B) conditions (±SEM; n = 6). Filled circles represent mixed lines (M); open circles represent single lines (S); triangles/dotted line represents ancestral lines (WT). Arrow indicates the time point when phage density reached 50% of maximal phage density (t50) in single and mixed infection conditions (±SEM; n = 6). Dark bars represent single lines; pale bars represent mixed lines.

against unmarked single lines. To attempt to control for the cost of this host range mutant marker, we also competed ancestral phages against independently marked ancestral phages. We competed pairs of phages at equal starting ratios under both single and mixed infection conditions for 8 hr in a static incubator at 28°C and measured the growth of each of the populations by plating chloroform-treated populations onto separate KB plates with semisoft overlay lawns of either WT or resistant bacteria. We calculated relative fitness (w) of each mixed line, where w = m1/m2, m1 = Malthusian growth of the mutant, and m2 = Malthusian growth of the competing strain. Therefore, w was greater than 1 when the mixed line grew faster. We repeated each assay three times, calculating the mean of the pseudoreplicates. We then divided each w by the mean w of the ancestral marked genotypes when competed against the ancestor to control for the cost of the host range marker.

Measuring Time to Lysis
We measured the time taken for phage to lyse bacteria cells (latent period) in at least three phage clones in all single and mixed lines under reciprocal treatment conditions in a “one-step growth experiment” [53]. We added phages (105 or 106 for single and mixed conditions, respectively) to 107 exponentially growing bacterial in 1 ml KB media and measured phage density by plating onto bacterial lawns at time zero and then at 5 min intervals from 25 min (we never observed increases in density prior to 30 min in our preliminary studies). We used logistic regression of phage titers (as a proportion of their maximal density) against time to estimate lysis time for each replicate. Our specific measure of lysis time was t50, the number of minutes taken to reach 50% of maximal phage density during a single synchronized growth cycle.

Statistical Analysis
We wanted to determine how mean phage growth rates varied through time for both mixed and single lines grown in both selection environments. We used general linear mixed models (GLMs) with REML, with evolution treatment and time as fixed factors, and variance among population lines fitted as a random effect. Comparison of mean growth rates in mixed population assays were carried out using GLMs (with mixture as a single fixed effect), followed by post hoc Tukey’s pairwise comparisons. Ratios of phage growth and latent period data were not normally distributed; therefore, Wilcoxon signed-rank test was used. Variation in phage growth and latent period data were not normally distributed; therefore, Wilcoxon signed-rank test was used. Variation in phage t50 was analyzed as a factorial GLM with explanatory variables “evolution treatment” (single or mixed), “assay treatment” (single or mixed), and their interaction. Analyses were carried out using JMP or R version 2.14.0. All figures were drawn using SigmaPlot software.
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We measured phage population growth rate in the phages’s selection and reciprocal environments every 10 days for a total of 50 days and found no monotonic change in growth rates for either treatment, in either environment (Figure S1; Linear effects of time: $P > 0.4$ in all cases). There were, however, differences in mean growth rates between treatments, as discussed in the main text (Figure 1).
Figure S1. Mean phage growth (multiplication rate) through evolutionary time in single infection (A) and mixed infection (B) conditions (±SEM; n=6). Filled circles: Mixed lines; open circles: Single lines; dashed line: ancestral phage.
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One of the most striking facts about parasites and microbial pathogens that have emerged in the fields of social evolution and disease ecology in the past few decades is that these simple organisms have complex social lives, indulging in a variety of cooperative, communicative and coordinated behaviours. These organisms have provided elegant experimental tests of the importance of relatedness, kin discrimination, cooperation and competition, in driving the evolution of social strategies. Here, we briefly review the social behaviours of parasites and microbial pathogens, including their contributions to virulence, and outline how inclusive fitness theory has helped to explain their evolution. We then take a mechanistically inspired ‘bottom-up’ approach, discussing how key aspects of the ways in which parasites and pathogens exploit hosts, namely public goods, mobile elements, phenotypic plasticity, spatial structure and multi-species interactions, contribute to the emergent properties of virulence and transmission. We argue that unravelling the complexities of within-host ecology is interesting in its own right, and also needs to be better incorporated into theoretical evolution studies if social behaviours are to be understood and used to control the spread and severity of infectious diseases.

1. Introduction

Social acts, ranging from minor help to major self-sacrifice, are seen in all walks of life, from humans to microorganisms. It used to be generally assumed that the parasites and microbial pathogens that cause infectious diseases lived relatively independent unicellular lives, without the cooperative behaviours that have provoked interest in mammals, birds and insects [1]. However, a rapidly expanding body of research demonstrates that much of what parasites and microbial pathogens do, they do in groups. Furthermore, parasites and microbial pathogens display some amazing natural history, including behaviours described as mafia strategies, body-snatching, chemical warfare, mass suicide, suicide bombing and weapons of mass destruction (reviewed by [2–15]).

The expanding interest in understanding social evolution in parasites and microbial pathogens has likely occurred for two reasons. First, they are often well-described and tractable experimental systems for studying the ecology and evolution of social traits in real time, under both highly controlled conditions and in a ‘real-world context’, which for pathogens and parasites involves being exposed to the complex, changeable and hostile environments inside a host or vector. Second, sociality is a driver of the damage pathogens do to their hosts (virulence) [16,17], it shapes survival of medical interventions (such as antibiotics) [18,19], and underpins between-host transmission (e.g., [20,21]). Thus, examining the behaviours of parasites and microbial pathogens from the perspective of ‘a life in society’ is one of the most important issues in applied evolutionary biology. However, the mechanisms through which parasites and microbial pathogens interact with each other, the host/vector and the abiotic environment, has been largely overlooked within the evolutionary/ecological search for general principles (and their...
empirical support) of the often-connected theories for inclusive fitness and virulence evolution.

It is our view that a ‘bottom-up’ approach to studying microbial pathogens and parasites is the next milestone for understanding their social behaviours and for controlling the infectious diseases they cause. In this article, our aims are to showcase recent empirical and theoretical work demonstrating that a biologically informed bottom-up view: (i) illustrates the extremely rich phenotypic landscape of parasites and microbial pathogens at the within-host scale; (ii) enables integration across levels of biological organization, from the molecular mechanisms unpinning social behaviours to population ecology, to capture the biological complexity required to explain social systems; (iii) can provide novel insight into the evolution and ecology of social behaviours in general and (iv) offers novel approaches to disease control with the potential to be more ‘evolution-proof’ than current therapies.

We also wish to facilitate cross-discipline communication between empirical and theoretical evolutionary ecologists and biologists in more applied disciplines such as microbiology, parasitology and biomedicine. To achieve this, we begin by providing an overview of the basic evolutionary and ecological frameworks for how social behaviours are studied (§2) and why virulence evolves (§3). The aim of these sections is to furnish readers unfamiliar to the social evolution and virulence evolution literatures, with the concepts underpinning the recent developments that form the focus of the following sections. Therefore, aficionados in ecology may wish to skip to §4. The figures and tables illustrate the concepts we discuss in the text. Most examples concern malaria (Plasmodium) parasites and microbial pathogens (bacteria and bacteriophage) because these groups span the taxonomic diversity of infectious disease causing organisms, and together they offer the opportunity to integrate understanding at multiple levels of biological organization, from genes and molecular pathways, to phenotypes, to epidemiology [22,23]. For brevity when discussing general concepts, we collectively refer to parasites and microbial pathogens as ‘parasites’ owing to their shared lifestyle of exploiting hosts.

2. Social behaviours

All organisms interact with others throughout their lives, including with family members, unrelated conspecifics and hetero-specifics. Social interactions range from extreme conflict (e.g. lethal combat) to extreme cooperation (e.g. altruistic suicide or fertility) but most interactions lie somewhere between these extremes. Social behaviours can be categorized according to their impact on the lifetime reproductive success of the ‘actor’ expressing a particular social phenotype and any ‘recipients’ impacted by the actor’s phenotype (table 1) [24,45–47]. Taking a simple +/− dichotomy for both actor and recipient gives a simple four-part categorization: (i) mutual benefit (+/+), where the actor and recipient both gain from the actor’s behaviour; (ii) selfishness (+/−), where the actor gains at the expense of the recipient; (iii) altruism (−/+), where the behaviour is detrimental to the actor but beneficial for the recipient and (iv) spite (−/−), where the behaviour is harmful for both actor and recipient. The pioneering work of Bill Hamilton [24,45] provided a foundation to explore how natural selection drives the spread of these four types of social behaviours through a population. The topics outlined below illustrate the key concepts involved in social interactions.

(a) Inclusive fitness: all for one and one for all

Hamilton’s key insight was that genes controlling the social traits of an actor can influence the replication of gene-copies in recipients. In the case of altruistic traits, Hamilton’s logic reveals a simple genetic nepotism—helping neighbours is another way of helping your own genes to reproduce, so long as they carry the helper-genes of interest. Hamilton proposed a critical metric to weight the likelihood that recipients carry the gene of interest, termed relatedness [48]. Common descent or kinship is the most common reason for interacting individuals to share genes with above-average frequency in a population. Consequently, relatedness can be understood as the chance of gene sharing among kin, above- and beyond-average probability [49]. Inclusive fitness partitions natural selection into direct and indirect effects; direct effects describe the impact of an individual’s own genes on reproductive success and indirect effects describe the impact of the focal individual’s genes on the fitness of its social partners, weighted by genetic relatedness [24,26,45]. Cooperation may be beneficial if it directly benefits the actor as well as the recipients, for example, by increasing the success of an individual’s own group (table 1). More extreme acts of altruistic cooperation may be selected if the behaviour helps recipients who are very likely to share the altruistic gene (i.e. if relatedness is high such as within families) [24,26,45]; thus indirectly propagating genes for altruism. An important point to note is that many parasite species reproduce asexually (i.e. clonally) during at least one stage of their life cycle [50], and thus each group of clonally related parasites (genotype) within an infection is expected to behave as a multicellular organism [51] because the genotype is the target of selection.

(b) Cheating: playing the system

When relatedness is low, cooperative behaviours are vulnerable to exploitation by cheats that do not contribute to collective action but still benefit from the cooperative behaviours of others [6]. Cheats can proliferate under these conditions because the benefits of cooperation are shared indiscriminately, and consequently, genes for cheating will have greater fitness than the genes for cooperation [31,52]. The spread of cheats through a population can in turn lead to a decline in population tness (an idea encapsulated by Hardin’s ‘Tragedy of the commons’ [53] and by ‘the Prisoners’ dilemma’ [54]. Empirical studies have demonstrated that cheating can indeed occur in numerous cooperative systems of microbial pathogens [7,31,55–57]. Recent years have witnessed a surge in the application of evolutionary theory to explain the ways in which cooperation is maintained (reviewed by [1,3,6,58–60]), which includes mechanisms for kin discrimination and communication.

(c) Kin recognition: deciding who to help

Relatedness is a key to understanding the direction and magnitude of selection on social traits, but what shapes relatedness? A commonly cited scenario is that social acts are expressed blindly to neighbours, who tend to be relatives simply because of incomplete mixing of individuals in populations—the population is ‘viscous’ [24,45]. However, altruists in this system may fall victim to ‘cheats’ that lack the gene for altruism. A way to avoid wasting help on cheaters is to display an altruistic or social gene and to recognize the same gene in others, and
Table 1. A classification of social behaviours, after [24–26]. These examples illustrate that the richness of social behaviours observed in multicellular organisms are mirrored in parasites. Moreover, parasite social behaviours often have consequences for the severity and transmission of disease. Note that it is extremely difficult to quantify costs and benefits of many social behaviours, for actors and recipients, so many of these examples are yet to be fully understood.

<table>
<thead>
<tr>
<th>effect on actor</th>
<th>mutual benefit</th>
<th>spite</th>
<th>altruism</th>
<th>selfishness</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Multipotent taxa.** This ranges from simple scenarios such as group cooperation providing safety in numbers, to rewarding helpers or punishing non-helpers. Group activities in the naked mole rat, *H. glaber*, reduce the risks of predation, hypothermia and starvation. Unrelated subordinate *Polistes* wasps cooperate to raise their colony’s offspring because there is a reasonable chance of inheriting the dominants breeding position in the near future [27]. In this case, helpers ‘pay to stay’ because the acquisition of breeding opportunities is a large pay-off.

**Parasites.** The release of secreted public goods molecules into a sufficiently small and/or structured population can generate mutual benefits, so long as the fraction of reward returned to the actor cell exceeds the direct costs of production, and that some reward is felt by cells other than the actor. Positive interactions between species have been documented. An existing infection of *B. microti* in field voles (*M. agrestis*) appears to increase the probability of *A. phagocytophilum* infection and vice-versa [28]. Also, if mixed infections are more challenging than single infections for host immune responses, mutual benefit could occur, which may result in greater virulence.

**Multipotent taxa.** The classic example is male lions killing their predecessor’s cubs when they take over a pride [29]. This brings lioness’ into season and so hastens the new male’s mating opportunities. Selfish acts can also be disguised as cooperation; white-winged choughs cheat by attempting to fool dominants that they are helping at the nest [30].

**Parasites.** Cheating is rife in bacterial infections; the cost of producing extracellular iron-scavenging siderophores in *P. aeruginosa* selects for non-producing cheats who can outcompete cooperators [31,32]. Because cooperation is required to efficiently acquire the iron, mixed infections can be less virulent [33]. By contrast, competition in co-infections selects for faster replication in *Plasmodium* and phage, which causes greater virulence to the host [34,35].

**Multipotent taxa.** Soldiers of the polyembryonic parasitoid wasp *C. floridanum*, are sterile because they never reach sexual maturity. They preferentially kill other, unrelated embryos developing in their host, which frees up resources for their siblings [41]. Workers of the red fire ant *S. invicta*, kill related queens who do not have a greenbeard gene, ensuring that the greenbeard gene persists [42].

**Parasites.** Bacteria secrete anti-competitor toxins that are costly to produce (e.g. toxin release requires cell lysis in many cases). Toxin production and immunity genes are usually linked so that relatives are immune. Virulence is lower in mixed infections in caterpillar hosts compared with single infections when competing strains are susceptible to each other's bacteriocins [43]. However, the impact of spite on virulence becomes more complicated when spiteful behaviours are affected by simultaneous investments in other social traits (e.g. public goods) [44].
only direct help to individuals expressing that gene—a notion popularized as a ‘green beard’ [61,62]. Another way to direct cooperative behaviours towards appropriate recipients is through the ability to recognize kin (figure 1). Kin discrimination can occur via: (i) direct recognition, (ii) indirect cues that convey whether a recipient is likely to be a relative or (iii) a mixture of direct and indirect information. Kin discrimination systems can require additional selective forces to maintain polymorphisms that can be used as accurate identifiers [67]. Host–parasite systems, in which genotype-by-genotype interactions and frequency-dependent selection maintain genetic variation, are candidate motors maintaining the genetic diversity required for kin discrimination (figure 1).

(d) Communication: coordinating collective action
Parasites have evolved sophisticated communication systems to coordinate behaviours across clone-mates and enable collective actions to be efficiently deployed. For example, 6–10% of all genes in the opportunistic microbial pathogen Pseudomonas aeruginosa are controlled by cell–cell signalling systems [68]. Coordination is especially important for behaviours that must be expressed by some, but not all individuals. For example, in cases where the suicide of some individuals benefits survivors, the suicide trait must not be expressed by all individuals otherwise there would be no survivors [15,38]. Equally, undertaking costly cooperative actions may only pay when the numbers of actors exceed a certain threshold, and so density-sensing mechanisms are often used to ensure behaviours are only switched on at high densities (‘quorum’) [69]. Microbial pathogens are masters of coordinating collective actions; their quorum-sensing system enables density estimation via collectively produced diffusible molecules [69]. The recent discovery that malaria parasites secrete protein and DNA containing microvesicles that influence the sexual differentiation of other parasite cells [70,71] may be a mechanism to organize the density-dependent decisions observed in infections before the required strain-specific responses develop.

Figure 1. Examples of kin discrimination by: (a) direct recognition, e.g. cells of the slime mould Dictyostelium determine whether they are interacting with kin or non-relatives during slug and spore formation based on the sequence similarity their surface adhesion proteins [63,64] (photo credit Owen Gilbert); (b) indirect cues based on familiarity with individuals, e.g. long-tailed tits learn the vocalization patterns of kin during the natal rearing period [65] (photo credit Sarah Reece) or (c) ‘armpits’ which are a mixture of direct and indirect cues, e.g. ground squirrels use olfactory cues which have a genetic component and are also learnt self-referencing during development [66] (photo credit Alan Vernon). The malaria parasite, Plasmodium chabaudi (d), adjusts investment into male and female transmission stages according to how many other conspecific clones share the host, suggesting kin discrimination occurs [21] (photo credit Sarah Reece and Sinclair Stammers). The mechanism is unknown but indirect cues seems unlikely; an obvious candidate would be that parasites can infer the presence of other clones via the host immune response, but sex ratio adjustment is observed in infections before the required strain-specific responses develop.

3. Virulence evolution
Parasites engage in clearly selfish acts with the hosts and vectors they exploit; here we give a brief overview of answers to the basic question of why do parasites harm the very source of their livelihoods? The development of evolutionary theory to explain virulence (parasite-induced harm to the host) has a
long history. Theories for the evolution of virulence can be categorized into four broad hypotheses [74,75] under which high virulence is attributed variously to: (i) novel host–parasite associations [76,77], (ii) transmission–virulence trade-offs [78], (iii) coincidental evolution of virulence factors [79,80] and (iv) short-term within-host evolution [81]. For many infectious diseases, social interactions among parasites and virulence are coupled, but the nature of this relationship varies according to the type of interactions involved and who the interaction partners are.

The most influential theoretical framework for virulence evolution centres on virulence being maintained as a result of an unavoidable constraint linking the benefits of transmission with the costs of virulence. In this view, virulence (measured as host death) is an unavoidable cost of the host exploitation required for transmission to new hosts [82–85]. If the costs of increasing exploitation accelerate more rapidly than the transmission benefits of increasing exploitation, then natural selection favours an intermediate level of host exploitation (optimal virulence) [78,86]. Following from this premise, the relatedness of co-infecting parasite genotypes can modulate the best or evolutionary stable strategy of virulence, depending on the nature of social interactions among co-infecting parasites (figure 2). When co-infecting genotypes have direct control over their mechanisms of host exploitation, the benefits of increased exploitation are felt by the individuals responsible, whereas the costs of virulence are shared by all, favouring greater virulence than that of parasites in single genotype infections [83–86]. By contrast, if co-infecting parasites work collectively to exploit the host (for example, via the secretion of shared extracellular digestive enzymes), then the benefits of exploitation become collectivized and mixed infections can select for ‘non-producer’ cheats that attenuate virulence [87]. In both scenarios, the spread of cheats (either over- or under-exploitors) undermines the productivity of the infection as a whole [53,85] but have opposite consequences for virulence.

4. Interactions in infections

The virulence–transmission trade-off models and their ‘virulence-kin-selection’ offshoots have been influential in the development of a vast body of subsequent theory [78]. Empirical testing has proceeded at a slower pace but only a few systems have provided support for the virulence–transmission trade-off [80,88]. A central theme emerging in the disease evolution literature is that within-host ecological dynamics are critical determinants of parasite sociality and so, virulence [80,88,89]. In the following sections, we take a mechanistically inspired bottom-up approach, viewing virulence and transmission as emergent properties of complex within-host processes and highlighting five aspects of infections that can shape parasite social behaviours: (i) public goods, (ii) mobile elements, (iii) phenotypic plasticity, (iv) spatial structure and (v) multi-species interactions. We illustrate that a better understanding of these processes brings new perspectives to the traditional ‘top-down’ frameworks for the evolution and epidemiology of virulence and transmission.

(a) Public goods

A central aspect of interactions between microbial pathogens is the collective engineering of their shared environment via the secretion of costly ‘public goods’ molecules. These molecules generate a range of benefits to any neighbouring cell that are suitably equipped to profit. For example, public goods molecules may scavenge for limiting resources (e.g. siderophores), aid in the construction of biofilms (e.g. adhesive polymers), kill competing lineages (e.g. bacteriocins) or enhance host exploitation (e.g. digestive enzymes, toxins). Because these molecules are individually costly to produce and yet return a collective benefit, they have become a focus in the study of bacterial cooperation. Among the best-studied model system for public goods cooperation is iron scavenging by secreted siderophores in the opportunistic bacterial pathogen *P. aeruginosa* (and related pseudomonads) [31,90,91]. In vitro studies in iron-limited environments have demonstrated that the fate of siderophore-producing ‘cooperator’ lineages in competition with non-producer ‘cheats’ is dependent on the degree of strain mixing or relatedness. When relatedness is high (each sub-population founded by a single clone), producers outcompete cheats, because the benefits of cooperation are disproportionately high for other cooperators. By contrast, when relatedness is low (e.g. each sub-population founded by multiple clones), cheats outcompete producers [31] (but see [92] for an exception driven by strong non-social selection).

The general applicability of a public goods framework for microbial interactions mediated by secreted factors has recently been called into question by Zhang & Rainey [92]. Q1 Here again the experimental focus was on siderophore-mediated interactions, where the authors illustrated that in certain standard laboratory experimental conditions (KB media), the production of siderophores is redundant and selected against. This result serves as a valuable reminder that the benefits of secreted molecules are undoubtedly environment dependent, and in this particular environment the secreted molecule does not provide benefits to neighbours and therefore does not function as a public good. Kummerli & Ross-Gillespie [93] responded to Zhang & Rainey [92] with an analysis of the iron content of KB, revealing that it is relatively iron-replete, ensuring that siderophore production is unlikely to provide sufficient benefit to merit the costs of production. From this, Kummerli & Ross conclude that there is no difficulty for the public goods framework, so long as the environmental context is adequately accounted for [93].

(b) Mobile elements: infectious cooperation and locus-specific relatedness

The maintenance of cooperation via a single-cell bottleneck for each sub-population (as in [31] discussed earlier) is a...
very stringent condition. How is cooperation maintained under more realistic conditions that allow for some strain mixing, and more frequent interactions with cheats owing to mutation or migration? The peculiar biology of bacteria points to an intriguing role played by their molecular parasites in maintaining the cooperative phenotypes of their bacterial hosts. Bacteria are prone to infection with a diverse array of molecular parasites that are able to spread infectiously via horizontal gene transfer (HGT) through a population, bringing novel genes along for the ride [94].

Key among these molecular parasites are plasmids, vectors of many medically significant alleles, including antibiotic resistance and toxins [18]. Initial theoretical work suggested that the invasion of cheats into a population of cooperators could be prevented if the cooperative trait was encoded by an infectious conjugative plasmid [95]. In this scenario, cheats are liable to be re-programmed via infection with the cooperation-inducing plasmid. A key assumption of this model is that all plasmids carry the cooperative trait, so any act of infection will also increase cooperation, by hitch-hiking on the conjugation alleles.

But what if the social dilemma between cooperative and cheating alleles is played out at the level of the mobile element? More recent theory has pointed out that in an unstructured environment, ‘cheat’ plasmids will outcompete ‘cooperative’ plasmids for the same conditions that favour cheating chromosomal alleles over their cooperative rivals [96]; because again, the benefits of cooperation are not preferentially returned to cooperative alleles. However, the picture changes in structured populations, in which bacteria exploit discrete patches (e.g. hosts), linked by migration and/or transmission. Population structure introduces non-zero relatedness, and so the patterns of relatedness are now predicted to vary at different points of the genome depending on the rate of HGT [17,18,97]. Plasmids with high rates of HGT can readily copy themselves into neighbouring cells within a patch, and so if a cooperative plasmid gene generates benefits for neighbouring cells, it is now more likely to aid gene-copies in neighbouring cells to reproduce. In other words, highly conjugative plasmids gain a greater inclusive fitness return from helping neighbouring cells, favouring cooperative investments at these loci. Bio-informatic support for this inclusive fitness hypothesis has been demonstrated across 20 strains of Escherichia coli, where genes liable to experience greater HGT were more likely to code for secreted (cooperative) traits [17]. More recently, experiments show that HGT promotes plasmid-specific relatedness and selection for plasmid-encoded cooperation [98].

(c) Phenotypic plasticity: adaptive adjustment of behaviours

An important feature of parasite lifestyles is that their social environments change constantly, and so parasites have evolved mechanisms to regulate their behaviours. HGT is a form of genetic plasticity that enables the loss and gain of locally adapted alleles [18], but parasites also excel at phenotypic plasticity, extracting multiple phenotypes from one genotype. Adaptive phenotypic plasticity—the ability of an organism to change its behaviour or morphology to fit the environment—is a ubiquitous solution to the challenges of life in a changing environment. Plasticity enables organisms to maintain fitness by altering their phenotype, through mechanisms such as differential gene expression, to best suit their circumstances [99], and here we focus on how plasticity in the behaviours (life-history traits) of parasites are shaped by their social environment within the host. For example, kin discrimination is a plastic response to social circumstances. By ensuring parasites only cooperate under conditions of high relatedness, kin discrimination may maintain cooperation by ensuring that the behaviour is adaptive from an inclusive fitness perspective, by limiting the potential to be exploited by cheats. Moreover, as well as enabling organisms to respond quickly once environmental change has occurred, organisms can also respond to predictors of future environmental change which enables appropriate phenotypes to be adopted in a timely manner [100].

Typically, evolutionary biologists and parasitologists have overlooked the notion that plasticity can produce qualitative and adaptive changes to the genotype-wide social phenotypes of parasites during infections. This is because they assume that parasite responses to environmental perturbation are mostly directed at maintaining homeostasis. As a result, variation in parasite behaviours is often—and potentially incorrectly—attributed to the footprint of host regulation rather than parasites making strategic decisions. For example, when the coordinated cell cycles of the rodent malaria parasite Plasmodium chabaudi are perturbed, they become rescheduled during infection and return to matching the host circadian rhythm. Whether parasite cell cycles are passively scheduled by host factors with a circadian basis or by parasites actively and collectively adjusting their timing, is unclear [101]. However, evidence suggests that parasites are responsible for collectively coordinating their cell cycle schedules: synchronous and asynchronous malaria parasite species maintain their schedules in the same host environment (i.e. age—sex—strain-matched inbred mice); there are fitness benefits for parasites with cell cycles matched to the host circadian rhythm and matched infections cause greater virulence to the host [102,103]. Clearly, plasticity in parasite social behaviours complicates the understanding of within-host dynamics, but identifying to what extent parasite and/or host genes are responsible is central to interrogating their evolution.

The diversity of phenotypic plasticity in parasite social behaviours is illustrated in table 2. These traits are adjusted in response to social context and have consequences for virulence and transmission. Unfortunately, evolutionary theory has mostly ignored these behaviours, focusing instead on virulence. This is problematic because changes in virulence are achieved by changes in underlying traits (e.g. behaviours) expressed by both the host and parasites. As the social behaviours underpinning virulence and transmission are likely to be linked by genetic correlations (i.e. different traits are shaped by the same genes) and/or resource allocation trade-offs, the nature of these interactions is central to understanding and predicting virulence evolution [23]. Furthermore, when different genotypes respond to the environment in different ways (genotype-by-environment interactions or G × E), environmental change can expose (or hide) genetic variation in plasticity to natural selection [115] (figure 3). Ecological perturbations such as drugs, vaccines and host shifts are all candidate motors for constraining or facilitating evolution, depending on how the perturbation affects the amount of genetic variation underpinning parasite phenotypes. For example, genetic variation for sex ratio adjustment and reproductive effort in response to social context has been documented in malaria parasites [21,73] and these behaviours are determinants of how
Table 2. Examples of phenotypic plasticity in parasite social behaviours. That phenotypes are a product of both genotypes and the environment, and how they interact, is well known, but often the environment is viewed as obscuring the connection between genes and phenotypes. However, how social behaviours are influenced by environmental variation matters because they affect virulence and transmission. Because multiple environmental factors change simultaneously during infections and virulence and transmission phenotypes are product of multiple social behaviours, parasites can produce a wide range of adaptive phenotypes faster by plasticity than when beneficial mutations or recombination are required to generate new phenotypes.

<table>
<thead>
<tr>
<th>behaviour/ trait</th>
<th>what happens and why?</th>
</tr>
</thead>
<tbody>
<tr>
<td>developmental schedules</td>
<td>In the host blood, cycles of asexual replication in many species of <em>Plasmodium</em> are tightly synchronized; individual parasites transit through each cell cycle stage and ultimately burst out of their red blood cells in unison and at particular times of day. The duration and synchronicity of cell cycles are plastic [101]. An adaptive basis of this plasticity is yet to be established but in-host competition and host immune responses are likely drivers [104]. Disrupted <em>P. chabaudi</em> schedules result in lower virulence (anaemia; [103]) but quiescence can also help <em>P. falciparum</em> tolerate antimalarial drugs [105].</td>
</tr>
<tr>
<td>lysis time</td>
<td><em>Pi 2</em> bacteriophage must lyse their bacterial host (<em>P. fluorescens</em>) to transmit. They evolve a plastic lysis time in which they kill host cells more rapidly when co-infecting host cells with other phage than when infecting alone [35]. Plasticity in lysis time evolved in phage lines in mixed-infection conditions owing to the frequent variability in whether they encounter co- or single-infections in this treatment (the lysis time in single-infection conditions did not change or become plastic in response to selection). This plasticity enhances the competitive ability of phage since non-plastic phage have fewer mature propagules upon cell lysis and suggests virulence and transmission differ according to whether parasites are in single or mixed genotype infections. In addition, lysis inhibition (LIN) is a mechanism of burst-size increase and latent period extension induced by <em>T4</em> bacteriophage secondary adsorption of <em>T4</em>-infected <em>E. coli</em> cells. This plastic growth strategy is an adaptation to environments containing high densities of <em>T4</em>-infected cells [106]: when <em>T4</em>-infected cell density is high, high densities of free phages are generated, uninfected cells are rapidly infected, secondary adsorption is likely and LIN is induced with high probability [106 – 109].</td>
</tr>
<tr>
<td>public goods</td>
<td>The production of an iron-scavenging molecule (pyoverdin) by <em>P. aeruginosa</em> is a cooperative trait. Pyoverdin production per bacterium is tightly regulated by the intracellular supply of free iron, leading to decreased per capita production at higher cell densities and increased production in the presence of non-producing cheats. This phenotypic plasticity significantly influences the costs and benefits of cooperation. Specifically, the investment of resources into pyoverdin production is reduced in iron-rich environments and at high cell densities, but increased under iron limitation, and when pyoverdin is exploited by cheats [110,111]. Regulatory control of pubic goods provisioning can further protect producers from exploitation by cheats by ‘metabolic prudence’, limiting production to environments where the relative costs of production are minimized [57]. More globally, the regulatory control of multiple secreted factors is under the control of quorum-sensing mechanisms in numerous bacteria, including several significant pathogens [112].</td>
</tr>
<tr>
<td>reproductive effort</td>
<td><em>Plasmodium</em> must replicate asexually in the vertebrate host and undergo a round of sexual reproduction in the vector. This means that resources must be divided between growth (the production of asexual stages for in-host survival) and reproduction (the production of sexual stages for transmission). <em>Plasmodium chabaudi</em> adopts reproductive restraint when facing in-host competition, which is consistent with investing in asexual replication (a key determinant of competitive ability) to gain future transmission opportunities [20,73]. <em>P. falciparum</em> also adopts reproductive restraint in response to low doses of drugs, suggesting this is a general strategy for coping with stresses encountered in the host [72].</td>
</tr>
<tr>
<td>sex allocation</td>
<td>In addition to the growth versus reproduction trade-off described earlier, <em>Plasmodium</em> must also divide resources between male and female transmission stages (sex ratio). Sex ratios in <em>P. chabaudi</em> and <em>P. falciparum</em> are adjusted in response to the inbreeding rate, which is determined by the number of co-infecting genotypes and their relative frequencies [21]. In single-infections, female-biased sex ratios maximize zygote production and increasing the proportion of males in mixed infections, especially if a weak competitor, maximizes representation in the zygote population.</td>
</tr>
</tbody>
</table>
| suicide | A ‘suicide trait’ cannot be constitutively expressed (if everyone dies before reproducing, genes for the trait cannot be inherited). Thus, the proportion of parasites that die may be precisely adjusted in response to variation in the density and relatedness of co-infecting parasites, or noisy expression of the genes involved may ensure phenotypic variation [38,113]. The release of bacteriocins to kill competitors requires bacterial cells to lyse themselves in many species, including *E. coli* [14]. The benefits accruing to surviving kin are highest when at low density, but this is when the costs of losing group members are greatest. By contrast, *Plasmodium* experiences crowding in the vector: high parasite densities reduce per parasite productivity and elevate vector mortality so suicide in the stage infective to the vector is predicted to regulate infection intensity [114].
Figure 3. Phenotypic plasticity and reaction norms. In panel (a), phenotype does not vary with the environment and both genotypes have identical reaction norms. In panel (b) both genotypes are plastic and (c) there is also genetic variation. Panel (d) illustrates a genotype-by-environment interaction (G × E), where both genotypes are plastic but their phenotypic reaction norms vary. Genetic variation and G × E can complicate how much genetic variation is exposed to selection; in panel (e) the genotypes produce the same phenotype in environment 1 but not in environment 2, so selection can only differentiate between the genotypes in environment 2.

Parasites survive drugs and overcome transmission-blocking immunity [72,116,117]. However, how G × E affects the speed that parasites could respond to selection on these behaviours is not known.

The potential for interactions between plasticity and evolution introduces yet more complications to understanding how social behaviours shape parasite fitness for two additional reasons. First, adaptive plasticity can facilitate parasite evolution simply by providing more time and/or individuals for beneficial mutations to arise because their survival is enhanced [118]. By contrast, when plasticity buffers parasites against the loss of fitness in a novel environment, the strength of selection imposed by environmental change is reduced, and so parasite evolution is constrained. Quantitative theory that makes testable predictions for the opposing effects of plasticity on rates of evolution is urgently needed. For example, the social behaviours of malaria parasites provide tolerance to drugs: plasticity in reproductive restraint helps buffer against the impact of drugs on within-host survival [72]. Thus, selection for other resistance traits (e.g. drug efflux pumps, alternative metabolic or detoxification pathways) is weakened but this clinically beneficial outcome may be undermined because the greater number of surviving parasites offers more opportunities for resistance mutations to occur. Second, while a behaviour may be plastically adjusted in response to social context, the consequences of the action can subsequently feedback to affect social context. For example, bacteriophage plasticity speed-up their host lysis time phenotype in response to being in a mixed versus a single infection, i.e. they are responding to the social context encountered within their host [35]. By lysing the host cell before non-plastic phage can transmit, the plastic phage gain a competitive advantage and consequently, become increasingly more likely to interact with related phage.

It is our view that incorporating phenotypic plasticity into social evolution theory represents a milestone for bringing theoretical work and empirical observations closer. To some extent, for a few social traits (e.g. sex allocation of malaria parasites [119]) existing theory that predicts what fixed traits should be at equilibrium can also apply to plastic strategies, and so can be used to make quantitative predictions. However, analyses that incorporate phenomena specific to plasticity, such as its costs and limits, are lacking. The costs and limits of plasticity matter because they may maintain genetic variation in natural populations [120] and could offer novel disease intervention targets [23]. The importance of the costs and limits of plasticity are illustrated by parasites for which the host is an infrequent environment. For example, P. aeruginosa is a supreme generalist microbe, able to grow in soil, water and diverse animal and plant hosts, thanks to high investment in regulatory factors [80,121]. While the benefits of extensive and complex regulatory control are easily appreciated in its broad host range, they also raise the potential cost of making ‘bad decisions’, turning on genes inappropriately when faced with a novel environment. During initial human colonization, P. aeruginosa turns on an array of virulence factors [122,123] that cause serious damage to the host. However, many of these damaging traits are subsequently lost or turned off during within-host evolution [124], suggesting that the initial plastic responses were maladaptive. It is possible that the loss of these secreted virulence factors is owing to social interactions favouring non-producing ‘cheat’ strains that do not pay the cost of the collectively useful virulence traits [31,125]. However, the continued ability of these ‘cheat’ strains to persist [125] suggests that the virulence factors are redundant in the host lung, and their initial upregulation was a ‘bad decision’ [80].

(d) Spatial structure

A major limitation of both theoretical and experimental work is that, for simplicity, historically most microbial (especially bacterial) studies considered well-mixed groups in liquid where local spatial structure is minimal [31,126]. This view may be a reasonable approximation for taxa like malaria parasites, where social interactions appear to play-out on a host-wide scale. However, hosts are not ‘a well-mixed bag’ of resources and immune defences, and so the reality for many parasites is that infections are far more structured at a local (within-host) scale [127]. For example, many bacteria stick themselves to host surfaces or attach to each other, in groups called biofilms. Social interactions are most intense when individuals live side-by-side in these structured environments [128]. For example, conflict between cooperating and cheating P. aeruginosa is more intense in biofilms than in liquid culture [129]. In a biofilm, the presence of cheats causes a greater reduction in population growth, reduces the structural integrity of biofilms and increases susceptibility to antibiotics [129]. However, the advantages of life in a biofilm may be tempered by a trade-off recently observed in Vibrio cholerae, between the benefits of being better competitors within the host and the costs of impaired ability to disperse [130].
Table 3. The potential of ‘Hamiltonian Medicine’: examples and limitations of proposed biomedical applications of parasite sociality.

<table>
<thead>
<tr>
<th>concept</th>
<th>examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>cheat therapy</td>
<td>A strategy as simple as the introduction of a cheat (non-producer) strain can lead to direct reduction in parasite virulence, as well as a reduced bacterial population size, that may make the infection more susceptible to other intervention strategies. For example, the introduction of cheater mutants with reduced expression of secreted virulence factors into infections of the bacterial pathogen P. aeruginosa reduces mortality in a mouse model [142], at least in the case of simultaneous inoculation of the target wild-type and the cheat ‘treatment’. The ability of cheats to increase in frequency within a wild-type infection, while simultaneously decreasing virulence has led to the idea of exploiting cheater invasion to introduce medically beneficial alleles into infections, such as sensitivity to antibiotics or a lethal toxin under the control of an inducible promoter, which when activated, would eliminate both cooperators and cheats [19]. This approach resembles phage therapy, where a live and natural enemy is administered to control an infection at a specific site, and shares the benefits of responsive dosing (the treatment can amplify at the target site, unlike chemical therapeutics). However, cheat therapies face many of the obstacles we outline in the main text—they may be vulnerable to ‘re-programming’ by cooperation-inducing plasmids, they may be unable to exploit established cooperator populations owing to within-host structure, or owing to plastic phenotypic changes in the resident. Finally, rare cheats may be unable to overcome the local-adaptation advantages of established wild-type infections [92,143].</td>
</tr>
<tr>
<td>drug resistance</td>
<td>Drug resistance mechanisms are often thought to impose fitness costs in the absence of drugs. Experiments using malaria parasites suggest that these fitness costs include competitive inferiority, and so suppression by wild-type genotypes in mixed infections could constrain the spread of resistance [144]. However, the extent to which suppression impacts on resistance in natural infections and how this could interact with eradication programmes is unclear. This is because as parasite prevalence decreases, infections will increasingly contain highly related parasites, which are more likely to cooperate than compete. Traditional antibiotics act by killing or stopping cell division, and resistant mutants rapidly replace the original susceptible strains. Instead, if a drug attacks a cell’s ability to secrete a public good that contributes to virulence (an ‘anti-virulence’ drug), then resistant mutants that re-evolve secretion will promote the growth of susceptible cells around them, reducing the spread of resistance. Moreover, because the susceptible cells do not pay the cost of secretion (i.e. they cheat), this puts resistant parasites at a competitive disadvantage, further reducing the spread of resistance [144,145].</td>
</tr>
<tr>
<td>evolutionary traps</td>
<td>An undereported avenue concerns manipulating parasite kin recognition and communication systems to ‘trick’ parasites into adopting strategies that are suboptimal for their fitness and of clinical or epidemiological benefit. Evolving resistance to this type of intervention could be difficult because solutions would likely involve losing the benefit of coordinated action in untreated infections. For example, in malaria parasites, investment in asexual (which are responsible for disease symptoms) versus sexual stages is plastic. Parasites competing in mixed infections invest relatively less in sexual stages than when in single infections [73]. A drug that mimics being in a single infection (e.g. masks the cues of competition) and so, induces parasites to invest more sexual stages will result in less virulent infections, and as long as conditions are vector-free, there will be no increase in the risk of transmission to other hosts. Furthermore, the additional sexual stages will provide a stronger stimulus to the host immune system and the resulting responses could more effectively block the transmission of future malaria infections [146]. An approach to blocking transmission would be to induce mass suicide in the vector [15].</td>
</tr>
</tbody>
</table>

(e) Multi-species interactions

Most natural parasite communities are characterized by spatial structure, a multitude of co-infecting species and several environments to cope with. For example, the lesson from bacterial metagenomics is that thousands of species are commonly present in any one environment [128,131]. By contrast, the primary focus of parasite social evolution studies has involved examining what happens when multiple genotypes of a single species are mixed (e.g. [21,34,73,132]). Cross-species parasite social interactions are diverse: depending on the species in question, an incoming species can by excluded, facilitated or unaffected, by a resident species [133]. For example, an ongoing malaria infection can exclude conspecifics [134,135] but strongly facilitate infection by heterospecific malaria parasites. In the latter case, species preferentially infecting mature red blood cells generate anaemia to which the host responds by producing young red blood cells, which is predicted to facilitate malaria species that prefer the abundant young age class, resulting in far higher virulence than single-species infection [136]. However, the mechanisms that determine cross-species interactions are highly diverse, ranging from resource competition, interference competition (e.g. the production of antibiotics and bacteriocins), immune-mediated apparent competition and facilitation (e.g. cross-feeding on partner metabolic byproducts, immunomodulation) [137]. Together this menu of interactions contributes to the astounding diversity of communities of commensals, symbionts and parasites found within multicellular organisms.

A major challenge to unravelling the mechanisms underpinning how communities function is the necessity to combine molecular and ecological approaches to study
highly complex assemblies. A measure of the scale of the problem can be seen by the emergent ecological complexity generated by a simple two-species interaction governed by a single mechanism of metabolic exchange—a food for detoxification exchange—where a cross-feeding partner relieves a producer lineage of by-product toxicity. Recent theory has demonstrated that this simple exchange can generate mutuallist, competitive and exploitative functional relationships, and diverse spatial patterning, dependent on the exact parametritization of the molecular exchange [138]. Unravelling the complexity of these interactions—and how they affect evolution—is urgently required because the microbial communities inside vectors are being manipulated to control disease [139].

5. Why the social lives of parasites matters

Parasitism is one of the most successful modes of life, as measured by how often it evolved and how many parasitic species are presently in existence [140]. Consequently, if explaining cooperation is one of the greatest problems for evolutionary biology, then explaining cooperation in parasites is one of the key aspects of this problem. The irreducible mishmash of proximate causality of social behaviours in traditionally studied animal taxa is far more accessible for parasites, thanks to their relatively simple and manipulatable genotype–phenotype maps. Parasites make excellent model organisms thanks to their short generation times; ability to generate some real-world complexity, even in the laboratory, by studying in vivo infections; and well-defined, measurable, social behaviours. Moreover, the applied importance of parasites has resulted in a vast resource of tools and literature on their molecular and cellular biology, so the genetic and molecular mechanisms that underlie social behaviours can be identified and precisely manipulated [8].

Incorporating a ‘bottom-up’ approach provides a novel perspective on the evolution and maintenance of parasite social behaviours and provides new opportunities for theory-led experimental testing. For example, by understanding aspects of interactions in infections such as those highlighted in this article, traditional virulence evolution theory may be better reconciled with data. Research has focused on social interactions between parasites within hosts (likely owing to the greater interest in disease pathology than transmission) and so, social interactions inside vectors have been overlooked, but we expect they are equally worthy of investigation. Moreover, for parasite species whose life cycles include multiple host species or periods in the abiotic environment, quantifying how social behaviours at these different scales integrate to shape parasite fitness is also a huge challenge, and highlights the need to consider within host biology in its broader context.

The social behaviours of parasites contribute to virulence, transmission and resistance to anti-parasite drugs, as illustrated throughout the text and tables of this article. The field of ‘Darwinian Medicine’ aims to use ecological and evolutionary principles to inform the treatment of infections to ensure that interventions are as evolution-proof as possible, and prevent the evolution of more harmful parasites in response to anthropogenic pressures. ‘Hamiltonian Medicine’ is emerging as a subset of this endeavour, asking how parasite social systems and interactions might be subverted or manipulated to better control disease [9,141]. By recognizing that parasites rely on social behaviours to infect and transmit, novel strategies for treatment have been revealed (table 3).

6. Conclusion

A key strength of evolutionary biology is that theory is used to motivate experiments. Historically, this has been the case, with many empirical tests stemming from the basic virulence–transmission trade-off models and their ‘virulence-kin-selection’ offshoots. However, for topics such as phenotypic plasticity, empirical work is often ahead of social evolution theory and this disconnect is especially apparent in systems that have applied importance. We recognize that the complexity of within-host parasite ecology may have been off-putting for evolutionary theorists since, on the face of it, generalities seem unlikely and explaining what is going on requires deeper knowledge of the biological details of individual study systems. However, generalities do exist—such as public goods, mobile elements, phenotypic plasticity, within-host spatial structure and multi-species interactions—that will provide rewarding avenues for future theoretical and experimental research.
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An influential ecological theory, the intermediate disturbance hypothesis (IDH), predicts that intermediate levels of disturbance will maximize species diversity. Empirical studies, however, have described a wide variety of diversity–disturbance relationships (DDRs). Using experimental populations of microbes, we show that the form of the DDR depends on an interaction between disturbance frequency and intensity. We find that diversity shows a monotonically increasing, unimodal or flat relationship with disturbance, depending on the values of the disturbance aspects considered. These results confirm recent theoretical predictions, and potentially reconcile the conflicting body of empirical evidence on DDRs.
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1. INTRODUCTION

Understanding how biological diversity responds to disturbance is a longstanding problem in ecology and evolution, with important ramifications for conservation and management of ecosystems [1–5]. A large body of theory predicts that ecological diversity is maximized at intermediate levels of disturbance [6,7], yet a wide range of diversity–disturbance relationships (DDRs) have been observed in empirical studies [8]. This inconsistency may arise because most studies consider a single aspect of disturbance, such as the frequency of disturbances over time, or their intensity, even though diversity probably depends on a combination of different aspects of disturbance [7]. Recent theory has formally addressed this prediction, finding, for example, that coexistence can peak at low, intermediate or high disturbance intensities depending on their frequency [9]. Here we show, using experimental populations of bacteria, that different DDRs can be observed within the same system, depending on which aspect of disturbance is considered. These findings illustrate the need to consider multiple aspects of disturbance in order to fully understand the dynamics of disturbance-prone communities.

2. MATERIAL AND METHODS

We manipulated both the frequency and intensity of disturbances (mass mortality events [10]) in populations of Pseudomonas fluorescens SBW25 in microcosms. Each microcosm contained 6 ml liquid King’s medium B in a 28 ml glass vial, incubated without shaking at 28°C [11]. In these conditions, P. fluorescens rapidly diversifies into genetically distinct morphotypes: the ancestral morph (smooth, SM) grows in the broth phase; the wrinkly spreader (WS) morph grows into a biofilm at the air–liquid interface and includes numerous sub-categories; the fuzzy spreader (FS) morph grows at the bottom of the tube [11]. Crucially, different morphotypes are readily distinguished on agar plates, allowing us to quantify ecologically diverse at the end of the experiment [11]. We used a fully factorial experimental design, maintaining replicate populations over 16 days and imposing 0, 1, 4, 8 or 16 disturbances (frequency manipulation) with 10, 99.9 or 99.999% per cent mortality (intensity manipulation) at each disturbance.

We enacted disturbances by removing a fraction of cells (intensity) from each microcosm before transferring the surviving cells to a fresh microcosm [10,12]. Microcosms were homogenized by vortexing prior to every disturbance, to ensure that there was no bias towards particular morphotypes. There were three replicate microcosms at each combination of disturbance intensity (10, 99.9 or 99.999%) and frequency (0, 1, 4, 8, 16 disturbances). Disturbance frequencies were chosen to be consistent with previous work [10,12]. At the end of the experiment (16 days), diversity was estimated by vortexing, diluting and plating bacteria from every microcosm onto nutrient-rich KB agar plates, before counting the number of each morphotype after 48 h incubation at 28°C [10,11].

We tested whether the diversity–intensity relationship depended on the frequency of disturbances by the interaction term in a linear model, with diversity as the response variable and frequency and intensity as factors. Diversity scores were rank-transformed to account for non-normality. To analyse the correlation between diversity and frequency in each intensity treatment, we transformed disturbance frequencies to log10(log10 disturbances + 1). We tested for quadratic effects by comparing full and reduced models with F-tests. In some cases, it was unclear whether quadratic effects were due to unimodality or curvilinearity; to test this, we used Mitchell-Olds & Shaw tests [13,14].

WS frequencies were arcsine-transformed before analysis to stabilize the relationship between mean and variance.

3. RESULTS

The diversity–frequency relationship varied depending on the intensity of disturbances (interaction term: F1,30 = 6.07, p = 0.0011; figure 1a). At low intensity (10% mortality), there was no correlation between frequency and diversity (F1,13 = 0.04, p = 0.84). When disturbances were more intense (99.9% mortality), diversity was greatest at intermediate and high frequencies (quadratic term: F1,12 = 34.50, p < 0.0001), with a slight peak at an intermediate frequency (Mitchell-Olds & Shaw test: p = 0.01). At the highest intensity (99.999% mortality), diversity was unimodally related to frequency (quadratic term: F1,12 = 25.92, p = 0.0003), showing a clear drop at the highest frequency, meaning that diversity at the highest frequency was considerably lower at high compared with intermediate intensity (Welch’s t-test: t2 = 8.28, p = 0.01). Another way to describe the interaction of intensity and frequency is by the shape of the diversity–intensity relationship at different frequencies: when disturbances were rare, diversity increased with intensity (lightest grey circles in figure 1a). When disturbances were frequent, diversity peaked at intermediate intensity (black circles, figure 1a). Thus, diversity was lowest at the extremes, where intensity and frequency were both very high or both very low.
Consequently, diversity can show a monotonically increasing, unimodal or flat relationship with disturbance depending on which aspect is considered.

Previous work at a single intensity (99.9%) showed that biofilm-forming morphotypes (WS) are most successful at intermediate disturbance frequencies [10, 12]. Our results at 99.9 per cent intensity are entirely consistent with this pattern (figure 1b; quadratic term for WS frequency against disturbance frequency: $F_{1,12} = 9.03, p = 0.01$). We also find that increasing intensity to 99.999 per cent favours WS when disturbances are rare, but favours the broth-living morph (SM) at the highest frequency. SM was also relatively successful in low-intensity treatments. Thus, WS is most successful at intermediate frequencies and intensities of disturbance. The greater number of subcategories in WS compared with SM and FS causes total diversity to peak when the WS frequency is between 0.6 and 0.8, but we note that the same qualitative diversity patterns across disturbance treatments are obtained if we ignore WS sub-categories (frequency × intensity interaction: $F_{8,30} = 2.81, p = 0.019$), showing unequivocally that the frequency–intensity interaction drives the coexistence of ecologically distinct sub-populations.

4. DISCUSSION

Our results demonstrate that different DDRs can arise, even within a single empirical system, depending on an interaction between the frequency and intensity of disturbances. This is because the relative abundances of the two main morphotypes in our experimental system, SM and WS, varied nonlinearly with both increasing intensity and frequency of disturbances. Consequently, we obtained monotonically increasing, unimodal or flat DDRs, depending on which aspects of disturbance were considered, and over what range of values.

Why does long-term growth rate (a measure of fitness), as reflected by morphotype density of SM and WS, vary nonlinearly with disturbance frequency and intensity? WS, which overproduces a cellulosic polymer [15], requires a threshold population density to form a mat at the air–broth interface [16]. WS and SM can only coexist when this mat forms [11]. At high frequencies of disturbance, WS, which has a lower intrinsic growth rate than SM, is unable to reach sufficient densities to form a strong mat [10, 12, 16]. Similarly, if disturbances are very intense, then WS may not reach threshold densities between disturbances. However, if left undisturbed, the WS mat eventually collapses, either through invasion by SM or because general environmental degradation reduces population size [17], or both, resulting in SM again dominating the system. This breakdown should be more rapid between disturbances if disturbance intensity is low, because a smaller proportion of the degraded growth media is renewed. Thus, both diversity and the success of WS are maximized at intermediate intensities and frequencies, and the peak in diversity across frequencies will be shifted in either direction depending on intensity, and vice versa.
Since WS has a lower intrinsic growth rate, and its mat may collapse, it can be seen as a weaker competitor than SM; thus it is natural to expect SM to dominate at low frequencies and intensities.

The recent model by Miller et al. [9] is qualitatively consistent with our results. It predicts that a unimodal relationship between diversity and disturbance frequency can result from a single type/species dominating at high and low disturbance frequencies, and that the unimodal relationship becomes relatively flat if disturbance intensity is reduced. Crucially, while this model is not a direct representation of our experimental system, the biological mechanisms underlying DDRs are similar. In the model, the growth rates of the two species respond differently and nonlinearly to changing disturbance intensity and frequency because of differences in growth rate, survival and competitive ability. In our experimental system, WS and SM also differ in all of these traits and show different nonlinear responses to changing disturbance intensity and frequency.

The model also predicts that a unimodal DDR at intermediate intensity can become bimodal at higher intensities. At intermediate intensity, one type/species dominates at high and low frequencies and both types coexist in the middle. At higher intensity, one type dominates at high and low frequency and the other dominates in the middle, so that coexistence occurs at middle–low and middle–high frequencies where neither type is dominant, resulting in a bimodal DDR. We did not observe such bimodal DDRs in our experiments. However, the fact that unimodal DDRs for _P. fluorescens_ are based on a single type dominating at high- and low-disturbance frequencies, and that WS was dominant in some microcosms at intermediate disturbance frequencies, suggests that bimodal DDRs are possible in this system, but they may only be detected when a greater range of disturbance frequencies and intensities are included in the experimental design.

The diversity–frequency relationship in this experimental system was previously modelled [10] using a modified version of Levene’s [18] model that explicitly considers distinct niches, where intra-niche competition is stronger than inter-niche competition. In this model, disturbances alter the relative contributions of the two niches to total population growth, with coexistence only possible when both niches support approximately equal numbers of individuals. This model can also display qualitatively different DDRs, including bimodal relationships, if the term describing population size after disturbance is varied (see electronic supplementary material). More complex models, such as metapopulation models incorporating disturbance and extinction of a proportion of demes [19], may also show similarly complicated DDRs when both intensity and frequency of disturbance are varied, but analysis of such models is beyond the scope of this paper.

These studies illustrate that several factors influence the shape of DDRs. For instance, Kondoh [19] showed that, in a metapopulation model, productivity influences the shape of observed DDRs. Empirical research has also demonstrated that competition–colonization trade-offs in a metapopulation network of linked microcosms can generate distinct DDRs against disturbance frequency, depending on spatial scale [20]. In contrast, our data show that differing spatial scales and productivity gradients are not necessary to change the shape of DDRs. Rather, at a fixed local scale, differential responses to disturbance frequency and intensity form the biological basis for our findings. This suggests that closer attention to multiple disturbance aspects, and their interactions, may allow us to reconcile the large and conflicting body of empirical evidence on the relationship between disturbance and diversity [8].

Experimental work was funded by a European Research Council grant. K.S. and A.M. were supported by National Science Foundation grant no. DEB-0815373.
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The diversity-disturbance relationship in the model of Buckling et al. (2000) varies when the term describing population size after disturbance ($N_0$) is changed. This model is based on a classical Levene (1953) model and describes the growth of two types at two niches. The number of individuals produced by type $i$ at niche $j$ as a function of time between disturbances follows a logistic growth model:

$$N_{ij}(t) = \frac{K_{ij}}{1 + a_{ij}e^{-r_{ij}(t-T_{ij})}}$$

where $K$ is the carrying capacity at a given niche, $a_{ij}$ is a constant (equal to $(K_{ij} - N_{ij}(0))/N_{ij}(0)$, where $N(0)$ is density at time 0), $r$ is growth rate, $t$ is time, and $T$ is the acclimation period before growth restarts following disturbance (Buckling et al. 2000).

The figure below shows the same model as Buckling et al. (2000) for the case where competitive ability and disturbance tolerance are positively related (parameters for type 1 in niche 1 ($W_{11}$): $r = 0.12$, $K = 650$, $T = 0$; for type 2 in niche 2 ($W_{22}$): $r = 0.155$, $K = 550$, $T = 10$), but at a range of different values for $N_0$ (given in the legend; in all cases $N_0$ is the same at both niches). Diversity is given as the complement of Simpson's index as described in the main text.
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Abstract
Coinfection with multiple parasite genotypes [multiplicity of infection (MOI)] creates within-host competition and opportunities for parasite recombination and is therefore predicted to be important for both parasite and host evolution. We tested for a difference in the infectivity of viral parasites (lytic phage Φ2) and resistance of their bacterial hosts (Pseudomonas fluorescens SBW25) under both high and low MOI during coevolution in laboratory microcosms. Results show that MOI has no effect on infectivity and resistance evolution during coevolution over ~80 generations of host growth, and this is true when the experiment is initiated with wild-type viruses and hosts, or with viruses and hosts that have already been coevolving for ~330 generations. This suggests that MOI does not have a net effect of accelerating parasite adaptation to hosts through recombination, or slowing adaptation to hosts through between-parasite conflict in this system.

Introduction
Infections with multiple parasite species or genotypes are important drivers of epidemiology and evolution (Read & Taylor, 2001; Mideo, 2009). However, evidence for any general effect of multiplicity of infection (MOI) is mixed. For example, within-host competition may select for increased (de Roode et al., 2005) or decreased (Smith, 2011) parasite virulence, depending on the biological details of the interaction between competing parasite genotypes (Chao et al., 2000; Buckling & Brockhurst, 2008). MOI also creates opportunities for parasite recombination or reassortment (Malmberg, 1977; Turner & Chao, 1998; Poon & Chao, 2004), which may accelerate adaptation by creating novel combinations of beneficial mutations (Fisher, 1930; Muller, 1932; Frank, 2001), especially in coevolving communities where the direction of selection changes frequently (Bell & Smith, 1987; Nee, 1989; Gandon & Otto, 2007; Morrall et al., 2011). However, any benefit to recombination depends on several constraints, including the form of epistasis among beneficial mutations (Kondrashov, 1988; Charlesworth, 1990; Otto & Michalakis, 1998; Otto & Lenormand, 2002), and is probably only beneficial in some coevolutionary circumstances. In this paper, we ask whether changes in parasite infectivity and host resistance during antagonistic coevolution between viruses and bacteria are affected by MOI.

In experimental communities of the bacterium Pseudomonas fluorescens and lytic bacteriophage SBW25Φ2, reciprocal adaptation to viral infectivity and host resistance occurs rapidly in vitro (Buckling & Rainey, 2002; Brockhurst et al., 2007). In this system, bacteria outnumber phage in typical experimental conditions, so that coinfection is probably rare. We tested whether changes in parasite infectivity (the ability to infect a range of different host genotypes) during coevolution were affected by periodic phases of growth and replication at high (>1) MOI. High MOI might permit recombination in the parasite population (Turner & Chao, 1998; Springman et al., 2005), potentially accelerating infectivity evolution (relative to coevolving communities maintained at low MOI) by bringing together beneficial mutations from different genomes. Alternatively,
recombination may provide no selective advantage if beneficial combinations of mutations appear rapidly by mutation alone. High MOI could even slow infectivity evolution if adaptation to growth in mixed infections compromises viral fitness during single infections (Turner & Chao, 1998; Chao et al., 2000). We predicted that any positive effect of recombination would be most pronounced during the later stages of coevolution (after hundreds, rather than tens, of generations), because directional changes in viral infectivity slow down over time (Buckling & Rainey, 2002; Hall et al., 2011a), suggesting that beneficial mutations that increase host range become less frequent, either due to a finite mutation supply rate or costs associated with a broad host range (Poullain et al., 2008; Benmayor et al., 2009). Thus, if recombination at high MOI increases the frequency of beneficial combinations of mutations, it may be most effective at the later stages of coevolution when such combinations are in short supply.

We measured changes in viral infectivity and host resistance over ~80 generations of host growth at either high or low MOI in a serial transfer experiment. We controlled MOI by changing the ratio of host cells to virus particles during a 2-h period of viral growth between each transfer. We did this over both the initial (0–12 transfers) and later (50–62 transfers) stages of coevolution. We also tested for an effect of MOI during phage adaptation to a nonevolving host population, to see whether any effect on phage adaptation was specific to coevolving communities. Finally, we tested whether high MOI accelerated the generation of novel viral phenotypes by screening for changes in viral infectivity over a single period of growth at high and low MOI. Results show that (i) high MOI did not cause a detectable increase in the rate at which novel phenotypes appeared and (ii) MOI had no effect on the rate of infectivity evolution at any stage of coevolution.

**Materials and methods**

**Strains and culture conditions**

Coevolving communities comprised populations of the gram-negative bacterium *P. fluorescens* SBW25 and bacteriophage SBW25Δ2 in 6 mL of nutrient-rich growth medium (M9KB: M9 salt solution supplemented with 10 g L⁻¹ glycerol and 20 g L⁻¹ protease peptone) in 28-ml glass vials incubated static at 28 °C. For coevolution experiments, we transferred 60 µl of each community to a fresh microcosm every 48 h (Buckling & Rainey, 2002; Lopez-Pascua & Buckling, 2008). For evolution experiments, where phages adapted to a nonevolving population of host bacteria, we isolated a sample of phage from each microcosm (vortex 1 min, add 10% chloroform, vortex 1 min, centrifuge at 11 000 g 3 min) and added 60 µl to a microcosm containing wild-type (WT) bacteria reconditioned from frozen stocks (Poullain et al., 2008). Between consecutive transfers, phages underwent a 2-h period of growth at either high or low MOI as described below.

**Manipulating MOI**

We manipulated MOI between transfers by adding the same number of phages to different numbers of the WT bacteria, followed by 2 h of growth (Fig. 1). This was achieved by periodically measuring phage population densities and adjusting the volume that was added to fixed numbers of WT bacteria, in order to keep MOI > 1 and < 1 in high and low MOI treatments, respectively. We used pilot work to determine the appropriate volumes of phages and bacteria for high/low MOI over the first four transfers, and monitored phage densities (by diluting phage stocks and spot-plating on lawns of the WT host) every two transfers for the entire experiment. For each 2-h period of growth at low or high MOI, we reconditioned WT bacteria from frozen stocks, growing them overnight in shaken KB microcosms for 24 h. The stationary-phase density of these overnight cultures, as estimated by plating on KB agar, is ~10⁷ cfu mL⁻¹, and we assumed that overnight cultures made on different days were of similar density. This allowed us to maintain the correct numbers of phages and bacteria during the 2-h growth phase between transfers, and to quantify MOI at every second transfer (Fig. S1). We assumed that there were no significant fluctuations in phage density at the intervening transfers where we did not measure them.

We carried out two separate coevolution experiments, each for 12 transfers: one was initiated with WT bacteria and phage (T0–12 coevolution), and the other was initiated with bacteria and phages that had already coevolved for ~330 generations of host growth (T50–62 coevolution; Hall et al., 2011a). For T0–12 coevolution, ~10⁸ cells of bacteria and 10⁷ phage particles were added to six replicate microcosms in each treatment (high and low MOI). For T50–62 coevolution, we used bacteria and phages from a long-term coevolution experiment (Hall et al., 2011a): bacteria and phages from six replicate selection lines that had already coevolved for 50 experimental transfers (~330 host generations) were used to initiate six selection lines in each MOI treatment (high and low), creating a paired design where Replicate A, MOI = high was initiated with the same hosts and viruses as Replicate A, MOI = low. We also ran six selection lines where phages adapted to a nonevolving population of hosts (T0–12 evolution): at each transfer, the bacteria were replaced with WT bacteria from frozen stocks.

To determine whether high phage-to-bacteria ratio resulted in multiple infections, we mixed WT phage with a host-range mutant phage at an approximately equal ratio at high (5 × 10⁸ mL⁻¹) and low (10⁵ mL⁻¹) total phage densities. The WT phage infects only WT bacteria, whereas the host-range mutant infects both WT bacteria and an
Phage mixtures were allowed 10 min adsorption to WT bacteria ($10^8$ mL$^{-1}$) in 6 mL KB at 28 °C, then centrifuged for 3 min at 11,000 g to pellet the bacteria. Bacteria were resuspended in KB and filtered to remove free phage. Before the bacteria lysed, we diluted and plated them onto separate KB agar plates with semi-soft overlay lawns of either WT or resistant bacteria, and incubated overnight. If individual bacteria were infected by both phage genotypes, lysed cells would produce plaques on both hosts; by contrast, if bacteria were infected by a single phage genotype, lysed cells would all produce plaques on the WT host, but only those infected by the host-range mutant would produce plaques on the resistant host, resulting in a high ratio of plaque-forming units on WT plates relative to resistant-host plates. We found that this ratio was approximately twice as large at low (mean ± SE = 2.12 ± 0.33, $n = 3$ independent populations) compared with high (mean ± SE = 0.96 ± 0.06, $n = 3$ independent populations) phage densities. This is consistent with single infections at low phage-to-bacteria ratio, with approximately half of the bacteria being infected by each phage genotype, and multiple infections at high phage-to-bacteria ratio, with both genotypes represented in most infections.

In this experimental system, the density of bacteria is approximately three orders of magnitude greater than that of phage during coevolution (Morgan & Buckling, 2006), making it unlikely that MOI was > 1 other than during the 2-h inter-transfer growth phase in our high MOI treatments.

**Infectivity assays**

We measured infectivity of viruses from different populations and time points by streaking assays, where each phage population is streaked across a perpendicular line of a bacterial host genotype growing on an agar plate. Any inhibition of host growth after 24 h is classed as infection, and infectivity of a given population is calculated as the proportion of host genotypes infected. Host genotypes were isolated from coevolving populations at the end of the experiment by reconditioning populations from frozen by 24-h growth at 28 °C in 6 mL M9KB, dilution and plating on M9KB agar, incubation overnight, picking independent colonies and growing them overnight in liquid culture. We quantified infectivity for each phage population every two transfers and compared high and low MOI treatments using a pairwise design: each phage population was assayed against 10 host genotypes from the same community at the same time point, and against 10 genotypes from the corresponding replicate community in the opposite treatment at the same time point. For example, phages from Replicate = A, MOI = high, Transfer = 6 (A-high-T6) were assayed against 10 host genotypes from A-high-T6 and 10 host genotypes from A-low-T6; likewise, phages from A-low-T6 were assayed against hosts from A-low-T6 and A-high-T6.
Screening for novel phenotypes

To test whether high MOI increased the frequency of novel beneficial phenotypes, we tested for the appearance of phage mutants that could infect any of six resistant host genotypes isolated from a previous coevolution experiment (Scanlan et al., 2011). We did this in 96 replicate phage populations that had undergone 2 h of growth at either high or low MOI with the WT host. To do this, we first generated 96 independent phage genotypes by picking 96 plaques of WT phage, amplifying for 1 h with the WT host (plaques added to \( \sim 10^7 \) bacteria and re-isolated after 1.5 h, yielding \( \sim 5 \times 10^5 \) phage per mL), before adding each phage to WT hosts at either high or low MOI in a 96-well PCR plate, growing for 2 h at \( 28^\circ C \), re-isolating phage by chloroforming as above, and adding 1 mL to a lawn of exponentially growing bacteria. Each phage was tested against six resistant hosts and the wild type, the latter confirming the presence of viable phage in every sample.

Screening for recombinant phage

We expected that growth at high MOI would lead to phage recombination. To screen for recombinants, we used three pairs of phenotypically distinct phages (phage A infects host A but not host B, whereas phage B infects host B but not host A). Phage pairs and hosts were taken from a large sample of phenotypically characterized clones from a long-term coevolution experiment (Hall et al., 2011a). For each phage pair, we added a mixture of the two phages to the WT host at high or low MOI in the same conditions as during transfers in our experiment. We then screened for progeny that could infect both hosts A and B by isolating phages and adding 10 mL to an agar lawn containing a mixture of the two hosts.

Statistical analyses

We tested for a difference in infectivity between high and low MOI populations using paired \( t \)-tests at each transfer, adjusting for multiple comparisons by sequential Bonferroni correction. We tested for a difference in sympatric infectivity (measured against hosts from the same population at the same time point) between high and low MOI treatments using a mixed effects model with arcsine-transformed infectivity as the response variable, selection line as a random effect, transfer and MOI as fixed effects.

Results

High MOI does not accelerate infectivity evolution

Transfers 0–12: Manipulating MOI between each transfer had no significant effect on viral infectivity in our experiment (paired \( t \)-tests, \( P > 0.05 \) for every comparison; Fig. 2a). Similarly, there was no consistent difference in infectivity between high and low MOI treatments with nonevolving host populations (paired \( t \)-tests at each transfer, \( P > 0.05 \) except for T2 and T10: 0.003 and 0.022 respectively – only the former is significant after sequential Bonferroni correction; Fig. 2b). The same is true when infectivity is measured against sympatric hosts only (coevolved populations – \( F_{1,10} = 0.40, P = 0.54 \); evolved populations – \( F_{1,10} = 3.49, P = 0.09 \)).

Transfers 50–62: the same pattern was observed when coevolving populations were initiated with bacteria and viruses that had already spent \( \sim 330 \) host generations coevolving. Specifically, there was no difference in viral infectivity between phage populations that had undergone periodic phases of replication at high and low MOI (paired \( t \)-tests at each transfer, \( P > 0.05 \) for every comparison; Fig. 3). Consistent with MOI having no effect on infectivity, we found no difference between groups for infectivity against sympatric hosts (\( F_{1,10} = 0.002, P = 0.96 \)).

There was no effect of MOI on the evolution of host resistance, measured for a given host population at a given time point as the proportion of bacteria–phage
interactions that did not result in infection (10 host clones tested against two phage populations). This was true for all three of our experiments (coevolution T0–12, evolution T0–12, coevolution T50–62; paired t-tests at each transfer are all nonsignificant after sequential Bonferroni correction; Fig. S2).

High MOI does not have a detectable effect on the generation of novel beneficial phenotypes

We grew 96 independent populations of phage at either high or low MOI before screening for novel infectivity phenotypes against six hosts that were resistant to the wild type. Each of these hosts was selected to be representative of a different phenotypic group from a wide range of host genotypes taken from a single coevolving population (Scanlan et al., 2011). We did not observe any plaques after growth at high or low MOI, suggesting that the generation of novel combinations of beneficial mutations was not sufficiently greater at high MOI to be effective in our experiment.

Consistent with these findings, we did not observe hybrid progeny for any of the three phage pairs that we tested for recombination at high and low MOI. In summary, we were unable to demonstrate an effect of MOI on the appearance of recombinant phages or novel infectivity phenotypes across the limited number of host genotypes in our experiments.

Discussion

We tested for an effect of MOI on the evolution of parasite infectivity and host resistance during early and late stages of coevolution. We anticipated that our high MOI treatments would allow for recombination in the parasite population and therefore potentially accelerate the generation of novel infectivity phenotypes, leading to relatively rapid infectivity evolution during adaptation to a coevolving host population. We find no evidence that this occurred in our experiment, and separate experiments screening for novel infectivity phenotypes and hybrid progeny showed no effect of MOI. Despite this, viruses in coevolving communities of P. fluorescens and Φ2 undergo rapid increases in infectivity range, accumulating numerous mutations on a number of genes (Paterson et al., 2010; Scanlan et al., 2011), suggesting that recombination is not required for changes in the infectivity of viral parasites. Consistent with this, adaptation to bacterial hosts in our experiments resulted in phages that could infect a range of different genotypes, although host range did not differ consistently between high and low MOI treatments.

In our evolution experiments, where viruses adapted to nonevolving host populations, there was no consistent difference in infectivity between high and low MOI treatments, although at the second transfer low-MOI phages had significantly broader host ranges. This provides weak support for impaired infectivity evolution at high MOI early on, possibly due to a cost of adaptation to within-host competition that is recovered by second-site mutations later on in the experiment. However, given the lack of support for this mechanism in our other experiments, we do not take our results as indicating that high MOI impairs infectivity evolution. Directly comparing phages from evolution and coevolution treatments is not possible here because we necessarily measured infectivity against different hosts in the two experiments. However, previous work demonstrates that coevolved phages show much greater rates of genetic and phenotypic evolution than evolved phages (Poullain et al., 2008; Paterson et al., 2010), suggesting that any effect of MOI would in fact be more likely to be detected in the coevolution treatments.

We identify four possible scenarios that could explain our results:

1. No recombination; no effect of competition. Although recombination of related (T7) viruses has been demonstrated at high MOI (Springman et al., 2005), and we found that manipulating the ratio of phage to bacteria caused a change in MOI, we cannot exclude the possibility that there was simply no recombination in our experiment. If it were also true that within-host competition was not strong enough to influence viral evolution, this would generate the observed lack of any effect of MOI on infectivity over time.

2. No recombination; undetected effects of competition. Even in the absence of recombination, within-host competition among viral genotypes could lead to changes in viral traits such as virulence or growth rate (Nee & Maynard Smith, 2000). For example, intra-host competition in RNA viruses has been implicated in the evolution of reduced viral fecundity (Dennehy & Turner, 2004). Recent data from P. fluorescens and Φ2 suggest that competitive interactions are also
important here: coinfecting viruses appear to evolve within-host anti-competitor mechanisms that are expressed as lower population growth rate when mixed infections are common (H.C. Leggett & A. Buckling, unpublished). We therefore suspect that within-host competition is important in *P. fluorescens*-Φ2 interactions, but does not influence the evolution of infectivity as measured here. This highlights a limitation of our study: we only tested for an effect of MOI on viral host range. Although it is well documented that this trait is under strong selection in this system (Buckling & Rainey, 2002; Brockhurst *et al.*, 2007; Hall *et al.*, 2011a) and that tradeoffs exist between population growth rates and host range (Poullain *et al.*, 2008), our experimental design does not account for changes in within-host replication independent of host range.

3. Recombination-competition balance. Turner & Chao (1998) found that viral recombination did not accelerate adaptation to a bacterial host, because the beneficial effects of recombination were countered by a cost of adaptation to intra-host competition during coinfection, meaning that derived viruses from recombinant selection lines had high fitness only during coinfection. We argue that this is unlikely to apply in our system because viruses evolved at high and low MOI do not appear to differ in fitness during single infections (H.C. Leggett & A. Buckling, unpublished), the conditions experienced by phages for most of their evolutionary history in this study, suggesting that competitive traits (interference) are not costly in our experimental scenario.

4. No benefit to recombination; no effect of competition. Recombination is predicted to accelerate adaptation by bringing together beneficial alleles, and this effect may be strongest in general for large populations and when mutations are frequent but of small effect (i.e. when $N$ or $U/s$ are large; (Crow & Kimura, 1965; Felsenstein, 1974). In support, Colegrave (2002) showed that the advantage of recombination in experimental populations of algae was greatest in large populations, whereas in small populations, adaptation was limited by the supply of beneficial mutations for sexual and asexual populations alike. We might therefore have predicted that, given the high mutation rate of viruses, recombination at high MOI would be advantageous. However, when mutations show positive epistasis, recombination will not accelerate adaptation because genotypes with multiple beneficial mutations will not be under-represented (Otto & Michalakis, 1998; Otto & Lenormand, 2002; de Visser & Elena, 2007). Previous work suggests that infectivity mutations in Φ2 are positively epistatic (Scanlan *et al.*, 2011): infectivity of a given host genotype often requires multiple mutations to be present simultaneously, such that individual mutations only confer infectivity in the presence of other mutations (Hall *et al.*, 2011b). We therefore argue that, given the high mutation rates of viruses, beneficial combinations of infectivity mutations were sufficiently common in coevolving populations in our experiment that recombination was not required for rapid adaptation. This scenario would lead to our observed results if intra-host competition is either ineffective [as in (1)], or has undetected effects [as in (2)].

In summary, manipulating MOI had no impact on changes in infectivity and resistance during coevolution. Although within-host competition can select for interference mechanisms in this system, this did not alter average levels of infectivity at the population level. Furthermore, we were unable to demonstrate recombination at high MOI, but given strong evidence that (i) recombination occurs in other phages (Turner & Chao, 1998; Springman *et al.*, 2005), (ii) it is important for viral evolution in general (Hendrix, 2002) and (iii) beneficial mutations in our experimental system show synergistic epistasis (Scanlan *et al.*, 2011), we suggest that recombination could have occurred in our high MOI treatments but was not required for rapid infectivity evolution. Whereas multiple infections are known to be common for some pathogens (Read & Taylor, 2001; Mideo, 2009), and comparative analysis suggests that recombination at high MOI is important for many phage species (Hendrix, 2002), key areas for future research include identifying the prevalence of multiple phage infections in nature and their role in coevolution with bacterial hosts.
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Figure S1. MOI in coevolving communities over time. For each phage population, MOI is given as the ratio of phage to bacteria at the start of 2h of growth between experimental transfers, as estimated by diluting and plating phages every other transfer. Each panel shows 12 selection lines (six in each treatment: High MOI treatments consistently have MOI >> 1, while Low MOI treatments are <<1). Panels show phage during (A) coevolution over transfers 0-12, (B) evolution over transfers 0-12 and (C) coevolution over transfers 50-62.

Fig. S2. Host resistance at high (dark bars) and low (light bars) MOI in (A) coevolving communities over transfers 0-12, (B) evolving communities over transfers 0-12, (C) coevolving communities over transfers 50-62.
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Empirical data suggest that low levels of promiscuity have played a key role in the evolution of cooperative breeding and eusociality. However, from a theoretical perspective, low levels of promiscuity can favour dispersal away from the natal patch, and have been argued to select against cooperation in a way that cannot be explained by inclusive fitness theory. Here, we use an inclusive fitness approach to model selection to stay and help in a simple patch-structured population, with strict density dependence, where helping increases the survival of the breeder on the patch. Our model predicts that the level of promiscuity has either no influence or a slightly positive influence on selection for helping. This prediction is driven by the fact that, in our model, staying to help leads to increased competition between relatives for the breeding position—when promiscuity is low (and relatedness is high), the best way to aid relatives is by dispersing to avoid competing with them. Furthermore, we found the same results with an individual-based simulation, showing that this is not an area where inclusive fitness theory ‘gets it wrong’. We suggest that our predicted influence of promiscuity is sensitive to biological assumptions, and that if a possibly more biologically relevant scenario were examined, where helping provided fecundity benefits and there was not strict density dependence, then low levels of promiscuity would favour helping, as has been observed empirically.
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1. INTRODUCTION

It has been argued that monogamy or low levels of promiscuity have played a key role in favouring the evolution of cooperative breeding and eusociality. Hamilton’s inclusive fitness theory [1–3] explains how cooperation can be favoured when it is directed towards relatives who also carry the gene for cooperation. Higher levels of promiscuity would decrease relatedness within family groups (figure 1a), which could therefore reduce selection for staying and helping in the natal family group [4]. Empirical support for this idea has come from the observations that (i) eusociality has only evolved in species with strict lifetime monogamy, and (ii) both the occurrence and amount of cooperative breeding in birds are negatively correlated with the level of promiscuity [5,7–9].

However, it is unclear whether greater promiscuity should always select against staying to help in natal groups. From an empirical perspective, some of the highest promiscuity rates ever recorded are cooperative breeders, such as the superb fairy wren and the Australian magpie [5]. From a theoretical perspective, previous predictions have been based on either verbal or heuristic models. More explicit models, which allow the action of selection to emerge as a consequence of demographic assumptions, have shown that an increased relatedness will not always favour cooperation because it can be negated by increased local competition between relatives (reviewed by West et al. [10] and Lehmann & Rousset [11]). Furthermore, some theoretical models make the opposite prediction, showing that because higher relatedness within groups leads to increased competition between relatives, selection can favour dispersal away from the natal group to reduce competition between relatives (figure 1b; e.g. [6,12–16]).

Finally, a recent attempt by Nonacs [17] to explicitly model the effect of promiscuity on cooperation with population genetic simulations found that the level of promiscuity had little effect, or even a positive effect, on selection for cooperation, possibly suggesting that this is an area where inclusive fitness theory ‘gets it wrong’.

Here, we use an inclusive fitness approach to model how promiscuity influences selection to stay and help in natal groups. Our aim is to consider the simplest possible scenario to explicitly examine how the level of promiscuity, through its effect on within-group relatedness, has multiple consequences. Our approach is therefore analogous to that taken by Taylor [18], when considering how limited dispersal influences cooperation. In particular, we examine how lower levels of promiscuity lead to higher within-group relatedness, which can, in turn, increase the indirect benefits of both staying to help relatives and dispersing to reduce competition among relatives [19]. In addition, we check the validity of our inclusive fitness model by comparing its predictions with that made by an individual-based model.

2. THE MODEL

We consider a population of cooperatively breeding, diploid individuals. To address the effect of promiscuity on cooperative breeding behaviour, we must assume...
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des from its natal patch will compete (without helping) on a new patch for the opportunity to breed, which occurs upon the (possible) death of a breeder. We explain our assumptions about the basis for an individual’s ‘tendency’ to help (or ‘decision’ to not disperse) in greater detail below. For now, simply note that all helpers exert the same level of effort, and it is just this ‘tendency’ to help that varies among individuals in our model population. Now suppose we observe the population described above at discrete, evenly spaced points in time. We assume that, between successive observations, the following series of five events occurs:

— **Mating.** Each breeder chooses exactly $M$ mates from the global population of breeders. Mate choice occurs uniformly at random, and with replacement. Note that larger $M$ indicates that breeders are more promiscuous.

— **Birth.** Each breeder produces a very large number ($K$) of offspring, and each offspring carries one chromosome pair. An offspring’s ‘maternally’ inherited chromosome is one of the two chromosomes (chosen uniformly, at random) belonging to the local breeder, while the offspring’s ‘paternally’ inherited chromosome is one of two chromosomes (chosen uniformly, at random) belonging to one of the breeder’s $M$ mates (chosen uniformly, at random with replacement). The local breeder, then, will be considered ‘mother’ to offspring produced on her patch, while the local breeder’s mates will be considered potential ‘fathers’. Of course, the local breeder will also be potential ‘father’ to offspring produced off-site, while the local breeder’s mates will also be ‘mother’ to offspring produced on the patches they themselves occupy.

— **Dispersal.** Genes found on the chromosomes carried by an individual offspring determine $d$, the probability with which that individual disperses from its natal patch. We assume that maternally inherited and paternally inherited genetic information contribute equally and additively to the offspring’s dispersal phenotype. Thus, we treat $d$ as the mean of two phenotypes: one that would be produced by two identical copies of the maternally inherited gene, and a second that would be produced by two identical copies of the paternally inherited gene. We assume that offspring that disperse successfully find their new patch by choosing from among the $p$ patches in the population uniformly at random. Note that there is a possibility that an offspring actually disperses to its natal patch, and in this case becomes a non-helping, individual-in-wait. Since offspring that do not disperse stay to help the incumbent breeder, the probability $1 - d$ quantifies an individual’s aforementioned ‘tendency’ towards helping.

— **Helping.** Once the decision to help/disperse has been made, the direct benefit to the breeder can accrue. We assume that breeder mortality decreases at a rate proportional to the total number of helpers found on its patch immediately following dispersal. We assume that the constant of proportionality is small (say, of order $1/K$), and model the probability of breeder mortality with the function

$$
\mu(d) = \exp\{-k(1 - d)\},
$$

where $k$ is a positive constant that controls how quickly breeder mortality decays with increasing

![Figure 1. Promiscuity, relatedness and dispersal rate within family groups. (a) Promiscuity and relatedness. Promiscuity (number of mates) plotted against the mean genetic relatedness between potential helpers and both their siblings and offspring. An individual is always related to its offspring with $r = 0.5$. However, as promiscuity increases, the relatedness to siblings decreases from $r = 0.5$ to $0.25$ (full-siblings to half-siblings) [4]; redrawn from [5]. (b) Higher relatedness within groups can lead to increased competition between relatives, which selects for dispersal away from natal groups to reduce competition between relatives [6].](image-url)
numbers of helpers (larger $k$ means helping is more effective at reducing mortality), and where $d$ is the mean $d$ among a breeder’s current brood of offspring. Given this model for breeder mortality, we model the probability of breeder survival as

$$S_b(d) = 1 - \mu(d).$$

---

**Competition for vacant patches.** If a breeder survives, then we assume it retains its patch, and breeds there again in the next time step. However, if a breeder does not survive, then we assume that competition for the vacant patch occurs among helpers (those native offspring that did not disperse) and non-helping individuals-in-wait (those non-native offspring that dispersed to the contested patch). Because a helper may compete for a breeding site more/less successfully than a non-helper owing to, for example, different territory inheritance patterns [21], costs of dispersal [27] or costs of helping [20], we introduce a positive constant $c$ that allows the competitive ability of a non-helper to vary relative to that of a helper. When $c > 1$, a non-helper has a competitive advantage over a helper; when $c < 1$, a non-helper has a competitive disadvantage; and when $c = 1$, helpers and non helpers are competitively equivalent. Mathematically, $c$ acts as a competitive weight given to non-helpers, so that the terms

$$1 \over \text{no. helpers} + c \cdot \text{no. non-helpers}$$

and

$$c \over \text{no. helpers} + c \cdot \text{no. non-helpers}$$

express the probability that a given helper and a given non-helper, respectively, secure the breeding site on which they compete.

When the competition phase is complete, all unsuccessful competing offspring die (this includes offspring competing on patches where the incumbent breeder survived), and the cycle repeats.

### 3. METHODS OF ANALYSIS AND RESULTS

We analysed the model using the neighbour-modulated (direct) fitness approach of Taylor and Frank [13,28,29]. For convenience, our inclusive fitness treatment assumes that the numbers of patches ($p$) and brood size ($K$) are both very large (ideally infinite). We make the standard suite of genetic assumptions (weak selection, additive gene action, etc.), discussed in detail elsewhere [23,28,30–33].

We show in the electronic supplementary material that, given the life-history assumptions described above, the marginal inclusive fitness of a focal juvenile with a reduced tendency to help (i.e. increased tendency to disperse) can be described by

$$\Delta W = (1 - S_b) \left[ \frac{(1-c)}{1-d+cd} \right] I + RS_b II + r(1 - S_b) \left[ \frac{1}{1-d+cd} \right] III - rS_b IV$$

Figure 2. The costs and benefits of dispersing from the natal patch. Roman numerals relate to the lines of equation (2.3). $-\$ is a cost, $+$ is a benefit: (I) $-/+\$ is the direct cost/benefit associated with a decreased/increased chance of becoming a breeder; (II) $-\$ is the cost of decreasing parent survival; (III) $+\$ is the benefit of dispersing, leading to decreased competition among siblings; (IV) $+\$ is the benefit of decreasing parent survival, leading to increased chances of the helper or siblings becoming a breeder.

where $S_b$ is the marginal survival of the breeder (this is negative, since increased dispersal leads to reduced breeder survival), $R = 0.5$ is the average relatedness between a juvenile and its parent, and $r$ is the average relatedness between a focal juvenile and the average juvenile that competes on the focal juvenile’s natal patch. The coefficient $r$ can be written as $r = [(1-d)/(1-d+cd)] [(1/M) + 1]/4$, where $M$ is the number of different mates a breeder has (i.e. $M$ is the degree of promiscuity).

Equation (2.3) shows that the inclusive fitness effects of reduced helping (i.e. increased dispersal) are given by four components (figure 2):

(I) The direct fitness effect of reduced helping. That is, the difference between the focal individual’s own probability of securing a breeding site in the case that it disperses (i.e. does not help), and the focal individual’s own probability of securing a breeding site in the case that it does not disperse (i.e. does help). When $c > 1$, this term counts as a benefit, and when $c < 1$, this term counts as a cost.

(II) The reduction in adult breeder survival that is associated with reduced help. This term counts as a cost, since $S_b = -r\mu < 0$.

(III) Reduced local competition due to the focal individual’s increased tendency to disperse (i.e. decreased tendency to help). This is a benefit given to the average juvenile that competes on the focal juvenile’s natal patch.

(IV) The benefit of increased opportunity to succeed the current breeder. When there is less help available to the breeder, adult survivorship is decreased, which in turn increases the probability that the local breeding site will become available to a juvenile competing on the patch. Again, this benefit is given to the average juvenile that competes on the focal juvenile’s natal patch.

The sign of $\Delta W$ determines when reduced helping confers a selective advantage. Reduced helping is favoured when $\Delta W > 0$ and is disfavoured when $\Delta W < 0$. When $\Delta W = 0$, the population-wide level of helping is at an equilibrium. Simple algebra shows that the sign of $\Delta W$ is determined by a quadratic function of $d$, so it is possible to provide an exact expression for the equilibrium value.
of $d$, when it exists. That said, the expression for such a $d$ is complicated, and its existence requires that a second complicated expression (in mathematical terms, the second expression is called the discriminant) be positive. To avoid complicated mathematical expressions that convey no biological insight, and to explore the possibility that long-term action of selection leads to non-equilibrium levels of behaviour, we turned to numerical simulation.

Our numerical procedure began by assuming a set of initial conditions that covered the entire range of phenotype space evenly. In this way, the numerical procedure simulated several evolutionary trajectories simultaneously. Any given trajectory was constructed by using the most recently observed population average $d$ to calculate $\Delta W$. When $\Delta W$ was positive (respectively negative) the population average $d$ was increased (respectively decreased) by an amount that was proportional to $\Delta W$ itself. These two basic steps were repeated until all trajectories of a given simulation run were sufficiently close to one another.

We found that the predicted level of helping increased with increasing promiscuity (figure 3). Hence, the tendency to help juveniles born on the same patch increased with decreasing relatedness (from increasing promiscuity). The reason for this is that the rate of promiscuity only has consequences for lines III and IV in equation (2.3). Promiscuity does not influence either direct fitness consequences (line I) or relatedness to parent (line II). In contrast, lower levels of promiscuity lead to a higher relatedness to other helpers on a patch, which increases the indirect benefit of dispersing to reduce competition for relatives. We checked the validity of our inclusive fitness result with an individual-based simulation of the model system (see the electronic supplementary material for details of the assumptions and a version of the script used to generate simulation results), which gave the same results (figure 4).

4. DISCUSSION

Our model predicts that selection for staying to help (i) either shows no relationship or increases with higher levels of promiscuity, (ii) is decreased when non-helpers are more likely to inherit a territory (higher $c$), and (iii) increases when helping provides a greater survival benefit to the breeder (figure 3). In addition, we found close agreement between the predictions of our inclusive fitness analyses and an individual-based simulation (figure 4). Our model shows that, even in a very simple scenario, the consequences of promiscuity for the level of cooperation can be far more complicated than expected from heuristic and verbal arguments (see equation (2.3) and figure 2). Previous theoretical arguments have focused on how promiscuity reduces relatedness to siblings, and hence reduces the indirect benefit of staying to help, leading to the prediction that promiscuity selects against helping (figure 1). However, when all the population level consequences of staying to help are explicitly modelled, there can also be indirect costs of staying to help. Specifically, staying to
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Figure 3. Helping and promiscuity. The predicted rate at which individuals stay and help $(1 - d)$ is plotted against the level of promiscuity ($M$), for different rates of the competitive ability of non-helpers ($c$) and the survival benefit conferred upon breeders ($k$). The proportion of individuals selected to stay and help decreases with increased competitive abilities of non-helpers, $c$, and with decreased survival benefit conferred upon breeders, $k$. 

<table>
<thead>
<tr>
<th>$c = 0.5$, $k = 0.5$</th>
<th>$c = 0.75$, $k = 0.5$</th>
<th>$c = 1$, $k = 0.5$</th>
<th>$c = 1.25$, $k = 0.5$</th>
<th>$c = 1.5$, $k = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c = 0.5$, $k = 1$</td>
<td>$c = 0.75$, $k = 1$</td>
<td>$c = 1$, $k = 1$</td>
<td>$c = 1.25$, $k = 1$</td>
<td>$c = 1.5$, $k = 1$</td>
</tr>
<tr>
<td>$c = 0.5$, $k = 1.5$</td>
<td>$c = 0.75$, $k = 1.5$</td>
<td>$c = 1$, $k = 1.5$</td>
<td>$c = 1.25$, $k = 1.5$</td>
<td>$c = 1.5$, $k = 1.5$</td>
</tr>
<tr>
<td>$c = 0.5$, $k = 2$</td>
<td>$c = 0.75$, $k = 2$</td>
<td>$c = 1$, $k = 2$</td>
<td>$c = 1.25$, $k = 2$</td>
<td>$c = 1.5$, $k = 2$</td>
</tr>
<tr>
<td>$c = 0.5$, $k = 2.5$</td>
<td>$c = 0.75$, $k = 2.5$</td>
<td>$c = 1$, $k = 2.5$</td>
<td>$c = 1.25$, $k = 2.5$</td>
<td>$c = 1.5$, $k = 2.5$</td>
</tr>
</tbody>
</table>
help increases the chance both that the breeder survives and that the helper inherits the patch if the breeder dies (lines IV and III of equation (2.3), respectively). Consequently, staying to help decreases the chance that another sibling who has stayed to help will inherit the patch.

Why does our model predict that promiscuity has either no effect or a positive effect on selection to stay and help (figures 3 and 4)? Equation (2.3) shows that in our model, staying to help has four fitness consequences: (I) direct cost of not dispersing to breed elsewhere; (II) indirect benefit of increased survival of parent; (III and IV) indirect cost of creating greater competition for non-dispersing siblings by reducing the likelihood that the breeder will die, and the helper staying to compete for the breeding spot if the breeder dies. The indirect benefit of staying to help (II) is not altered by promiscuity, because the helper is always related to their parent by $R = 0.5$. Consequently, the effect of promiscuity is driven by its indirect cost of making greater competition for siblings (III and IV). Lower levels of promiscuity lead to a higher relatedness between siblings, which favours dispersal to reduce the competition that these siblings face. Another way of looking at this is that low promiscuity does favour helping, but that the way to help siblings is to disperse away (to reduce competition), rather than to stay and help. This illustrates the general point that verbal arguments can be misleading because they focus on conspicuous traits and ignore less conspicuous consequences.

From a theoretical perspective, one of the most important points that arises from our model is that, even in a simple situation, things can be more complicated than expected. Specifically, competition between relatives can either negate or reverse predictions that follow from simple intuition. In this respect, our paper is analogous to when Taylor [18] showed that limited dispersal did not necessarily favour cooperation, because it could also lead to increased competition between relatives. A major theme since Taylor’s pivotal paper has been examining exactly what kind of demographic factors lead to limited dispersal favouring cooperation (reviewed by West et al. [10] and Lehmann & Rousset [11]). Analogously, we are not saying that the idea that monogamy and low levels of promiscuity will favour cooperation is wrong, but rather saying that this requires certain biological assumptions, the biological relevance of which we discuss below. This illustrates Boomsma’s point [7,8] that monogamy is necessary, but not sufficient for the evolution of eusociality.

A problem with our model is that by concentrating on survival benefits, it neglected one of the main aspects of helping that we had hoped to capture—the benefit to siblings from staying to help. Extending our model to include survival benefits to siblings did not change things (results not shown), because the strict density dependence means that this is cancelled out by the increased competition that it also creates. If dispersal

Figure 4. Inclusive fitness versus simulations. The predicted rate at which individuals stay and help ($1 - d$) is plotted against the level of promiscuity ($M$), for different rates of the competitive ability of non-helpers ($c$) and the survival benefit conferred upon breeders ($k$). The results obtained using inclusive fitness theory (solid lines) and individual-based simulations (dots) are in close agreement.
and helping were allowed to coevolve, we would also expect similar results, because dispersal reduces the kin-selected benefit of helping (line II of equation (2.3)), and hence selects for helping to be conditional upon not dispersing, as we have assumed [34]. We suggest that the best avenue for future research is to take an entirely different approach, and examine fecundity benefits in a population where there is not strict density dependence [23,24,35–37]. This task will be non-trivial, as even the simple scenario we considered here, with only survival effects and strict density dependence, led to a model that we had to solve numerically, rather than analytically. We suggest that this alternative approach captures a more biologically useful scenario than the one we modelled, and would lead to a negative correlation between selection to stay and help and promiscuity, as has been found in the empirical literature [5,7–9]. Note-worthy here is that the species where the benefits of helping are primarily on the survival of breeders, the superb fairy-wren, also has one of the highest levels of promiscuity [22].

Finally, our results contradict the possibility that the influence of promiscuity on the evolution of cooperation could be an area where inclusive fitness theory makes ‘spurious predictions’ [17]. Nonacs [17] found that a population genetic simulation predicted a flat or slightly positive relationship between promiscuity and helping, and contrasted this with arguments based on kin selection theory that promiscuity should select against cooperation (e.g. [4,5,7,8]). However, he did not also construct an inclusive fitness model, and so he was comparing scenarios with very different assumptions, rather than comparing different theoretical approaches (for a related example on the evolution of dispersal, see pp. 117–120 of [13]). We have found the same pattern as Nonacs with an inclusive fitness analysis, and also shown that when population genetic simulations are produced for the same scenario, they give the same results. This is not surprising, given the large literature showing the equivalence of different approaches [32,33,38–40]. More generally, the comparison of our simulation with inclusive fitness analyses supports the previous suggestion that the inclusive fitness approach will often be computationally simpler, and hence facilitate both the deriving of predictions and our conceptual understandings of why those predictions arise ([39], p. 671; [13], p. 120; [41], p. 119).

We thank Brad Anholt and Beth Rogers for organizing a workshop at Bamfield Marine Sciences Centre (during which this project began), Suzanne Alonzo, Peter Nonacs, Koos Boomsma, Charlie Cornwallis, Ashleigh Griffin and two anonymous referees for comments, and the BBSCR, Nuffield College, NSERC of Canada and ERC for funding.
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Electronic Supplementary Material

Kin Selection Model

Here we show how we derived the marginal fitness of helpers (equation 3) used in the kin selection approach. We use \( d \) to denote the probability of dispersal for a focal offspring, \( \bar{d} \) to denote the average level of dispersal from the natal patch, and \( d' \) to denote the population average level of dispersal. To calculate the probability that an offspring becomes a breeder, we note that a helper will share a patch with \((1 - \bar{d})K \) other helpers and \( d'cK \) non-helpers who dispersed to the patch. Thus, if the breeder dies, a focal helper will become a breeder with probability \([1 - d]/K((1 - \bar{d}) + d'c)\). A non-helper will be one of \( d'cK \) dispersers and will share the contested patch with \((1 - d')K \) helpers. Thus if the breeder dies, all else being equal, a non-helper will become a breeder with probability \( dc/K(1 - d' + Kd'c) \). Therefore, the probability of a focal offspring becoming a breeder is given by:

\[
\begin{align*}
    w_{AJ} &= \left(1 - S_b(\bar{d})\right) \frac{1 - d}{K((1 - \bar{d}) + cd')} + \left(1 - S_b(d')\right) \frac{cd}{K((1 - d') + cd')} .
\end{align*}
\]

(A1)

As the notation in (A1) suggests, \( w_{AJ} \) can also be interpreted as the breeding-adult (\( A \)) component of fitness belonging to focal juvenile (\( J \)) individual.

There is also a juvenile (\( J \)) component to the fitness of a focal juvenile (\( J \)) individual, \( w_{JJ} = Kw_{AJ} \). Note that this expression weights the focal individual’s genetic contribution to its \( K \) locally produced offspring by 0.5, and weights the focal individual’s genetic contribution to its \( K \) offspring produced on other patches by the same amount.

Similar fitness measures for adult focal individuals include, \( w_{AA} = S_b(\bar{d}) \) (for the breeding-adult component of fitness) and \( w_{JA} = KS_b(\bar{d}) \) (for the juvenile component of fitness). These fitness components are combined using the neutral reproductive values and
relative age-class frequencies, calculated as the dominant left and right eigenvectors, respectively, of the matrix,

\[
W = \begin{pmatrix}
w_{jj} & w_{jA} \\
w_{AJ} & w_{AA}
\end{pmatrix}_{d=d} = \begin{pmatrix}
1 - S_b(d') & KS_b(d') \\
(1 - S_b(d')) / K & S_b(d')
\end{pmatrix}.
\] (A2)

It is easy to show that the dominant eigenvalue of \( W \) in (A2) is one. It follows that the reproductive values of juveniles (\( J \)) and adults (\( A \)) are the elements of

\[
v = [v_J, v_A] = [(1 - S_b(d'))/KS_b(d'), 1],
\]

and the relative frequencies of juveniles (\( J \)) and adults (\( A \)) are the elements of

\[
u = [u_J, u_A] = [K, 1].
\]

Following Taylor and Frank’s approach \[27\] we weight the juvenile and adult components of fitness to construct the fitness of a focal juvenile (\( J \)), as

\[
W_J = v_J w_{jj} u_J + v_A w_{jA} u_J = \left( \frac{1 - S_b(d')}{S_b(d')} + 1 \right) K w_{jA} u_J,
\]

\[
= \left( \frac{1}{S_b(d')} \right) \left[ (1 - S_b(\bar{d})) \frac{1 - d}{(1 - \bar{d}) + cd} + (1 - S_b(d')) \frac{cd}{(1 - d') + cd} \right],\ (A3)
\]

and the fitness of a focal adult (\( A \)) as

\[
W_A = v_J w_{jA} u_A + v_A w_{AA} u_A
\]

\[
= \frac{1 - S_b(d')}{KS_b(d')} K w_{jA} u_A + w_{AA} = \left( \frac{1 - S_b(d')}{S_b(d')} + 1 \right) w_{AA} = \frac{S_b(\bar{d})}{S_b(d')}.
\] (A4)
The direction of selection acting upon the dispersal trait, $d$, is given by the marginal fitness with respect to that trait. This is given by:

$$\frac{dW}{dd'} = \frac{dW_J}{dd'} + \frac{dW_A}{dd'}$$  \hspace{1cm} (A5)

These derivatives may be separated into partial derivatives, describing the effect of an individual’s trait value, and the effect of the average trait value of its group, on the juvenile and adult class fitnesses, using the chain rule methodology of Taylor and Frank [27] (see also [28, 42]). This gives $dW_J/dd' = \partial W_J/\partial d + \bar{r} \partial W_J/\partial \bar{d}$ and $dW_A/dd' = \partial W_A/\partial d + \bar{R} \partial W_A/\partial \bar{d}$, where $\bar{r} = d \bar{d}/dd'$ is the kin-selection coefficient of (whole-group) relatedness between a focal individual and other members of the juvenile class, and $\bar{R} = d \bar{d}/dd'$ is the kin-selection coefficient of (whole-group) relatedness between a focal individual and members of the adult class [27, 43]. This yields an expression that is equal up to multiplication by a positive function of $d'$ (namely $1/S_b(d')$) to the marginal fitness given in the main text (equation 3). Note that the main text uses the notation, $d' = d$.

**Individual based simulation**

We constructed an individual-based simulation of the model using the R2011a release of the MATLAB software package (MathWorks Inc., Boston, MA). The simulation was formulated on the same set of assumptions used in the kin-selection based model.

In our simulation, each breeder was initially assigned two random numbers that, respectively, corresponded to two dispersal phenotypes: one random number corresponded to the “maternally” inherited dispersal phenotype, and the other corresponded to the
“paternally” inherited dispersal phenotype. Each run of the simulation repeated the series of events outlined in main text. However, in the simulation, dispersal and competition were combined for the purpose of efficiency. Specifically, simulated competition for vacant patches was hierarchical in nature, so that the winner of the patch was native (i.e. a helper) with probability \( \frac{1 - \text{Average } d \text{ of Vacant Patch}}{c(\text{Population Average } d) + 1 - \text{Average } d \text{ of Vacant Patch}} \), and non-native (i.e. a non-helper) from a specific foreign patch with probability \( \frac{\text{Average } d \text{ of Specific Foreign Patch}}{c(\text{Population Average } d) + 1 - \text{Average } d \text{ of Vacant Patch}} \). Once the natal patch of the winner was established, the winner itself was identified by choosing randomly from among all the natal offspring of that patch in such a way that the probability of an individual being chosen was either \((1 - d)/(1 - \text{winner’s natal patch average } d)\), in the case that the winner was born on the vacant patch, or \(d/\text{winner’s natal patch average } d\), in the case that the winner was not born on the vacant patch.

Typical collections of 32 simulated evolutionary trajectories are presented as thin grey lines in Figure A1. Trajectories were simulated for 3000 generations — long enough for an equilibrium level of dispersal (say, \( d^* \)) to become established. For each simulated trajectory we fixed the number of patches at \( P = 1000 \), and we fixed the fecundity of each breeder at \( K = 100 \) offspring. Smaller values of \( P \) and \( K \) tended to produce acceptably large fluctuations among runs; the larger values used provided us with a consistent estimate of \( d^* \).

We investigated the relationship between the adaptive level of helping \((1 - d^*)\) predicted by simulation, and the extent of promiscuity in the model population \((M)\). We found that the predicted level of helping increased with increasing promiscuity (Figure 4). Hence, the tendency to help juveniles born on the same patch increased with decreasing relatedness (from increasing promiscuity).

Here we provide the Matlab script used to simulate the evolution of the helping trait, \(1 - d\). The particular script presented here generates 32 evolutionary trajectories, then plots...
each trajectory alongside the average trajectory and an approximate 95% confidence interval.

Paths=32; % number of Paths to simulate
T=3000; % number of generations to simulate
P=1000; % number of patches
MutStep=0.001; % mutation step
Data=NaN(Paths,T);

M=2; % number of mates
K=100; % number of offspring
c=1.5; % parameter
k=1; % parameter

Sb=@(d) 1-exp(-k*(1-d));

cede=632;
myStream = RandStream.create('mt19937ar', 'seed', cede);
RandStream.setDefaultStream(myStream);

tic
parfor path=1:Paths
% use “for” in place of “parfor” here if missing Parallel Comp Toolbox

% Initialize Population
Popn=rand(2,P); % one individual per patch
for t=1:T
    % two chromosomes per individual
    mates=NaN(M,P); % stores index of each mate of each individual
    for i=1:P
        mates(:,i)=randsample(P,M,true); % “true”=sample w replacement
    end
    Offspring=NaN(K,2,P); % stores the genotypes of each offspring
    for i=1:P
        Fathers=randsample(M,K,true);
        PatContribs=randsample(2,K,true);
        MatContribs=randsample(2,K,true);
        for j=1:K
            Offspring(j,1,i)=Popn(PatContribs(j), mates(Fathers(j), i));
            Offspring(j,2,i)=Popn(MatContribs(j), i);
        end
    end
    OffspringPhenotype=reshape(mean(Offspring,2),K,P);
    AvgPhenotype=mean(OffspringPhenotype);
    GlobalAvgPhenotype=mean(AvgPhenotype');
    ProbLocal=(1-AvgPhenotype)./(c*GlobalAvgPhenotype + (1-AvgPhenotype));
    BreederSurvival=Sb(AvgPhenotype);
end
PopnNext=NaN(2,P);
for i=1:P
    X=rand();
    if (X > BreederSurvival(i))
        % Breeder Dies
        Y=rand();
        if (Y < ProbLocal(i))
            % Winner Comes from Local Patch
            PatchWinner=i;
            % Local Offspring Compete
            Winner=...
            randsample(1:K, 1, true, 1-
            OffspringPhenotype(:,PatchWinner)');
        else
            % Patches Compete
            PatchWinner=randsample(1:P, 1, true, AvgPhenotype);
            % Offspring On Winning Patch Compete
            Winner=...
            randsample(1:K, 1, true, 
            OffspringPhenotype(:,PatchWinner)');
        end
        WinnersGenes=reshape(Offspring(Winner,:,PatchWinner),1,2);
        % Mutate Winner's Genes
        WinnersGenes=WinnersGenes + MutStep*randn(1,2);
        WinnersGenes(WinnersGenes <= 0) = MutStep;
        WinnersGenes(WinnersGenes >= 1) = 1-MutStep;
        % Update Next Gen Population Array
        PopnNext(:,i) = WinnersGenes';
    else
        % Breeder Survives
        PopnNext(:,i)=Popn(:,i);
    end
end
Popn=PopnNext;

% Record Data
Data(path,t)=mean(mean(Popn,2));
end
toc
MeanPath=mean(Data);
SE=sqrt(var(Data)/Paths);

% --- Plot Data ----
figure
hold on
for path=1:Paths
    plot(1:T, 1-Data(path,:), 'Color', [0.8,0.8,0.8], 'LineWidth',0.5);
end
Figure A1: Level of helping over time. Typical collections of 32 simulated evolutionary trajectories are presented as thin grey lines. Red line indicates the mean of the runs. Dashed line indicates the equilibrium level of dispersal ($d^*$).
THE. END.