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Abstract

Landauer’s principle states that it costs at least $k_B T \ln 2$ of work to reset one bit in the presence of a heat bath at temperature $T$. The bound of $k_B T \ln 2$ is achieved in the unphysical infinite-time limit. Here we consider two different finite-time protocols - one with discretised time and the second in the continuous limit. We prove analytically that the discrete time protocol enables one to reset a bit with a work cost close to $k_B T \ln 2$ in a finite time. We construct an explicit protocol that achieves this, which involves thermalising and changing the system’s Hamiltonian so as to avoid quantum coherences. Using concepts and techniques pertaining to single-shot statistical mechanics, we furthermore prove that the heat dissipated is exponentially close to the minimal amount possible not just on average, but guaranteed with high confidence in every run. Moreover we exploit the protocol to design a quantum heat engine that works near the Carnot efficiency in finite time. We further contrast this to a continuous time version of the protocol which is substantially less energy sufficient. We also consider the fluctuations in the work cost, and calculate how their magnitude is suppressed by a factor depending on the length of the protocol.

We demonstrate with an experiment how molecules are a natural test-bed for probing fundamental quantum thermodynamics. Single-molecule spectroscopy has undergone transformative change in the past decade with the advent of techniques permitting individual molecules to be distinguished and probed. By considering the time-resolved emission spectrum of organic molecules as arising from quantum jumps between states, we demonstrate that the quantum Jarzynski equality is satisfied in this set-up. This relates the heat dissipated into the environment to the free energy difference between the initial and final state. We demonstrate also how utilizing the quantum Jarzynski equality allows for the detection of energy shifts within a molecule, beyond the relative shift.
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Notations

\( k_B \) . . . . . . . . Boltzmann’s constant.

\( \beta \) . . . . . . . . Defined as \((k_B T)^{-1}\), known as the inverse temperature.

\( \langle \cdot \rangle \) . . . . . . . . The expectation value of a quantity.

\( \mathbb{1} \) . . . . . . . . The identity matrix.

\( \mathbf{a} \) . . . . . . . . Vectors are denoted by bold font.

\( \rightarrow \) . . . . . . . . Indicates a transition or mapping from one object to another.

\( \neg \) . . . . . . . . Denotes the not operation.

\( E \) . . . . . . . . Internal energy of a system (normally denoted by \( U \)).

\( E_i \) . . . . . . . . The energy of a particular part of a system.

\( W \) . . . . . . . . Work.

\( Q \) . . . . . . . . Heat.

\( d\bar{x} \) . . . . . . . . Inexact differential of some quantity, \( x \).

\( H \) . . . . . . . . Entropy, typically presented with an indicator of which entropy is considered.

\( U \) . . . . . . . . A unitary evolution matrix.
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The law that entropy always increases holds, I think, the supreme position among the laws of Nature. If someone points out to you that your pet theory of the universe is in disagreement with Maxwell’s equations — then so much the worse for Maxwell’s equations. If it is found to be contradicted by observation — well, these experimentalists do bungle things sometimes. But if your theory is found to be against the second law of thermodynamics I can give you no hope; there is nothing for it but to collapse in deepest humiliation.

Sir Arthur Stanley Eddington[1]

Information is Physical.

Rolf Landauer[2]
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Introduction

We begin this thesis with a short discussion on the theory of thermodynamics and those extensions to the theory which this thesis builds upon. Namely, we consider the basic fluctuation relations, the modifications to single-shot thermodynamics and the connection between thermodynamics and information. With this background presented, we move on to answer two different questions of interest. Firstly, if we are only allowed to erase information in a finite amount of time then how much energy do we need to invest to carry out this task? Furthermore, what are the variations in this value, and what determines their magnitude? Secondly, how can one test the large amount of theoretical results that have been found in quantum thermodynamics? Is it possible to adapt existing experiments to this end? We end the chapter with a brief summary of the contributions we have made towards answering these questions.
1. Introduction

Our goal in this chapter is not to over-lengthen this thesis by retreading ground which has been well covered by many excellent textbooks and reviews. Instead we aim to provide the necessary context for the subsequent chapters, and to briefly touch upon any concepts which will show up again later. We hope the reader will trust us when we claim that this thesis should be accessible to any physicist in their first year of postgraduate studies, and that any approaches which require further explanation will receive it when they are employed. Finally we would like to note that despite the use of ‘we’ throughout this thesis the work contained within is the author’s sole work unless otherwise indicated.

1.1 Equilibrium Thermodynamics

Originally a phenomenological theory born from the industrial revolution, the field of thermodynamics has grown to be both an immensely important practical theory, as well as one of great fundamental relevance. In the 18th and 19th centuries it found great success in explaining the operation of mechanical devices such as steam engines. It has since grown to offer insight into the entire spectrum of modern physics - from stellar objects like black holes and stars to the fully quantum regime of trapped ions or ultra-cold atoms. As stated, we do not wish this introduction to be a lengthy reiteration of previously stated information - to that end we direct the reader to the substantial range of modern textbooks dealing with equilibrium thermodynamics from a range of perspectives such as [3, 4, 5, 6, 7, 8] and here state the basic premises and key equations we will make use of later.

No discussion on equilibrium thermodynamics would be complete without first addressing what have come to be known as the laws of thermodynamics:

0. States can exist in thermal equilibrium. If state A is in equilibrium with states B
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and C independently then states B and C are also in equilibrium with each other.

1. Changes in the internal energy, $E$, of a closed system always equal the amount of energy added or removed from the system. Furthermore, these changes can be divided into two types of energy - work, $W$, and heat, $Q$:

\[
\delta E = dW + dQ
\]  

(1.1)

2. No process is possible whose sole result is the complete conversion of heat into work.

3. A system which is at temperature of absolute zero has an entropy of zero. It is impossible to cool a system to absolute zero in a finite number of steps and finite amount of time using thermodynamic methods.

From these fundamental building blocks the rest of equilibrium thermodynamics can be derived, as can be seen in the texts referenced above. As discussed, the study of engines played a large role in the early years of thermodynamics. Later in this thesis we will make use of a key result from these investigations - the Carnot efficiency. Put simply, the Carnot efficiency, $\eta_C$, represents the maximum efficiency that can be obtained by any heat engine which operates between two temperatures, $T_C$ and $T_H$, and is given by $\eta_C = 1 - \frac{T_C}{T_H}$.

An alternative approach to the foundations of equilibrium thermodynamics can be found by considering the theory of statistical mechanics. Statistical mechanics derives the results of thermodynamics by first considering the microscopic states of the system and applying statistical methods to determine macroscopic properties. Throughout this thesis we will draw on this concept of considering the microscopic states to determine thermodynamic quantities.
1.2 Out-of-Equilibrium Thermodynamics

Having established the basics of equilibrium thermodynamics, we now present some of the key results in out of equilibrium thermodynamics. This is a rich area of ongoing research that seeks to apply both classical and quantum thermodynamics to more realistic situations where the processes are no longer restricted to being quasistatic, or completely described by equations of state. In this thesis we concern ourselves with fluctuation relations and single-shot thermodynamics.

Fluctuation relations are a method of connecting equilibrium variables of state with out of equilibrium quantities. Perhaps the most well known of these are the Jarzynski equality, [9], and Crooks’ Fluctuation relation [10, 11], however there are many more as discussed in [12, 13].

Single-shot thermodynamics has two distinct sub-groupings - one of these is principally concerned with the tails of distributions rather than their moments, examples of this approach are [14, 15, 16]. The second approach is to consider a resource-theoretic framework, where more complex operations are derived from a set of ‘free’ operations and states which are given to you, see [17, 18, 19, 20].

1.2.1 Fluctuation Relations

Fluctuation relations constitute a large class of equations which aim to connect some observable quantity concerning the state of an out of equilibrium system with an equilibrium variable of state. The first of these we will discuss is the Jarzynski equality, which concerns a working medium which is driven by some external control parameter. Clearly, if this external control parameter is varied quasistatically and we perform an ensemble average, then the work will exactly equal the free energy change, $\Delta F$. If instead this driving is done in some finite time then on average the work will depend
on the exact path (or trajectory) taken, and will in general exceed $\Delta F$. This is just a different statement of the second law, $\langle W \rangle \geq \Delta F$.

The Jarzynski equality instead takes this inequality and replaces it with an equality that holds regardless of the protocol speed:

$$\langle e^{-\beta W} \rangle = e^{-\beta \Delta F} \quad (1.2)$$

Here $\beta$ is the usual inverse temperature of the surrounding heat bath and $W$ is the amount of work performed along the individual trajectories. Once again, the average taken here is an ensemble average over many runs of the protocol. This enables a suitably designed experiment to determine equilibrium properties of a system using out-of-equilibrium measurements [21, 22, 23, 24].

In discussing the Jarzynski relation we briefly mentioned different trajectories the system could take. This brings us to the second fluctuation relation of interest - Crooks’ relation. Consider a thermal state which undergoes some ‘forward’ time-evolution under a Hamiltonian which produces some internal energy change, $\Delta E$, which constitutes the work performed along this path, $W$. Now, we repeat this process multiple times so that we can define a ‘forward’ probability distribution of work, $p_F(W)$. It is possible to construct the time-reversed process which produces a work cost of $-W$ and a corresponding ‘reverse’ probability distribution, $p_R(-W)$. We can now state Crooks’ relation [10, 11]:

$$\frac{p_F(W)}{p_R(-W)} = e^{\beta(W-\Delta F)}. \quad (1.3)$$

We have barely scratched the surface of the large body of fluctuation relations that exist. For further reading we direct you to [25], which presents a good overview of the recent research, and some of the more recent results [26, 27, 28]. Finally, we
note that by applying Jensen’s inequality \( \phi(\langle X \rangle) \leq \langle \phi(X) \rangle \), where \( \phi(x) \) can be any convex function, see [29]) to Jarzynski’s equality we find \( \langle W \rangle \geq \Delta F \) and so it can be seen as a generalization of the second law.

### 1.2.2 Single-shot Thermodynamics

One branch of single-shot thermodynamics considers what thermodynamic relations and operations can be derived if you start from a framework which considers:

1. Bringing in an ancillary state drawn from the thermal distribution,

2. Conducting global, energy-conserving unitary operations encompassing the system and ancilla,

3. Discarding the evolved ancilla state,

as free operations which can be performed at no cost. This basic framework can be expanded upon in many ways to probe different questions of interest.

---

**Figure 1.1: Schematic of single-shot work.** This figure graphically depicts one of the basic quantities of interest in single-shot thermodynamics - what is the value of work which only has probability \( \epsilon \) to be exceeded.
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In this thesis we are concerned with the other branch, in which the focus is on what happens on a particular run of a protocol or experiment rather than considering what the average behaviour is. This is motivated by focusing on risk or fault tolerance scenarios, where we are concerned with the probability that some result is less or greater than a specified amount. This is natural to consider when we are concerned with situations where there is a minimum activation cost or where exceeding a certain work input would permanently alter/damage the working medium. An introduction to this approach can be found in [30], although the main principles are summarised here.

To understand the central question of the single-shot approach, consider taking a result at random from some probability distribution of outcomes. We then ask, up to some small probability $\epsilon$ what is the minimum/maximum value this result can be. For the case of work investiture this is depicted graphically in Fig. 1.1 and shows that the single shot quantity $W^\epsilon$ is defined such that the probability of requiring work $W$ greater than this is $\epsilon$. To provide answers to this question, single-shot thermodynamics combines techniques developed in single-shot information theory [31] with the work-extraction framework discussed in [32]. Some interesting results employing this method can be found in [14, 15, 16]. This thesis is similar in spirit to these previous works, in that we employ the work-extraction framework to understand how the probability distributions behave. However, instead of making use of the information-theoretic entropies as has been done previously we engage with the probabilities directly, and provide bounds on their possible values.
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1.3 Connecting Information Theory and Thermodynamics

The connection between information and energy is perhaps obvious - it can easily be seen by considering the action of a windmill, for example. If you know which direction the wind blows (a piece of information) then it possible to extract work (energy) from it by appropriate construction of a windmill. However, despite this qualitative understanding of the connection substantial work has been done in transforming this to a more quantitative framework. The first of these is found in Maxwell’s Theory of Heat,\cite{maxwell}, wherein he postulates that a being capable of distinguishing individual gas particles and their momenta could act to violate the second law. This dæmon resides in a box, partitioned in half with a trapdoor connecting each volume and observes a gas initially at uniform temperature. By observing the gas, and opening the trapdoor when a ‘hot’ particle is incoming from one side or a ‘cold’ particle arrives from the other the dæmon can create a temperature imbalance where previously there was none.

If this were possible it would contravene the second law of thermodynamics and so led to a large body of discussion and research attempting to ‘exorcise’ Maxwell’s dæmon. In order to tackle this problem more concretely, in 1929 Leo Szilard proposed a simple, one-molecule engine operated by an intelligent being\cite{szilard}. This engine allowed Szilard to identify that measurement was required to correctly operate the engine and he associated some component of measurement (the act, remembering the data, or the forgetting) with the production of an irreversible amount of energy to balance the work gained. Following Szilard’s paper there was much discussion both for and against his interpretation - many viewed the attempt to link subjective knowledge to an objective entropy as invalid. A thorough compilation of the support and criticisms written, and indeed the entire topic of Maxwell’s dæmon and its subsequent evolution...
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can be found in Maxwell’s Demon by Leff and Rex, \cite{35}.

Subsequently to this, Brillouin \cite{36,37} attempted to demonstrate that it was the act of measurement that produced the associated entropy increase. He did this by assuming that it was light that was needed to enable the measurement, and to distinguish this from the existing background radiation imposed limits on the amount of energy required to perform the measurement. This lead to a temporary exorcism of Maxwell’s dæmon as it was held that the act of acquiring any information with which to perform the filtering of particles produced an associated entropy cost. However, once again there was criticism of the approach, and of the ‘unphysical’ nature of the entropies used in the analysis.

An alternative approach was presented by Landauer in 1961, \cite{38}, which instead focused on the discarding of information. He examined the situation where all effects of the measurement except its memory could be neglected and by considered the relation between logical and thermodynamical irreversibility. He argued that any process which is not logically irreversible could also be made thermodynamically reversible and thus had no intrinsic entropic cost. The only process which could not be made logically reversible was the erasure of the memory of the operating device. It is this erasure which that leads to the production of $k_B T \ln 2$ work in the quasistatic operation of Szilard’s engine and similar devices.

Following Landauer’s original work, much has been done in investigating the role of memory and information in thermodynamics and the energetics of computation. These include studies on autonomous Maxwell’s dæmons (e.g. \cite{39,40,41,42}), operating Maxwell’s dæmons with mutual information (e.g. \cite{43,44,45,46}) and probing quantum effects on its operation (e.g. \cite{47,48,49,50,51}). Recently there have been some experiments which approach Landauer’s bound \cite{52,53,54,55}. It is within this context, and hopefully contributing to this body of research, we present Chapter 2.
1.4 Contribution

We are now in a position to briefly summarise the contributions contained within this thesis. Here we would like to spend a few sentences on discussing what we believe quantum thermodynamics to be. In our opinion, there are two closely related, but distinct investigations which occur under the banner of quantum thermodynamics. Firstly, we have the establishment of a thermodynamic theory from quantum mechanical underpinnings - that is, replacing the standard classical axioms with quantum mechanical ones and attempting to build thermodynamics out if these pieces. Secondly, we can go in the opposite direction - to what extent can we apply classical thermodynamics applies to quantum mechanical objects. That is how far down does thermodynamics, as we already understand it, go? In this thesis we are primarily concerned with the latter type of investigations - much of the thermodynamics is identical to out-of-equilibrium classical thermodynamics but is instead applied to systems which obey quantum mechanical relations.

In Chapter 2 we discuss extending Landauer’s principle to finite time domains. We analyse two protocols - one consisting of discrete steps and the other a continuous process. For the discrete protocol we show that it is possible to perform the reset at an energy cost close to Landauer’s bound and furthermore that the energy fluctuations are highly damped around the average. We also use this protocol to construct a heat engine which operates in finite time with positive power output and efficiency close to the Carnot efficiency.

We contrast this with the continuous protocol and find that the continuous protocol is unable to reset close to Landauer’s bound. We also demonstrate that the fluctuations in the continuous protocol transition between exponentially suppressed in the short time limit to a $1/\tau$ suppression for long times.
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In Chapter 3 we present some initial findings about the suitability of experiments on the fluorescence of organic molecules as a test bed for quantum thermodynamics. We show that the Jarzynski relation is satisfied for this system, and discuss a method of combining fluorescence data with the relation to perform spectroscopy. Finally we discuss some future directions for the experiment to take.
Extending Landauer’s Principle to Finite Time Domains

2.1 Introduction

This chapter is based on the paper [56], which we authored during our postgraduate studies. Landauer’s principle [34, 38, 57] states that resetting a bit or qubit in the presence of a heat bath at temperature $T$ costs at least $k_B T \ln 2$ of work, which is dissipated as heat. It represents the fundamental limit to heat generation in (irreversible) computers, which is extrapolated to be reached around 2035 [58].

The principle is also a focal point of discussions concerning how thermodynamics...
of quantum and nano-scale systems should be formulated. Of particular interest to us here is the single-shot approach to statistical mechanics [14, 15, 16, 59]. This concerns statements regarding what is guaranteed to happen or not in any single run of an experiment, as opposed to what happens on average. This distinction is important for example in nano-scale computer components, in which large heat dissipations in individual runs of the protocol could cause thermal damage, even if the average dissipation is moderate.

In [59] Landauer’s principle was assumed to hold in the strict sense that one can reset a uniformly random qubit at the exact work cost of $k_B T \ln 2$ each run of an experiment. This assumption can be showed to be justified if one allows quasistatic protocols [14, 16].

Real experiments take place in finite time [9, 32, 53, 54, 55, 60, 61, 62, 63, 64]. This chapter is motivated by the concern that fluctuations might be much greater in finite time scenarios, and that the single-shot optimality expressions to date may therefore not be physically relevant. Therefore we extend the protocol for bit reset used in [59] to the finite time regime and analyse what changes. In this regime thermalisation is imperfect, and the quantum adiabatic theorem fails so that one cannot a priori assume that shifting energy levels does not change occupation probabilities. Moreover there are correlations between occupation probabilities at different times.

### 2.2 Performing a Quasistatic Bit Reset

We examine a simple two-level system, with access to a heat bath and a work reservoir, which we will manipulate with a time-varying Hamiltonian in the regime as set out by [32] and detailed below. This system is exactly equivalent to a (qu)bit. The evolution of the system takes place through two mechanisms [32] (see also [16, 65]):
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Figure 2.1: ‘Bit reset’ by raising $E_2$ to infinity. The numbers indicate the occupation probability for the energy levels. We consider the extension of this protocol, running in finite time.

1. Changes to the energy spectrum – identified with work cost/production $dE_i$ for occupied energy level $i$, which has no effect on the occupation probabilities.

2. Changes to probability distributions via interactions with a heat bath (thermalisation), with no changes to the energy spectrum, and thus no associated work cost/production.

Initially, the two degenerate energy levels of a random qubit are equally likely to be populated. The system is coupled to a heat bath at temperature $T$, and one energy level is quasistatically and isothermally raised to infinity, until the lower energy level is definitely populated (see Fig. 2.1). If we want to perform bit reset (“erasure” in Landauer’s terminology), the system is then decoupled from the heat bath, and the second energy level is returned to its original value, such that the initial and final energy level configurations are the same, and only the populations have changed.

In the quasistatic limit, each stage of raising the energy level has an average cost of $P_2 dE$ where $P_2$ is the (thermal) population of the upper energy level. Thus raising the
second level from 0 to infinity, the work cost of the entire protocol is given by:

\[
\langle W \rangle = \int_0^\infty P_2(E) dE = \int_0^\infty \frac{e^{-\beta E}}{1 + e^{-\beta E}} dE = k_B T \ln 2.
\]  \quad (2.1)

### 2.3 Extending the Protocol to Finite Time

If we wish to examine the effect of finite time on the protocol, there are two different modifications to the above mechanisms we can impose. If we perform a change in the energies in finite time then we will develop coherences in the energy eigenbasis. Alternatively we could limit the time spent thermalising to a finite amount so that we are no longer in a thermal state throughout the energy level changes. Both of these effects will lead to an increase in the amount of work required to perform a bit reset.

#### 2.3.1 The Effects of Quantum Coherence

A development of coherences during the level shifts would increase the amount of work that must be invested to perform a reset. For example, suppose the initial state is \( \rho = p(a) |a\rangle \langle a| + p(b) |b\rangle \langle b| \), where \( |a\rangle, |b\rangle \) are the energy eigenstates with occupation probabilities \( p(a), p(b) \) respectively. Suppose the Hamiltonian changes very quickly and the new energy eigenstates are \( |a'\rangle, |b'\rangle \). Using the scheme of [66], we perform a projective measurement in the new energy eigenbasis, \( |a'\rangle, |b'\rangle \) and define the work input of the step as the energy difference between the initial energy eigenstate and
the final. The average work cost can be written as

\[
\langle W \rangle = p(b)(p(b \to b')(E'_b - E_b) + p(b \to a')(E_b)) \\
+ p(a)(p(a \to a')(0) + p(a \to b')(E_{b'})) \\
= p(b)(E'_b - E_b) + (p(a) - p(b))p(a \to b')E_{b'},
\]  

(2.2)

where \(E_i\) is the energy of associated with state \(i\), and \(p(a \to b')\) indicates the probability of transitioning from \(a\) to \(b'\). (In our protocol \(E_a=E_{a'}=0\), and the second line follows by noting that the transition probabilities are doubly-stochastic due to the Born rule). Since \(E_{b'} > E_b \geq 0\), and \(p(a) \geq p(b)\), in order for this expression to contribute the least work cost possible, we set the transition probability \(p(a \to b')\) to zero, i.e. by not causing any coherent excitations.

We therefore avoid coherence, using either one of two ways: (i) By allowing for the experimenter to choose a path of Hamiltonians that share the same energy eigenstates and only differ in energy eigenvalues, as in the standard model for Zeeman splitting, (ii) If the experimenter is instead given a fixed Hamiltonian path which is not of this kind, she may actively remove the coherences by an extra unitary being applied. This method of active correction is similar to the strategy employed in super-adiabatic processes \[67 \ 68 \ 69\]. In a super-adiabatic process one invests an extra amount of energy to compensate for the coherences that develop from proceeding non-quasistatically. Here we can perform the same trick of using an extra unitary but instead pay the extra cost by extracting the energy from the coherences that develop so that the overall energy costs are the same. In either case, at any point of the protocol the density matrix of the system will be diagonal in the instantaneous energy eigenbasis. Further discussion can be found in Appendices \[A.1\] and \[A.2\].
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Figure 2.2: A few steps of the discrete time protocol. Thermal (dashed) and actual (solid) upper energy level populations with respect to time. At each time, $t(n)$, the upper energy level is raised, altering the thermal state.

2.3.2 Partial Thermalisation as a Partial Swap

Consider now the process of thermalisation. At stage $n$, when the energy levels are split by $\Delta E = n\mathcal{E}$, the associated thermal populations are given by the Gibbs distribution:

$$P_{th}(n) = \frac{1}{1 + e^{-\beta n\mathcal{E}}} \begin{pmatrix} 1 \\ e^{-\beta n\mathcal{E}} \end{pmatrix}. \quad (2.3)$$

Consider a stochastic transformation in which we have a probability $P_{\text{swap}}$ of replacing the current state with the appropriate thermal state, and probability $(1 - P_{\text{swap}})$ of leaving the state alone. This is expressed as the stochastic matrix

$$M(n) = (1 - P_{\text{swap}}) \mathbb{1} + P_{\text{swap}} M_{th}(n), \quad (2.4)$$

where

$$M_{th}(n) = \begin{pmatrix} P_{1th}(n) & P_{1th}(n) \\ P_{2th}(n) & P_{2th}(n) \end{pmatrix}. \quad (2.5)$$
and $P^i_{th}(n)$ is the $i^{th}$ component of $P^th(n)$. We verify that this matrix has the defining behaviour of a thermalising process by considering its eigenvectors, and noting that it evolves all probability distributions towards the thermal distribution.

Under the assumption that we raise the energy levels in such a way that the population of the levels is undisturbed, we can write a recursive relationship between the populations $P(n)$ at the end of each stage (that is the populations having adjusted the energy level for the $n^{th}$ time, and then allowing it to partially thermalise):

$$P(n) = (M(n))^{t(n)} P(n - 1), \quad (2.6)$$

where $t(n)$ is the number of times we apply the partial thermalisation matrix at stage $n$.

We attempt instead to express this energy level population as the ideal thermal distribution $P_{th}(n)$ perturbed by a small difference,

$$P(n) = P_{th}(n) + \delta(n). \quad (2.7)$$

We calculate the correction term $\delta$ explicitly by noting that the probability of not swapping with $P_{th}(n)$ in any stage is given by $(1 - P_{\text{swap}})^{t(n)}$, and so our correction is to subtract this amount of the thermal population and add instead the same amount of the population of the previous stage:

$$\delta(n) = (1 - P_{\text{swap}})^{t(n)} \left( -P_{\text{th}}(n) + P(n - 1) \right). \quad (2.8)$$

We can see that the influence of a finite thermalisation time, $t$, manifests as a degradation the thermalisation quality through a lowered $P_{\text{sw}}(t)$. Further note that, as $P_{\text{th}}(n)$ and $P(n)$ are both valid probability distributions, the sum of the components of $\delta$ must sum to zero. This can specifically seen to be the case here by noting that
the second component of each contributing part of $\delta$ is just just one minus the first component. Indeed for a two level system, we can express $\delta$ as:

$$\delta(n) = \pm \delta(n) \begin{pmatrix} 1 \\ -1 \end{pmatrix},$$

(2.9)

where $\delta$ is a quantity known also as the trace-distance (see e.g. [70]). The sign of $\delta$ depends on whether we are raising or lowering the upper energy level. Incomplete thermalisation after raising the upper energy level leaves a higher probability of being in the upper level than the true thermal probability. There is a lower than thermal probability when lowering the upper energy level.

### 2.4 The Average Work Cost

We are now in a position to calculate the average work cost for performing a bit reset in finite time. In order to do this we first bound the trace-distance so that we have the worst case scenario where the bit is maximally far away from the thermal state. We are then able to use this state to calculate a bound on the average work cost for resetting a bit in finite time. Furthermore, by examining the structure of the thermalisation we can then create a bound on the ‘single-shot’ work cost. Finally we can also show how the reset error in this protocol is exponentially suppressed.

#### 2.4.1 Bounding the Trace-Distance

It is possible to quantify to what extent the state at the end of a period of thermalisation differs from a thermal state by employing the trace-distance $\delta(\rho, \sigma) := \frac{1}{2} \text{Tr}(\sqrt{(\rho - \sigma)^\dagger(\rho - \sigma)})$ (see e.g. [70]). The trace distance is the maximum probability
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of distinguishing between two states given an optimal measurement and thus provides a measure of how similar the states are. We can bound the trace-distance $\delta(n)$ by noting that, since we increase the energy of the second level throughout the protocol, the effect of thermalization is always to increase the occupation probability of the first energy level $P_1^{(n-1)} \geq P_1^{(0)}$. This can be seen from Eq. 2.8. Thus we have:

$$\delta(n) = (1 - p)^t \left( \frac{1}{1 + \exp(-n\beta \mathcal{E})} - P_1^{(n-1)} \right)$$

$$\leq (1 - p)^t \left( \frac{1}{1 + \exp(-n\beta \mathcal{E})} - \frac{1}{2} \right). \quad (2.10)$$

Having derived a bound on the trace-distance we can now write the probability distribution (after some rearranging) as:

$$\mathbf{P}(n) \leq \left( \begin{array}{c}
(1 + (1 - p)^t)
\frac{1}{1 + \exp(-n\beta \mathcal{E})} - \frac{1}{2}(1 - p)^t \\
(1 + (1 - p)^t)
\frac{\exp(-n\beta \mathcal{E})}{1 + \exp(-n\beta \mathcal{E})} - \frac{1}{2}(1 - p)^t
\end{array} \right). \quad (2.11)$$

2.4.2 Bounding the Average Work Cost

In the worst case scenario, at each stage before raising the energy level, we are exactly $\delta$ away from the true thermal population. Raising the energy level by $\mathcal{E}$ at stage $n$ has an associated work cost of $P_2(n)\mathcal{E} = (P_2^{up}(n) + \delta) \mathcal{E}$. We can integrate over the entire protocol to find the worst case average work cost. This allows us to construct a bound the work cost for the reset:

$$\langle W_{\text{quasi}} \rangle \leq \langle W \rangle \leq \langle W_{\text{quasi}} \rangle + (1 - p)^t \left( \frac{E_{\text{max}}}{2} - \langle W_{\text{quasi}} \rangle \right). \quad (2.12)$$

Here we have defined $\langle W_{\text{quasi}} \rangle$ as the quasistatic work cost of raising the sec-
ond level to $E_{\text{max}}$:

$$\langle W_{\text{quasi}} \rangle = k_B T \ln \left( \frac{2}{1 + \exp \left( -\frac{E_{\text{max}}}{k_B T} \right)} \right). \quad (2.13)$$

The physical relevance of this quantity is simply that it denotes the energy that must be required to perform a bit reset quasistatically, up to a certain point - instead of carrying on raising the second energy level to infinity we stop at some finite value. We can see that if $E_{\text{max}} \to \infty$ then $\langle W_{\text{quasi}} \rangle \to k_B T \ln 2$, and we thermalise perfectly ($\delta = 0$), we recover the quasistatic Landauer cost $k_B T \ln 2$ (as derived in Eq. 1). However we can also see that if there is any degree of imperfection in the thermalisation then the work cost of resetting is unboundedly bad due to the non-zero population in the upper energy level throughout the protocol.

### 2.4.3 Single-Shot Work Cost

**Figure 2.3:** An example probabilistic work distribution. Work values are always below $W^\epsilon_{\text{max}}$, except with probability of failure $\epsilon$ given by the area of the shaded region on the right. The sum of the areas of both the shaded regions on the left and right indicates the probability of failing to be within $\omega$ of $\langle W \rangle$ (as given by Eq. 2.15).

In a single shot classical regime, we assume that at the end of each stage the system
is in one of the two energy levels; and we can express each choice of energy level as a sequence of random variables \( \{X_i\}_{i=1}^{N} \). Noting that at each stage, by raising the splitting of the energy levels by \( \mathcal{E} \), if the system is in the upper energy state at a particular stage, then this stage contributes a work cost of \( \mathcal{E} \). With this in mind, it is useful to label the two energy levels as 0 or 1 such that the work contribution at each stage is given by \( X_i \mathcal{E} \), and thus the actual work cost of a bit reset is given by the function acting on the random variables:

\[
W(X_1, \ldots, X_N) = \mathcal{E} \sum_{i=1}^{N} X_i. \tag{2.14}
\]

It is possible to take the average of this function over some or even all of the random variables. By considering the behaviour of this collection of random variables as detailed in Appendix A.4 we can determine the variation around the average work cost:

\[
P(|W - \langle W \rangle| \geq \omega) \leq \exp \left( -\frac{2 \omega^2 P_{sw}^2}{N \mathcal{E}^2} \right). \tag{2.15}
\]

This tells us that the probability of the actual work cost \( W \) differing from the average \( \langle W \rangle \) by an amount greater than some value \( \omega \) is exponentially suppressed by the square of the minimum difference, the probability of performing a swap and the size of the energy level increments.

### 2.4.4 Calculating \( W^\epsilon_{\text{max}} \).

We can express the above result in the language of single-shot statistics by calculating the maximum work, except with some probability of failure \( \epsilon \), defined:

\[
P(W > W^\epsilon_{\text{max}}) := \epsilon, \tag{2.16}
\]
We can re-centre this definition around the expectation value of work, \( \langle W \rangle \), such that:

\[
P\left(W - \langle W \rangle > W_{\text{max}}^\epsilon - \langle W \rangle\right) = \epsilon,
\]

and choose \( \omega = W_{\text{max}}^\epsilon - \langle W \rangle \) (see Figure 2.3). We can combine this with the previously calculated bound on the average work cost for performing a reset to find:

\[
W_{\text{max}}^\epsilon \leq \langle W_{\text{quasi}} \rangle + \frac{1}{2} (1 - p)^t N \mathcal{E} + \frac{1}{1 - (1 - p)^t} \sqrt{\frac{\ln(2/\epsilon)}{2N}} N \mathcal{E}.
\]

Firstly, we can see that if we do not thermalise at all (I.E. we take \( t \to 0 \)) then the bound reads \( W_{\text{max}}^\epsilon \leq \infty \), telling us that there is some probability we need to invest an infinite amount of energy to perform a reset. This arises due to the non-zero occupation of the second energy level and agrees with our physical intuition about the situation. If we take the other extreme and consider allowing an infinite amount of thermalisation time (I.E. taking \( t \to \infty \)) the situation is not quite as clear. We find that \( W_{\text{max}}^\epsilon \leq \langle W_{\text{quasi}} \rangle + N \mathcal{E} \sqrt{\frac{\ln(2/\epsilon)}{2N}} \). This quantifies the variation in energy that must be invested due to the fact that we only raise the second energy level to some finite value. Finally, in the interim scenario there is a further contribution due to the incomplete thermalisation of the system which also acts to reduce the impact of the partial raising.

### 2.4.5 Reset Error is Exponentially Suppressed

In [59] the general protocol involves resetting \( n \) qubits in the state \( \rho = \frac{1}{2} \otimes \frac{1}{2} \cdots \otimes \frac{1}{2} \) and we now consider how the errors scale in this case.

Recall that for a single qubit, thermalising for time \( t \) bounds the trace-distance \( \delta \) between the actual state and the true thermal state according to Eq. 2.10. This
results in an additional work cost of up to \( \delta E_{\text{max}} \) across the protocol. For \( n \) bits, in the very worst case each bit will be \( \delta \) away from its thermal state, and so trivially the extra work cost will be bounded by \( n\delta E_{\text{max}} \). Thus the average work cost of reset scales linearly with the number of bits (as with the quasistatic case).

This argument can be naturally modified to the single-shot case by noting that our calculated \( W^{\epsilon}_{\text{max}} \) has failure probability upper bounded by \( \epsilon \), such that \( P(W > W^{\epsilon}_{\text{max}}) \leq \epsilon \). For \( n \) random bits, the probability that every bit resets under this limit is given by \( (1 - \epsilon)^n \), such that we can bound:

\[
P(W_{\text{tot}} > nW^{\epsilon}_{\text{tot}}) \leq 1 - (1 - \epsilon)^n \leq n\epsilon,
\]

where the final inequality can be proved by induction.

In the worst case scenario, the failure of a single bit to reset under \( W^{\epsilon}_{\text{max}} \) causes the entire protocol to fail. We can thus write a bound on the work cost of resetting \( n \) bits as \( W^{\epsilon'}_{\text{max}} \leq nW^{\epsilon}_{\text{max}} \) where \( \epsilon' = 1 - (1 - \epsilon)^n \), and as \( \epsilon' \leq n\epsilon \) it follows that \( W^{n\epsilon} \leq nW^{\epsilon}_{\text{max}} \). Hence, when resetting \( H_{\text{max}} \) bits:

\[
W^{H_{\text{max}}\epsilon} \leq H_{\text{max}}W^{\epsilon}_{\text{max}}.
\]

Based on this argument we can thus state that the multi-qubit statements in [15, 59] also remain relevant in the case of finite time.

### 2.5 A Two Level Engine in Finite Time

Although we have thus far concentrated on bit reset, it is also possible to consider the inverse protocol: work extraction by lowering the upper energy level in contact with a hot bath.
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2.5.1 Work Extractable in Finite Time

The derivation of this proceeds exactly as before, with the limits of the integration reversed. This allows us to extract work bounded by:

\[-\langle W_{\text{quasi}} \rangle \leq \langle W_{\text{out}} \rangle\]

\[\leq -\langle W_{\text{quasi}} \rangle + (1 - p)^t \left( \frac{E_{\text{max}}}{2} - \langle W_{\text{quasi}} \rangle \right). \tag{2.21}\]

If we have access to two baths at different temperatures, we can extract net work by running a bit reset coupled to a cold bath at temperature \(T_C\) followed by a work extraction coupled to a hot bath at temperature \(T_H\). The engine cycle formed (shown in Fig. 2.4) has net work exchange per cycle bounded by

\[\langle W_{\text{net}} \rangle \leq -P_{\text{sw}}(t) k_B (T_H - T_C) \ln 2\]

\[-P_{\text{sw}}(t) k_B (T_C \ln (Z_{\text{max}}^{\text{C}}) + T_H \ln (Z_{\text{max}}^{\text{H}}))\]

\[+ (1 - P_{\text{sw}}(t)) E_{\text{max}},\]

\[= P_{\text{sw}}(t) \langle W_{\text{quasi}} \rangle + (1 - P_{\text{sw}}(t)) E_{\text{max}}, \tag{2.22}\]

where \(Z_{\text{max}}^{\text{C/H}} = 1 + \exp \left(-\frac{E_{\text{max}}}{k_B T_{\text{C/H}}} \right)\) and \(\langle W_{\text{net}} \rangle\) is the difference between the work input (Eq. 2.12) and the work output (Eq. 2.21) with the appropriate temperatures.

The final line follows because the first two lines are the same as in the quasistatic case. The final term is independent of the temperatures of the baths; but instead accounts for the effect of finite time on the degree of over-population of the upper level when raising, and under-population of the upper level when lowering.

Adjusting the energy level in finite steps has necessitated a move away from the truly
Figure 2.4: Entropy-temperature diagram for the engine cycle. The block shaded area shows the net work exchanged by the system, which is less than that of the quasistatic (Carnot) cycle shown by the dashed rectangle filled with dots behind. For illustrative purposes, the number of energy level adjustments has been greatly reduced, and size of the associated shifts in temperature greatly exaggerated.

isothermal process of the quasistatic regime. In a two-level system, any distribution where the lower energy level is more populated than the upper may be written as a thermal state for some temperature. During bit reset, after the upper energy level is raised, it is over-populated with respect to the thermal population associated with the cold bath temperature. We can interpret this as a rise in the system temperature appearing as the saw-tooth pattern in Fig. 2.4

2.5.2 Speed Limit for Positive Power Output

By reconciling the concept of time with these processes, we can now talk meaningfully about the power of the cycle, \( P \): the net work exchange divided by the total time
taken to complete a full cycle of bit reset and extraction. The total time is found by multiplying the amount of time spent thermalising in one stage, $t$, by the number of stages in both halves of the protocol, $N = 2E_{\text{max}}/E$. We can upper bound the power of the entire cycle as a function of the maximum energy gap $E_{\text{max}}$ and of $t$:

$$\mathcal{P} \leq \frac{P_{\text{sw}}(t)\langle W_{\text{quasi}} \rangle + (1 - P_{\text{sw}}(t))E_{\text{max}}}{2E_{\text{max}}t}. \quad (2.23)$$

A positive $\mathcal{P}$ indicates the system will draw energy in from its surroundings, and therefore we note that the engine does not produce work in all parameter regimes. If one attempts to operates an engine (with $\langle W_{\text{quasi}} \rangle < 0$) quicker than the limit

$$t < \frac{-1}{\ln(1-p)} \ln \left(1 - \frac{E_{\text{max}}}{\langle W_{\text{net \ quasi}} \rangle} \right), \quad (2.24)$$

then the partial thermalisation can potentially contribute an excess work cost greater than the engine’s quasistatic work output.

### 2.5.3 Near-Carnot Efficiency in Finite Time

The efficiency $\eta$ of a cycle may be defined as the net work extracted divided by the maximum work value of one bit of information ($-k_B T_H \ln 2$). We write this as

$$\eta_{\text{quasi}} - \frac{(1 - p)^t E_{\text{max}}}{k_B T_H \ln 2} \leq \eta \leq \eta_{\text{quasi}}, \quad (2.25)$$

where $\eta_{\text{quasi}}$ is the quasistatic efficiency of raising to $E_{\text{max}}$ over an infinitely long time, and can be related to the Carnot efficiency $\eta_C$ by

$$\eta_{\text{quasi}} = \eta_C - \frac{\ln (Z_{H}^{\text{max}}) - \frac{T_C}{T_H} \ln (Z_{C}^{\text{max}})}{\ln 2}. \quad (2.26)$$
Here we are comparing to the Carnot efficiency as this is the efficiency of an engine formed using the standard Landauer reset and work extraction. We see that if $t$ is small, the cost of raising the populated upper energy level takes its toll on the efficiency, potentially plunging it into negative values (work loss) when $t$ does not satisfy Eq. 2.24. Conversely, as $t \to \infty$, the process is maximally efficient, but has no power.

## 2.6 A Continuous Time Protocol

It may be wondered how many of these results are dependent upon the discrete time protocol where we perform each aspect of the reset separately. To this end let us examine a continuous time version of the same protocol. As a starting point, the original protocol consists of two ingredients – we perform discrete changes to the Hamiltonian. To convert this to a continuous time protocol we take the limit of when each time step becomes infinitesimally small as detailed in Appendix A.6. We find that the governing equations for the occupation probabilities of each energy level are given by:

$$\frac{d}{dt} \begin{pmatrix} p_1 \\ p_2 \end{pmatrix} = -\gamma \begin{pmatrix} p_1 - \frac{1}{Z(t)} \beta E_{\text{max}} \\ p_2 - \frac{1}{Z(t)} \beta E_{\text{max}} \end{pmatrix}. \tag{2.27}$$

Despite their simple form these equations do not have simple solutions. By using Mathematica we find that they admit hypergeometric functions as their solutions, reproduced here for completeness:

$$p_2(t) = \frac{1}{2} e^{-\gamma t} + \frac{\kappa}{2} \psi\left(\frac{\kappa}{2}\right) - \frac{\kappa}{2} \psi\left(\frac{1}{2} (1 + \kappa)\right) + _2 F_1 \left(1, \kappa; 1 + \kappa; -e^{-\frac{\gamma}{2} t}\right) \tag{2.28}$$

where $\kappa = \gamma \tau / \beta E_{\text{max}}$, $\psi(z)$ is the polygamma function (see [71]) and $\, _2 F_1(a, b; c; z)$
is the hypergeometric function (see [72]). These functions are not easy to use in further calculations to determine things like the average work cost, nor do they lend themselves well to developing an intuitive sense of what the mathematics represents in terms of the system behaviour.

Since \( p_1 + p_2 = 1 \) we focus on the evolution of \( p_2 \) as it contributes to the cost of performing a reset, and we proceed by bounding the evolution of the probability distribution using the fact that \( 1 \leq Z(t) \leq 2 \) so that we have:

\[
-\gamma \left( p_2 - \frac{1}{2} e^{\frac{\beta E_{\text{max}}}{\tau} t} \right) \leq p_2(t) \leq -\gamma \left( p_2 - e^{\frac{\beta E_{\text{max}}}{\tau} t} \right)
\]  

(2.29)

Solving this we find:

\[
p_{2,\text{lower}}(t) \geq \frac{\kappa + 1}{2(\kappa - 1)} e^{-\gamma t} - \frac{\kappa}{2(\kappa - 1)} e^{-\frac{\gamma}{\kappa} t},
\]

\[
p_{2,\text{upper}}(t) \leq \frac{2\kappa + 1}{2(\kappa - 1)} e^{-\gamma t} - \frac{\kappa}{(\kappa - 1)} e^{-\frac{\gamma}{\kappa} t},
\]

(2.30)

where we have written \( \kappa = \frac{\gamma \tau}{\beta E_{\text{max}}} \) as before for ease of notation. We can now calculate bounds on the average work cost for performing a reset. As in the discrete time process, the average work cost is given by:

\[
\langle W \rangle = \int_0^{E_{\text{max}}} p_2(t) dE_1 = -\frac{\gamma}{\kappa} \int_0^\tau p_2(t) dt
\]

To aid legibility we split the upper and lower bounds to the average work:

\[
\langle W_{\text{lower}} \rangle \geq -\frac{\gamma}{\kappa} \int_0^\tau p_{2,\text{lower}}(t) dt
\]

\[
\geq \frac{\gamma \tau + \beta E_{\text{max}}}{\gamma \tau - \beta E_{\text{max}}} \frac{\beta E_{\text{max}}}{2\gamma \tau} \left( e^{-\gamma \tau} - 1 \right) + \frac{\gamma \tau}{2(\gamma \tau - \beta E_{\text{max}})} \left( 1 - e^{-\beta E_{\text{max}}} \right)
\]

(2.31)
\[ \langle W_{\text{upper}} \rangle \leq -\frac{\gamma}{\kappa} \int_0^\tau p_{\text{upper}}(t)dt \]
\[ \leq \frac{2\gamma\tau + \beta E_{\text{max}}}{\gamma\tau - \beta E_{\text{max}}} \frac{\beta E_{\text{max}}}{2\gamma\tau} \left( e^{-\gamma\tau} - 1 \right) + \frac{\gamma\tau}{\gamma\tau - \beta E_{\text{max}}} \left( 1 - e^{-\beta E_{\text{max}}} \right) \]

Here we have explicitly written out the dependence of the bounds on the rate of thermalisation \( \gamma \), the total protocol time \( \tau \), the inverse bath temperature \( \beta \), and the maximum energy of the second energy level \( E_{\text{max}} \). Note that even in situation where we let \( \gamma, \tau, E_{\text{max}} \to \infty \) we do not recover the quasistatic results. There are multiple explanations for this – the first being that one of the underlying assumptions in our setup has been broken. These equations were derived in the limit of slow thermalisation compared to the time scale of the energy level change – when these become comparable our simplified rate equations for the probability distributions are no longer true. Furthermore, we note that in the discrete protocol it is always possible to allow the probability distribution to relax to the ‘right’ thermal state before carrying out the energy level shift. When we perform both simultaneously this luxury is no longer afforded to us and we must continuously pay the cost for not being in a true thermal state. Finally we note that these bounds are unfortunately not tight throughout the protocol due to the simplifying assumption of characterising the partition function by its initial and final values.

We would also like to briefly discuss the behaviour of these bounds for long times \( \tau \). We can see that in the first term, the exponential component decays leaving the \( 1/\tau \) behaviour to dominate plus an approximately constant term determined by the energy splitting of the final system. That is our bounds reduce to something of the form \( \langle W \rangle \leq k_1 - \frac{k_2}{\tau} \), where \( k_i \) are roughly constant.

It is possible to construct an engine by combining a work extraction protocol coupled to a hot bath and a resetting protocol coupled to a cold bath, but the resulting
net work does not have a concise expression as it cannot be expressed in terms of the quasistatic work, nor does it reduce to the quasistatic value in the long time limit. Furthermore, although such an engine can be operated at positive power it is not close to the Carnot efficiency due to irreversible work generated throughout the cycle.

2.6.1 Bounding the Single-Shot Work Cost

We can no longer employ the powerful McDiarmid’s inequality due to the system evolving continuously such that we cannot represent the work as a sum of random variables \[73\]. This prevents us from expressing the work as a Doob martingale and hence we do not satisfy the conditions necessary to use McDiarmid’s inequality. Indeed, this difficulty forces us to use the simplest of these concentration of measure bounds – Markov’s inequality \[74\]. The only requirements for Markov’s inequality are that the random variable under consideration is non-negative, which by construction our random work variable satisfies. Markov’s inequality states that:

\[
P(X \geq \alpha) \leq \frac{\langle X \rangle}{\alpha}
\]  

(2.33)

Since we have derived the work as an integral over random variables, it too is a random variable and thus we can employ this simpler bound. By choosing \(\alpha = \epsilon\) such that \(P(W \geq \epsilon) = \epsilon\) we find that:

\[
\epsilon \leq \frac{\langle W \rangle}{\epsilon}.
\]  

(2.34)

Since we have a lower bound on the expected work cost we can find a relatively
tight bound on the single-shot work:

\[
W^\epsilon \leq \frac{\gamma \tau + \beta E_{\text{max}}}{\gamma \tau - \beta E_{\text{max}}} \left( \frac{\beta E_{\text{max}}}{2 \gamma \tau} \frac{e^{-\gamma \tau} - 1}{\epsilon} + \frac{\gamma \tau}{2 (\gamma \tau - \beta E_{\text{max}})} \frac{1 - e^{-\beta E_{\text{max}}}}{\epsilon} \right).
\] (2.35)

For short times the behaviour is dominated by the exponential term so that the fluctuations in the work cost are highly suppressed such that the average cost is a good indicator of the work that must be invested. Using the same arguments as before, we can see that for long times the bound on the fluctuations is approximated by something of the form \( W^\epsilon \leq \frac{1}{\epsilon} \left( k_1 - \frac{k_2}{\tau} \right) \). This indicates that as the protocol is performed for longer we increase the average quality of the reset as the thermalisation is more complete but admit larger fluctuations to the overall work cost.

### 2.7 Conclusion

We have shown two protocols, both of which perform the task of resetting a qubit in finite time – albeit with different work costs. If it is possible to isolate the bit being reset such that the two components (thermalisation and energy level changes) can be performed independently of each other then we see that there is a guaranteed work cost of \( k_B T \ln 2 \) up to some errors that fall off dramatically in the time taken for the protocol. However if both must be performed concurrently then the work cost is linearly bounded by the maximum energy of the second energy level.

As mentioned, several key results in single-shot statistical mechanics assume that this can be achieved perfectly \([14, 15, 16, 59, 75]\). This work accordingly shows that the optimality statements of those papers are still relevant to finite time protocols. Moreover our results for the discrete time protocol naturally extended to show that the Carnot efficiency can be achieved by a qubit engine in finite time up to an error that
falls of exponentially in the cycle time. Finally we have demonstrated how fluctuations are suppressed in both of these protocols, were we again find a much stronger restriction for the protocol which isolates each component of the reset.
3

Organic Molecules as an Experimental Testbed for Quantum Thermodynamics

3.1 Introduction

The work presented in this chapter is a more detailed examination of that presented in [76]. The theoretical discussions are the author’s own work, and we thank Tristan Farrow for carrying out the experiment and providing the insight into the practical methodology used. Marrying the language of thermodynamics with quantum phenomena is giving rise to a quantum thermodynamics whose development defines a new frontier where the transfer of energy at the level of individual quantum objects can now be studied.
3. Organic Molecules as an Experimental Testbed for Quantum Thermodynamics

The success of thermodynamics owes much to being open to experimental testing in a variety of systems [12]. These have included systems operating in the quantum regime and exhibiting features like quantum coherence, such as quantum dots [77]. Here we seek to demonstrate that the fluorescence of organic molecules forms a natural test-bed for these theories. Our result provides an important proof of concept for the validity of quantum thermodynamics in this regime, and opens the door for more advanced tests of the theory.

Non-equilibrium thermodynamics is evolving rapidly, and a key result is the Jarzynski equality [9, 10, 12]. This concerns the probability distribution of work into a driven system in contact with a heat bath. It essentially equates the average of the exponential work with something which is constant regardless of the driving rate. That constant is the exponential of the equilibrium free energy, i.e. the free energy between a thermal state at the initial boundary conditions and at the final respectively. A key use of this equation is to determine the equilibrium free energy difference from non-equilibrium experiments [78, 79, 80]. The equation also holds for quantum systems [66, 81]. One important area within this field, which has received a large amount of recent attention, is the development of experimental techniques and protocols which can test the theoretical predictions [23, 24].

Parallel developments in physical chemistry with the advent of single molecule spectroscopy [82] over the past decade have opened up unprecedented opportunities for the study of single quantum systems. Unlike studies in bulk where spectroscopic signatures are washed out by the averaging effect of ensembles, these novel techniques now allow individual molecules to be identified, tracked and probed. Thus it is becoming possible to study energy transfers at the level of single molecules, some of which offer
ideal test-beds owing to their well-defined spectroscopic signatures and quantum state
dynamics. Their properties are extremely reproducible, more so than rival quantum
systems such as quantum dots and nanocrystals [82].

In this work we connect these two approaches, namely quantum thermodynamics and
molecular spectroscopy. We consider the spontaneous emission of photons from a single
excited organic molecule as a thermodynamic process. We determine the probability
distribution of work and heat in the experiment, see 3.3 and find that it satisfies the
quantum Jarzynski relation. A key point is to treat the free space around the molecule
as an extremely low excitation heat bath, and the fluorescent light as heat transferred
into that environment. By combining this with the observed change in internal energy
we are able to calculate the amount of work invested along each trajectory. The
laser applied initially corresponds to the driving force, as depicted in Fig. 3.3. In
the theoretical analysis we use quantum jumps. The core concept in the quantum
jump formalism is that the system always occupies a distinct state that undergoes
a stochastic evolution which enables it to transition between different energy levels
[77, 83] as illustrated in Figs. 3.1 and 3.4. Furthermore, we demonstrate how use of the
quantum Jarzynski equality can be used to infer absolute energy-level shifts in molecules
from the emitted photons, as opposed to just the relative shift. We thus establish
that these organic molecules are a natural and powerful test-bed for non-equilibrium
thermodynamics and suggest how they have use in the enhanced detection of force fields.

3.2 Fluctuation Relations for Two-Level Molecule

Consider a two level system, initially in a thermal state with energies $E_g$ and $E_e$. We
send a laser pulse into the system which swaps the occupation probabilities and then
wait for it to spontaneously decay. This takes it back to the ground state. We define
the energy provided by the laser to swap the occupation probabilities as work and then
the photons released by the molecule as it spontaneously decays as heat.

We can write this as 4 different trajectories, each with their own associated
probabilities and energetics. Note we have defined $\Delta E = E_e - E_g$.

We divide the trajectories of the system into these components:

A. Initial state

B. State after being pulsed with laser

C. State after time period for spontaneous decay

We define the energy supplied by the laser in going from A to B as the work $W$, the energy emitted by the molecule in transition from B to C as heat $Q$ and track the total internal energy change $\Delta U$ from A to C.

<table>
<thead>
<tr>
<th>Traj</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>$W$</th>
<th>$Q$</th>
<th>$\Delta U$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$</td>
<td>g\rangle$</td>
<td>$</td>
<td>e\rangle$</td>
<td>$</td>
<td>g\rangle$</td>
</tr>
<tr>
<td>2</td>
<td>$</td>
<td>g\rangle$</td>
<td>$</td>
<td>e\rangle$</td>
<td>$</td>
<td>e\rangle$</td>
</tr>
<tr>
<td>3</td>
<td>$</td>
<td>e\rangle$</td>
<td>$</td>
<td>g\rangle$</td>
<td>$</td>
<td>g\rangle$</td>
</tr>
<tr>
<td>4</td>
<td>$</td>
<td>e\rangle$</td>
<td>$</td>
<td>g\rangle$</td>
<td>$</td>
<td>e\rangle$</td>
</tr>
</tbody>
</table>

Table 3.1: Possible trajectories of the system state

Now we wish to calculate if the Jarzynski relation for work (see Eqs (3.1)) holdw for this system:

$$\langle e^{-\beta(W-\Delta F)} \rangle = 1,$$  \hspace{1cm} (3.1)

$$\langle e^{-\beta(\Delta U-Q)} \rangle = e^{-\beta \Delta F}.$$  \hspace{1cm} (3.2)

The second line arises through the use of the first law to rewrite the work as the difference between the change in internal energy and the heat emitted. To do this
we need to assign probabilities to the different trajectories and calculate the work and heat probability distributions by summing up the trajectories that correspond to a particular value of work or heat. We also note that in this configuration the equilibrium free energy change of the system $\Delta F = 0$.

<table>
<thead>
<tr>
<th>Trajectory</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$P(</td>
</tr>
<tr>
<td>2</td>
<td>$P(</td>
</tr>
<tr>
<td>3</td>
<td>$P(</td>
</tr>
<tr>
<td>4</td>
<td>$P(</td>
</tr>
</tbody>
</table>

Table 3.2: Probability associated with each trajectory

Using this information we can calculate the values of $P(W = \Delta E)$ and $P(W = -\Delta E)$.

Note that we use the standard definition of $Z = \sum e^{-\beta E_i}$.

$$P(W = \Delta E) = P(\text{Traj 1}) + P(\text{Traj 2})$$
$$= P(|g\rangle) (P(|e\rangle \to |g\rangle) + P(|e\rangle \to |e\rangle))$$
$$= P(|g\rangle) \frac{e^{-\beta E_g}}{Z}. \tag{3.3}$$

$$P(W = -\Delta E) = P(\text{Traj 3}) + P(\text{Traj 4})$$
$$= P(|e\rangle) (P(|e\rangle \to |g\rangle) + P(|e\rangle \to |e\rangle))$$
$$= P(|e\rangle) \frac{e^{-\beta E_e}}{Z}. \tag{3.4}$$
We can now explicitly calculate the Jarzynski relation for work:

\[
\langle e^{-\beta W} \rangle = \frac{e^{-\beta E_g}}{Z} e^{-\beta \Delta E} + \frac{e^{-\beta E_e}}{Z} e^{\beta \Delta E} \\
= \frac{e^{-\beta E_e}}{Z} + \frac{e^{-\beta E_g}}{Z} \\
= 1. \quad (3.5)
\]

So we can see that the system respects the Jarzynski relation for work. Now if we assume that there is a small error term in the probability for each work value we can calculate the effect it has on the Jarzynski relation for work. Let \( P(W = \Delta E) = \frac{e^{-\beta E_g}}{Z} + \delta \) and \( P(W = -\Delta E) = \frac{e^{-\beta E_e}}{Z} + \delta \). This gives us:

\[
\langle e^{-\beta W} \rangle = \left( \frac{e^{-\beta E_g}}{Z} + \delta \right) e^{-\beta \Delta E} + \left( \frac{e^{-\beta E_e}}{Z} - \delta \right) e^{\beta \Delta E} \\
= \frac{e^{-\beta E_e}}{Z} + \frac{e^{-\beta E_g}}{Z} - \delta \left( e^{\beta \Delta E} + e^{-\beta \Delta E} \right) \\
= 1 - \frac{\delta}{2} \sinh(\beta \Delta E). \quad (3.6)
\]

There are a few interesting points to note about how the Jarzynski relation is satisfied in this set-up. Firstly, we can see that it should be satisfied for all times during the protocol as the transition probabilities drop out and we only depend on the initial state probabilities. Secondly we note that we do depend on unlikely trajectories being accounted for and measured to have the equation balance correctly. This is of importance as experimentally it is probable that we won’t have any statistics for such trajectories making an experimental test of the Jarzynski relation more difficult.
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3.2.2 Crooks’ Relation

Having established that the system obeys the Jarzynski relations it is interesting to consider if it also obeys the Crooks’ relation between forward and reverse trajectories. This relation allows one to use information about a particular trajectory to give a probability of the inverse trajectory occurring. The relation may be stated as:

\[
P(A \rightarrow B) P(B \rightarrow A) = e^{\beta W_{A \rightarrow B} - \Delta F}.
\]  

(3.7)

where \( W_{A \rightarrow B} \) is the work required to go from \( A \) to \( B \) and \( \Delta F \) is the difference in the equilibrium free energies of \( A \) and \( B \). In order to check if this relation holds we need to define the inverse trajectories for the system and assign the correct probabilities to them. These will also have three stages:

A. Initial state

B. State after time period for spontaneous excitation

C. State after laser pulse

We also have to update the definitions of work and heat to correspond to the new processes that cause transitions. Work \( W \) is defined as the energy required to go from \( B \) to \( C \) and heat \( Q \) is the energy involved in transitioning from \( A \) to \( B \). The internal energy change \( \Delta U \) is still the total energy change along \( A \) to \( C \).

Now we can try computing the Crooks’ relation directly for one of the trajectories. Note for this system that \( \Delta F = 0 \) as the initial and final configurations of the molecule are the same. Picking trajectory 1 we have:

\[
e^{-\beta \Delta E} = \frac{P_{\text{fwd}}(|g\rangle \rightarrow |g\rangle)}{P_{\text{inv}}(|g\rangle \rightarrow |g\rangle)} = \frac{P(|g\rangle) P(|e\rangle \rightarrow |g\rangle)}{P(|g\rangle) P(|g\rangle \rightarrow |e\rangle)} = \frac{P(|e\rangle \rightarrow |g\rangle)}{P(|g\rangle \rightarrow |e\rangle)}.
\]  

(3.8)
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Table 3.3: Table showing the inverse trajectories and their probabilities

<table>
<thead>
<tr>
<th>Inverse Traj</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>W</th>
<th>Q</th>
<th>∆U</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This equation is a statement of detailed balance between the probability of spontaneous excitation and spontaneous emission. If this equation is satisfied then the Crooks’ relation holds between along the trajectories of the joint system. Here we can see that it is possible to satisfy the Jarzynski relation without satisfying Crooks’, as it is a weaker condition on the system.

3.2.3 Using Jarzynski to Measure Energy Shifts

We can utilize the Jarzynski equality to detect shifts in the energy spectra of the molecule. If we consider taking the energy levels from:

\[ E_1 \rightarrow E_1 + \xi \]

\[ E_2 \rightarrow E_2 + \xi + \epsilon, \quad (3.9) \]

where \( \xi \) is a common shift of the energies and \( \epsilon \) is the difference in shifts between energy levels 1 and 2. This operation produces a change in the equilibrium free energy \( (F = -k_B T \ln Z) \) of the molecule:

\[
\Delta F = k_B T \ln \left( \frac{Z_f}{Z_i} \right) = -\xi + k_B T \ln \left( \frac{1 + e^{-\beta \Delta E}}{1 + e^{-\beta \Delta E'}} \right). \quad (3.10)
\]
Here we have defined $\Delta E = E_2 - E_1$ and $\Delta E' = \Delta E + \epsilon$. By observing the fluorescence emitted by the excited molecules we can determine the value of both of these quantities. Combining this relation with the Jarzynski equality for heat we can determine the value of $\xi$. This would allow for probing the strengths of local field effects with high sensitivity. We have:

\[
\langle e^{-\beta W} \rangle = e^{-\beta \Delta F} = \frac{1 + e^{-\beta \Delta E}}{1 + e^{-\beta \Delta E'} e^{\beta \xi}}.
\] (3.11)

### 3.3 Quantum Jump Model of a Laser-Pumped Two-Level Molecule

#### 3.3.1 With a Mixed Initial State

Consider a two level molecule that is in contact with an environment. Initially the environment has no photons in it. The joint state of the environment and molecule is given by

\[
\rho_{\text{initial}} = \beta_i |00\rangle\langle 00| + \alpha_i |10\rangle\langle 10|.
\] (3.12)

where $\alpha_i + \beta_i = 1$. We require that the reduced density matrix of the system has a thermal distribution. That is we have:

\[
\rho_{\text{mol}}^i = \text{Tr}_{\text{bath}}[\rho_i] = \frac{e^{-\beta E_0}}{Z} |0\rangle\langle 0|_{\text{mol}} + \frac{e^{-\beta E_1}}{Z} |1\rangle\langle 1|_{\text{mol}}.
\] (3.13)
where as usual we define $Z = \sum e^{-\beta E_i}$. The joint system undergoes a unitary evolution driven by the laser. The action of the laser is simply to invert the occupation probabilities of the joint states. This takes the state to:

$$\rho_i = \alpha_i |00\rangle\langle 00| + \beta_i |10\rangle\langle 10|.$$  \hspace{1cm} (3.14)

The joint system then undergoes unitary evolution governed by some interaction Hamiltonian between the molecule and environment. We choose the action of the unitary so that it performs the following operations:

|00⟩ → |00⟩,  
|01⟩ → \(\mu |01⟩ + \nu |10⟩\),  
|10⟩ → \(\mu^* |10⟩ - \nu^* |01⟩\),  
|11⟩ → |11⟩.

(3.15)

We impose that \(|\mu|^2 + |\nu|^2 = 1\). The corresponding matrix representation of \(U\) is:

$$U = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \mu & -\nu^* & 0 \\ 0 & \nu & \mu^* & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}.$$  \hspace{1cm} (3.16)

This matrix simply performs a partial swap on the state of the molecule and the state of the environment. If we propagate our initial state we find:

$$\rho'_i = \alpha_i |00\rangle\langle 00| + \beta_i \left( |\nu|^2 |01\rangle\langle 01| + |\mu|^2 |10\rangle\langle 10| - \mu \nu^* |10\rangle\langle 01| - \nu \mu^* |01\rangle\langle 10| \right).$$  \hspace{1cm} (3.17)
We then perform a measurement of the heat bath state. This has the effect of performing a partial measurement on the state of the molecule due to the correlations that have exist between the molecule and heat bath. The state after measurement is:

\[
\rho_i'' = \frac{(\mathds{1}_{\text{mol}} \otimes |0\rangle \langle 0|_{\text{bath}}) \rho_i' (\mathds{1}_{\text{mol}} \otimes |0\rangle \langle 0|_{\text{bath}})}{\text{Tr}[(\mathds{1}_{\text{mol}} \otimes |0\rangle \langle 0|_{\text{bath}}) \rho_i']}
\]

\[
= \frac{(\alpha_i |0\rangle \langle 0|_{\text{mol}} + \beta_i |\mu\rangle^2 |1\rangle \langle 1|_{\text{mol}})}{\alpha_i + \beta_i |\mu|^2} \otimes |0\rangle \langle 0|_{\text{bath}},
\]

or

\[
\rho_i'' = \frac{(\mathds{1}_{\text{mol}} \otimes |1\rangle \langle 1|_{\text{bath}}) \rho_i' (\mathds{1}_{\text{mol}} \otimes |1\rangle \langle 1|_{\text{bath}})}{\text{Tr}[(\mathds{1}_{\text{mol}} \otimes |1\rangle \langle 1|_{\text{bath}}) \rho_i']}
\]

\[
= |0\rangle \langle 0|_{\text{mol}} \otimes |1\rangle \langle 1|_{\text{bath}}.
\]  

(3.18)

Based on the results of this measurement we can assign probabilities for the addition of 0 or 1 quanta of heat to the environment:

\[
P_i(Q = 0) = \alpha_i + \beta_i |\mu|^2,
\]

\[
P_i(Q = 1) = \beta_i |\nu|^2.
\]  

(3.19)

Now we assume that the environment is sufficiently large that we can throw away our information about it and couple the molecule to a new environment state with zero photons in it. We define this sequence of operations to be our ‘sub-protocol’, which by repeating some number \(m\) times forms our overall protocol. I.E. we consider the joint state of the molecule and environment to be:

\[
\rho_{i+1} = \alpha_{i+1} |00\rangle \langle 00| + \beta_{i+1} |10\rangle \langle 10|.
\]  

(3.20)
Using this we can define coupled recursion relations for \( \alpha \) and \( \beta \). We have:

\[
\alpha_{i+1} = \alpha_i + \beta_i |\nu|^2, \\
\beta_{i+1} = \beta_i |\mu|^2. \\
\] (3.21)

We can solve these relations to find the value of \( \alpha \) and \( \beta \) for arbitrary \( n \). This gives us:

\[
\alpha_n = 1 - \beta_0 |\mu|^{2n}, \\
\beta_n = \beta_0 |\mu|^{2n}. \\
\] (3.22)

Now using this we can get an expression for the probability of contributing 0 or 1 heat quanta to the environment during the \( n \)th iteration of the sub-protocol. To do this consider the trajectory map:

![Figure 3.1: A sample of the different trajectories the system can take after interacting with the environment several times, after having been initialized in a mixed state.](image)

Thus we can see that the probability to have not contributed heat \( Q = 1 \) to the
environment after some number of steps $n$ is given by:

$$P(Q = 0) = \alpha_i + \beta_i |\mu|^2 n.$$  \hfill (3.23)

Once the molecule has output one photon of heat to the environment it is no longer able to do so, until it is excited by the laser again. Thus the probability to have contributed heat $Q = 1$ to the environment after $n$ steps is simply:

$$P(Q = 1) = 1 - P(Q = 0) = 1 - \alpha_i - \beta_i |\mu|^2 n = \beta_i (1 - |\mu|^2 n).$$  \hfill (3.24)

It is possible to map the parameters in this model to the experimental data – in particular there should be some relation between $P(Q = 0)$ and the decay curve fit $e^{-t/\tau}$.

### 3.3.2 With a Coherent Initial State

Consider a two level molecule that is in contact with an environment. Initially the environment has no photons in it. The joint state of the environment and molecule is given by

$$|\psi\rangle_{\text{initial}} = (\gamma_i |0\rangle + \chi_i |1\rangle) \otimes |0\rangle.$$  \hfill (3.25)

where $|\chi_i|^2 + |\gamma_i|^2 = 1$. The joint system undergoes a unitary evolution driven by the laser. The action of the laser is simply to invert the occupation probabilities
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of the joint states. This takes the state to:

\[
|\psi_i\rangle = (\chi_i|0\rangle + \gamma_i|1\rangle) \otimes |0\rangle. \tag{3.26}
\]

The joint system then undergoes unitary evolution governed by some interaction Hamiltonian between the molecule and environment. We choose the action of the unitary so that it performs the following operations:

\[
\begin{align*}
|00\rangle & \to e^{-i\theta}|00\rangle, \\
|01\rangle & \to \mu|01\rangle + \nu|10\rangle, \\
|10\rangle & \to \mu^*|10\rangle - \nu^*|01\rangle, \\
|11\rangle & \to e^{-i\phi}|11\rangle. \tag{3.27}
\end{align*}
\]

We impose that \(|\mu|^2 + |\nu|^2 = 1\). The corresponding matrix representation of \(U\) is:

\[
U = \begin{pmatrix}
e^{-i\theta} & 0 & 0 & 0 \\
0 & \mu & -\nu^* & 0 \\
0 & \nu & \mu^* & 0 \\
0 & 0 & 0 & e^{-i\phi}
\end{pmatrix}.
\tag{3.28}
\]

This matrix simply performs a coherent partial swap on the state of the molecule and the state of the environment. A unitary operator of this form naturally arises if we model the interaction of the molecule with the environment using a Jaynes-Cummings Hamiltonian. If we propagate our initial state we find:

\[
|\psi_i'\rangle = \chi_i e^{-i\theta}|00\rangle + \gamma_i (\mu^*|10\rangle - \nu^*|01\rangle). \tag{3.29}
\]
We then perform a measurement of the heat bath state. This has the effect of performing a partial measurement on the state of the molecule due to the correlations that have exist between the molecule and heat bath. The state after measurement is:

\[
|\psi_i''\rangle = \frac{\mathbb{1}_{mol} \otimes |0\rangle\langle 0|_{bath} |\psi_i'\rangle\langle \psi_i'|}{\sqrt{\text{Tr}[(\mathbb{1}_{mol} \otimes |0\rangle\langle 0|_{bath} |\psi_i'\rangle\langle \psi_i'|)]}}
\]

or

\[
|\psi_i''\rangle = \frac{\mathbb{1}_{mol} \otimes |1\rangle\langle 1|_{bath} |\psi_i'\rangle\langle \psi_i'|}{\sqrt{\text{Tr}[(\mathbb{1}_{mol} \otimes |1\rangle\langle 1|_{bath} |\psi_i'\rangle\langle \psi_i'|)]}}
\]

Based on the results of this measurement we can assign probabilities for the addition of 0 or 1 quanta of heat to the environment:

\[
P_i(Q = 0) = |\chi_i|^2 + |\gamma_i|^2|\mu|^2,
\]

\[
P_i(Q = 1) = |\gamma_i|^2|\nu|^2.
\]
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\[ \chi_i |00\rangle + \gamma_i |10\rangle \]

\[ |\gamma_i|^2 \nu^2 \]

\[ |\chi_i|^2 + |\gamma_i|^2 |\mu|^2 \]

\[ |01\rangle \]

\[ \frac{\chi_i e^{-i\theta} |00\rangle + \gamma_i \mu^* |10\rangle}{N_1} \]

\[ \frac{|\gamma_i|^2 |\nu|^2 |\mu|^2}{|\chi_i|^2 + |\gamma_i|^2 |\mu|^2} \]

\[ \frac{|\chi_i|^2 + |\gamma_i|^2 |\mu|^2 |\mu^*|^2}{|\chi_i|^2 + |\gamma_i|^2 |\mu|^2} \]

\[ \frac{|\chi_i| e^{-i2\theta} |00\rangle + \gamma_i \mu^2 |10\rangle}{N_2} \]

\[ \frac{|\gamma_i|^2 |\nu|^2 |\mu|^4}{|\chi_i|^2 + |\gamma_i|^2 |\mu|^4} \]

\[ \frac{|\chi_i|^2 + |\gamma_i|^2 |\mu|^4 |\mu^*|^2}{|\chi_i|^2 + |\gamma_i|^2 |\mu|^4} \]

\[ \frac{|\chi_i| e^{-i3\theta} |00\rangle + \gamma_i \mu^3 |10\rangle}{N_3} \]

\[ |01\rangle \]

\[ \frac{\chi_i e^{-i\theta} |00\rangle + \gamma_i \mu |10\rangle}{N_4} \]

**Figure 3.2:** A sample of the different trajectories the system can take after interacting with the environment several times, after having been initialized with a coherent state. The normalization factors, \( N_i \), are simply given by the square root of the probability of each branch.

We are now in a position to calculate the probability of not transferring a photon of heat into the environment after \( n \) sub-protocols, by following the relevant trajectory through the probability tree. Doing so gives us (after simplification):

\[
P(Q = 0) = |\chi_i|^2 + |\gamma_i|^2 |\mu|^2 \]

(3.32)

Once again, after the molecule has transferred a photon of heat to the environment it is no longer able to do so until it is re-excited by the laser. Thus the probability...
of having transferred a photon into the environment after \( n \) steps is simply:

\[
P(Q = 1) = 1 - P(Q = 0) = 1 - \left( |\chi_i|^2 + |\gamma_i|^2 |\mu|^{2n} \right) = |\gamma|^2 \left( 1 - |\mu|^{2n} \right).
\] (3.33)

Here we can see that there is no difference in the probability distributions for heat transfer between starting in a mixed state and starting with a coherent state for an appropriate choice of correspondence between \( \beta_i \) and \( |\gamma_i|^2 \). The lack of a difference between a coherent initial state and the mixed initial state arises due to the choice of basis we perform the measurement in. If we were able to perform a measurement on the output photons in a different basis then we would, in principle, be able to observe a statistical difference between the initial states. This is a potential modification that can be made to the experiment, possibly allowing for investigations into heat statistics with coherences in the bath.

### 3.4 A Description of the Experiment

The experiment under consideration is the fluorescence of an organic molecule, dibenzo-tertarylene (DBT), after it is excited via laser pulse. The DBT can be inserted at two sites within the extended anthracene crystal lattice, such that they act as defects and produce two distinct spectral lines at 785nm and 795nm. The blue-shifted site with a transition line of 785nm is the brighter of the two lines so we probed its properties during this study. The full system-environment Hamiltonian is more complicated than necessary for the current investigation so we make some simplifying approximations, as depicted in Fig. 3.3. Despite the relative complexity of the organic molecules, the
energy level structure of DBT effectively reduces to a that of a two level atom-like state, typical of organic fluorescent dyes. We pumped DBT above resonance to generate excited states that decayed non-radiatively on pico-second timescales into the first excited state $S_{1,0}$. Decay from $S_{1,0}$ into the ground state $S_{0,0}$ gave rise to a sharp lifetime limited line (30Mhz), which, in a single molecule, gives rise to the emission of a single photon for each decay. The narrow width of the Zero Phonon Line (ZPL) is lifetime-limited with a width of approx. 30MHz. These photons emitted from the decay are then captured using time-resolve fluorescence spectroscopy. This gives rise to a waveform which represents a probability distribution of the arrival times of single photons from the decaying state rather than the shape of an optical signal. The time-resolved technique relies on time-correlated single photon counting of pulses obtained by exciting the sample with a 730 nm pulsed laser with a repetition rate of
80MHz. The probability of detecting more than one photon per excitation period is negligible and so we can treat the system as a single photon source. The excited state which gives to the ZPL emission line is found to have a characteristic lifetime of 5ns aftering fitting the exponential decay constant. The experiment under consideration is the fluorescence of an organic molecule (DBT) after it is excited via laser pulse. The DBT can be inserted at two sites within the extended anthracene crystal lattice, such that they act as defects and produce two distinct spectral lines at 785nm and 795nm. The blue-shifted site with a transition line of 785nm is the brighter of the two lines so probe its properties during this study. The full system-environment Hamiltonian is more complicated than necessary for the current investigation so we make some simplifying approximations, as depicted in Fig. 3.3. Despite the relative complexity of the organic molecules, the energy level structure of DBT effectively reduces to a that of a two level atom-like state, typical of organic fluorescent dyes. We pumped DBT above resonance to generate excited states that decayed non-radiatively on pico-second timescales into the first excited state $S_{1,0}$. Decay from $S_{1,0}$ into the ground state $S_{0,0}$ gave rise to a sharp lifetime limited line (30MHz), which, in a single molecule, gives rise to the emission of a single photon for each decay. The narrow width of the Zero Phonon Line (ZPL) is lifetime-limited with a width of approx. 30MHz. These photons emitted from the decay are then captured using time-resolve fluorescence spectroscopy. This gives rise to a waveform which represents a probability distribution of the arrival times of single photons from the decaying state rather than the shape of an optical signal. The time-resolved technique relies on time-correlated single photon counting of pulses obtained by exciting the sample with a 730 nm pulsed laser with a repetition rate of 80MHz. The probability of detecting more than one photon per excitation period is negligible and so we can treat the system as a single photon source. The excited state which gives to the ZPL emission line is found to have a characteristic
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lifetime of 5ns aftering fitting the exponential decay constant.

In summary, we can present the simplified model of the experiment - firstly, we drive the system by using a slightly off-resonance laser (doing work on the system). The system then relaxes non-radiatively to the excited state which then spontaneously emits a photon and decays to the ground state. These photons are emitted to the environment, which we represent as a cold heat bath with zero photons currently in it. We can count these photons as they are emitted to determine the amount of heat being released into the environment and use this to calculate the Jarzynski relation.

3.5 Mapping Experiment to Theory

In order to correctly map the data to our model we must identify which trajectories we observe from Table 3.1. Experimentally we detect clicks in the detector which corresponds to photon emission by the system. An important subtlety is that we only detect a single click even if there are multiple photons emitted. In this analysis we assume that the probability of such an event is sufficiently low so that it is reasonable to ignore it.

Under the experimental scheme we would detect trajectories 1 and 3 as they feature the $|e\rangle \rightarrow |g\rangle$ transition. However, there is a physical difference between these events. The time period for trajectory 3 is substantially shorter than trajectory 1 and is completely subsumed by the photon detectors warm-up period. Hence we do not observe these events, and only observe clicks due to trajectory 1, which has a much longer lifetime. This allows us to map the ‘click probability distribution’ to the photon probability distribution directly, and thus determine the heat probability distribution.

In order to perform this mapping, we normalize the photon probability distribution by the total number of photons emitted during the active period of the APD (between
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Figure 3.4: (a) Dibenzoterrylene (DBT) and anthracene structures consist of corrugated planar assemblies of aromatic hydrocarbons. (b) The energy level structure of DBT (c) Waveform of the decay of excited electronic states in DBT at a temperature of 4K obtained by time-resolved fluorescence spectroscopy. The waveform represents a probability distribution of the arrival times of single photons from the decaying state rather than the shape of an optical signal.

100,000 and 1,000,000 photons for the range of temperatures ). This gives the probability of a photon emission in a particular time bin, and so we simply take the cumulative probability to form the heat probability distribution.

Using this distribution we can then compute the Jarzynski relation for the experimental data. If the relation holds we should find \( \langle e^{-\beta(\Delta U - Q)} \rangle = 1 \), at all points in the experiment.

The key result of the theoretical model is that the cumulative heat probability
Figure 3.5: Heat distribution and the Jarzynski equality for an organic molecule undergoing spontaneous emission at a range of different temperatures. The solid curve is the result of overlaying the theoretical prediction of $\langle e^{-\beta(\Delta U-Q)} \rangle = 1$ with the experimentally calculated value. The two results have such close agreement it is not possible to distinguish between them, demonstrating that the Jarzynski equality holds for all times during the emission. The lower dashed curve represents part of the heat distribution, which has been calculated directly from the spectroscopic data. The other component of the heat distribution is simply the reverse of the presented quantity, as can be seen from $P(Q = -\Delta E) = 1 - P(Q = \Delta E)$. This is generated from the spectroscopic data by considering the cumulative number of photons emitted up to a particular time and renormalizing by the total number of photons.

distribution is given by:

$$P(Q = -\Delta E|g) = \beta \left(1 - |\mu|^{2^n}\right).$$

(3.34)
where $\beta$ is the long time probability of $P(Q = -\Delta E||g))$ and $|\mu|^2$ is the swapping parameter.

Thus we have a direct relation between trajectory 1 and the model:

$$P(\text{Traj 1}) = P(|g\rangle)P_{eg}(n) = \beta(1 - |\mu|^2n). \quad (3.35)$$

For long times we expect $P_{eg} \to 1$ so there is a direct equivalence between $P(|g\rangle)$ and $\beta$. Hence $P_{eg}(n) = 1 - |\mu|^2n$ and we can rearrange this equation to make use of the data we have in the form of the time resolved trace. This allows us to plot $|\mu|^2$ against time and determine the average swapping parameter.

We can also consider mapping the model to the exponential decay curve, $P(|e\rangle) = P_0e^{-\frac{t}{\tau}}$. If we discretize this, using $t = n\Delta t$ then we find:

$$\tau = -\frac{\Delta t}{\ln(|\mu|^2)}. \quad (3.36)$$

The average value of the swapping parameter is confined between $4.3 \leq \langle \tau \rangle \leq 4.7$ ns, which has reasonable agreement with the experimental fit. The difference is most likely due to artifacts from treating time as a discrete parameter in the theoretical analysis.

### 3.6 Conclusion

We conclude that this fluorescence experiment amounts to a scenario where Jarzynski’s equality holds. As further evidence that this experimental set-up is promising for probing quantum thermodynamics we note/reiterate the following: (i) molecular spectroscopy is a powerful and well-established technique, (ii) the set-up maps naturally to the quantum jumps model for work and heat (used e.g. in Crooks’ proof of Quantum Jarzynski [10]). Furthermore, we conclude that the Jarzynski relation is satisfied even
Figure 3.6: **Value of the swapping parameter $\langle |\mu|^2 \rangle$ against time and temperature.** This parameter controls how much of a partial swap is performed after each interaction with the environment. As can be seen this is very stable for the majority of the time during the experiment, indicating that the model we employ to interpret the data is sound, see Eq. 3.34. The variation towards the end of time period for the experiment is an artifact from the experiment occupying finite time so does not perfectly map to an exponential decay.

when we build the statistics up from single photon events - we satisfy a thermodynamic relation without having thermodynamic numbers of events to draw upon.

A natural and exciting next step in this program is to prepare two entangled molecules to implement the quantum Maxwell’s demon of [59]. This would build on the important first steps we have taken with this work, and reinforce the applicability of
quantum thermodynamics to spectroscopy. A further area of research would be exploring the technological applications of utilizing these organic molecules to probe external fields by employing the relationship between spectroscopy and the Jarzynski equality.
Conclusions

Throughout this thesis we have sought to shed some light on two different areas of quantum thermodynamics. We began in Chapter 1 with a brief discussion of classical thermodynamics, and some of the important advancements which have been made in previous years and upon which our own investigations stand. This included the link between thermodynamics and statistical mechanics, the extension of classical thermodynamics from quantities generally concerned with averages to that of single-shot thermodynamics, and finally the fluctuation relations which extend the laws of equilibrium thermodynamics to non-equilibrium regimes.

Having laid this groundwork in Chapter 1, we moved on to a study on the effects of finite time on Landauer’s principle of bit reset in Chapter 2. In quasistatic thermodynamics this states that to reset a bit of maximum uncertainty to an exact
value requires the investment of $k_B \ln 2$ of energy. This result is very powerful, and hammers home the important link between the physicality of information and the laws of thermodynamics. However in practical terms, bit reset is never performed in a quasistatic manner – indeed within modern computation we require the investment of many times this level of energy. Despite this, we would like to be able to quantify to what extent carrying out a reset in finite time affects both the quality of a reset and the amount of energy required to perform it. We examined two different protocols – one termed the discrete protocol which consists of alternating periods of energy level shifts and thermalisation, the other continuous protocols in which both of these processes happen simultaneously.

We found that the discrete protocol allows us to perform a bit reset with energy cost close to Landauer’s limit – we simply pay an extra cost due to the incomplete thermalisation of the system. Using this protocol we also determined that we could construct a heat engine which operated in finite time at positive power output and efficiency close to the Carnot efficiency. Finally, we constructed a bound on the work fluctuations that showed them to be doubly exponentially suppressed, indicating that the work costs are highly peaked around the average cost. These results were also calculated for the continuous protocol, although unfortunately it does not fare as well in comparison. The extra work cost during the reset is substantially higher than that of the discrete protocol, as we do not have the luxury of thermalising to be closer to the thermal state and instead must invest extra work to overcome the greater occupation of the upper energy level. We also considered the fluctuations present in this protocol and found that for short times they are exponentially expressed whilst for longer time periods they are suppressed by a factor $\tau^{-1}$.

In Chapter 3 we seek to demonstrate that the field of organic molecule fluorescence is particularly well suited to experiments investigating quantum thermodynamical
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effects. To this end we first establish a concurrence between the experiment and a theoretical model which satisfies the quantum Jarzynski equality. Having done this we then analyse the experimental data and show that the Jarzynski equality is satisfied at all points throughout the experiment. This suggests to us that the fluorescence of organic molecules is a thermodynamic resource and as such is suitable for continued investigations, such as the implementation of a quantum Maxwell’s demon using entangled molecules.
A.1 Avoiding Quantum Coherences

We can avoid inducing quantum coherences when raising energy levels, by choosing to describe the energy levels by Hamiltonians which are diagonal in the same basis at each stage, written as:

\[
H(n) = \begin{pmatrix}
E_1(n) & 0 \\
0 & E_2(n)
\end{pmatrix} = \begin{pmatrix}
0 & 0 \\
0 & \mathcal{E}n
\end{pmatrix}.
\] (A.1)

Because they are all diagonal in the same basis, they will always commute; \([H(n), H(m)] = 0\) for all \(n\) and \(m\). This is a reasonable regime to physically implement, for example, by varying two hyperfine levels in an atom by the application of a time-dependent
external magnetic field.

Defining $P_1(n)$ and $P_2(n)$ as the populations at stage $n$ of lower and upper energy levels respectively, we write the density matrix $\rho(n)$ in the energy eigenbasis as:

$$\rho(n) = \begin{pmatrix} P_1(n) & 0 \\ 0 & P_2(n) \end{pmatrix}. \quad (A.2)$$

In order to apply the Schrödinger equation, we can interpolate into a continuous case and consider the transition from stage $n$ to stage $n+1$ as given by a time parameter $t$ that varies from 0 to $\tau$ in each step:

$$\mathcal{H}(n,t) = \begin{pmatrix} 0 & 0 \\ 0 & \mathcal{E}(n+t/\tau) \end{pmatrix}, \quad (A.3)$$

such that $\mathcal{H}(n,\tau) = \mathcal{H}(n+1,0)$.

By using the Schrödinger equation to generate an equation for unitary evolution from stage $n$ to stage $n+1$, as we have chosen a $\mathcal{H}$ which commutes with itself throughout the process, we can write down:

$$U(n \rightarrow n+1) = \exp \left( -\frac{i}{\hbar} \int_{0}^{\tau} \mathcal{H}(t)dt \right). \quad (A.4)$$

$\mathcal{H}(t)$ is always diagonal and so it follows that $\int_{0}^{\tau} \mathcal{H}(t)dt$ must also be diagonal. Taking the exponent of this sum multiplied by a constant ($i/\hbar$) implies that $U$ must also be a diagonal operator.

The evolution of a state from time $t_i = 0$ (i.e. step $n$) to time $t_f$ can thus be written as

$$\rho(n+1) = U(n \rightarrow n+1) \rho(n) U(n \rightarrow n+1)^\dagger. \quad (A.5)$$
Providing we always start in a diagonal state, all terms on the right hand side are diagonal, and thus $\rho(m)$ is diagonal for all $m$.

In fact, we can go further and explicitly calculate $U$ due to the simple form of Eq. A.3:

\[
U(n \rightarrow n+1) = \exp \left( -\frac{i}{\hbar} \begin{pmatrix} 0 & 0 \\ 0 & \mathcal{E} \left( n + \frac{1}{2} \right) \tau \end{pmatrix} \right) = \begin{pmatrix} 1 & 0 \\ 0 & \exp \left( -\frac{i}{\hbar} \mathcal{E} \left( n + \frac{1}{2} \right) \tau \right) \end{pmatrix}.
\]  

This shows us that the only effect of evolution is to introduce a phase between the upper and lower energy levels, $\phi = \frac{\mathcal{E}}{\hbar} \left( n + \frac{1}{2} \right) \tau$. If the upper and lower energy levels are an incoherent mixture, then this transformation will have no effect whatsoever on the final state; rewriting Eq. A.2 as $\rho(n) = P_1(n)\langle E_1(n) | E_1(n) \rangle + P_2(n)\langle E_2(n) | E_2(n) \rangle$, the evolution in Eq. A.5 reduces to

\[
\rho(n+1) = U (P_1(n)\langle E_1(n) | E_1(n) \rangle + P_2(n)\langle E_2(n) | E_2(n) \rangle) U^\dagger,
\]

\[
= P_1(n)\langle E_1(n) | E_1(n) \rangle + P_2(n)e^{-i\phi}\langle E_2(n) | E_2(n) \rangle e^{i\phi},
\]

\[
= P_1(n)\langle E_1(n) | E_1(n) \rangle + P_2(n)|E_2(n)\rangle\langle E_2(n) |,
\]

\[
= \rho(n).
\]  

(A.7)
Figure A.1: Coherent excitation. (a) shows the state in the Bloch sphere of the initial Hamiltonian, and (b) of the final. The state \( \rho \), diagonal in the initial Hamiltonian, is a coherently excited state in the final Hamiltonian. The same passive transformation \( U \) between initial and final Hamiltonians can be applied actively on \( \rho \) to map it to \( \rho' \), compensating for the work cost of coherent excitation.

A.2 Active Reversal of the Cost of Coherent Excitations

If the different Hamiltonians are not intrinsically diagonal, we can consider an energy level step as taking us from the initial Hamiltonian \( \mathcal{H} = \sum_i E_i |E_i\rangle\langle E_i| \) to the final Hamiltonian \( \tilde{\mathcal{H}} = \sum_i \tilde{E}_i |\tilde{E}_i\rangle\langle \tilde{E}_i| \), where not only have the eigenvalues changed, but there is also a change of basis. A change in basis can always be associated with unitary \( U \) such that

\[
|\tilde{E}_i\rangle\langle \tilde{E}_i| = U |E_i\rangle\langle E_i| U^\dagger, \tag{A.8}
\]

and one can express \( \tilde{\mathcal{H}} = \sum_i \tilde{E}_i U |E_i\rangle\langle E_i| U^\dagger. \)

Consider the initial state of the system, given by a density matrix written diagonally
in the initial Hamiltonian basis: \( \rho = \sum_i P_i |E_i\rangle\langle E_i| \). The system energy before the change in Hamiltonian is defined as \( \text{Tr}(\rho \hat{H}) \) and afterwards as \( \text{Tr}(\rho \tilde{\hat{H}}) \), and so we see that the change in system energy (and thus by conservation of energy, the work cost from reservoir) is given by

\[
\Delta W = \text{Tr}(\rho \tilde{\hat{H}}) - \text{Tr}(\rho \hat{H}).
\] (A.9)

To understand why this might result in a work cost, consider the visualisation presented in Figure A.1. We can see that the state \( \rho \) appears higher in the sphere in terms of \( \tilde{\hat{H}} \) than \( \hat{H} \).

One must take care, however, to note that the energy scale along the vertical axis of each Bloch sphere is different. For bit reset, the energy gap is increasing and \( \tilde{E}_2 - \tilde{E}_1 > E_2 - E_1 \).

If we were to let the system decohere, the final work cost would be exactly this value (the density matrix in the first term is replaced by a new density matrix with the terms off-diagonal in \( \tilde{\hat{H}} \) removed; but as these terms only appear inside a trace, they do not contribute to the value).

However, if instead we apply an active unitary transformation on \( \rho \) to bring it into a new state \( \rho' \), which is diagonal in the new energy eigenbasis \( \rho = \sum_i P_i |E_i\rangle\langle E_i| = \sum_i P_i U^\dagger |\tilde{E}_i\rangle\langle \tilde{E}_i| U \) and so the obvious choice is to take \( \rho' = U \rho U^\dagger \) given as

\[
\rho' = \sum_i P_i |\tilde{E}_i\rangle\langle \tilde{E}_i|.
\] (A.10)

If we now consider the overall change in energy between the initial state before the change in Hamiltonian, and the final state after the change in Hamiltonian followed
by the application of the correcting unitary:

\[
\Delta W = \text{Tr}(\rho' \tilde{H}) - \text{Tr}(\rho H)
\]

\[
= \text{Tr} \left( \sum_i P_i |\tilde{E}_i\rangle \langle \tilde{E}_i| \sum_j \tilde{E}_j |\tilde{E}_j\rangle \langle \tilde{E}_j| \right) \\
- \text{Tr} \left( \sum_i P_i |E_i\rangle \langle E_i| \sum_j E_j |E_j\rangle \langle E_j| \right)
\]

\[
= \sum_i P_i (\tilde{E}_i - E_i),
\]

and noting that \( \Delta E_i = \tilde{E}_i - E_i \), this recovers the same work cost as if there had been no coherences at all:

\[
\Delta W = \sum_i P_i \Delta E_i.
\]

We have compensated for our passive transformation \( U \) on the Hamiltonian basis by actively applying the same transformation to the density matrix. Despite these calculations being demonstrated for the discrete protocol, they are equally valid for the continuous time protocol.

### A.3 Bounding the Average Work Cost

In the worst case scenario, at each stage before raising the energy level, we are exactly \( \delta \) away from the true thermal population. Raising the energy level by \( \mathcal{E} \) at stage \( n \) has an associated work cost of \( P_2(n) \mathcal{E} = (P_2^{\text{th}}(n) + \delta) \mathcal{E} \). Writing out \( P_2^{\text{th}}(n) \) explicitly (using
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Eq. (2.3), and summing over all \( N \) stages in the bit reset, the (worst case) work cost is

\[
\langle W \rangle = \sum_{n=0}^{N} \left( \frac{\exp \left( -nE \right)}{1 + \exp \left( -nE \right)} + (1 - p)^t \left( \frac{1}{1 + \exp \left( -E \right)} - \frac{1}{2} \right) \right) E.
\]  
\[
(A.15)
\]

For small \( E \), we can approximate this sum as an integral and, writing \( \mathcal{E} \text{d}n = dE_2 \), and \( N\mathcal{E} = E_{\text{max}} \):

\[
\langle W \rangle \approx \int_0^{E_{\text{max}}} dE_2 \left( \frac{\exp \left( -E_2 \right)}{1 + \exp \left( -E_2 \right)} + (1 - p)^t \left( \frac{1}{1 + \exp \left( -E_2 \right)} - \frac{1}{2} \right) \right) = \left( 1 - (1 - p)^t \right) k_B T \ln \left( \frac{2}{1 + \exp \left( \frac{E_{\text{max}}}{k_B T} \right)} \right) + \frac{1}{2} (1 - p)^t (E_{\text{max}}).
\]  
\[
(A.16)
\]

To interpret this more easily, note that we can define a quantity \( \langle W_{\text{quasi}} \rangle \) as the quasistatic work cost of raising the second level to \( E_{\text{max}} \):

\[
\langle W_{\text{quasi}} \rangle = k_B T \ln \left( \frac{2}{1 + \exp \left( -\frac{E_{\text{max}}}{k_B T} \right)} \right).
\]  
\[
(A.17)
\]

The physical relevance of this quantity is simply that it denotes the energy that must be required to perform a bit reset quasistatically, up to a certain point - instead of carrying on raising the second energy level to infinity we stop at some finite
value. Having done this we can see that the average work $\langle W \rangle$ required to raise the upper level from zero to some maximum energy $E_{\text{max}}$, only thermalising for $t$ time steps at each stage, is bounded by

$$
\langle W_{\text{quasi}} \rangle \leq \langle W \rangle \leq \langle W_{\text{quasi}} \rangle + (1 - p)^t \left( \frac{E_{\text{max}}}{2} - \langle W_{\text{quasi}} \rangle \right). \quad \text{(A.18)}
$$

We can see that if $E_{\text{max}} \to \infty$ then $\langle W_{\text{quasi}} \rangle \to k_B T \ln 2$, and we thermalise perfectly ($\delta = 0$), we recover the quasistatic Landauer cost $k_B T \ln 2$ (as derived in Eq. 1). However we can also see that if there is any degree of imperfection in the thermalisation then the work cost of resetting is unboundedly bad due to the non-zero population in the upper energy level throughout the protocol.

### A.4 Single-Shot Work Cost

In a single shot classical regime, we assume that at the end of each stage the system is in one of the two energy levels; and we can express each choice of energy level as a sequence of random variables $\{X_i\}_{i=1}^N$. Noting that at each stage, by raising the splitting of the energy levels by $\mathcal{E}$, if the system is in the upper energy state at a particular stage, then this stage contributes a work cost of $\mathcal{E}$. With this in mind, it is useful to label the two energy levels as 0 or 1 such that the work contribution at each stage is given by $X_i \mathcal{E}$, and thus the actual work cost of a bit reset is given by the function acting on the random variables:

$$
W(X_1, \ldots, X_N) = \mathcal{E} \sum_{i=1}^N X_i. \quad \text{(A.19)}
$$
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Figure A.2: An example probabilistic work distribution. A repeat of 2.3 for clarity. Work values are always below $W_{\text{max}}$, except with probability of failure $\epsilon$ given by the area of the shaded region on the right. The sum of the areas of both the shaded regions on the left and right indicates the probability of failing to be within $\omega$ of $\langle W \rangle$ (as given by Eq. 2.15).

It is possible to take the average of this function over some or even all of the random variables. For example, if we take the average over all $X_1 \ldots X_N$ we arrive at:

$$\langle W(X_1, \ldots, X_N) \rangle_{X_1 \ldots X_N} = \mathcal{E} \sum_{i=1}^{N} \langle X_i \rangle,$$

$$= \mathcal{E} \sum_{i=1}^{N} P_2(i) = \langle W \rangle,$$  \hspace{1cm} (A.20)

where $\langle W \rangle$ is the value we would typically call the average work cost – the average work cost of the procedure calculated before we know the outcome of any of the random variables. This is the value that we have calculated in the prior sections of this thesis.

There is, in fact, a series of $N$ intermediate stages between $W$ and $\langle W \rangle$, in which given knowledge of the first $n$ values of $X_i$ (that is, the exact cost of the first $n$ steps of the procedure), we make an estimate of what the final work cost will be. This series evolves as a random walk starting at the average value $\langle W \rangle$ and finishing at
the actual value $W$. Thus if the first $n$ steps of the protocol are in energy levels $X_1 = x_1$, $X_2 = x_2$, etc, then we write the series $D(n)$ as:

$$D(n) = \langle W(x_1, \ldots x_n, X_{n+1}, \ldots, X_N) \rangle_{X_{N-n} \ldots X_N}.$$  \hfill (A.21)

$D(n)$ undergoes a special type of random walk known as a Doob martingale \[84\]. It is a martingale because at every step $n$, the expected value of the next step is the value of the current step:

$$\langle D(n+1) \rangle = D(n).$$  \hfill (A.22)

For Doob’s martingale, this is true by construction as $W(n)$ is defined to be the expectation value of $W$ over future steps.

There is a statistical result known as the Azuma inequality \[85\] which bounds how far a martingale random walk is likely to deviate from its initial value. When specifically applied to a Doob martingale, this gives us the special case known as the McDiarmid inequality (see 6.10 in \[73\]) which bounds how far the actual value ($D(N) = W$) deviates from the expectation value ($D(0) = \langle W \rangle$):

$$P(|W - \langle W \rangle| \geq \omega) \leq 2 \exp \left( \frac{-2 \omega^2}{\sum_{i=1}^{N} |c_n|^2} \right),$$  \hfill (A.23)

where $c_n$ is the maximum amount our adjustment of the work estimate will change by knowing the outcome of the random variable $X_n$.

For pedagogical purposes we calculate this expression first for the quasistatic regime of perfect thermalisation (as discussed in the appendices of Egloff and co-authors \[13\]). In this regime, each $X_i$ is an independent random variable, with a probability distribution given by the thermal populations associated with that
energy level (Eq. 2.3). Switching any particular \( X_i \) from 0 to 1 or vice-versa will therefore have at most an effect of \( \mathcal{E} \) on \( W \). Hence, \( c_i = \mathcal{E} \) for all \( i \), and so we arrive at (repeated here for clarity):

\[
P(\{|W - \langle W \rangle| \geq \omega\}) \leq \exp\left(-\frac{2\omega^2}{N\mathcal{E}^2}\right).
\]  

(A.24)

When we enter the finite time regime, in which thermalisation is only partially achieved, \( X_i \) are no longer perfectly independent. If we treat \( P_{\text{swap}} \) as the probability over the entire period of thermalisation that we exchange our system with the thermal state, then \( X_{i+1} \) will take the value of \( X_i \) with probability \((1 - P_{\text{swap}})\), and only with probability \( P_{\text{swap}} \) will it be given by the random thermal distribution.

To calculate the impact of exchanging one stage \( X_n \), we must explicitly evaluate the difference between

\[
D(n) = \langle W(x_1, \ldots, x_{n-1}, 0, X_{n+1}, \ldots, X_N) \rangle_{X_{N-n} \ldots X_N} \text{ and } \langle W(x_1, \ldots, x_{n-1}, 1, X_{n+1}, \ldots, X_N) \rangle_{X_{N-n} \ldots X_N}.
\]

To evaluate this, it is necessary to consider the expectation work cost at every stage of the protocol between \( n \) and the end \( (N) \), and how this changes depending on the value of \( X_n \).

We recall the stochastic matrix for evolution between a state \( n \) and \( n + 1 \) can be written as \( M(n) \), given in Eq. 2.4. The stochastic evolution from state \( n \) to \( n + k \) is thus given by the left-product of matrices

\[
M(n \rightarrow n + k) = M(n + k - 1) \ldots M(n + 1)M(n).
\]

(A.25)

The form of \( M_{\text{swap}}(n) \) allows us to simplify this product. Over \( k \) steps are there are \( k + 1 \) possible outcome states of the system corresponding swapping with one of the thermal states \( \mathbf{P}^{\text{th}}(n+j) \) (where \( j = 0 \ldots k - 1 \)) or doing nothing at all. Because of the nature of a swap operation (in particular because \( P_{\text{swap}} \) is independent of the state of the
system), only the final swap is important – all intermediate swaps will be ‘overwritten’. This means there is always a probability of $P_{\text{swap}}$ that the system is in the state it last had some chance of swapping with (i.e. $P_{\text{th}}(n + k - 1)$). Provided it has not swapped with this state, there is then a chance $P_{\text{swap}}$ that the system has swapped into the state before it – giving an overall probability of swapping into this state of $(1 - P_{\text{swap}})P_{\text{swap}}$.

Working backwards with this logic, we see that the probability of the system after $k$ steps being in the state associated with swapping after $j$ steps is $(1 - P_{\text{swap}})^{k-j}P_{\text{swap}}$. Finally, we note that the only way for the system to have not changed at all is for it to have not swapped at any of the opportunities; and this has a probability of $(1 - P_{\text{swap}})^k$.

With all of this in mind, we can now write out $\mathcal{M}(n \rightarrow n + k)$ in a simple linear form:

$$
\mathcal{M}(n \rightarrow n + k) = (1 - P_{\text{sw}})^{k}1 + P_{\text{sw}} \sum_{j=0}^{k-1} (1 - P_{\text{sw}})^{k-j-1}M_{\text{th}}(n + j),
$$

(A.26)

where $M_{\text{th}}(i)$ (as defined in Eq. 2.5) is the matrix that perfectly exchanges any state with the thermal state $P_{\text{th}}(i)$. If $P_{\text{swap}} = 1$, then $\mathcal{M}$ reduces to the thermalising matrix for the final stage $M_{\text{th}}(n + k - 1)$.

The expected energy cost of step $n + k$ given that the state starts in the lower energy level is then given by the top right component of $\mathcal{M}$ multiplied by $\mathcal{E}$, and the expected cost if the state starts in the upper energy level is given by the lower right component multiplied by $\mathcal{E}$. We can thus express the difference between these two values as

$$
\mathcal{E} \left( \begin{array}{cc} 0 & 1 \\ \end{array} \right) \mathcal{M}(n \rightarrow n + k) \left( \begin{array}{c} 1 \\ -1 \\ \end{array} \right).
$$

(A.27)

Again, considering the special case $P_{\text{swap}} = 1$, we note that this value is zero for all $k \geq 1$; the change in expected contribution from all future steps as a result of altering
the current state is zero when the future steps are independent of the current state.

Finally, we write out the predicted difference in estimated final work cost, $c_n$, as the sum:

$$c_n = \begin{pmatrix} 0 & \mathcal{E} \end{pmatrix} \left( 1 + \sum_{k=1}^{N} \mathcal{M}(n \rightarrow n + k) \right) \begin{pmatrix} 1 \\ -1 \end{pmatrix}. \quad (A.28)$$

In this most general form, the expression is difficult to evaluate analytically. However, noting that the components of $M_{th}$ are the thermal populations at each stage, which are in the range $[0, 1]$, we can bound the sum:

$$0 \leq \sum_j (1 - P_{sw})^j P_{th}^j(j) \leq \sum_j (1 - P_{sw})^j \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}. \quad (A.29)$$

Evaluating equation $A.28$ effectively involves subtracting the bottom right element of the matrix in the middle from the bottom left. And as a maximal value of $|c_n|$ would be the most deleterious for our bound (causing the widest spread of work values from the mean) we therefore take the upper bound on this sum for the bottom right and the lower bound for the bottom left.

This allows us to bound $|c_n|$ by:

$$|c_n| \leq \mathcal{E} \frac{1 - (1 - P_{sw})^{N-n}}{P_{sw}}. \quad (A.30)$$

This tells us that when we are far away from the end of the protocol, such that $n \ll N$, the effect of changing one stage has an effect that scales like $1/P_{sw}$. Closer to the end of the protocol, the effect is diminished, as there are fewer chances to swap, which thus truncates the influence.

We consider the sum of terms $\sum_n |c_n|^2$, as required for the McDiarmid inequality
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(Eq. [A.23]):

\[ \sum_n |c_n|^2 \leq \frac{\mathcal{E}^2}{P_{sw}^2} \sum_n (1 - (1 - P_{sw})^{N-n})^2. \]  
(A.31)

The leading term of the sum is \( N \), and so again we can upper bound this value:

\[ \sum_n |c_n|^2 \leq \frac{N\mathcal{E}^2}{P_{sw}^2}. \]  
(A.32)

By taking only the first term we slightly over-estimate the importance of a change at one step. This approximation encodes the assumption that any change has the full number of chances to influence the state. This means the bound we place on the deviation away from the average value of work is not as tight as it might otherwise be. We finally substitute this value into the McDiarmid inequality to arrive at the probability of differing from the average work cost by a certain amount:

\[ P(|W - \langle W \rangle| \geq \omega) \leq \exp \left( -\frac{2\omega^2 P_{sw}^2}{N\mathcal{E}^2} \right). \]  
(A.33)

A.5 Calculating \( W_{\text{max}}^{\epsilon} \).

We can express the above result in the language of single-shot statistics by calculating the maximum work, except with some probability of failure \( \epsilon \), defined:

\[ P(W > W_{\text{max}}^{\epsilon}) := \epsilon, \]  
(A.34)

or equivalently \( W_{\text{max}}^{\epsilon} \) is defined by the integral

\[ \int_{-\infty}^{W_{\text{max}}^{\epsilon}} P(W) dW = 1 - \epsilon. \]  
(A.35)
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We can re-centre this definition around the expectation value of work, $\langle W \rangle$, such that:

\[ P \left( W - \langle W \rangle > W_{\text{max}}^\epsilon - \langle W \rangle \right) = \epsilon, \]  
(A.36)

and in this form, we note that $\epsilon$ can be bounded by Eq. 8, with $\omega = W_{\text{max}}^\epsilon - \langle W \rangle$ (see Figure 2.3):

\[ \epsilon \leq 2 \exp \left( -\frac{2 (W_{\text{max}}^\epsilon - \langle W \rangle)^2 P_{\text{sw}}^2}{N \mathcal{E}^2} \right). \]  
(A.37)

Re-arranging, we arrive at an upper bound on $W_{\text{max}}^\epsilon$:

\[ W_{\text{max}}^\epsilon \leq \langle W \rangle + \mathcal{E} \frac{\sqrt{N \ln(2/\epsilon)}}{2}, \]  
(A.38)

or explicitly in terms of thermalising time:

\[ W_{\text{max}}^\epsilon \leq \langle W \rangle + \frac{\mathcal{E}}{1 - (1 - p)^t} \sqrt{\frac{N \ln(2/\epsilon)}}{2}. \]  
(A.39)

We combine this bound with the influence of finite time on $\langle W \rangle$ to get:

\[ W_{\text{max}}^\epsilon \leq \langle W_{\text{quasi}} \rangle + \frac{1}{2} (1 - p)^t \mathcal{E} + \frac{1}{1 - (1 - p)^t} \sqrt{\frac{\ln(2/\epsilon)}}{2N} \mathcal{E}. \]  
(A.40)

A.6 A Continuous Time Protocol

It may be wondered how many of these results are dependent upon the discrete time protocol where we perform each aspect of the reset separately. To this end let us examine a continuous time version of the same protocol. As a starting of point, the original
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protocol consists of two ingredients – we perform discrete changes to the Hamiltonian:

\[ E_1(0) = E_1(t) = 0, \]
\[ E_2(t) = t\varepsilon, \]  \hspace{1cm} (A.41)

and we thermalise via partial swap for some number of steps \( t \):

\[
\tilde{S} = (1-q)|\text{unit}\rangle\langle T(t)|,
\]
\[
= \frac{1}{Z_t} \begin{pmatrix}
Z_t(1-q) + q & q \\
qe^{-t\beta\varepsilon} & Z_t(1-q) + qe^{-t\beta\varepsilon}
\end{pmatrix}
\]  \hspace{1cm} (A.42)

To take this to the continuous time we change the Hamiltonian linearly according to:

\[ E_1(t) = 0, \]
\[ E_2(t) = \frac{t}{\tau}E_{\text{max}}, \]  \hspace{1cm} (A.43)

where \( E_{\text{max}} \equiv N\varepsilon \) and \( \tau \) is the time period over which the energy is changed. We also need to determine the infinitesimal version of thermalisation under the partial swap model. To this end, consider an infinitesimal timestep \( \delta t \) and let the probability of not performing a swap be \( \alpha^{\delta t} \) so that thermalisation is slow. Then we have:

\[ P(\text{not swap}) = \alpha^{\delta t}, \]
\[ P(\text{swap}) = 1 - \alpha^{\delta t}. \]  \hspace{1cm} (A.44)
Since we desire $P({\text{swap}}) \approx O^+$ we let $\alpha = (1 - \gamma)$ and expand for short times:

\[
P({\text{swap}}) = 1 - (1 - \gamma)^{\delta t} \\
= 1 - 1 + \gamma \delta t + O(\delta t^2) \\
\approx \gamma \delta t.
\] (A.45)

Now we write $\tilde{S}$ for an infinitesimal time step:

\[
\tilde{S} = \begin{pmatrix}
1 - \gamma \delta t (1 - \frac{1}{Z(t)}) & \gamma \delta t \frac{1}{Z(t)} \\
\gamma \delta t e^{-\beta E_1(t)} \frac{1}{Z(t)} & 1 - \gamma \delta t \left(1 - \frac{e^{-\beta E_1(t)}}{Z(t)}\right)
\end{pmatrix}
\]

\[
\equiv 1 - \gamma \delta t \tilde{Q}.
\] (A.46)

A.7 Bounding the Average Work for a Continuous Protocol

We are now in a position to consider the infinitesimal evolution of the probability distribution and hence derive the differential equations controlling their subsequent evolutions:

\[
p + \delta p = \tilde{S} p \\
= \left(1 - \gamma \delta t \tilde{Q}\right) p \\
\Rightarrow \delta p = -\gamma \delta t \tilde{Q} p, \\
\Rightarrow \frac{dp}{dt} = -\gamma \tilde{Q} p.
\] (A.47)
This equation then makes it obvious what $\gamma$ is – namely the rate at which we thermalise the system by interacting with the bath. Writing this out explicitly we find that:

$$\frac{d}{dt} \begin{pmatrix} p_1 \\ p_2 \end{pmatrix} = -\gamma \begin{pmatrix} p_1 - \frac{1}{Z(t)} \\ p_2 - e^{\frac{-\beta E_{\text{max}}}{\tau} t} \end{pmatrix}. \quad (A.48)$$

Despite their simple form these equations do not have simple solutions. By using Mathematica we find that they admit hypergeometric functions as their solutions, reproduced here for completeness:

$$p_2(t) = \frac{1}{2} e^{-\gamma t} + \frac{\kappa}{2} \psi\left(\frac{\kappa}{2}\right) - \frac{\kappa}{2} \psi\left(\frac{1}{2} (1 + \kappa)\right) + 2 F_1 \left(1, \kappa; 1 + \kappa; -e^{-\frac{\kappa}{\tau} t}\right) \quad (A.49)$$

where $\kappa = \gamma \tau / \beta E_{\text{max}}$, $\psi(z)$ is the polygamma function (see [71]) and $2 F_1 (a, b; c; z)$ is the hypergeometric function (see [72]). These functions are not easy to use in further calculations to determine things like the average work cost, nor do they lend themselves well to developing an intuitive sense of what the mathematics represents in terms of the system behaviour.

Since $p_1 + p_2 = 1$ we focus on the evolution of $p_2$ as it contributes to the cost of performing a reset, and we proceed by bounding the evolution of the probability distribution using the fact that $1 \leq Z(t) \leq 2$ so that we have:

$$-\gamma \left( p_2 - \frac{1}{2} e^{\frac{\beta E_{\text{max}}}{\tau} t} \right) \leq p_2(t) \leq -\gamma \left( p_2 - e^{\frac{\beta E_{\text{max}}}{\tau} t} \right) \quad (A.50)$$
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Solving this we find:

\[
\begin{align*}
    p_{2}^{\text{lower}}(t) & \geq \frac{\kappa + 1}{2(\kappa - 1)} e^{-\gamma t} - \frac{\kappa}{2(\kappa - 1)} e^{-\frac{\gamma}{2} t}, \\
    p_{2}^{\text{upper}}(t) & \leq \frac{2\kappa + 1}{2(\kappa - 1)} e^{-\gamma t} - \frac{\kappa}{(\kappa - 1)} e^{-\frac{\gamma}{2} t},
\end{align*}
\]  

(A.51)

where we have written \( \kappa = \gamma \tau / \beta E_{\text{max}} \) as before for ease of notation. We can now calculate bounds on the average work cost for performing a reset. As in the discrete time process, the average work cost is given by:

\[
\langle W \rangle = \int_{0}^{E_{\text{max}}} p_{2}(t) dE_{1} = -\frac{\gamma}{\kappa} \int_{0}^{\tau} p_{2}(t) dt
\]  

(A.52)

To aid legibility we split the upper and lower bounds to the average work:

\[
\begin{align*}
    \langle W_{\text{lower}} \rangle & \geq -\frac{\gamma}{\kappa} \int_{0}^{\tau} p_{2}^{\text{lower}}(t) dt \\
    & \geq \frac{\kappa + 1}{2\kappa(\kappa - 1)} \left( e^{-\gamma \tau} - 1 \right) + \frac{\kappa}{2(\kappa - 1)} \left( 1 - e^{-\beta E_{\text{max}}} \right) \\
    & \geq \frac{\gamma \tau + \beta E_{\text{max}}}{\gamma \tau - \beta E_{\text{max}}} \frac{\beta E_{\text{max}}}{2\gamma \tau} \left( e^{-\gamma \tau} - 1 \right) + \frac{\gamma \tau}{2(\gamma \tau - \beta E_{\text{max}})} \left( 1 - e^{-\beta E_{\text{max}}} \right) \\
    & \geq \frac{2\gamma \tau + \beta E_{\text{max}}}{\gamma \tau - \beta E_{\text{max}}} \frac{\beta E_{\text{max}}}{2\gamma \tau} \left( e^{-\gamma \tau} - 1 \right) + \frac{\gamma \tau}{\gamma \tau - \beta E_{\text{max}}} \left( 1 - e^{-\beta E_{\text{max}}} \right)
\end{align*}
\]  

(A.53)

\[
\begin{align*}
    \langle W_{\text{upper}} \rangle & \leq -\frac{\gamma}{\kappa} \int_{0}^{\tau} p_{2}^{\text{upper}}(t) dt \\
    & \leq \frac{2\kappa + 1}{2\kappa(\kappa - 1)} \left( e^{-\gamma \tau} - 1 \right) + \frac{\kappa}{(\kappa - 1)} \left( 1 - e^{-\beta E_{\text{max}}} \right) \\
    & \leq \frac{2\gamma \tau + \beta E_{\text{max}}}{\gamma \tau - \beta E_{\text{max}}} \frac{\beta E_{\text{max}}}{2\gamma \tau} \left( e^{-\gamma \tau} - 1 \right) + \frac{\gamma \tau}{\gamma \tau - \beta E_{\text{max}}} \left( 1 - e^{-\beta E_{\text{max}}} \right)
\end{align*}
\]  

(A.54)
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