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Abstract

In this thesis, the response of DNA and RNA to linear and torsional mechanical stress is studied using coarse-grained models. Inspired by single-molecule assays developed over the last two decades, the end-to-end extension, buckling and torque response behaviour of the stressed molecules is probed under conditions similar to experimentally used setups. Direct comparison with experimental data yields excellent agreement for many conditions. Results from coarse-grained simulations are also compared to the predictions of continuum models of linear polymer elasticity.

A state diagram for supercoiled DNA as a function of twist and tension is determined. A novel conformational state of mechanically stressed DNA is proposed, consisting of a plectonemic structure with a denaturation bubble localized in its end-loop. The interconversion between this novel state and other, known structural motifs of supercoiled DNA is studied in detail. In particular, the influence of sequence properties on the novel state is investigated. Several possible implications for supercoiled DNA structures *in vivo* are discussed. Furthermore, the dynamical consequences of coupled denaturation and writhing are studied, and used to explain observations from recent single molecule experiments of DNA strand dynamics.

Finally, the denaturation behaviour, topology and dynamics of short DNA mini-circles is studies using coarse-grained simulations. Long-range interactions in the denaturation behaviour of the system are observed. These are induced by the topology of the system, and are consistent with results from recent molecular imaging studies. The results from coarse-grained simulations are related to modelling of the same system in all-atom simulations and a local denaturation model of DNA, yielding insight into the applicability of these different modelling approaches to study different processes in nucleic acids.
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Chapter 1

Introduction

In this thesis, coarse-grained models of DNA and RNA are used to study the behaviour of these molecules when they are subjected to mechanical stresses such as supercoiling and tension. The response of nucleic acids to such external stresses is not only important to study their basic physical properties and understand the results of single molecule experiments, but also has implications for the behaviour of these molecules in a biological context. The thesis is structured as follows:

In chapter 1, basic features of nucleic acids and their biological implications will be introduced, and a survey of recently developed experimental assays that permit study of their properties on a single-molecule level will be given. The coarse-grained models and a simple linear elastic model, as well as methods to determine the topology of nucleic acids will be introduced in chapter 2. The basic behaviour of nucleic acids under external twist and tension as probed in the context of typical single-molecule experiments will be discussed in chapter 3. In chapter 4, a novel conformational state of DNA will be proposed, and its implication on the large-scale configuration of DNA double strands explored. Experimental probes of the novel state are suggested, and possible biological implications discussed. Chapter 5 is concerned with the dynamical and displacement properties of plectoneme structures. Different modes of displacement will be described and compared to experimental findings. Finally, chapter 6 describes the combined denaturation and writhing behaviour of short DNA minicircles.
1.1 Nucleic acids: Chemical and structural properties

The recognition of nucleic acids as information-storing molecules is one of the cornerstones of modern biology. Historically, work on the constituents of the cell nucleus dates back to the 19th century, when in 1869 the physiologist MIESCHER first isolated a substance from the nuclei of human white blood cells, and called it “nuclein” \[7\]. Studying its chemical composition, he found that it was rich in phosphate, but contained no sulfur, concluding that the substance was not a protein. Building on this early work, KOSSEL could show that nuclein contained four nucleobases and sugar \[8\]. Later, LEVENE identified the structure of nucleotides as a unit consisting of sugar, phosphate and a base \[9\] (see Fig. 1.1(a)), and recognised DNA and RNA as two different forms of nucleic acids. However, he hypothesized that DNA contained equal amounts of adenine (A), guanine (G), cytosine (C), and thymine (T), and thus could not carry information. This assumption was falsified by CHARGAFF and coworkers, who discovered that the relative content of A and T as well as that of G and C was equal in DNA \[10\]. The advent of X-ray diffraction techniques enabled more detailed structural studies of nucleic acids, which were pioneered by the group of ASTBURY in the 1930s \[11\]. While these studies hinted at a periodic organization of the DNA molecule, an interpretation of the diffraction data became possible only when FRANKLIN found that DNA existed in two allomorphs, the ‘A’ and the ‘B’ form \[12\] (see Fig. 1.1(b)). Building on these results, research in the molecular structure of DNA culminated in 1953, when WATSON and CRICK presented their model of DNA as a right-handed double helix of nucleotides (Fig. 1.1(b)) \[13\]. While the individual nucleotides on a single strand are linked via covalent bonds between their ribose and phosphate groups, canonical base-pairing is mediated by two hydrogen bonds in A-T base pairs and three hydrogen bonds in G-C base pairs. Fig. 1.1 shows the chemical structure of the canonical base pairs A-T and G-C, which are the most important motifs underlying the secondary structure of the DNA molecule \[1\]. They

\[1\] In addition to these canonical motifs, other binding patterns such as HOOGSTEEN base pairs are known \[16, 17\].
Figure 1.1: Molecular structure of DNA. Adenine residues are colored in red, thymine in green, guanine in blue and cytosine in yellow. (a) Chemical structure of the DNA double strand, showing the most common secondary structure motifs, an AT and a GC base pair. Covalent bonds are represented as solid lines, and hydrogen bonds as dashed lines. Figure adapted from Ref. [14]. (b) Stick-and-ball representation of the most common DNA tertiary structures, A-DNA, B-DNA and Z-DNA. Figure reproduced with permission from Ref. [15].

provide the molecular basis for the semi-conservative replication mechanism of DNA in biological systems to be described in Sec.1.2. The three most common double helical tertiary structures of DNA in a biological context are shown in Fig. 1.1(b). B-DNA is the prevailing configuration in vivo, while Z-DNA is assumed to have a biological function in particular in the presence of high supercoiling, which can occur, for example, in transcription [18], and the biological relevance of A-DNA is
In RNA, the second carbon in the ribose ring is linked to a hydroxyl group instead of a single hydrogen, and the base thymine (T) is replaced by uracil (U). In spite of the very similar chemical structure of DNA and RNA, the latter possesses a much richer structural repertoire [17], and a more diverse biological function, which will be briefly described in chapter 1.2. Most biologically occurring RNA molecules are single-stranded, but they can also occur in a predominantly A-helical double stranded form [17, 19]. Furthermore, RNA-DNA hybrid structures, occurring e.g. during transcription, are thought to mainly adopt an A-helical conformation [20, 21].

1.2 Key biological functions of nucleic acids

1.2.1 Inheritance and gene expression

Although theories of inheritance have existed since ancient times [22], only the work of MENDEL on pea plants established a rigorous foundation of genetics [23]. The role of nucleic acids for inheritance was first recognised due to experiments by AVERY et al. [24], who found that DNA was responsible for the induction of bacterial virulence. Motivated by the theoretical expectation that the carrier of biological information should be an "aperiodic crystal“, as formulated by SCHRÖDINGER [25], WATSON and CRICK immediately realised the significance of the molecular structure of DNA for a copying mechanism of the genetic material [13]. Due to the specificity of base pairing described in Sec. 1.1, both strands carry complementary versions of the full base sequence. This allows for the copying of DNA by a semiconservative replication mechanism: The two single strands are separated, and each is used as a blue print to reconstruct the respective complementary strand, a task performed by DNA polymerases in vivo [26].

The DNA sequence stores the information necessary to produce proteins, which are of paramount importance for the structural and functional organization of the
cell. During gene expression, the base sequence of DNA is accessed by RNA polymerase, an enzyme that transcribes the genetic information into a copy of messenger-RNA molecules, which itself are translated into the amino acid sequences constituting proteins by ribosomes [26]. Apart from being a mediator between DNA and ribosomes, RNA is also known to fulfill a large number of regulatory roles in the cell [27].

While the storage of genetic information for protein synthesis is the key function of DNA\(^3\), the biological importance of non-coding sequences, which are not involved in protein synthesis, has recently been increasingly appreciated [29]. At the same time, the role of chemical modifications of the DNA molecule by the cellular environment, such as methylation, in sequence readout has been recognised [30]. These developments suggest a more richly faceted picture of biological DNA as an active constituent embedded in the complex environment of the cell, rather than a passive repository of genetic information [31, 32]. To understand this dynamical role of nucleic acids \textit{in vivo}, a one-dimensional description of their sequence has to be extended to include the physical context in which the sequence is stored, namely the polymeric properties of DNA and RNA molecules. The importance of these physical properties of nucleic acids, and their interplay with the encoded sequence, is a guiding theme of many results presented in this thesis.

### 1.2.2 DNA topology

Immediately after the discovery of the double-helical structure of DNA, its implications for readout and replication mechanisms were considered [33, 34]. An early problem was the question how strand separation could proceed over long distances given the highly intertwined structure of the double helix. It was expected that melting of the double strand over large regions would torsionally stress adjacent parts of the strand, and cause the system to bend back on itself, building up mechanical resistance against further progression of the replication fork\(^4\) [35]. These

\(^3\)The unidirectional information flow from DNA to proteins via RNA has been characterized as the “Central Dogma of Molecular Biology” by CRICK [28].

\(^4\)This problem was widely discussed as the “DNA replication problem” in the 1950s [34].
early theoretical considerations lead to a first recognition of the importance of topological properties of DNA. Further evidence for the relevance of supercoiling in DNA came from experiments by Vinograd and collaborators, which suggested that the genome of the Polyoma virus possessed a “twisted circular” microscopic configuration [36], allowing for the existence of topoisomers, which only differ in topological properties of their DNA strand, but not in their sequences.

Closed circular genomes were found to exist in an underwound state in most bacterial species (see Fig. 1.2). In eukaryotes, association of the genomic DNA with the nuclear matrix forms topological domains, within which supercoiling is conserved [37]. Much subsequent work [37, 38] established that topological properties considerably influence the biological activity of the sequence, and can control many key processes that involve separation of the DNA single strands, such as transcription, replication and recombination. Not only can supercoiling affect the stability of the double helix, and thus determine the free energy barriers that need to be overcome to access the encoded sequence. It is also important for organising the genome into looped domains (see Fig. 1.2), and therefore aids compaction of the DNA molecule. Another indication of the biological importance of topological properties of DNA is the existence of topoisomerases, a highly conserved enzyme class whose function it is to regulate the interconversion between different topoisomers of DNA by over- or underwinding the double strand [38].

1.3 The single molecule perspective

Early results on DNA structure and function were obtained using traditional biochemical bulk assays, such as gel electrophoresis, optical absorption studies, electron microscopy, or X-ray diffraction. These experimental techniques infer the average behaviour of an ensemble of molecules, and give only indirect information on individual constituents of the population. Due to ensemble averaging, it can be difficult to obtain kinetic information on the molecule studied, which is of particular interest for molecules which, such as DNA, occur in small copy numbers in vivo. Moreover, the
Figure 1.2: Electron micrograph of the closed circular *E. coli* chromosome of length 4.7Mbp, showing multiple supercoiled loops emerging from a central region. Bacterial genomes are typically underwound by about 6% *in vivo* [38]. Figure taken from Ref. [39].

difference between static and dynamical disorder in a molecular population cannot be extracted from the bulk, which is often key to understanding the conformational dynamics of a biomolecule [40].

By contrast, single molecule experiments provide a much more detailed picture of the constituents of the system studied. They give access to studying statistical distributions rather than just average values for a given property of a molecule. Apart from extracting information on structure and dynamics of their microscopic state, single molecule assays also allow to actively manipulate the molecules studied, thus making it possible to directly determine mechanical properties of individual
biopolymers in vitro.

1.3.1 Atomic Force Microscopy

Atomic Force Microscopy (AFM) was originally developed as a method to probe the atomistic structure of surfaces, but it has been applied to the study of DNA from its early stages of development [41]. The method is based on a cantilever with an ultra-thin tip that is scanned over a probe. Its movement is detected by the deflection of a laser beam. This allows one to image single molecules of DNA or RNA on a sub-nanometer scale [40, 42]. Due to the high spatial resolution of the technique, defects of the DNA double strand such as denaturation bubbles [43, 44] or cruciforms [45], as well as recruitment of DNA-binding proteins such as RecA [46] can be visualized directly. At the same time, AFM can also be used for force spectroscopy of single molecules [40, 47]. A drawback of most AFM setups is the relatively long image acquisition time necessitated by the scanning process, although recently time-resolution has been considerably improved [42]. Additionally, AFM studies can be performed in solution only at the expense of a worse temporal resolution [40]. For studies performed on molecules attached to a surface, results have to be interpreted with attention to possible artifacts introduced by the deposition process [43].

1.3.2 Molecular tweezers

Since their development and first application to the study of biomolecules in the early 1990s, molecular tweezers have developed into a key tool for studying the mechanical response of DNA to external forces or torques. The most common basic designs are magnetic and optical tweezers, although many variants and combinations of both techniques have been developed for particular applications [48, 49, 50, 51].

Optical Tweezers

In optical tweezer assays, DNA is attached to dielectric beads, which are then trapped in a highly focussed laser beam, as shown in Fig. 1.3 (b). Beads and
trap positions are monitored, and the force determined from the displacement from the trap center. Shifting the focal point of the lasers then allows direct positioning of the molecule ends, imposing a constant end-to-end distance, or a constant force by including a feedback mechanism on the trap position [40, 48]. In their native form, optical tweezers are best fit to exert linear forces, and have been used to probe the stretching behaviour of DNA [52, 53], or the disruption of secondary structure elements such as hairpins in DNA [54] and RNA [55], as well as the denaturation behaviour of RNA [56]. Recently, extensions of the original setup have been developed to angularly trap optical beads [57], and directly measure torque exerted on the molecule [58], which complement the magnetic tweezer assay as an experimental technique to measure the response of nucleic acids to force and torsion.

**Magnetic Tweezers**

The basic setup of a magnetic tweezer assay is shown in Fig. 1.3 (a). A molecule is attached to a coverslip with one of its ends, and to a magnetic bead with the other using antibody-antigen tethers. The magnetic bead can be manipulated by magnets situated above the molecule. In this way, the stretching force on the molecule can be set by varying the distance between magnets and bead, while the imposed twist can be controlled by rotating the magnets. The diffraction pattern of the bead is monitored, from which the distance between bead and coverslip can be determined. The force acting on the bead is inferred from its transversal fluctuations [59]. Magnetic tweezers were first introduced by Strick et al. to study the elastic behaviour of supercoiled phage λ DNA [60, 61, 62]. They have since been used by different groups to probe the mechanical response of DNA to supercoiling for different strand lengths, salt concentrations and pH conditions [6, 4, 3, 2, 63]. Of particular interest for the topic of this thesis are extensions of the classical magnetic tweezer setup that allow direct measurement of the twist and torque response of the strand by angular bead tracking, as they permit direct comparison to theoretical results [64, 65, 66, 5, 67].
In addition to accessing the mechanical properties of dsDNA, magnetic tweezers have proven a versatile tool for studying a large class of systems that involve the change of local twist on a nucleic acid molecule. Intrinsic structural transitions of the DNA strand addressed with magnetic tweezers include the kinetics of cruciform formation [68], the transition of B-DNA to Z and L forms [67], and the denaturation behaviour of the double strand [3, 2, 63]. Double stranded RNA has been probed in magnetic tweezers as well [69], but only very recently Lipfert and coworkers have performed a systematic investigation of its mechanical properties [70].

Apart from studying the intrinsic behaviour of nucleic acids, magnetic tweezers have also been applied to microscopically investigate reactions with nucleic acids processing enzymes, such as in mechanisms of transcription [71], or the action of helicases [72] and topoisomerases [73, 74].

Although they have proven to be versatile tools for the study of many nucleic acid systems, molecular tweezer assays have some obvious limitations. In itself, a molecular tweezer assay can only provide information on the end-to-end extension of the molecule, which is a global property of the molecule. Local structural modifications that do not considerably influence end-to-end distance are difficult to study. Furthermore, the achievable time resolution may be limited by the inertia of the molecule attachments, or viscous drag by the solvent. Therefore, molecular tweezer data have to be complemented with results obtained using other experimental techniques, or interpreted using theoretical models to extract information on the local microscopic behaviour of the system. Experimentally, fluorescence-based probes can provide more detailed spatial information about the molecule.

1.3.3 Fluorescent techniques

Over the last two decades, single molecule fluorescent techniques have been widely applied to study conformations of nucleic acids in isolation or when interacting with other biomolecular species [76, 40, 51]. As opposed to molecular tweezers, these assays provide spatially resolved information on molecule configurations.
Figure 1.3: Schematic depiction of the basic design of molecular tweezer experiments. (a) In a magnetic tweezer, a DNA molecule is attached to a coverslip and a magnetic bead, which is used to manipulate the force and torsion on the molecule. Figure taken with permission form Ref. [48]. (b) In optical tweezers, DNA is attached to beads which are trapped by a highly focused laser beam, allowing to stretch the molecule. Figure from Ref. [75].

Fluorescence microscopy

Fluorescence microscopy is a common method used to monitor the overall molecular conformation of individual DNA strands, and can be combined with single-molecule manipulation techniques able to exert force or torque, such as molecular tweezers described in Sec. 1.3.2. In typical experimental setups, the molecule is marked by either covalently linked or intercalating dye, which is then excited by a light source, and monitored microscopically. This allows tracking the global configuration of the entire molecule in a time-resolved manner, and hence one can follow both its intrinsic dynamics, as well as the kinetics of reactions it is involved in. Recent applications to probe the behaviour of nucleic acids include studies on the local denaturation behaviour of DNA upon overstretching [77, 78], and the dynamics of supercoiled DNA molecules [1]. Fluorescent labelling has also been used to microscopically monitor protein-DNA interactions at high spatial resolution, such as the kinetics of RecA assembly on DNA [79] studied by the Kowalczykowski lab, or the detailed dynamics of the bacterial replication machinery recently investigated by van Oijen.
and collaborators [80, 81].

Figure 1.4: Plectoneme dynamics observed in experiments by VAN LOENHOUT et al. [1]. A DNA strand of length 21kbp was fluorescently labelled by Cy3 and held under twist and tension using a magnetic tweezer. (a) Real-time microscopic dynamics of DNA plectonemes. (b) Dye density kymograph of the trajectory in (a). (c) Inferred plectoneme displacement behaviour. Figure reproduced with permission from Ref. [1].

FRET

Single molecule FÖRSTER Resonance Energy Transfer (sm-FRET) [76] is another important fluorescence-based technique, and allows measurements of distances on the molecular scale with a nanometer accuracy. This local geometric information can be used to probe the dynamics of conformational changes in detail, and reveal the structure of particular microscopic states. For DNA, Ha and colleagues investigated a number of systems using the sm-FRET method, such as the cyclisation properties of short DNA strands [82] and the structure of human telomeric DNA [83]. Also FRET can be combined with single-molecule manipulation techniques [76, 49, 84, 51]. These combined assays have been used to study systems such as
four-way junctions under stretching force [85], or the energetics of the B-Z transition in DNA [86]. Cordes et al. have used FRET techniques to study the denaturation of the DNA double strand during transcription initiation in the lac promoter [87]. Other applications include the study of DNA bending upon HMGB protein binding [88], or the probing of the reaction pathway of RNA enzymes [89], and detailed investigations of various nucleic acid translocases [90]. The FRET technique can be extended to monitor multiple fluorescent interactions at the same time [86, 91], allowing one to concurrently study several structural changes in the probed molecule, thus providing even more detailed local information on its conformation.

Next to being widely applied in the context of in vitro studies, fluorescent techniques hold the potential to be used in living cells [92]. Taken together, the availability of experimental techniques to both manipulate nucleic acids on a single molecule scale and at the same time monitor nanoscopic changes in their molecular configuration holds great promise for testing predictions made on the basis of theoretical and computational results as presented in this thesis, as well as to guide progress towards more detailed and physically informed models.

1.4 Modelling Nucleic Acids under twist and tension

As discussed in Sec. 1.3, single molecule experiments provide a growing set of tools to probe the mechanical behaviour of individual nucleic acids, offering a great potential for elucidating the details of many important biological processes. At the same time, all individual assays are subject to limitations in terms of spatial and temporal resolution, the possibility to manipulate individual molecules, and the external experimental conditions required in a specific setup. Theoretical models provide the opportunity to unify results from different experimental approaches, and elucidate the physical origins of the observed behaviour. In particular, models can be of use to obtain a quantitatively accurate description of the molecular structures.
underlying the mechanical response of single molecules to twist and tension that is being tested in experiments. Knowledge of the microscopic behaviour of molecules under external stress can then suggest mechanisms for particular biochemical reactions involving these molecules. Obtaining a complementary microscopic picture is of particular importance for interpreting the results of molecular tweezer experiments discussed in Sec. 1.3.2, which accurately probe the mechanics of a single molecule, but resolve its spatial configuration if at all only on a relatively coarse scale. For typical mechanical conditions set in single-molecule experiments and relevant in vivo, formation of double-helical coils, so-called plectonemes\(^5\) and double strand denaturation represent the most common structural responses. A number of modelling approaches have been developed to describe these responses.

### 1.4.1 Atomistic models

Atomistic models, such as the AMBER [93] and CHARMM [94] force fields, provide a representation of nucleic acid molecules at the highest level of microscopic detail [95, 96]. From simulations at this resolution, precise structural information on the nucleic acids studied can be obtained, which can be relevant for a detailed mechanistic understanding of the interaction of DNA with other molecular species. For example, systematic studies of sequence-dependent structural properties of short B-helical DNA strands represented in the AMBER force field have been performed by the Ascona B-DNA Consortium [97]. Other atomistic work has investigated the elastic and chiral properties of DNA on the level of few base pairs, and considered the effects of explicit solvent properties [98, 99]. However, the main drawback of atomistic simulations is their high cost in terms of computational resources, although methods have been developed in recent years aimed at increasing the sampling efficiency [100, 101]. Typical DNA structures simulated on the atomistic scale are considerably shorter than one persistence length, and time scales can only be addressed up to the order of few \(\mu s\) with currently available computers [102]. This limits the mechanical response effects that can be reproduced in silico with atomistic models to fast modes.

\(^5\) derived from Greek πλέκτος “twist, coil”, and νῆμα “thread, yarn”
and does not allow the determination of molecular properties that reach equilibrium on a longer time scale. Comparing to non-equilibrium properties determined in experiment can also be nontrivial, as the simulated loading rates typically lie orders of magnitude above the experimental ones\(^6\) \cite{104}.

Atomistic simulations of local structural deformations upon twist stress \cite{105, 106} and linear stretching forces \cite{107, 108, 104} have been performed in B-DNA of length 12bp. Similarly, the supercoiling and denaturation behaviour of DNA minicircles has been studied in atomistic simulations, and revealed a rich microscopic behaviour \cite{109, 110}. These systems represent a case in which models on several degrees of resolution are available, and the study of a similar system on a coarse-grained level is the subject of chapter 6 of this thesis. In spite of these recent developments, physical processes dominating the mechanical behaviour of longer molecules as studied in single-molecule experiments, such as buckling or the thermodynamics of double strand denaturation, remain outside the purview of atomistic simulations.

### 1.4.2 Continuum models

Continuum models represent nucleic acids as media without structure on the microscopic level, and are therefore on the opposite end of atomistic simulations in terms of resolution. Most continuum models focus on the behaviour of DNA as a semiflexible polymer, and ignore the physics of the molecule on length scales smaller than its persistence length. This very coarse level makes continuum models computationally very efficient. The most popular continuum model to describe the behaviour of double stranded DNA and RNA is the worm-like chain (WLC) model first introduced by Kratky and Porod \cite{111}, which describes the molecule as an isotropic rod with continuous linear bending flexibility. In order to capture the behaviour of DNA under typical experimental conditions, the WLC has been extended to capture not only the bending, but also the stretching \cite{112} and torsional \cite{113} elasticity.

\(^6\)Recently, this time scale gap has been narrowed from the experimental side by Rico and collaborators, using high-speed force microscopy \cite{103}.
With these physical ingredients, the model remains analytically tractable at least in
limiting cases, and many good approximations exist for the extension [112, 114, 115]
and torsional [113, 116] response behaviour that allow for a direct comparison to
single molecule measurements. In particular, Marko, Neukirch and co-workers
have used results from this class of continuum model to very successfully describe
the phase-behaviour of DNA under twist and tension [117, 118, 119, 120]. Contin-
uum models have also been adapted to include the effects of solution electrostat-
ics [121, 120].

In spite of yielding important insights into the behaviour of DNA on long scales,
the ability of continuum models to capture the structural deformations, or conse-
quences of the chiral structure of the molecule is intrinsically limited. Although ex-
tensions exist to capture the chiral effect of twist-stretch coupling [122], non-B-DNA
phases [119] or non-homogeneous stiffness [123], these additions do not emerge nat-
urally from the continuum description of the polymer, and have to be parametrized
using results from other, more microscopic modelling approaches. They also cannot
give a realistic account of strand geometry at the level of individual nucleotides,
which is the scale most relevant for biochemical reactions that involve access to the
genetic sequence.

Therefore, in order to capture both the large-scale behaviour of nucleic acids as
semi-flexible polymers, and its coupling to local properties set by the base sequence
and relevant to biological processes, a description is necessary that naturally retains
the structural and thermodynamic properties of a chiral helical molecule, and is at
the same time efficient enough to access systems large enough for comparison with
experimental systems. Such intermediate-resolution representations belong to the
domain of coarse-grained models.

1.4.3 Coarse-grained models

Coarse-grained models retain only a limited number of effective degrees of free-
dom compared to atomistic models, and seek to model the physical behaviour of a
molecule in terms of this reduced set of variables. At the expense of microscopic
resolution, this strategy gives access to phenomena at a larger time and length scale than fully microscopic models, while still providing more detail than continuum models. Coarse-graining strategies therefore always reflect a trade-off between detail and efficiency, which has to be evaluated with regard to the particular problem addressed. To study the mechanical response behaviour of DNA under mechanical stresses, different coarse-grained models have been developed that address the denaturation, twist and bending response of DNA to supercoiling.

For the study of double-helix denaturation, several models in reduced dimensionality are available that predict the probabilities of double strand melting [124]. Among the most common of these models is the one introduced by Poland and Scheraga [125], a one-dimensional statistical mechanical model which represents the melting transition in polynucleotides by imposing an entropy contribution to the free energy of denatured regions. It has found wide application in the study of critical exponents of the melting transition [126, 127, 124, 128], and the statistical mechanics of denatured regions, so called denaturation “bubbles” [129, 130].

For oligonucleotides, the nearest-neighbour model by SantaLucia and coworkers, in which a free energy model is fit to a large set of denaturation data obtained under a wide range of experimental conditions, has been very successfully applied to study the sequence-dependent melting transition [131].

A very successful model of the calculation of denaturation profiles in DNA strands is the model developed by Benham and co-workers [132, 133, 134, 135]. Just like the Poland-Scheraga and the SantaLucia models, it describes denaturation on the level of two discrete states, but additionally takes into account explicit energy contributions from single-strand twisting of denatured regions, and residual superhelical stress in non-denatured parts of the strand. Efficient approximation methods exist to apply the model for long sequences on the genomic level [136].

As opposed to two-state models, the Peyrard-Bishop-Dauxois (PBD) model represents base-pair denaturation using a continuous coordinate. The PBD model has been extended to capture the response of the double strand to external torque and overstretching [137, 138, 139], though bending modes are still neglected [138].
All these effective models of DNA melting are geared towards reproducing local de-naturation properties, in terms of melting of a particular base pair or short stretch. However, none of them has a detailed enough three-dimensional representation of the nucleic acid molecule to at the same time include the geometry of double strand bending. Thus, none of these approaches is powerful enough to permit a comprehensive picture of the effects of supercoiling in single molecules.

Coarse-grained models have also been developed to study the bending and writhing behaviour of supercoiled DNA. Approaches primarily concerned with the overall geometry of long double strands have chosen a representation on the basis of stiff segments with torsional rigidity, which are typically discretised variants of the WLC model \[140, 141, 142, 143, 144, 145\], or elastic ribbon models \[146, 147\]. While those models represent overall topological and geometrical features of the supercoiled structures and can be extended to study the influence of electrostatic interactions or external forces relatively easily, they are too coarse to permit study of local structural effects. Such a comparison requires coarse-graining on the level of individual nucleotides.

Coarse-grained models that permit the study of an interplay between strand writhing and denaturation have been proposed in the literature\(^7\). MIELKE et al. introduced a coarse-grained model that absorbs three nucleotides into one coarse-grained site \[150\], and studied the out-of-equilibrium response of 141bp minicircles to rapid changes in supercoiling. However, this modelling approach was limited to a non-equilibrium scenario, as it only allows breaking but not re-formation of base pairs, and is therefore of only limited thermodynamic consistency, although it could observe transient coupling of writhing with weak parts of the modelled sequence \[150\]. The model developed by TROVATO and TOZZINI \[151\] was used to study the response of minicircles to supercoiling and observed denaturations, but it does not include sequence-dependent interaction strengths and can therefore only reproduce an average-base denaturation behaviour. A model by SAYAR and

\(^7\)A more detailed comparison of existing coarse-graining approaches to DNA can be found in Refs. \[148\] and \[149\].
collaborators was used to study the twist-writhe partitioning in minicircles, but was not parametrised to reproduce the thermodynamics of melting, and therefore did not observe base pair breaking at all during the simulations performed. All of these studies were performed for small, closed-circular systems, so that the effect of stretching forces could not be directly observed. No systematic study of nucleic acids under torsional and extensional stress has been performed so far using a model that can at the same time capture the single-nucleotide behaviour of these molecules.
Chapter 2

Methods

Coarse-grained models of nucleic acids which provide a nucleotide-level representation of the molecule and include consistent thermodynamics of melting are a prerequisite for studying the effects of sequence on the global configuration of DNA. At the same time, the spatial and temporal scales of relevance are only accessible when the methods used to study the models’ properties are sufficiently efficient. The models used for the studies reported in this thesis will be briefly introduced in Sec. 2.2. Furthermore, the molecular dynamics techniques used to simulate the models are discussed in Sec. 2.3.

When resolution and system size conditions are fulfilled, it is possible to directly compare the results from the coarse-grained models to predictions of continuum theories. Elastic properties of nucleic acids observed in experiment are normally reported in terms of the parameters of a such continuum models. Global, topological properties of supercoiled polymers are customarily quantified using concepts from differential geometry. In Sec. 2.1, a linear elastic model is presented, which defines the most important parameters measured in simulations. Concepts to describe the topology of the simulated molecules are also introduced.

Finally, in Sec. 2.4, the boundary conditions used for the simulations are outlined, and their relation to boundary conditions in experimental assays discussed.
2.1 Quantifying properties of semiflexible polymers

Generically, semi-flexible polymers can be defined as polymers which are characterised by a finite persistence length, which is large enough to be comparable with other relevant lengths scales of the system. As double stranded nucleic acids are twist-storing polymers, they have persistence lengths associated not only with bending, but also with twist modes. Moreover, the molecules are extensible by linear force, and therefore possess a finite Young’s modulus. The interplay between these different length scales generates the rich configurational behaviour observed in supercoiled DNA.

2.1.1 Elasticity

Consider the configuration of DNA given by a space curve \( C \) consisting of small segments \( ds \). Then, local elastic stresses can be described to linear order by three quantities [152]:

- Changes in the local direction of the strand result in bending deformations, which are proportional to the local change rate of the tangent vector \( \hat{t} \), \( \beta = d\hat{t}/ds \)

- Deviations of the twist angle per base pair \( \Delta \phi \) from the equilibrium configuration, \( \omega = \Delta \phi/r_0 - \omega_0 \), result in torsional deformations. Here, the relaxed local rotation of the strand is given by \( \omega_0 = 2\pi/(p_0 r_0) \), \( p_0 \approx 10.4 \text{bp} \) is the helical pitch of the relaxed DNA double helix and \( r_0 \approx 0.34 \text{nm/bp} \) is its equilibrium rise. Consequently, \( \omega = 2\pi/(r_0 p_0) \sigma \), where \( \sigma \) is the dimensionless superhelical density (see Sec. 2.1.2.1) commonly used to quantify torsional stress.

- Relative length extensions lead to stretching deformations, and are measured by the local quantity \( u = \Delta(ds)/ds \)
Taken together, the effective elastic free energy of the system is then given by the following functional [152]:

\[
F_{\text{elastic}} = \frac{1}{2} k_B T \int \left[ A_0 \beta^2 + B_0 u^2 + C_0 \omega^2 + 2 Du \omega \right] ds \quad (2.1)
\]

Here, the quantities \( A_0 \) and \( C_0 \) are the bend and twist persistence lengths respectively, and \( B_0 \) is the stretch modulus. The term proportional to \( D \) describes a coupling of the local twist of the molecule to its extension, which physically is a consequence of the anisotropy of the double helix. It has been found in experiments that \( D < 0 \) for DNA, which means that the stretched molecule will overwind, somewhat in contrast to macroscopic intuition [153, 154]. However, recent results indicate that \( D > 0 \) for double-stranded RNA [155, 156]. In the presence of external forces and torques, additional global terms are added to Eq. 2.1 to yield

\[
F_{\text{tot}} = F_{\text{elastic}} - f \cdot \mathbf{\hat{z}} - 2\pi \tau \Delta L_k,
\]

where \( f \) is an external stretching force, \( \mathbf{\hat{z}} \) is the global setup direction of the strand, \( \tau \) is the applied torque and \( \Delta L_k \) the excess linking number of the strand, i.e. \( \Delta L_k = 0 \) for the relaxed double helix (see Sec. 2.1.2).

While the full elastic model defined in Eq. 2.2 has been shown to fit experimental results well over a large range of conditions, it is mathematically fairly complex [157, 122, 116]. The effect of twist-stretch coupling is small relative to the other effects included in the model, so that it can be neglected in most cases. In addition, the finite extensibility of the molecule only becomes significant for stretching forces \( F \geq 10 \text{pN} \) [122], and the behaviour of DNA can be described by an inextensible model for lower forces. The values of the bending and torsional persistence lengths \( A_0 \) and \( C_0 \) in Eq. 2.1 are bare microscopic quantities. By contrast, the values measured in experiments are renormalized by thermal fluctuations. For intermediate forces \( F \) small enough that \( B_0 = 0 \) can be assumed, but large enough that twist dominates over bending, the effect of bending fluctuations on the measured effective torsional persistence length can be determined by an approximate analytical calculation first
performed by Moroz and Nelson [113, 116]. The effective torsional stiffness of the molecule is given by

$$C_{\text{eff}} = C_0 \left[ 1 - \frac{C_0}{4A_0} \sqrt{\frac{k_BT}{A_0F}} + \mathcal{O}(F^{-3/2}) \right].$$  \hspace{1cm} (2.3)

This relation allows the determination of the microscopic parameters $A_0$ and $C_0$ at the same time by fitting to the measured twist rigidity as a function of force. It has been used to interpret experimental results [6], and to construct a model of supercoiled DNA representing different microscopic conformations of mechanically stressed DNA as distinct phases [117].

### 2.1.2 Supercoiling

#### 2.1.2.1 Definitions

Next to the energetics of elasticity associated with the deformation of the molecule, it is desirable to quantify the geometry of a molecule under torsional stress. Rigorous expressions exist to describe the spatial conformation of topologically closed systems such as circular DNA strands. The fundamental quantities associated with the topology of a system are twist ($Tw$) and writhe ($Wr$). For a system consisting of two interwound space curves $\mathbf{r}_1$ and $\mathbf{r}_2$, as the backbones of a closed-circular double strand, the intuitive meaning of these quantities is illustrated in Fig. 2.1: $Tw$ equals the number of times both curves wrap around each other, while $Wr$ represents the number of times the double strand axis crosses itself, averaged over all different aspect angles. Let $\mathbf{r}(s) = [\mathbf{r}_1(s) + \mathbf{r}_2(s)]/2$ be the centre line of the double strand, parametrised by the contour length $s$ of the strand. Then, twist and writhe can be defined by [158]

$$Tw = \frac{1}{2\pi} \int_0^L ds \, \hat{\mathbf{t}}(s) \cdot \left[ \hat{\mathbf{u}} \times \frac{d\hat{\mathbf{u}}(s)}{ds} \right]$$  \hspace{1cm} (2.4)

and

$$Wr = \frac{1}{4\pi} \int_0^L ds \int_0^L ds' \left[ \hat{\mathbf{t}}(s) \times \hat{\mathbf{t}}(s') \right] \cdot \frac{\mathbf{r}(s) - \mathbf{r}(s')}{|\mathbf{r}(s) - \mathbf{r}(s')|^3},$$  \hspace{1cm} (2.5)

where $L$ is the total strand length, $\hat{\mathbf{t}} = d\mathbf{r}/ds$ the tangent vector field, and $\hat{\mathbf{u}} = [\mathbf{r}_1(s) - \mathbf{r}_2(s)]/|\mathbf{r}_1(s) - \mathbf{r}_2(s)|$ is the vector field connecting both single strands. As
can be seen intuitively from Fig. 2.1, \( T_w \) and \( W_r \) can be interconverted for a given topologically closed configuration of the system. A rigorous formulation of this intuition is given by the Fuller-White-Călugăreanu relation \([159, 160, 161, 162]\)

\[
L_k = T_w + W_r, \tag{2.6}
\]

where the linking number \( L_k \) is a topological invariant\(^1\) constrained to be integer in closed circular systems. Note that by definition, \( T_w \) is a local quantity, with the kernel of the integral in Eq. 2.4 representing a twist density, whereas the definition of \( W_r \) in Eq. 2.5 couples nonlocal contributions due to the double integral. For topologically open systems such as linear strands, \( L_k \) can take non-integer values. The definition of \( T_w \) can be applied in such systems, while the continuation of \( W_r \) to the open case brings about mathematical subtleties \([164, 165]\). It is however often possible to close the strand at infinity without significantly changing the value of \( W_r \) \([166]\).

A torsionally relaxed double helix has an equilibrium linking number of

\[
L_{k0} = \frac{N}{p_0}, \tag{2.7}
\]

where \( N \) is the length of the molecule in bp and \( p_0 \) is the average equilibrium helix pitch, with \( p_0 \approx 10.4 \text{bp/turn} \) being a typical value for DNA. The supercoiling of the double helix is therefore often given in terms of the excess linking number \( \Delta L_k = L_k - L_{k0} \). A common measure independent of the molecule length is the superhelical density \( \sigma \) defined as

\[
\sigma = \frac{L_k - L_{k0}}{L_{k0}} = \frac{\Delta L_k}{L_{k0}} = \frac{L_k}{L_{k0}} - 1. \tag{2.8}
\]

In this thesis, overall supercoiling is mostly given in terms of the superhelical density \( \sigma \), as this quantity allows direct comparison to experimental results which are normally obtained for longer molecules.

\(^{1}\)In the mathematical literature \( L_k \) is sometimes referred to as Invariant of Gauss, who first introduced it to study the orbits of asteroids \([163]\).
2.1.2.2 Approximation schemes

While Eqs. 2.4 and 2.5 in Sec 2.1.2.1 define twist and writhe rigorously and ensure that Eq. 2.6 is fulfilled for all configurations, they are of limited use in practice. Firstly, they assume \( r_1 \) and \( r_2 \) to be smooth, twice differentiable space curves, which is only approximately true for the discrete curves obtained from a nucleotide-level model. Secondly, direct evaluation of the double integral in Eq. 2.5 can prove numerically difficult, both in terms of accuracy and computation time. Therefore, several approximations to the definitions of Eqs. 2.4 and 2.5 have been developed [167, 168, 169]. In this work, only one particular choice is considered, and
the subtleties connected to different approximation schemes are neglected. To check the consistency of the approximation methods used, the validity of the Fuller-White-Călugăreanu relation (Eq. 2.6) is tested in applications on closed circular systems (see chapter 6).

Approximate measurement of Twist

For the work in this thesis, the following algorithm was used to determine the value of twist on a base-pair level (see Fig. 2.2 for illustration):

- Connect the centre of mass sites of corresponding nucleotides on both strands. This defines base pair vectors $\mathbf{r}_{bp,i}$.
- Define the basepair centres as the middle between two corresponding centre of mass sites.
- Project $\mathbf{r}_{bp,i}$ and $\mathbf{r}_{bp,j}$ of two consecutive base pairs into a plane perpendicular to the line connecting the base pair centres.
- Measure the local twist angle $\tau_{ij} = \arccos(\mathbf{r}_{bp,i} \cdot \mathbf{r}_{bp,j})$ as the angle between the projections of $\mathbf{r}_{bp,i}$ and $\mathbf{r}_{bp,j}$ in the plane.

The total twist of a structure is then given by

$$Tw = \frac{1}{2\pi} \sum_{\langle i, j \rangle} \tau_{ij}, \quad (2.9)$$

where $\langle i, j \rangle$ indicates the sum over nearest neighbours.

Approximate measurement of Writhe

Several approximate ways of efficiently calculating writhe have been proposed in the literature [167, 168, 170]. For the work presented in this thesis, only one approximate scheme for the calculation of writhe was used. This measure was only
Figure 2.2: Measurement of a local twist angle: Consecutive base pair vectors are projected into the plane perpendicular to the line connecting the base pair centres. Dashed vectors indicate projections.

applied for closed-circular structures, where the quantity \( W_r \) is defined unambiguously (see chapter 6). To determine the value of writhe for a given closed-circular system, a discretization of Eq. 2.5 was used. Let \( r_{m,i} \) be the centre points of the base pairs of the system of length \( N_{bp} \), where \( i \) is the index of a given base pair on the strand. Then, the tangent vectors \( \hat{t}_i(s) \) of the system can be approximated by

\[
\hat{t}_i = \frac{r_{m,i+1} - r_{m,i}}{|r_{m,i+1} - r_{m,i}|}.
\]  

With the \( r_{m,i} \) and \( \hat{t}_i \) defined in this way, Eq. 2.5 can be discretized as

\[
W_r = \frac{1}{2\pi} \sum_{i=1}^{N} \sum_{j=1}^{j<i} [\hat{t}_j \times \hat{t}_i] \cdot \frac{r_{m,j} - r_{m,i}}{|r_{m,j} - r_{m,i}|^3}.
\]  

This discretization leads to numerically stable predictions for most configurations considered. However, for partially denatured systems, ambiguities can arise in the definition of the centre line in very rare cases. Treatment of these pathological configurations is described in more detail in Appendix B.
2.1.3 Structural properties

2.1.3.1 Denaturation

In several sections of this work, it has to be determined if a given base pair is formed or broken. As the status of a basepair is evaluated from a continuum of interaction energies, a cutoff value for the interaction energy has to be imposed which separates the formed from the unformed state. Throughout this work, a base-pair was counted as formed if the energy contribution from hydrogen-bonding was below \(-4.13 \times 10^{-21} \text{J}\), corresponding to approximately 15% of the typical energy of a fully formed hydrogen bonding interaction. This criterion has been applied in previous applications of oxDNA [172, 173, 174]. It was found to provide a satisfactory picture of the denaturation pattern of a simulated system, and to be robust against small changes in the precise value of the energy cutoff.

Unless explicitly stated otherwise, double stranded molecules studied in this thesis possess fully complementary sequences. In these cases, hydrogen bonding was only permitted between each nucleotide and its direct counterpart on the other single strand, excluding shifted bonds as shown in Fig. 2.3. This restriction was imposed to avoid non-generic secondary structure effects, and increase simulation efficiency. It has been used successfully before for other studies with oxDNA [174, 175, 176, 148] and generally should have a fairly small effect on the properties studied in this thesis.

2.1.3.2 Plectonemes

As discussed in Sec. 2.1.2.1, the definition of the writhe number \(W_r\) in Eq. 2.5 reflects a non-local property of the entire topologically closed double strand. It can therefore not be used directly to characterise the localization of plectonemic supercoils. Because in several parts of this work, a value characterising its spatial position has to be assigned to a plectoneme, an algorithm was developed that allows

\[2\text{At } T = 300\text{K, the well depths of the hydrogen bonding interaction in oxDNA are } 8.9kT \text{ and } 12.4kT \text{ for AT and GC base pairs respectively. This compares to experimentally determined hydrogen bonding enthalpies of } 12.3kT \text{ for AT and } 15.9kT \text{ for GC base pairs [131]. A reason for the difference in the values is that the energies in coarse-grained models are generally free energies that contain entropic components via implicit degrees of freedom [171].}\]
Figure 2.3: Schematic depiction of an asymmetric hydrogen bond. These bonds were excluded in simulations of plectoneme structure.

the detection of position and size of a plectoneme. The method relies on the fact that in plectonemes, the spatial distance \( d_{\text{lin}} \) between two sites on the molecule is smaller than their separation along the strand (Fig. 2.4). The algorithm only considers the midpoints between the centers of mass of corresponding bases on the single strands. It proceeds as follows:

- Start from strand end, loop over all base pair midpoints
  - If any part of the remaining strand with a distance of more than \( N_c \) bp along the contour has a distance \( d_{\text{lin}} < d_{\text{lin}}^0 \), where \( d_{\text{lin}}^0 \) is a constant cutoff, record the current bp index as the beginning of a plectonemic region, if the beginning of a plectoneme has not yet been detected.
  - If \( d_{\text{lin}} > d_{\text{lin}}^0 \) and a plectoneme beginning has been detected before, record the current bp index as the end of a plectonemic region and continue searching with the next bp

- The plectoneme position is the mean between the bp indices of the beginning and end of a plectonemic region

- The plectoneme size is the difference between the bp indices of the beginning and end of a plectonemic region
In plectonemic regions, the direct spatial distance $d_{\text{lin}}$ between two sites is shorter than the distance along the double-strand contour. In this thesis, plectoneme detection was performed using $d_{\text{lin}}^0 = 7.24\,\text{nm}$ and $N_c = 40\,\text{bp}$. The results are not very sensitive to the precise choice of these parameters, as long as $d_{\text{lin}}^0 < N_c r_0$, where $r_0 \approx 0.34\,\text{nm}$ is the approximate rise of one base pair. $N_c$ hence imposes a cutoff on the minimum size of plectonemes that can be detected with the search algorithm. The parameter choice made here ensures that writhed bubbles are reliably not counted as a plectonemic state, thus avoiding false positive detections. The algorithm is able to detect multiple plectonemes along the DNA double strand. However, for the salt conditions and strand length used in this work, only one plectoneme occurs in the simulated system. Two simultaneous plectonemic regions were only detected transiently during initial formation of the plectoneme. In order to obtain a single-valued plectoneme coordinate in these rare cases, only the largest plectoneme structure is considered. Extension of the algorithm to detect multiple coexisting plectonemes is straightforward.

2.2 Coarse-grained models of DNA and RNA

To study properties of nucleic acids under mechanical stresses such as twist and tension, coarse-grained models of the molecules were used. These models follow a “top-down” coarse-graining philosophy, which seeks to introduce force fields that
can heuristically capture mesoscale and thermal properties of the molecules, such as
duplex melting temperatures or persistence lengths. In this approach, less emphasis
is placed on the representation of microscopic structural details, such as local steric
effects or sequence-specific mechanical properties of a molecule. This is in contrast
to “bottom-up” coarse-graining, which starts from a microscopic representation of
the molecule to which a systematic coarse-graining techniques is the applied. In this
section, the properties of the models used in this work are briefly reviewed.

2.2.1 oxDNA

The oxDNA model was first introduced by OULDRIDGE et al. to study processes in
DNA nanotechnology [177, 172, 149]. It represents DNA on the level of individual
nucleotides, which are represented as three-dimensional rigid, classical bodies that
interact over effective interactions with an ad hoc functional form. The interaction
potential has the following structure:

\[ V_{\text{oxDNA}} = \sum_{\langle i,j \rangle} [V_{\text{backbone}} + V_{\text{stack}} + V'_{\text{exc}}] + \sum_{i,j \notin \langle i,j \rangle} [V_{\text{HB}} + V_{\text{cross,stack}} + V_{\text{exc}} + V_{\text{coax,stack}}], \] (2.12)

where \( \langle \cdot , \cdot \rangle \) represents the set of neighbouring nucleotides on a strand. \( V_{\text{backbone}} \)
models the covalent bonds connecting the backbone, while \( V_{\text{stack}} \) represents the stacking
of neighbouring nucleotides, \( V_{\text{cross,stack}} \) the cross-stacking of a nucleotide in a base
pair with the nearest-neighbour on the opposite strand, and \( V_{\text{coax,stack}} \) the stacking of
nucleotides on different single strands. Excluded volume interactions are associated
with each nucleotide, and mediated by the potentials \( V_{\text{exc}} \) and \( V'_{\text{exc}} \). The B-helical
form of the DNA double strand is set by the difference in the equilibrium distance of
backbone and stacking interaction. As a coarse-grained interaction, the potential in
Eq. 2.12 is in principle a free-energy rather than a potential energy, and is therefore
generally state-point dependent. In particular, the stacking interaction depends ex-

cplicitly on temperature. Furthermore, interactions between nucleotides depend on
their relative orientation, which permits to include anisotropic interactions and en-
force right-handedness of the formed double helix. A schematic representation of
the interaction energies in oxDNA is shown in Fig. 2.5. Explicit forms of the interaction potentials are given in Refs. [172, 149]. oxDNA has been parametrised to reproduce the melting behaviour of the nearest-neighbour model by SANTA LUCIA and collaborators [131], which is thought to provide a very accurate representation of experimental melting temperatures. Both an average-base and a sequence-dependent parametrisation of the force field are available [149, 173], which allows one to study both generic and sequence-specific behaviour of the molecule. The model has been successfully tested against experimental data obtained in several different assays [173, 179, 176, 180, 175, 148], including DNA nanotweezers [177], toehold-mediated strand displacement [181] and DNA cruciform extrusion [174]. As the model provides a full 3-dimensional representation of DNA while at the same time including a thermodynamically consistent description of base-pair denaturation, it can be used to study the interplay of sequence effects on the global configuration of the molecule. In the version used throughout this work, oxDNA is limited to an ionic strength of [Na\(^+\)] = 500mM, as the effective potentials of the model were parametrised at that salt concentration. Some experimental data obtained at these ambient conditions are published in the literature, allowing the direct testing of the predictions obtained with oxDNA.

2.2.2 oxRNA

oxRNA is a model of RNA, developed by ŠULC et al. [182] following a similar coarse-graining methodology as oxDNA. In particular, the interactions present in the coarse-grained molecule have the same physical motivation as those present in oxDNA, and can be subsumed in the same overall mathematical form, given in Eq. 2.12. The model can represent double-stranded RNA molecules in an A-helical conformation, and was parametrised to include sequence-dependent thermodynamics of duplexes and hairpins on the level of WATSON-CRICK and wobble base pairs. For the version of the model used in this thesis, the ambient monovalent salt con-

---

3Three-dimensional representations of configurations in oxDNA shown in this thesis were visualised using the Chimera package [178].
centration underlying the parametrisation was $[\text{Na}^+] = 1\text{M}$. The explicit forms of interaction potentials and values of the parameters used are given in Refs. [182, 183]. In comparison to DNA, fewer direct probes for mechanical properties of double stranded RNA molecules are available. Providing a microscopic picture of mechanically stressed RNA in a coarse-grained model can therefore highlight similarities and differences in the behaviour of double stranded DNA and RNA, and suggest further experimental probes.

### 2.3 Simulation techniques

As oxDNA and oxRNA are implicit solvent models, it is inappropriate to directly integrate the equations of motion resulting from their interaction potentials, which would lead to ballistic particle motion.

Instead, the Andersen-like thermostat that is described in more detail in Ref. [184] was used to generate the results in this thesis. It propagates the system for a set number of time steps $N_{\text{Newt}}$ according to Newton’s equations of motion, using the
Verlet integrator with a time step of 12.2fs. A more detailed description of the Verlet algorithm is given in Appendix A. Linear and angular velocities in the system are then assigned new values drawn from a Maxwell-Boltzmann distribution with probabilities $p_{\text{lin}}$ and $p_{\text{ang}}$. Unless explicitly stated otherwise, all results in this thesis were obtained for $N_{\text{Newt}} = 103$, $p_{\text{lin}} = 0.0204$ and $p_{\text{ang}} = 0.0068$.

The time-scales reported in this thesis were set by mass, energy and length scales used in the integrator. However, making direct comparisons of time-scales between coarse-grained simulations and experiments is complex [185].

Similar simulations settings have been successfully used in other applications of oxDNA (see e.g. Refs. [176, 175, 148]).

### 2.4 Boundary Conditions

To impose superhelical stress in simulations of a linear double strand, the ends of the strand were constrained in stiff traps, and passing of the double strand across the strand ends was disallowed. Similar constraining boundary conditions have been successfully used before in simulations of cruciform extrusion [174]. A schematic overview of the boundary conditions applied is shown in Fig. 2.6.

Fixation is implemented by adding five boundary base pairs to the strand ends, which are trapped in harmonic potentials. These potentials acting on the $n$-th trapped nucleotide have the form

$$V_{\text{trap}}(\mathbf{r}_n; \mathbf{r}_{n,0}) = \frac{1}{2} \sum_{i=1}^{3} k_{\text{trap}}^i (r_n^i - r_{n,0}^i)^2,$$

where $\mathbf{r}_n = (r_n^1, r_n^2, r_n^3)$ is the centre-of-mass position of the $n$-th trapped nucleotide and the corresponding trap position is $\mathbf{r}_{n,0} = (r_{n,0}^1, r_{n,0}^2, r_{n,0}^3)$, chosen initially to fix a given twist angle of the strand. To keep the overall linking number of the system fixed, but ensure free extensibility of the strand along the setup axis $\hat{x}_3$, $k_{\text{trap}}^1 = k_{\text{trap}}^2 = 57.1 \text{N/m}$ and $k_{\text{trap}}^3 = 0$ was chosen. The traps defined in this way only constrain the end nucleotides in a co-moving 2-dimensional plane perpendicular to the strand setup axis, while not hindering the strand in the $\hat{x}_3$ direction. The high
trap stiffness in that co-moving plane ensures that fluctuations of the linking number $Lk$ in the course of a simulation are negligible.

Strands studied in simulations have finite lengths, which means that more distant parts of the system can pass around the strand ends. Such a process would involve self-crossing of the double helical axis, and therefore change the linking number $Lk$ and thus the superhelical density $\sigma$ of the system. This process was prevented by introducing repulsion planes oriented perpendicular to the setup axis $\hat{x}_3$ which co-move with the first boundary nucleotide of the two single strands in the system. Repulsion planes generate a potential

$$V_{\text{plane}}(r; R) = \frac{1}{2} k_{\text{plane}} ((r - R) \cdot \hat{\theta})^2 \theta(- (r - R) \cdot \hat{\theta}),$$

(2.14)

where $r$ is the centre-of-mass position of an affected particle, $R$ and $\hat{\theta}$ are anchor point and orientation of the plane, and $\theta(x)$ is the HEAVISIDE step function. We choose $\hat{\theta} = \hat{x}_3$ and $\hat{\theta} = -\hat{x}_3$ for the lower and upper repulsion planes respectively, and set $R$ to the instantaneous positions of the the first and last double strand boundary base pair. If the repulsion planes would act on the boundary nucleotides in the same way as on the other particles in the system, an effective compressing force would act on the system along its setup axis, and make moves towards smaller end-to-end distances irreversible. In order to avoid hindering free strand extensibility in the $\hat{x}_3$ direction, the repulsion planes do not interact with the next-to-last boundary base pairs at both strand ends. In all simulations, a plane stiffness $k_{\text{plane}} = 28.5 \text{pN/nm}$ was chosen, which prevented the duplex from passing over its ends during the entire simulation.
Figure 2.6: Schematic depiction of the applied boundary conditions illustrated for the last 2bp at each end of the strand: (a) View along the strand axis. 5 nucleotides at each strand end are constrained by 2-dimensional harmonic traps, which fix boundary nucleotides to positions $r_{n,0}$ in planes perpendicular to the strand axis (green). (b) View perpendicular to the double strand. Due to the 2-dimensional traps, nucleotides are unconstrained only in the strand-axis direction. A repulsion plane perpendicular to the strand axis is tagged to the last base pair. Movement of nucleotides into the area below the end base pair (shaded grey) is excluded. In order to allow unconstrained strand extensibility, the repulsion plane does not act on the first two base pairs along the strand.
Chapter 3

Mechanical response of nucleic acids under twist and tension

In this chapter, the mechanical response behaviour of DNA to twist and tension is probed using the coarse-grained model introduced in Sec. 2.2. The equilibrium end-to-end extension of the molecule will be described in Sec. 3.1, and compared to a variety of datasets obtained in molecular tweezer experiments, as introduced in Sec. 1.3.2. Experimental results are available for a range of external conditions, allowing one to extensively check the results from coarse-grained simulations.

In Sec. 3.2, the response of supercoiled DNA to external torque is studied, which has recently also become directly accessible in molecular tweezer experiments [58, 65, 66]. Parameters for higher-level continuum models as described in Sec. 2.1 are determined from coarse-grained simulations, which allows one to make contact between the coarse-grained and the continuum-elastic level of description. In addition, the twist-stretch coupling term in elastic models arising from the chiral structure of the molecule is investigated in Sec. 3.3. In Sec. 3.4, the study is extended to the mechanical properties of double stranded RNA using the recently developed oxRNA model.

3.1 Extension behaviour of DNA

Typical molecular tweezer experiments (see Sec. 1.3.2) yield direct measurements of the end-to-end extension of a DNA molecule, under given values of superhelical density $\sigma$ and stretching force $F$. In this section, results from analogous simulations
in oxDNA are presented, and compared directly to experimental data. Superhelical
densities in the range $-0.1 \leq \sigma \leq +0.1$, and stretching forces $0.25 \leq F \leq 7.8\text{pN}$
were imposed$^1$. All simulations presented in this chapter were performed at tem-
perature $T = 300\text{K}$. Equilibrium data for end-to-end extension was obtained within
about two weeks of runtime on a current CPU for the 600bp systems studies pre-
sented in this section.

In Secs. 3.1.1 and 3.1.2, the extension behaviour will be studied using the average-
base parametrisation, allowing one to focus on generic properties of the systems. The
effects of particular sequences on the strand extension behaviour will be described
in Sec. 3.1.3.

Experimental measurements have been made for a variety of different DNA
strand lengths. Most of the published data was obtained for dsDNA lengths in
the range of $1 - 20\text{kbp}$ [4, 1, 6, 60]. In order to remove the explicit dependence of
results on system size and facilitate comparison to experimental data, results in this
section are mostly given as relative extensions $l = L/L_0$, which is normalized by the
strand contour length $L_0$.

### 3.1.1 Generic extension behaviour as a function force and
supercoiling

The relative end-to-end extension of the double strand consisting of a 600bp system
as a function of imposed supercoiling density $\sigma$ and stretching force $F$ is shown in
Fig. 3.1.

The extension “hat curves” show a nearly flat regime at low values of $|\sigma|$, followed
by abrupt shortening of the end-to-end distance at a characteristic values $\sigma_b$, where
buckling of the double strand takes place, and a plectonemic structure is formed. The
buckling transition is in turn followed by a regime in which the end-to-end extension
of the double strand shortens linearly with $|\sigma|$, corresponding to the growth of the
plectoneme structure stem (see Fig. 3.2).

$^1$The zero point of $\sigma$ is determined by requiring the overall torque on the system to vanish, as
discussed further in Sec. 3.2.
Figure 3.1: Strand extension “hat-curves” show the mean relative extension of a 600-bp duplex against superhelical density $\sigma$ for various applied stretching forces $F$. Error bars indicate thermal fluctuations in the end-to-end distance, rather than sampling uncertainties. For stretching forces $F \lesssim F_c$ smaller than a characteristic crossover force $F_c \approx 2\text{pN}$, extension curves are symmetric in $\sigma$. For higher forces, denaturation takes place, causing a uniformly extension for $\sigma < 0$. Nonlinearities in the post-buckling slopes of the hat curves for high values of $|\sigma|$ are attributable to finite size effects. Coloured arrows indicate the value of supercoiling at which buckling is predicted to occur by the linear elastic model of Eq. 3.3 for the respective force.

Change in the end-to-end extension of the DNA strand is symmetric for $\sigma \to -\sigma$ at small stretching forces. In contrast, for stretching forces $F \gtrsim 2\text{pN}$, significant length reduction is only observed for positive supercoiling. At negative supercoiling, base pairs can break, and denatured regions (denaturation bubbles) form in the strand. This precludes the formation of plectonemic structures, and therefore does not result in significant change in the end-to-end extension of the strand. Consistently, $l \approx 1$ is observed for negative supercoiling at high stretching force, a
behaviour that is approximately independent of $|\sigma|$.

Figure 3.2: Growth of the plectoneme structure upon increasing the superhelical density at $F = 2\text{pN}$. Left: $\sigma = +0.04$, Right: $\sigma = +0.08$

Note that for high values of $|\sigma|$ and low stretching forces $F$, a deviation from the linear behaviour of the slope in extension is observed. This effect occurs when most of the simulated system is taken up by the plectoneme structure. Further over-winding is hindered by the presence of system boundaries used to keep the overall torsion on the system constant (see Ref. 2.4). Moreover, these system boundaries force an alignment of the plectoneme perpendicular to the setup axis of the system, which can influence the measured end-to-end distance of the strand. Qualitatively similar, somewhat less pronounced finite-site effects are also observed in experimental data (see Sec. 3.1.2).

The extension behaviour observed can be compared directly to experimental data from single molecule assays. Most available data has been obtained using magnetic [60, 4, 5, 6] or optical tweezers [58]. Available datasets differ in molecule length $L$, ionic strength of the buffer, and sequences properties of the DNA strands used in the respective experiments.

Here, the results obtained for oxDNA in a 600bp system are related to experimental findings. Additionally, the influence of different parameters on the quality of agreement is explored. Note that the version of oxDNA used to determine the
results in this chapter is limited to a monovalent ionic strength of $[\text{Na}^+] = 500\text{mM}$, as the effective potentials of the model were parametrised at that salt concentration. This simulated strand length is considerably shorter than the strand lengths typically used in experiment, which will affect the comparison of results. The influences of strand length on the results is explored further in Sec. 5.1, where data for strands of length 1.5kbp is presented, which were obtained using GPU computing.

To facilitate comparison to experimental data, results are given in terms of the relative strand extension $l = L/L_0$ and the superhelical density $\sigma$, which are length-independent up to finite-size corrections vanishing in the long-strand limit [118] and interactions with boundary potentials. Some uncertainty exists about the relaxed length $L_0$, because in typical experimental assays, measurements of end-to-end distance take place on molecules attached to a cover slip and a bead via chemically functionalised ends, such as biotin and digoxigenin [59]. Attachment may slightly modify the effective free length of the double strand, or the mechanical properties of the DNA strand close to the attachment point. The simulated system only uses a very short piece of strand to constrain the duplex ends (see Sec. 2.4) and therefore does not include these chemical attachment effects. Uncertainty about the effective free length of attachment may consequently introduce small systematic differences when comparing experimental data to simulation results, in particular when measuring the overall strand length $L$. By contrast, experimental measurements of the buckling superhelical densities $\sigma_b$ and post-buckling slopes $dl/d\sigma$ are expected to be largely unaffected by the absolute length of attachment. Therefore, experimental buckling slopes are easier to compare with simulation results than absolute lengths.

The buckling superhelical density $\sigma_b$ is determined primarily by the values of bending persistence length and twist persistence length [4], which in oxDNA take the values $A_0 = 42.5 \text{ nm}$ and $C_0 = 114.7 \text{ nm}$ respectively (see Sec. 3.2). As these values lie in the range of values reported for DNA [6, 3], oxDNA might be expected to reproduce experimental values for $\sigma_b$. Small deviations with experiment may simply stem from differences in the value of these constants. These differences would occur
for any elastic model such as the one presented in Sec. 2.1.1 parametrised by using these values for $A_0$ and $C_0$.

In particular, consider the linear elastic model given by Eq. 2.1. At the relatively low forces considered here, twist-stretch coupling and linear extension elasticity can be neglected, setting $B_0 = D_0 = 0$. Then, the energy cost associated with the formation of the first plectoneme coil can be approximated by

$$E_{\text{coil}}(\alpha, R) = \alpha R \frac{1}{2} \frac{k_B T A_0}{R^2} + \alpha R F, \quad (3.1)$$

where $\alpha$ is the overall bending angle, and $R$ the radius of the coil. The first term in Eq. 3.1 is due to the bending energy of the plectonemic coil approximated as a circle, while the second term stems from the work done against the external stretching force due to a change in extension upon coiling. Minimizing $E_{\text{coil}}$ with respect to $R$ yields $E_{\text{coil}} = \alpha \sqrt{2k_B T A_0 F}$. On the other hand, the twist energy associated with the angle $\alpha$ follows from the third term in Eq. 2.1 as

$$E_{\text{twist}} = \frac{k_B T C_0}{2} \frac{\alpha^2 l_0}{l_0^2}, \quad (3.2)$$

where $l_0$ is the overall contour length of the strand. Buckling will take place when $\partial_\alpha E_{\text{coil}} = \partial_\alpha E_{\text{twist}}$, which marks the point at which bending of the double strand becomes energetically more favourable than further twisting. Solving for $\alpha$ and normalising by $Lk_0$, one finds

$$\sigma_b = \sqrt{\frac{2F A_0}{k_B T L_0} \frac{r_0 p_0}{2\pi C_0}}, \quad (3.3)$$

as an estimate for the superhelical density $\sigma_b$ at which buckling takes place, where $p_0 \approx 10.36\text{bp/turn}$ is the untwisted pitch of DNA, and $r_0 \approx 0.34\text{nm}$ its equilibrium rise. Satisfactory agreement between the simple prediction of Eq. 3.3 and simulation data (see Fig. 3.1) indicates that the coarse-grained model reproduces the buckling behaviour of continuum models on the level of linear elasticity, although Eq. 3.3 was derived from purely energetic considerations and is not based on a consistent treatment of thermodynamic effects. Thermal effects can however be included on the level of a continuum model, as done by Marko and co-workers [119, 118].
The post-buckling slopes are expected to mainly depend on the radius of the plectoneme stem, which is set by the competition of twisting and bending energies, as well as by screened electrostatic interactions between the double strands [186, 120]. Agreement with experimentally determined post-buckling slopes, which will be discussed in more detail in Sec. 3.1.2, can therefore be used to assess if the treatment of strongly screened electrostatics by excluded volume interactions in oxDNA is consistent, and yields plectoneme radii comparable with the ones obtained in experiments.

In addition to reproducing basic elastic properties of the double strand, oxDNA was parametrised to provide a good representation of the melting transition of double-stranded DNA. The model was successfully tested in other systems where breaking of base pairs plays a role [172, 176, 148]. This motivates applying the model to study plectonemes also for negative supercoiling, where both effects of strand elasticity and double strand denaturation are expected to be relevant, and study the mutual influence of denaturation and writhing.

All simulation results presented in this section were obtained using the average-base parametrisation of oxDNA. Details of the mechanical response of DNA to super-helical twist may however depend on the specific sequence used. Firstly, sequence-dependent structural properties of double stranded DNA may yield specific mechanical response behaviour. These local effects are expected to be very small for long enough strands with sufficiently heterogeneous sequences, and are not captured by the modelling approach of oxDNA. Additionally, however, the precise value of the crossover force $F_{\text{char}}$ between bubbles and plectonemic structures might be expected to depend on the base sequence of the DNA strand, as the enthalpic cost of bubble formation decreases with increasing AT content. Therefore, AT-rich stretches represent preferred nucleation sites for denaturation bubbles, which can facilitate denaturation and therefore decrease $F_{\text{char}}$. The effect of different sequences on “hat curves” is studied in more detail in Sec. 3.1.3.
3.1.2 Comparison to experimental data

Measurements of strand extension as a function of applied force $F$ and superhelical density $\sigma$ are very reproducible. They have been measured by several labs in many setups for a variety of different ambient conditions [4, 6, 2, 3, 60, 5].

In this section, the computational results are compared to measured data from a set of recent single-molecule experiments. From published experimental results in the literature, data was chosen from assays performed at conditions close to those used in the parametrisation of oxDNA. Strand extension results are plotted together with experimental data in Figs. 3.3 - 3.5.

Fig. 3.3 shows a comparison to experimental data of Tempestini et al. [2] on a stand of length 7kbp. From the length of the attachment described in Ref. [2], an effective free strand length of 5.8kbp can be inferred. The salt concentration used in these experiments is $[\text{Na}^+] = 500\text{mM}$, the value at which oxDNA was parametrised. Post-buckling slopes are in good agreement with simulation data, whereas buckling occurs at slightly lower experimental superhelical density $\sigma_b$. This is consistent with additive finite-size corrections on the order of $L^{-1/2}$ predicted in continuum models of the buckling transition [118].

Fig. 3.4 shows a comparison to data by Salerno et al. [3], obtained at $L = 6\text{kbp}$ and a lower salt concentration $[\text{Na}^+] = 150\text{mM}$. Lower salt is expected to destabilise plectonemes and make bubbles more favourable, as electrostatic interactions of the backbone are less screened by ions in solution. In particular, this effect is expected to become more significant for $\sigma < 0$, as has been shown experimentally [2]. Comparing to simulation results, good agreement is still observed in the post-buckling slopes for all forces when $\sigma > 0$, and no significant denaturation effects are expected. In contrast, the crossover to the extended bubble state for $\sigma < 0$ happens at higher forces for oxDNA. That the crossover force is higher is expected because of the difference in salt concentration between simulation and experiment mentioned before. Although appropriate hat curves are unavailable in the current literature at higher salt for $\sigma < 0$, data on the fluctuation of end-to-end
lengths from Ref. [2] suggest that the transition to the extended bubble state occurs at roughly 1pN, about 1pN below the oxDNA estimate for $[\text{Na}^+] = 500\text{mM}$. These differences are discussed in more detail in Sec. 5.1 on end-to-end fluctuations, and Sec. 3.1.3 on sequence dependence. In this context, it is shown that taking sequence into account with a sequence-dependent model leads to lower forces for the crossover to bubble formation than using an average-base model. This might be expected, as AT-rich regions are more likely to form bubbles, which is why the overall onset of denaturation in a strand is expected to happen at lower forces when weak AT-rich regions are present and provide preferred start sites for base pair breaking.

Figure 3.3: Experimental strand extension data of Ref. [2] at $[\text{Na}^+] = 500\text{mM}$ and $L \approx 5.8\text{kbp}$ for $F = 0.8\text{pN}$, compared to data from simulations using oxDNA ($[\text{Na}^+] = 500\text{mM}$ and $L = 600\text{bp}$). Error bars on simulation results indicate thermal fluctuations in the end-to-end distance, rather than sampling uncertainties. Good agreement is observed, while nonlinear effects in the post-buckling slopes for high $|\sigma|$, caused by end effects, are somewhat more pronounced for the shorter simulated system.

In the data of Refs. [3] and [2], deviations of the post-buckling slopes from
Figure 3.4: Experimental strand extension data of Ref. [3] at [Na\(^+\)] = 150mM and \(L \approx 6\)kbp for \(F = 0.25\)pN, 0.63pN and 1.14pN compared to data from simulations using oxDNA ([Na\(^+\)] = 500mM and \(L = 600\)bp). Data for equal stretching force is represented by the same color. Error bars on simulation results indicate thermal fluctuations in the end-to-end distance, rather than sampling uncertainties. At lower salt concentration, plectoneme structures are enthalpically penalised as electrostatic interactions are screened less, making them less favourable compared to bubble configurations. Lower salt concentration also reduces the free-energy cost of base pair breaking. Hence, the crossover from tip-bubble plectonemes to extended bubble states occurs at lower forces than would be the case for [Na\(^+\)] = 500mM. Sequence dependence may additionally decrease the crossover force \(F_{\text{char}}\) by providing AT-rich bubble nucleation sites, as discussed in Sec. 3.1.3. Non-linear regions in the post-buckling slope are somewhat more pronounced for the shorter simulated system.

Linearity were observed at low stretching forces and high values of \(|\sigma|\). Qualitatively similar, more pronounced deviations are observed in simulation results due to finite-size effects stemming from the interaction of the coiled DNA strand with the system boundaries, as described in Sec. 2.4. Boundary interactions become relevant when the diameter of the plectonemic region is comparable to the end-to-end extension of the double strand. This is expected to be the case at somewhat lower values of \(|\sigma|\) in the 600-bp system studied in simulations, as compared to the approximately 10
Figure 3.5: Experimental strand extension data of Ref. [4](black triangles) for $[\text{Na}^+] = 320\text{mM}$ and $L = 1.9\text{kbp}$ at $F = 3.0\text{pN}$ compared to data from simulations using oxDNA ($[\text{Na}^+] = 500\text{mM}$ and $L = 600\text{bp}$). For simulation data, error bars indicate standard deviations due to thermal fluctuations, rather than sampling uncertainties. Good agreement of buckling point and post-buckling slope is observed. Note also the abrupt length reduction upon buckling, present in both experiment and simulations.

times longer experimental systems of Refs. [3] and [2], shown in Figs. 3.3 and 3.4. Additionally, lower forces correspond to a lower enthalpic penalty on deviations of strand configurations from the setup axis of the system, which is why coiled structures with less localised plectonemic structure are accessible to the system at small values of $F$. These looser coiled structures may deviate from the response of plectonemes to supercoiling, thus adding to the observed nonlinear behaviour.

Fig. 3.5 depicts data obtained by BRUTZER et al. [4] at $[\text{Na}^+] = 320\text{mM}$, $L = 1.9\text{kbp}$ and $\sigma > 0$. Close agreement is observed concerning both the buckling superhelical densities $\sigma_b$ and the post-buckling slopes $dl/d\sigma$ (Fig. 3.5). In this study, abrupt strand shortening at the buckling point was observed which was consistent
with earlier observations using optical tweezers [58]. The physical origin of abrupt length reduction upon buckling was ascribed to the energetic cost of forming the plectoneme end-loop. The energetic barrier towards formation of the plectoneme was shown to become more pronounced with increasing ionic strength, and decrease in the limit of long strands. This behaviour might be expected, as formation of the plectoneme end-loop is a local effect, whose influence on the overall extension of the strand should become washed out for long systems. Based on these experimental findings, the observed marked shortening of the strand at similar force around the buckling point observed in the coarse-grained simulations is consistent (see Fig. 3.5. A finer sampling of the buckling behaviour as a function of superhelical stress around $\sigma_b$ is depicted in Fig. 3.6, showing good agreement with the experimentally observed buckling behaviour.

### 3.1.3 Sequence dependence

Fig. 3.6 shows “hat curves” obtained for both the average-base and sequence-dependent parametrisation of oxDNA. Sequence-dependent simulations were performed for a fully random sequence which was also used to study plectoneme localisation. The full sequence is given in Appendix C. Outside the regime in which stable denaturation bubbles can form, results show no significant difference. However, the sequence-dependent model exhibits a systematically larger extension when forces become big enough to allow denaturation. This indicates that denaturation occurs more easily in the sequence-dependent case than for the average-base parametrisation.

Such behaviour is expected, as weak AT base pairs represent preferred sites of base-pair breaking, making denaturation of the strand less enthalpically costly, while not affecting the bending energy cost of the strand much. From simple considerations of energy scaling for the competition between denaturation and plectoneme formation, the crossover force can be estimated to depend on the free energy of base pair breaking $\alpha$ as $F_{\text{char}} \propto \alpha^2 / B_0$ [3]. Hence, sequence-dependent differences in denaturation energy are expected to have a noticeable effect on strand extension properties, and in particular the crossover force $F_{\text{char}}$. As denaturation bubbles can
grow to significantly larger sizes than 1bp, not only the overall AT content of the 
strand, but also the base distribution may influence extension properties. For ex-
ample a base sequence showing long AT-rich stretches may allow stable formation 
of fewer bubbles than sequences with shorter AT-rich stretches, leading to a slight 
further decrease in $F_{\text{char}}$.

Next to the sequence-dependent features of mechanical properties in supercoiled 
DNA that are due to the thermodynamics of double strand denaturation, addi-
tional sequence-dependence due to variations in structure may be expected. For 
example, particular sequences such as A-tracts or poly(dA)-poly(dT) sequences are 
known to induce intrinsic bending in double strands [187, 188, 189]. These partic-
ular properties are not captured by the coarse-graining approach used in oxDNA, 
which includes sequence-dependence on the level of the thermodynamics of melting, 
but not on the level of microscopic elasticity. However, while these properties are 
important for local DNA-protein interactions [188], there is no indication that they 
significantly influence the overall mechanical behaviour of longer strands. Therefore, 
the sequence effects presented here can be expected to dominate these mechanical 
effects for sufficiently long strands.

### 3.2 Torque response of DNA

While extension curves can be determined relatively easily in experiments and are 
available from a large variety of molecular tweezer assays, direct measurement of the 
torque response of DNA has proven more challenging [190]. In usual setups, torque 
is determined by tracking the twist angle of the strand [64, 65, 5]. Alternatively, 
optical traps [58] or integration of extension curves [6] allow to access the torque 
response more indirectly. Typically, the torque response consists of a linear regime 
for low $|\sigma|$ until the buckling point, which is followed by a constant post-buckling 
torque. Recent, careful measurements [58, 5] have revealed that the linear and 
constant regimes are separated by a torque overshoot which has been related to 
formation of the plectoneme end-loop at the buckling transition [4].
Figure 3.6: Comparison of extension curves for the random sequence given above in the average-base and sequence-dependent parametrisation of oxDNA. For parameter values for which tip-bubble plectonemes occur, sequence-dependent simulations show a systematically higher extension, as weak regions in the sequence provide preferred sites of base-pair breaking, thus enhancing overall strand denaturation. Error bars indicate thermal fluctuations in the end-to-end distance, rather than sampling uncertainties.

For the determination of torque both in experiment and simulations, the zero point of supercoiling is usually determined by requiring the overall torque on the system to vanish, i.e. $\Gamma(\sigma = 0, F) = 0$ [6]. The same convention was applied to determine the zero point of $\sigma$ for the simulation results presented in this chapter, leading to a helical pitch of $p_0 = 10.36\text{bp/turn}$. Generally, this value might be expected to depend on $F$ due to non-zero twist-stretch coupling (see Sec. 3.3), as well as the specific sequence and system temperature used. However, for the parameter values and sequences studied in this thesis, no significant deviations from $p_0$ were observed, indicating that these effects represent minor corrections.

Corresponding to the difficulty in directly measuring the torque response, fewer experimental measurements are available in the literature than for the end-to-end...
distance. The published dataset which is closest to the conditions used in the parametrisation of oxDNA is the one recently measured by Janssen et al. [5] at $[\text{Na}^+] = 550\text{mM}$ and $L = 7.9\text{kbp}$ using a variant of the magnetic tweezer setup, the electromagnetic torque tweezer. A comparison to the torque response data is shown in Fig. 3.7, exhibiting very good agreement between experiment and simulation for both the size and location of the torque overshoot, as well as the slope of the torque response in the linear regime and the magnitude of the constant post-buckling torque.

Post-buckling torques determined in simulations are compared to data taken by Mosconi et al. [6] in Fig. 3.8, again showing good agreement for forces higher than approximately $1\text{pN}$. At lower forces, the torques determined in simulations are higher than those determined in experiments. This may be due to finite-size effects which become relevant at low stretching forces, at which almost the entire simulated strand is taken up by an extended, collapsed plectoneme structure.

The additional energy imposed on the double-stranded system due to torsional stress excites twisting and bending modes of the DNA strand. This leads to a renormalization of the torsional stiffness $C_0$ of the double strand, yielding an effective twist precession length $C_{\text{eff}}$ [113, 116]. By using a torsional directed walk model, Moroz and Nelson estimated the effect of fluctuations to lead to an effective twist persistence length, as described in Eq. 2.3 of Sec. 2.1.1. Eq. 2.3 allows one to consistently determine both $A_0$ and $C_0$ by measuring the effective torsional stiffness as a function of stretching force $F$. In oxDNA, these microscopic values have previously been determined as $A_0 = 42.5\text{nm}$ and $C_0 = 114.7\text{nm}$ [172]. Here, the force-dependent effective twist persistence length $C_{\text{eff}}$ of the simulated 600-bp system was determined by fitting the slope of the linear regime of the torque response curve (see Fig. 3.7). Good agreement of the measured torsional moduli with the theoretical prediction is observed (Fig. 3.9). If the functional form of Eq. 2.3 was fitted to the data with $A_0$ and $C_0$ as free parameters, $A_0 = 40.8\text{nm}$ and $C_0 = 115.6\text{nm}$ are obtained, which are very similar to the previously determined microscopic values.
Figure 3.7: Experimental torque response data of Ref. [5] taken at [Na$^+$] = 550mM and $L$ = 7.9kbp for $F$ = 3.50pN compared to data from simulations using oxDNA ([Na$^+$] = 500mM and $L$ = 600bp). Excellent agreement is observed both in the linear regime (see also Fig. 3.9) and for the location and size of the torque overshoot.

Note that the agreement shown in Fig. 3.9 assumes the previously determined values of $A_0$ and $C_0$, and is obtained without free fit parameters.

3.3 Twist-stretch coupling

As the DNA double helix is a chiral, anisotropic molecule, the twist and stretching modes are generally not independent [166]. This twist-stretch coupling is reflected to first order in elastic theory by the term proportional to $D$ in the linear elastic model introduced in Eq. 2.1 in Sec. 2.1.1. Experimentally, it is found that the magnitude of twist-stretch coupling in DNA is very small. Somewhat contrary to the intuition derived from twisting macroscopic objects, the twist-stretch coupling constant $D$ was found to be negative in single-molecule assays, meaning that the molecule lengthens when overwound [153, 154].
Figure 3.8: Comparison of postbuckling torques determined in simulations to data by Mosconi et al. [6], taken at [Na+] = 550mM for a system of length 6kbp. Excellent agreement is observed down to a force of approximately 1pN, when finite-size effects become relevant for the simulated system.

The twist-stretch coupling of in the oxDNA model was determined by fitting a linear function to the of the hat curve for $F = 7.0$ pN in the range $-0.01 \leq \sigma \leq +0.02$ (see Fig. 3.1). This measures the change in extension of the B-helical molecule for small variations in twist, and is in analogy with the analysis of experimental data performed by Lionnet et al.. The slope was determined as $dL/d\sigma = -58 \pm 6$nm, which corresponds to a value of $D = -\frac{B_0}{2\pi} \frac{dL}{d(\Delta T)} \approx +80$ for the dimensionless twist-stretch coupling parameter in the linear-elastic model of Eq. 2.1.

This value compares to the experimental values $D = -22$ found by Gore and collaborators [153] and $D = -16$ reported by Lionnet et al. [154]. Therefore, the anomalous twist-stretch coupling found in DNA experimentally cannot be reproduced correctly by the current parametrisation of the oxDNA model. It should be noted that the magnitude of deviation may be related to the value of the stretch.
Figure 3.9: Prediction of the effective twist persistence length from microscopic values according to Moroz-Nelson theory (green lines show first-order expansion; no free parameters) and values determined from simulations (red crosses).

The parameter $B_0 \approx 523 \text{nm}^{-1}$ of oxDNA, which has been determined previously [149] and is about two times larger than typical experimentally measured values.

Despite theoretical efforts using both the microscopic [154, 191] and coarse-grained models [192, 155], the precise microscopic structure underlying the observed behaviour is still not known. It is therefore not immediately clear which feature of oxDNA would have to be modified to capture twist-stretch coupling more accurately. Atomistic modelling indicated that a decrease in the double-strand radius and an associated negative inclination of base pairs may contribute to the observed behaviour [154, 191]. It may therefore be that stacking interactions in the current parametrisation of the model is slightly too stiff to reproduce the precise inclination of base pairs under tension. Atomistic simulations also suggest a considerable dependence on sequence-dependent structural properties [191, 98], which may be difficult to include in the coarse-graining approach of oxDNA. A recent bottom-up
coarse-grained model on the level of rigid base pairs was able to capture the correct sign of twist-stretch coupling, although with considerable variance in the magnitude, while at the same time giving a far too low twist persistence length $C_0$ [155].

These considerations highlight that coarse-grained models reflect a compromise, representing some features of the molecule more accurately than others. For oxDNA, a primary aim is to capture the physics of bending and twisting accurately, while putting less emphasis on linear elasticity and twist-stretch coupling. Relative to the other interactions in supercoiled DNA, twist-stretch coupling is a very small effect, which should only introduce local corrections to the structure of double strand which are on the order of $10^{-4}$ rad/bp [153]. Therefore, the overall effect on the results presented on the writhing and denaturation behaviour of supercoiled DNA presented in this thesis can be expected to be minor.

### 3.4 Mechanical properties of RNA

As for the case of DNA, the extension and torque response properties for oxRNA were determined using the same simulation setup and molecule length $L = 600$bp. Extension “hat curves” of the RNA model as a function of $\sigma$ and $F$ are shown in Fig. 3.10. The overall mechanical behaviour is similar to the one observed for oxDNA, although for $\sigma < 0$, no clear regime of intermediate post-buckling slopes is seen for intermediate force. Instead, irregular and non-monotonic behaviour is seen for $F > 3.0$ pN and $\sigma < -0.07$.

The microscopic configuration corresponding to these states was investigated. It was found that instead of denatured regions, small tightly wound plectonemic structures tended to form. While at positive supercoiling, the common plectonemic structure was observed at all forces, for high stretching forces and undertwist, a four-stranded helical structure commonly developed in the system (see Fig. 3.11). No significant denaturation occurred, even for the highest applied stretching force $F = 6.0$ pN.
Figure 3.10: End-to-end extension curves for RNA molecules. The overall behaviour is similar to the one observed for DNA, although for negative supercoiling, a densely wound four-stranded structure is observed instead of significant duplex denaturation (cf. Fig. 3.11).

It is unclear if this microstate is a structurally realistic one. It may well be that it is only possible because of the interactions and geometry of the A-helix as represented in oxRNA. In addition, the model is parametrised at a relatively high monovalent salt concentration of 1M [182], at which electrostatic interactions are highly screened. It is likely that for a parametrisation at lower salt concentration, the four-stranded geometry depicted in Fig. 3.11 would be strongly disfavoured due to repulsive interactions of electrostatic origin between the RNA backbone sites. So far, no full hat curves for RNA have been published in the literature, making a direct comparison to experimental data difficult.

The torque responses predicted by the oxRNA model are shown in Fig. 3.12(a). Again, the overall response behaviour is similar to DNA. For small values of $|\sigma|$, a linear regime is observed which leads over to a constant post-buckling torque
Figure 3.11: Microscopic view of a tightly wound four-stranded microscopic RNA structure, embedded in a long, A-helical double stranded segment. This state is observed in simulations at negative supercoiling and $F \geq 2pN$.

for positive supercoiling. At $\sigma < 0$, deviations from linear behaviour indicate the transition to molecular structures of the type shown in Fig. 3.11.

Figure 3.12: Mechanical behaviour of RNA under torsion: (a) Torque response for different values of $F$. As for DNA, a linear regime is followed by a overshoot and a constant post-buckling torque. (b) Red crosses: Effective torsional persistence lengths at different forces determined from the slopes of the linear regime in (a). Fit according to Eq. 2.3 is shown in green.

The overall similarity of hat curves and torque response in spite of marked differences in the microscopic configurations of the molecule highlights the fact that while hat curves provide important information on the overall behaviour of the system, they do not allow drawing direct conclusions as to the microstructure leading to this global behaviour.
The torque curves shown in Fig. 3.12(a) allow determining the effective torsional stiffness of the molecule, and hence fitting the torsional and bending persistence lengths for RNA using Eq. 2.3 in the same way as described in Sec. 3.2 for DNA (cf. Fig. 3.12(b)). From the forces for which the hat curve was determined, the fitting yields values $A_0 = 24.3\,\text{nm}$ for the bending persistence length and $C_0 = 73.2\,\text{nm}$ for the torsional persistence length. This measurement of the bending persistence length $A_0$ is consistent with a previous determination using the force-extension curve of the torsionally unstressed system, which yielded $A_0 = 26\,\text{nm}$ [182]. Compared to results from recently published single-molecule experiments by Chou et al. [155], which reported $A_0 = 57\,\text{nm}$ and $C_0 = 100\,\text{nm}$, both values take lower values in the oxRNA model. Nevertheless, both values are consistent with experimental values which lie in the same order of magnitude up to a factor of 1.5 to 2.

For $C_0$, slightly closer agreement with experiment is observed for oxRNA compared to the HelixMC model reported in Ref. [155], which yielded a torsional persistence length of $C_0 = 53\,\text{nm}$. The consequences of these differences for the accuracy of the predicted double-strand buckling behaviour can be estimated in an approximate fashion using Eq. 3.3, which predicts the critical value of $\sigma$ at which the buckling transition is expected due to the elastic behaviour of the system. As $\sigma_b \propto \sqrt{A_0/C_0}$, the position of the buckling point only depends on the combination of both quantities, leading to cancellation of the deviations in the model properties. Indeed, Eq. 3.3 predicts $\sigma_b = 0.062$ at $F = 6\,\text{pN}$ using the experimental quantities and $\sigma_b = 0.056$ using the properties of oxRNA determined in the present section, corresponding to a difference of only 10% in $\sigma_b$. Hence, even though the individual values of the persistence lengths deviate from the experimental ones, the basic physics of RNA buckling can be expected to be well reproduced by the model.

The value of twist-stretch coupling in dsRNA molecules has recently been determined by single-molecule experiments as $D = +11$ [155], indicating that dsRNA does not exhibit the counter-intuitive negative twist-stretch coupling observed in DNA. As can be seen from the hat curve slopes in the pre-buckling regime at small
\(|\sigma|\), oxRNA might be expected to reproduce this feature (see Fig. 3.10). Determining the slope at \(F = 6.0\, \text{pN}\) by fitting the hat curve for \(-0.01 \leq \sigma \leq +0.03\) yields \(\frac{dL}{d(\Delta Lk)} \approx -1.7\, \text{nm}/\text{turn}\), corresponding to \(D \approx 7\) for oxRNA. Hence, oxRNA reproduces the correct sign of the twist-stretch coupling in RNA, while underestimating the experimentally determined magnitude of twist-stretch coupling by about 40%.

### 3.5 Summary

The oxDNA model was subjected to a systematic test of its mechanical response to twist and tension. Comparison with results from single-molecule experiments show that the model reproduces the supercoiling behaviour well. In particular, buckling of the double strand is observed at levels of supercoiling predicted by continuum theories of linear elasticity. Additionally, significant denaturation increasing with stretching force is observed for negative supercoiling. This allows one to reproduce the full “hat curves” observed in experiment with quantitative agreement, albeit that denaturation takes place at slightly higher force than observed in magnetic tweezer assays. This may partially be due to sequence heterogeneity in experiments which would favour denaturation at AT-rich segments, that are more likely to be present in long strands.

Similarly, the torque response of the model follows the behaviour expected from the Moroz-Nelson model for the interplay of twist and bending modes. Experimental torque curves are reproduced quantitatively, including the torque overshoot at buckling, and post-buckling levels of supercoiling. The twist-stretch coupling for small levels of supercoiling possesses the wrong sign in oxDNA, and the anomalous behaviour observed experimentally is not reproduced. However, the effect is very small compared to the other relevant couplings determining the physics of twisting and bending, and is therefore very unlikely to influence the overall buckling behaviour of the simulated system.

Less experimental data on double-stranded RNA is available to test the supercoiling behaviour of oxRNA [156]. Recent data from magnetic tweezer experi-
iments suggests that oxRNA underestimates both twist and bending persistence length. Similar difficulties were encountered in a recent coarse-grained RNA model by Chou et al. [155], where even lower values for the torsional persistence length were reported. However, as the buckling point only depends on the relative size of these two parameters, the effect of this difference on the overall extension behaviour is minor. In contrast to the behaviour in DNA, twist-stretch coupling has recently been found to be negative in RNA. This behaviour is well reproduced by the oxRNA model, up to a quantitative difference in the coupling magnitude of about 40%.
Chapter 4

Plectoneme tip-bubbles

While the overall mechanical behaviour of the molecule, as studied in the previous chapter, can be directly compared to single-molecule measurements, its full geometrical structure remains inaccessible in these assays. Having established that the global response of DNA to mechanical stress is captured to a high degree of accuracy by oxDNA, this chapter investigates the microscopic structure that gives rise to the observed overall behaviour.

A central theme is the interplay between the two most common response modes of dsDNA to mechanical stress, plectonemic supercoils and denaturation bubbles. Co-localisation of both structures is described in Sec. 4.1 as a function of twist and stretching force. The effects of this co-localisation on the distribution of supercoiling are explored in Sec. 4.2. In Sec. 4.3, experimental tests of these effects are proposed. Finally, in Sec. 4.4, several biological implications of this coupled behaviour of supercoiling and denaturation are proposed.

4.1 Tip-bubbles

4.1.1 Co-localisation

For negative supercoiling and intermediate stretching force $1.0 \text{ pN} \lesssim F \lesssim 2.5 \text{ pN}$, plectoneme formation and double strand denaturation can happen at the same time, leading to the intermediate slope in the extension curves, as was found in various different experimental assays (see Sec. 3.1). This intermediate regime was previously
interpreted as consisting of two distinct, spatially separated phases, one correspond-
ing to a denatured and the other to a plectonemically coiled region of the double
strand [3, 2, 63]. In contrast to this simple picture, simulations presented in this
thesis show that both structural features do not occur independently, but are highly
colocalised; for all simulations in the relevant parameter regime, denaturation bub-
bles were found to accumulate in the end-loop of the plectoneme, as shown in the
reference structures in Fig. 4.1. Physically, this behaviour is plausible, because plec-
toneme end-loops represent highly bent regions of the double strand, where bending
stress might be expected to favour bubble opening. Furthermore, denatured regions
of the DNA strand possess a significantly enhanced flexibility, making them pre-
ferred sites for plectoneme nucleation. Co-localisation of bubbles and plectonemes
also explains better the experimentally observed spectrum of end-to-end fluctuations
as a function of $\sigma$ and $F$, as will be shown in Sec. 4.1.3.

Reflecting this behaviour, a strong correlation is observed between the centre
of denatured regions and the plectoneme position determined using the plectoneme
detection algorithm introduced in Sec. 2.1.3.2. The configuration shown in Fig. 4.1
thus represents a novel conformational regime of DNA, a tip-bubble plectoneme,
which arises from the coupling of denaturation and writhing in DNA.

To characterise this novel conformational state, a microscopic order parameter
has to be defined. As suggested by the reference configuration shown in Fig. 4.1,
a key criterion of this state is that the plectoneme position and the position of
the midpoint of the largest denaturation bubble in the system coincide within a
small margin $M_c$. Using this observation, a tip-bubble plectoneme can be defined
as follows:

- A denaturation bubble with size $l_b \geq 2$bp exists in the system.
- A plectoneme is detected in the system using the algorithm described in
  Sec. 2.1.3.2.
- The bubble midpoint and the plectoneme position are separated by less than
  $M_c$ bp
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The restriction to bubbles with size $l_b \geq 2\text{bp}$ was introduced in order to discard short-lived single base-pair denaturations, which can occur in the strand due to thermal noise. For a large majority of configurations, the bubble-plectoneme distance is less than 20bp, so that choosing $M_c = 20\text{bp}$ captured almost all microscopic configurations, as shown in Fig. 4.2.

Figure 4.1: Typical microscopic formation of a tip-bubble plectoneme by an end-loop denaturation. Base-pair opening allows for a tighter winding of the end-loop, leading of a reduction $\Delta L$ in end-to-end length.

### 4.1.2 Populations and state diagrams

Based on the microscopic criteria for the plectoneme, bubble and tip-bubble plectoneme structures defined in Secs. 2.1.3.2, 2.1.3.1 and 4.1.1 respectively, prevalence of these states as a function of superhelical density $\sigma$ and stretching force $F$ on the system can be studied. A systematic survey of the likelihood for a given structure to be present in the system as a function of these external parameters is shown in Fig. 4.3. In all simulations, at most one plectoneme was observed, as is expected at high salt concentration and short strand length from continuum-level theories of plectoneme formation taking into account explicit electrostatics [193], and as was observed in recent single molecule experiments [1].
For $\sigma < 0$, there is a clear crossover from pure plectonemes to tip-bubble plectonemes and then to pure bubbles as a function of force. For $\sigma > 0$, a broader crossover to the tip-bubble regime occurs, which happens at significantly higher forces than for negative supercoiling. The reason for this difference is that for negative supercoiling the tip bubble is able to absorb some of the undertwist imposed on the system. This is not the case for the defect forming in the end-loop at $\sigma > 0$.

At low values of $|\sigma|$, the recognition of small plectonemes somewhat depends on the cutoff values chosen in the plectoneme detection algorithm, as described in Sec. 2.1.3.2. As shown in Fig. 4.3, the transitions in this region of the state diagram are narrow as a function of $F$ and $\sigma$. Therefore, changes in the cutoff values have only very small effect on the values of $\sigma$ for which the onset of the different regimes is detected.

Note that as long as $\sigma$ is large enough to allow stable tip bubbles, the transition from plectonemes to tip bubbles appears to be at a very similar force for different $\sigma$. The reason for this is that the crossover is mainly determined by a change in the end-loop structure, rather than in the rest of the plectoneme, which grows for

![Figure 4.2: Distribution for the distance between bubbles and plectoneme midpoints for simulations of a 600-bp system, at different values of $\sigma$ for $F = 1.27\text{pN}$. Strong co-localisation is observed.](image-url)
increasing $\sigma$ (see Fig. 3.2). Similar arguments may explain the observation that the transition from tip bubbles to extended bubbles also happens at the same force for different negative values of $\sigma$.

Combining the results shown in Fig. 4.3 allows one to construct a state diagram of DNA, which gives the dominant state in the system as a function of $\sigma$ and $F$. To generate the state diagram in Fig. 4.4, a threshold value of 40% was used to determine the boundaries between different configurational states. Also in this case, changes in the threshold introduce only slight modifications to the precise position of the boundaries, but do not affect the overall structure of the state diagram.

In sum, tip-bubble plectonemes thus represent a separate intermediate state between extended bubbles and pure plectonemes, rather than a pure crossover regime between these two states. Further dynamical evidence for the presence of boundaries between the tip-bubble plectoneme state and the extended bubble and pure plectoneme state is given by enhanced fluctuations close to the boundaries, and will be discussed in chapter 5.

4.1.3 Free-energy profiles for bubbles and plectonemes

Bubbles in the end loop tend to shorten plectonemes due to three effects, thus causing interconversion between bubbles and plectonemes:

- Denaturation bubbles possess very small native twist, and are therefore able to absorb undertwist relative to the double-stranded state.

- Denatured single strands can twist back on themselves in a negative way, thus even leading to a negative twist contribution. As the overall linking difference $\Delta Lk$ of the system is conserved according to the relation $\Delta Lk = \Delta Tw + \Delta Wr$ (see Sec. 2.1.2), this increase in $\Delta Tw$ changes the system’s writhe component and thus the average plectoneme size.

- A denaturation in the end loop constitutes a defect in the double helical structure, which allows the formation of a smaller, more tightly wound tip of the
plectoneme structure, as shown in Fig. 4.9, thus causing an extension $\Delta L$ of the overall system.

Fig. 4.5 shows free-energy landscapes of the system as a function of bubble and plectoneme size for different values of $F$. In a 600-bp strand, due to thermal noise, very short-lived denaturations of small size can occur in a duplex at $T = 300K$. In order to separate out this contribution, bubbles with a size up of 1 or 2bp were only taken into account if they were co-localised with a plectoneme in this analysis.

Fig. 4.5 also shows that the initial formation of a 2-bp tip bubble causes a decrease in plectoneme size by roughly 100bp. Assuming that the equivalent plectoneme size is converted into extended strand length aligned with $F$ and neglecting changes in bending energy, the free energy gain due to this extension is $\Delta G =$
Figure 4.4: State diagram based on the populations shown in Fig. 4.3. (a) Dominant state exceeding a cutoff of 40% on a grid in the $\sigma - F$ plane. Yellow circles, blue stars, green diamonds and red squares signify pure plectonemes, extended bubbles, and tip-bubble plectonemes for negative and positive supercoiling respectively. Note that at small supercoiling, the detection of plectonemes will be somewhat cutoff-dependent as discussed in Sec. 2.1.3.2. (b) Semi-schematic interpolation of the state-diagram shown in (a).

$$F\Delta L \approx 1.27\text{pN} \cdot 100 \cdot 0.34\text{nm} \approx 10k_BT$$ for $T = 300K$. This free energy gain is on the same order of magnitude as the cost of forming a small double strand denaturation in oxDNA. After denaturation of the first two base pairs and consequent shape change of the end-loop, the size of plectonemes and bubbles can be interconverted in an approximately linear fashion.

Note that this behaviour markedly differs from the one predicted by simple models that treat bubbles and plectonemes as separate structures which have been proposed in the literature [3, 63]. To describe the interconversion between these structures in a consistent way, the substantial nucleation costs of both bubble and plectoneme structures have to be considered [135, 4, 1, 145]. The free-energy landscape would then show two separate minima separated by a considerable barrier, representing bubble and plectoneme states respectively. Due to the co-localisation behaviour described in this chapter however the presence of a bubble reduces the nucleation cost of a plectoneme and vice versa, leading to the free energy landscapes shown in Fig. 4.5 which are flat along their diagonal. This feature of the free-energy landscapes for bubble and plectoneme sizes is related to the experimentally observed broad fluctuation spectrum of end-to-end distance, which will be discussed.
Figure 4.5: Free-energy landscapes as a function of bubble and plectoneme size at $\sigma = -0.08$ and different forces. A negative linear correlation of bubble and plectoneme size is observed after forming a kink-like tip-bubble defect of 1 to 2bp. The landscapes are obtained using the average-base parametrisation of oxDNA.

in chapter 5. Previous modelling approaches which did not take into account the co-localisation of bubbles and plectonemes could only reproduce this behaviour by neglecting the nucleation costs of bubbles and plectonemes. This strategy however contradicts known energetic features of these structures [135, 4, 1, 145], and furthermore allows formation of a large number of different independent plectoneme structures in the system, in contradiction to experimental observation [1].

Fig. 4.6 shows free energy profiles as a function of bubble size, corresponding to projections of the 2-dimensional free energy landscapes of Fig. 4.5 onto the x-axis. At $F \approx 1.5\text{pN}$, a 2-bp tip bubble denaturation starts to become favourable. This small initial denaturation is particularly stable, as it enables kinking and therefore tighter winding of the end-loop, as shown earlier in Fig. 4.1. As the force increases, it becomes more favourable to grow larger bubbles, as can be seen in the free-energy plots in Figs. 4.5 and 4.6. For large enough force, the plectoneme disappears, and the dominant states are extended bubble states. The thermodynamics of the crossover between tip-bubble plectonemes and extended bubbles is illustrated in Fig. 4.7, where the projection of Fig. 4.6 is separated into contributions due to plectonemes, and contributions due to bubble states without plectonemes. As discussed
Figure 4.6: Free-energy profiles at $\sigma = -0.08$ and different values of $F$ as a function of bubble size, corresponding to projections of the 2-dimensional free energy landscapes of Fig. 4.5 onto the $x$-axis. Note the stability of 2-bp bubbles at low force, due to free energy gains from initial end-loop rearrangement. For forces $F \gtrsim 2.3\, \text{pN}$, extended bubble states are more stable than plectonemic states, see also Fig. 4.7.

in Sec. 2.1.3.2, the classification of tip-bubble plectonemes of small size somewhat depends on the cutoff of the plectoneme detection algorithm. However, as the transition from tip-bubble plectonemes to bubbles is fairly narrow (cf. Fig. 4.4), this is not expected to significantly affect the force at which the crossover occurs. Fig. 4.7 clearly shows how, with increasing force, the system transitions from a regime with mainly tip bubbles, to a regime with mainly extended bubble states. At parameter values where extended bubbles and tip-bubble plectonemes can coexist, local kinks induced by bubbles provide a preferred site for re-nucleation of a plectoneme. Structures and a corresponding kymograph are shown in Fig. 4.9 to illustrate the crossover between bubbles and plectonemes for $\sigma = -0.09$ and $F = 2.3\, \text{pN}$. The average size of both bubbles and plectoneme structures as a function of $F$ at $\sigma = -0.08$ is shown in Fig. 4.8, reflecting again the sharp boundaries between the different configurational regimes observed for the population diagrams in Fig. 4.4.
Figure 4.7: Free-energy plots that illustrate the thermodynamics of the crossover between tip bubbles and extended bubbles. The left curves (solid symbols) show the free energy of tip-bubble plectonemes at a particular size, while the right curves show the free energy of extended bubbles (open symbols) without a plectoneme. At small values of $F$, the tip bubble is more stable than the extended bubble. At $F \approx 2.3\text{pN}$, the extended bubble population has a free energy roughly equal to the tip-bubble plectoneme, indicating that above this force, extended bubbles become more favourable, as can be seen for the $F = 2.5\text{pN}$ curves.

Figure 4.8: Mean sizes of plectoneme (green) and denaturation bubble (red) as a function of applied stretching force $F$ at $\sigma = -0.08$. 
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Figure 4.9: Interconversion between bubbles and plectonemes at $\sigma = -0.09$ and $F = 2.3\text{pN}$. (a) Position kymograph of plectoneme boundaries (green) and bubble centre (red). (b) Example configurations taken from trajectory shown in (a) at the times indicated. Different colouring of parts of the double strand is to facilitate comparison between structures.
4.2 Sequence effects in plectoneme localisation

4.2.1 Base-pairing energies

A particular consequence of the co-localisation of bubbles and plectonemes to form the tip-bubble state is the coupling of sequence properties to the distribution of writhe along the double strand. Bubble formation is known to be highly sequence dependent [135, 26].

To explore the role of sequence in plectoneme positioning, simulations of the 600-bp system were performed at $\sigma = -0.06$ and $F = 1.27\mu$N using a sequence-dependent parametrisation of oxDNA. Two random sequences were used, a fully random sequence with a GC content of 49%, and a block-random sequence containing five 120bp stretches with a GC content alternating between 70% and 30%, and an overall GC content of 52% (the full sequences are given in Appendix C). To distinguish sequence-dependent from other effects such as the influence of boundary conditions, simulations using the sequence-independent average-base parametrisation were performed. All simulations were run for at least $60\mu$s of simulated time, after which no significant asymmetries are discernable in the average-base plectoneme distributions (see Figs. 4.10 and 4.11). This criterion was taken as a sign of equilibration\(^1\).

Even though the average GC content in both random sequences is similar, tip bubble prevalence is 59% for the randomised sequence and 72% for the block-random sequence, compared to 19% for the average-base model. These differences occur because bubbles can form more easily in weaker AT-rich regions. Furthermore, the presence of longer AT-rich stretches increases the overall denaturation in the strand by allowing denaturation to take place in a more localised way. The accumulation of plectonemic coils close to the denatured region will further contribute to this localisation of melting. As shown in Sec. 3.1.3, this effect is also manifest in the

\(^1\)Note that the decay of position probability at the strand ends is due to the effects of the boundary conditions applied to the simulated system (cf. Sec. 2.4). In particular, the centre position of a plectoneme cannot be closer to the strand end than half its size as determined by the detection algorithm of Sec. 2.1.3.2.
Figure 4.10: Position distribution of plectonemes at $\sigma = -0.06$ and $F = 1.27\text{pN}$. Results are shown in red for a random sequence, and in blue for a block-random sequence, as explained in the text. Plectoneme formation is suppressed near strand ends because these are clamped. For each sequence, the upper part of the figure shows coloured positions for AT basepairs and white for CG basepairs. Plectonemes in the tip-bubble regime strongly localise to AT-rich regions.

hat-curves: The random sequence deviates from the $\sigma \to -\sigma$ symmetry at lower forces than the average-base model does.

The plectoneme distribution found for the random and block-random sequences is shown in Fig. 4.10. Plectonemes can be seen to exhibit a strong tendency to accumulate in AT-rich, weak sequences, as a consequence of the smaller enthalpic cost of tip-bubble formation in these regions. In particular, the two AT-rich flanking regions of the block-random sequences show a higher plectoneme population despite being closer to the boundary walls than the central region, where the plectoneme density is suppressed by a GC-rich sequence.

To demonstrate the effect of the base sequence in a biologically relevant sequence, the plectoneme position distribution on a strand containing the promoter sequence of the human TP53 gene was obtained (see Appendix C for the full sequence used). The resulting plectoneme distribution is shown in Fig. 4.12, showing a plectoneme distribution markedly different from the average-base model also in this case.
Figure 4.11: Plectoneme position distribution for the random sequences and in the average-base parametrisation at $\sigma = -0.06$ and $F = 1.27pN$. Sequences are given in the upper part of the figure, where a blue line indicates an AT base-pair. (a) Random sequence in sequence-dependent (blue) and average-base (red) parametrisation. Mean plectoneme size is 260bp for the average-base parametrisation and 195bp for the random sequence. (b) Block-random sequence in sequence-dependent (blue) and average-base (red) parametrisation. Mean plectoneme size is 260bp for the average-base parametrisation and 137bp for the block-random sequence.

Figure 4.12: Plectoneme position distribution for a sequence containing the human TP53 gene promoter sequence.
4.2.2 Mismatches

The differences in the distribution of plectoneme positions described in Sec. 4.2.1 are due to sequence-dependent differences in the base-pairing and stacking energies, leading to a sequence-dependent bubble opening cost in a double strand consisting of otherwise fully complementary single strands.

A physically similar situation can be expected for a double strand containing mismatches, i.e. sites at which two opposing nucleotides have identities that do not allow them to form a base pair. This means that no additional free-energy cost for denaturing the double strand at the mismatch site arises, making the mismatch particularly favourable as the location of a tip-bubble. Furthermore, the high intrinsic flexibility of the unpaired region will favour formation of the plectoneme close to the mismatch.

In analogy with the sequence dependence reported in Sec. 4.2.1, Fig. 4.13 shows the plectoneme distribution for an average model with 2-bp mismatches, which have a biological relevance (see Sec. 4.4). To test the influence of boundary conditions, the mismatches were placed in the central and flanking regions of the double strand. In both cases, clear localisation of plectonemes close to the mismatch is observed.

Figure 4.13: Position distribution of plectonemes for 2-bp mismatches of an otherwise fully complementary double strand in the average-base parametrisation.
(a) Mismatch on base pair number 200 and 201.
(b) Mismatch on base pair number 323 and 324.
4.2.3 Further effects of secondary structure

Besides tip-bubble denaturation, it is conceivable that other types of secondary structure may occur in the plectoneme end-loop, which might have an effect on the overall free-energy cost of positioning a plectoneme at a given location. Most of these possible secondary structures will require a particular sequence to form. For example, when the end-loop contains a palindromic sequence, cruciform formation could occur [174]. Results from continuum rod models [123] indicate that the effect of plectoneme localisation primarily depends on non-homogeneous local flexibility of the DNA double strand. Most secondary structures will locally enhance the flexibility of the double strand, thus still favouring plectoneme localisation at their position.

In this work, non-symmetric bonds were disallowed for sampling efficiency and to focus on generic denaturation effects, excluding such secondary structure effects (cf. Sec. 2.1.3.1). However, given that the denaturation tip-bubbles observed in the systems studied here typically consist of small bubbles containing only few base pairs, the effect of secondary structure is expected to be negligible for most sequences.

Even in the presence of larger bubbles, double strand denaturation might be expected to be the dominant response of the system, before forming secondary structure on a longer timescale. Therefore, the plectoneme position distributions presented in this section would remain relevant at least in this intermediate phase.

4.3 Experimental tests of plectoneme localisation

The tip-bubble plectoneme state couples sequence-dependent features of the DNA double strand to the distribution of plectoneme structures, which are central to the writhing behaviour of the strand. This constitutes a coupling between local and global strand properties, which are accessible in experiments by different techniques. In this section, experimental strategies using the methods reviewed in Sec. 1.3 are outlined to test the structural predictions based on the simulation results discussed in this section.
• Tip-bubble plectonemes lead to a stabilization of open bubbles in specific weak sequences. These could be detected by standard oligonucleotide hybridization probes in magnetic tweezers, as used before e.g. by STRICK et al. [194]. This test does not demonstrate directly the presence of plectonemes, but allows testing for stable denaturation of a specific sequence for given $\sigma$ and $F$, which are more abundant as a consequence of tip-bubbles.

• AFM techniques (see Sec. 1.3.1) could be used to directly image tip-bubbles, as was done in closed-circular systems using single-strand binding proteins by JEON and co-workers [44]. To avoid artifacts in the imaging process, it may be possible to keep the plectoneme fixed by DNA bridge proteins, which have been explored experimentally before [195, 196].

• Multi-colour FRET (see Sec. 1.3.3) provides a means to measure several distances in a molecular system in parallel. Using this technique, it may be possible to detect the presence of a plectoneme stem and a bubble at the same time: Two distant sites along the double strand are brought into close contact, while two sites on opposing single strands are further apart than is compatible with a double-stranded structure, indicating denaturation [197].

• To directly probe the presence of a tip-bubble in a system held under mechanical stress, it would be necessary to combine an experiment that includes a molecular tweezer providing spatial resolution such as the assay by VAN LOENHOUT et al. with a molecular probe for double-strand denaturation. Such probes could consist of fluorescence-labelled single strand binding proteins or short oligonucleotides. This test would furthermore allow one to directly probe the dynamics of tip-bubble plectonemes.

• Existing single-molecule experiments have already provided indirect evidence for the tip-bubble plectoneme state, for example from the behaviour of fluctuations in end-to-end distance, as discussed in Chapter 5.
4.4 Biological implications

As shown in Sec. 4.1.2, end-loop denaturation in DNA happens in a regime of about 1-2pN of stretching force, and a superhelical density of \( \sigma \lesssim -0.04 \). These are parameters which are in the range of mechanical stresses experienced by DNA in living cells. The genome of most organisms is negatively supercoiled with a superhelical density \( \sigma \approx -0.05 \) [37], which is well within the tip-bubble plectonemic regime as shown in the state diagram in Fig. 4.4. In some cases, namely genome organisation, transcription and DNA repair processes, more specific biological consequences of tip-bubbles might be imagined, and are discussed in this section.

When comparing simulation results to biological conditions, it has to be remembered that the version of oxDNA used in this work was parametrised at a monovalent salt concentration of 500mM (see Chapter 2). This value is considerably higher than in typical in vivo situations, where the intracellular concentration of monovalent ions is typically in the range of 150mM. A main consequence of this difference is that electrostatic interactions are less screened in vivo that in the model parameterisation conditions. Therefore, electrostatic repulsive interactions between the negatively charged DNA backbones are expected to increase. Physically, this is expected to lead to a decrease in denaturation free energies [131], and an increase in the plectoneme stem radius [120]. As shown in Sec. 3.1, this leads to a lowering in the force at which bubbles start to form, causing a shift in the boundaries of the tip-bubble plectoneme region.

Apart from such corrections in quantitative detail, however, the physics of tip-bubbles is set by the generic denaturation and buckling behaviour of DNA, which are well established and known to be relevant under in vivo conditions. Therefore, it might be expected that the basic mechanism of end-loop denaturation is indeed relevant in a biological scenario.

\[ ^{2}\text{In most bacteria, the genome is circular and intrinsically conserves supercoiling, while in eukaria, supercoiling is thought to be conserved by anchoring of chromosomes in the nuclear matrix [198].} \]
4.4.1 Genome organisation

As demonstrated by the plectoneme distributions shown in Figs. 4.10–4.12, the geometry of tip-bubble plectonemes has the effect of guiding plectonemes to weak parts of the DNA sequence. Thus, by coupling to the position of plectonemic coils, sequence properties can influence genome organisation in a more global way than by denaturation of base pairs. The three-dimensional organisation of the genome determines the microscopic accessibility of the base sequence, and therefore has a regulatory relevance in virtually all processes involving its readout [199, 198].

For prokaryotes in particular, which lack the wrapping of DNA around histones, supercoiling is known to be a major player in the compaction of the DNA strand [200], with plectonemes being the dominant DNA conformation [201]. Electron microscopic studies have suggested that the position of plectonemic supercoils in close-circular DNA is non-random [202]. Tip-bubble plectonemes are a possible microscopic explanation of this positioning. Other effects not captured by oxDNA, such as sequence-dependent intrinsic bending [187, 202] are likely to add to that picture, and introduce further, more specific sequence-dependence into genome organisation.

4.4.2 Transcription

Transcription by RNA polymerases is a process well characterised at the bulk and single-molecule levels [203, 71, 204]. In particular, plectonemic supercoils are believed to be involved in the onset of transcription in both prokaryotic and eukaryotic organisms [201]. Structurally, a study by ten Heggeler-Brodier et al. using electron microscopy suggests that RNA polymerase indeed preferentially localises to the apical tips of DNA coils at transcription [204]. This behaviour is fully consistent with the findings on plectoneme localisation described in this chapter: As double-strand stability in the end-loop regions of plectonemic coils is significantly reduced, these sites might be expected to constitute favourable binding sites for RNA polymerase.

Furthermore, transcription start sites are known to contain AT-rich motifs such
as the TATA box [205, 206]. As shown in Sec. 4.2, tip-bubble pleonememes are likely to be centered around such long AT-rich stretches, increasing the probability of these sequence parts to be denatured and stably exposing them at a pleconome apex, where they are easily accessible to binding by other molecules. Hence, the tip-bubble pleconome regime may constitute a simple way for the organism to regulate transcription by global modification of the mechanical parameters $F$ and $\sigma$.

### 4.4.3 DNA repair

In a biological setting, the DNA molecule is subject to permanent lesions by external influences such as UV irradiation or oxidative stress\(^3\). To handle this constant damage, both prokaryotic and eukaryotic cells have evolved complex repair mechanisms which correct damages [209]. Among the most common damages are pyrimidine dimers, which are induced photochemically [208] and cause local disruption of interstrand base pairing, enhancing the local flexibility of the double strand [210].

By using a mismatch to model these microscopic changes to DNA structure, this phenomenon can be related to the results of Sec. 4.13: Tip-bubble pleonememes are very likely to accumulate around local mismatches of the base sequence, as these parts of the strand do not incur a free-energy penalty for denaturing the double strand, and have a very high local flexibility. Even if the precise nature of the local disruption is likely to differ from this simple coarse-grained view, one might still expect that enhanced local flexibility causes pleconome accumulation around the lesion. Local pleconome accumulation might in turn be involved in the recruitment of other molecular species to the damaged site.

### 4.5 Summary

In this chapter, a novel conformational state of DNA, a pleconome possessing a denaturation bubble at its tip, was described. It arises in the crossover regime between pure pleonememes and extended bubbles for negative supercoiling, and for high forces

---

\(^3\)The frequency of DNA damage is believed to be in the range of $10^3$ to $10^6$ per day per cell [207, 208].
at positive supercoiling. The free-energy landscape for the crossover between the
tip-bubble plectoneme state and its “neighbouring” states was calculated, showing
that bubbles and plectonemes lower their mutual nucleation barrier, thus facilitating
interconversion between the two motifs.

The presence of broken base pairs in the structure makes the free energy of the
plectoneme sequence-dependent. Due to the coupling of denaturation and writhing
behaviour, the sequence contributes to the localisation of plectonemes, and favours
their positioning in weak, AT-rich stretches. Similarly, mismatches in the base
sequence of the double strand provide positions where tip-bubble denaturation does
not incur a denaturation enthalpy cost. Therefore, these mismatches act as preferred
sites for tip-bubble plectoneme localisation.

Several experimental strategies to test for the presence of plectonemes possessing
tip-bubbles are possible, some of which are similar to already established assays.
Biologically, the guiding of plectonemic supercoils by tip-bubbles highlights the fact
that intrinsic properties of the DNA molecule can determine its large-scale config-
uration far beyond double strand denaturation, even without external organising
factors. Furthermore, tip-bubble plectonemes can help guide the recruitment of ac-
tive molecules such as RNA polymerase to weak sequences, thus critically governing
their binding kinetics, and helping them fulfill their biological function.
Chapter 5

Dynamical behaviour of plectonemes

Next to the overall mechanical behaviour of supercoiled DNA, the dynamics of plectonemes has of late become accessible in experiments. Apart from the time-resolved overall behaviour of DNA under torsion and tension, it has recently become possible to track individual plectoneme structures, and observe their displacement behaviour in real time [1].

In this chapter, the dynamics of plectoneme structures is studied. Sec. 5.1 describes fluctuations in the end-to-end distance of the strand, as well as their dependence on strand length. In Secs. 5.2 and 5.3, the continuous, diffusive and the discontinuous, “hopping” displacement modes of plectonemes are studied respectively.

5.1 Fluctuations and length dependence

5.1.1 Fluctuation spectrum

The magnitude of fluctuations in end-to-end distance is accessible in molecular tweezer experiments, and can give more detailed information about the energetics of the conformational states at given external conditions. In a series of pioneering experiments [3, 2], the fluctuation spectrum in $L/L_0$ was measured for the first time for systems of effective length $L_0 \approx 6$kbp around the region for negative supercoiling, close to the crossover from plectonemes to a bubble state. In this section, analogous
results are presented for the system studied in coarse-grained simulations.

The red curve in Fig. 5.1 shows the magnitude of fluctuations in end-to-end distance of the strand for system size $L = 600\text{bp}$ at a superhelical density $\sigma = -0.08$. At forces between 1 and $3\text{pN}$, the 600-bp fluctuation spectrum exhibits enhanced fluctuations, and shows a two-peak substructure.

![Figure 5.1: Fluctuation spectrum (standard deviations of the end-to-end distance) for $L = 600\text{bp}$ (red points, as in inset of Fig. 1b in the main paper), together with two points obtained for a $L = 1500\text{bp}$ system (blue points). While the maximum at low force is approximately independent of strand length, the high-force maximum grows with system size in a roughly linear fashion.](image)

This structure of the fluctuation spectrum can be related to crossing the boundaries between the different states shown in the state diagram presented in Sec. 4.1.2: The first peak is due to fluctuations arising from the initial opening of the tip bubble, signifying the transition from the pure plectoneme to the tip-bubble plectoneme state. The second peak is due to the competition between a tip-bubble plectoneme and the extended bubble state. These two effects have a different dependence on system size, which will be discussed in Sec. 5.1.2. The overall width of the peak in
the fluctuation spectrum observed in experiments is somewhat more narrow than it is in simulations for $L = 600\text{bp}$ [2]. This may be due to two reasons:

- Experiments are expected to mainly resolve the high-force peak (cf. Sec. 5.1.2), for which the width at half-maximum is smaller than the full spectrum observed at $L = 600\text{bp}$ (see Fig. 5.1).

- Generic finite size effects may lead to a narrowing of the fluctuation peak at a transition for increasing system size, for example because of cooperative localisation effects that increase with strand length.

Apart from these differences in detail, both simulations and experiments consistently observed considerably wider peaks in the fluctuation spectrum than predicted based on simple models that only include plectonemes and bubbles, without accounting for their respective nucleation costs [3, 2, 63]. This behaviour is caused by the joint localization behaviour of bubbles and plectonemes. Due to co-localisation (see Sec. 4.1.1), pure bubbles and tip-bubble plectonemes each lower the nucleation barrier for the formation of the other, causing a broader transition between the two states, as discussed in Sec. 4.1.3. This leads to a wider fluctuation spectrum than one would observe for two states separated by a large nucleation barrier, which would generate a sharp two-state behaviour. Hence, the broad fluctuation spectra observed by TEMPESTINI and co-workers [2], as well as independently by MENG et al., are indirect evidence supporting the existence of the tip-bubble plectoneme state presented in chapter 4: Models which do not allow for co-localisation in the form of tip-bubble plectonemes can only fit the experimental data if they neglect the nucleation free-energy costs of bubbles and plectonemes. These are however well known to be substantial from both theoretical work [145, 135] and experimental observations [1].

For a similar salt concentration as used in the parametrisation of oxDNA, the experiments of Ref. [2] find that the location of the end-to-end fluctuation peak lies at $F \approx 1\text{pN}$, a force about one piconewton lower that the large-force peak seen in simulations. This observed discrepancy may be due to a number of reasons:
• Still unexplored generic finite-size effects may lower the transition force for longer strands.

• Simulations for both strand lengths reported in this section were performed for the average-base parameterisation of oxDNA. As discussed in Sec. 3.1.3, the crossover between bubble and plectoneme states takes place at slightly lower forces in the sequence-dependent model, as bubbles preferentially form in AT-rich stretches of the double strand.

• For a random sequence, the longer the strand, the higher the likelihood for finding longer AT-rich regions, which may further enhance the probability of bubble formation due to localisation of denaturation.

Taken together, these effects are expected to lower the forces at which the fluctuation peak occurs in the simulated system. Therefore, they should lead to better agreement of simulation results and experimental observations of the force at which a fluctuation maximum occurs [2].

Finally, it may be the case that oxDNA slightly overestimates the cost of forming twist-induced bubbles. It is difficult to find direct comparisons to experiment for this phenomenon that would allow for an independent check. In previous studies, good agreement with experiment was observed for force induced melting [176] without torsional constraint, and for simple duplex melting [172]. This gives confidence that the difference between simulation and experimental results are mainly accounted for by the factors listed above as opposed to generic shortcomings of the model.

5.1.2 Length dependence of fluctuation spectrum

For reasons of computational efficiency, the majority of the data presented in this thesis was taken from systems at a relatively short strand length of $L = 600\text{bp}$, which is roughly 5-10 times shorter than common experimental systems. Previous experimental studies of the buckling transition have found a marked dependence of the buckling transition on the strand length $L$. In particular, the width of the buckling transition and the kinetics of buckling were found to be strongly influenced
by strand length [4]. In order to study the influence of differences in strand length and to be able to directly compare to experimental results, simulations at $L = 1500\text{bp}$ were performed. For these systems, an implementation of oxDNA for CUDA-enabled GPUs was used to permit more efficient sampling.

To test the influence of strand length on the overall extension behaviour, force-extension curves at $\sigma = -0.08$ were calculated for $L = 600\text{bp}$ and $L = 1500\text{bp}$, and are shown in Fig. 5.2. Both curves collapse almost perfectly for high forces, while from $F \approx 1\text{pN}$, the shorter system shows a slightly larger end-to-end distance, indicating the presence of finite-size effects due to interactions of the plectoneme with the system boundaries.

![Figure 5.2: Mean end-to-end extensions for $L = 600\text{bp}$ (red curve) and $L = 1500\text{bp}$ (green curve). For high forces, both lengths lead to identical relative extensions. For $F \lesssim 1\text{pN}$, finite-size effects lead to a somewhat increased end-to-end extension for the 600-bp system. Note that in the same force range, qualitatively similar deviations from the experimental torque response behaviour are found, providing another signature of finite-size effects (cf. Fig. 3.8).](image)

The length-dependence of fluctuations in end-to-end extension gives further in-
formation on the structural properties involved at different forces. As discussed in Sec. 5.1.1, the low-force peak in the fluctuation spectrum for \( L = 600 \text{bp} \) shown in Fig. 5.1 corresponds to the onset of tip-bubble denaturation, while the high-force peak corresponds to the disappearance of the tip-bubble plectoneme in favour of an extended bubble state. From this consideration, the first peak of the fluctuation spectrum is expected to be approximately independent of system size, kink formation being an effect that only involves local strand rearrangement. Conversely, the high-force peak of the enhanced fluctuation region is expected to grow linearly with system size for constant \( \sigma \), as it is related to the total plectoneme size, whose maximum value is set by the absolute linking difference \( \Delta L_k = \sigma(N - 1)/p \), where \( N \) is the number of base pairs in the strand, and \( p \approx 10.4 \) is the average number of base pairs per turn.

To test these expectations, simulations of the 1500-bp system at \( \sigma = -0.08 \) and \( F = 1.5 \text{pN} \) and \( F = 2.3 \text{pN} \) were performed\(^1\). These force values are near the expected peaks in the fluctuation spectrum for the shorter system (see Fig. 5.1).

In particular the high-force fluctuations are difficult to sample for the larger system, as it involves dissolution and re-formation of a tip-bubble plectoneme. This corresponds to a global redistribution of supercoiling, a transition which is experimentally known to be a slow process [4]. Four independent simulations were run, with a total simulation time of approximately 128\( \mu \)s at \( F = 1.5 \text{pN} \) and ten independent simulations of a total simulation time of approximately 443\( \mu \)s at \( F = 2.3 \text{pN} \). The full end-to-end distributions obtained for these state points at \( L = 600 \text{bp} \) and \( L = 1500 \text{bp} \) are shown in Figs. 5.3 and 5.4. At \( F = 2.3 \text{pN} \), clear bimodal behaviour is observed in both systems, where a high-extension population represents the extended bubble state, and a low-extension population the tip-bubble plectoneme state. Note that a similar distribution has been reported from experiments in Ref. [4] for positive supercoiling, where the low-extension state is the unwrithed

\(^1\)For reasons of computational efficiency, the full fluctuation spectrum could only be obtained for the 600-bp system.
structure without bubbles and the high-extension state is expected to be plectonemes without tip-bubbles.

Figure 5.3: Extension distributions for $L = 600$bp, at superhelical density $\sigma = -0.08$, with $F = 1.5pN$ (left) and $F = 2.3pN$ (right). Note the weak bimodality in the right histogram, due to interconversion between bubble and tip-bubble plectoneme states.

Figure 5.4: Extension distributions for $L = 1500$bp, at superhelical density $\sigma = -0.08$, with $F = 1.5pN$ (left) and $F = 2.3pN$ (right). The results are qualitatively similar to those for the $L = 600$bp system shown in Fig. 5.3.

In the case shown in Figs. 5.3 and 5.4, the low-extension population consists of plectonemes with tip bubbles and is much broader because plectonemes with tip bubbles of different sizes have comparable stabilities relative to the extended state. Apart from this competition between high- and low-extension states, further substructure is seen in the low-extension distribution for $L = 1500$bp (cf. Fig. 5.4). However, one has to be cautious in the interpretation of this sub-structure, as the
sampling of large supercoiled structures converges slowly, and it was therefore not possible to verify that this feature is robust due to computation time constraints on the GPU processors. At any rate, the influence of this additional sub-structure on the standard deviation calculated for the distribution is expected to be relatively small.

Fluctuation results for both 600bp and 1500bp are plotted together in Fig. 5.1, where the results for $L = 1500$bp are represented by blue stars. The results corroborate the expectation that the first peak is largely independent of system size, while the second peak grows much more strongly, with an amplitude increase consistent with the expectation that it would grow linearly with system size.

In Fig. 5.5, typical tip-bubble plectoneme configurations at $L = 1500$bp observed for $F = 2.3$ pN and $\sigma = -0.08$ are shown. Note that in agreement with experimental results [4], these structures are very long-lived, and only show very little diffusion during simulation time. This is because formation and melting of these structures requires a global redistribution of writhe, while diffusion can only take place by reptation of the strand through the entire plectoneme and a concerted motion of the tip bubble. A kymograph for a tip-bubble plectoneme in the $L = 1500$bp system at $F = 2.3$ pN and $\sigma = -0.08$ is shown in Fig. 5.6, demonstrating that these structures are stable on a $\mu$s timescale.
Figure 5.5: (a) Tip-bubble plectoneme structure at $L = 1500$bp, for $\sigma = -0.08$ and $F = 2.3pN$, with plectoneme size 211bp and bubble size 33bp. (b) Tip-bubble plectoneme structure at $L = 1500$bp, for $\sigma = -0.08$ and $F = 2.3pN$, with plectoneme size 576bp and bubble size 10bp. Note that both structures are obtained at the same values of $\sigma$ and $F$.

Figure 5.6: (a) Position kymograph of a tip-bubble plectoneme at $L = 1500$bp, for $\sigma = -0.08$ and $F = 2.3pN$, showing stability of the structure on a $\mu$s time scale. (b) End-to-end extension kymograph for the run shown in (a).
5.2 Diffusion

Recently, the dynamics of plectonemes has been directly probed in pioneering experiments by VAN LOENHOUT et al. [1]. In this section, the diffusive dynamics of individual plectonemes is studied in the simulated system.

Plectonemes can displace along the supercoiled double strand via a continuous, reptational movement, as illustrated in Fig. 5.7. Depending on the applied level of $\sigma$ and $F$, plectoneme movement can be interrupted by opening of a tip bubble, as shown in Fig. 5.8. As displacement of a tip-bubble plectoneme requires the coupled motion of the plectoneme and the writhed bubble at its tip, it might be expected to be much slower than displacement without a tip bubble.

![Figure 5.7: Typical displacement of a plectoneme structure in a $L = 600\text{bp}$ system by reptation of the double strand. Stretches of 50bp are shown in different colour to visualise strand displacement.](image)

Fig. 5.9 shows the mean-square displacement of plectoneme structures with and without tip bubbles in a 600-bp system, using the random sequence given in Appendix C for $\sigma = -0.04$, $\sigma = -0.05$ and $\sigma = -0.06$, and a stretching force $F = 1.27\text{pN}$. The data was extracted from sections of trajectories of a total simulated time of $140\mu\text{s}$ for each value of $\sigma$. On a $\mu\text{s}$ time scale, the mean-square displacements (MSD) $\langle (d(t))^2 \rangle$ of the positions of plectonemes without tip bubbles show an approximately linear behaviour in time, indicating diffusive motion of these structures. In contrast, tip-bubble plectonemes do not show any signature of nonzero
Figure 5.8: Plectoneme kinetics depicted by kymographs of the plectoneme boundaries (green lines). Red denotes the centre of the tip-bubble, which pins the plectoneme and slows down diffusion. The upper panel shows a simulation at $\sigma = -0.05$ and $F = 1.27\text{pN}$, where reversible pinning occurs. The lower panel shows a simulation for a fully pinned state at positive supercoiling, $\sigma = +0.08$, $F = 7.9\text{pN}$, exhibiting much slower effective diffusion due to the presence of a tip-bubble.

The diffusion coefficient $D$ and the MSD are related by $\langle (d(t))^2 \rangle = 2Dt$, allowing determination of $D$ from the slope of linear fits to the data shown in Fig. 5.9. The determined diffusion coefficient for unpinned structures decreases as $\sigma$ becomes more negative because of the larger plectonemes that form at larger $|\sigma|$ (cf. Sec. 5.1.2). Numerical values of $D$ determined from the fitting procedure are given in Table 5.1.

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$D$ (kbp$^2$s$^{-1}$)</th>
<th>mean plectoneme size (bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.04</td>
<td>$1.2 \times 10^4$</td>
<td>161</td>
</tr>
<tr>
<td>-0.05</td>
<td>$5.1 \times 10^3$</td>
<td>218</td>
</tr>
<tr>
<td>-0.06</td>
<td>$3.9 \times 10^3$</td>
<td>272</td>
</tr>
</tbody>
</table>

Table 5.1: Unpinned diffusion coefficients obtained for different superhelical densities at $F = 1.27\text{pN}$ from the linear fits shown in Fig. 5.9.

In the experimental setup of Ref. [1], a positive $\sigma > 0$ was chosen such that the
plectoneme structure contained approximately 25% of the strand contour length $L_0$ at a given value of $F$. An analogous condition was set in simulations, and plectoneme diffusion coefficients were obtained for a range of stretching forces $1\text{pN} \leq F \leq 8\text{pN}$ as outlined above. From simple scaling arguments from polymer knot diffusion due to De Gennes [211], a marked exponential decrease of $D$ is expected for increasing $F$ due to the tightening of the plectoneme structure. Moreover, from the state diagram presented in Sec. 4.1.2, tip-bubble denaturations are expected to occur in diffusing plectonemes also for $\sigma > 0$ at high enough forces $F \gtrsim 5\text{pN}$, leading to a further decrease of diffusion. To separate these two effects, both the effective diffusion coefficient $D_{\text{eff}}$ insensitive to the denaturation state of the tip bubble, and the unpinned diffusion coefficient $D_{\text{unp}}$ for plectonemes without tip bubbles were calculated. The results are shown in Fig. 5.10, exhibiting a marked decrease of diffusion as a function of applied stretching force $F$, combined with a further, steeper decrease from $F \approx 5\text{pN}$, where tip-bubble states start to be populated (cf.
Sec. 4.1.2). In order to establish that this additional slowdown is due to tip-bubble formation, the relative slowdown $D_{\text{eff}}/D_{\text{unp}}$ was determined for each force point, and compared to the probability of tip-bubble formation. Fig. 5.11 shows that both quantities indeed behave similarly, suggesting that the effective diffusion coefficient $D_{\text{eff}}$ is decreases like

$$D_{\text{eff}} = D_{\text{unp}}(1 - p_{\text{TB}}) + D_{\text{pinned}} p_{\text{TB}},$$  \hspace{1cm} (5.1)$$

where $p_{\text{TB}}$ is the probability for a tip bubble to be present, and $D_{\text{pinned}}$ is the very small diffusion coefficient of tip-bubble plectonemes. Setting $D_{\text{pinned}} = 0$, Eq. 5.1 directly leads to $D_{\text{eff}}/D_{\text{TB}} = 1 - p_{\text{unp}}$, which is consistent with the data shown in Fig. 5.11.

![Figure 5.10: Diffusion coefficients $D_{\text{unp}}$ and $D_{\text{eff}}$ for plectonemes without tip bubbles and for plectonemes independent of tip-bubble presence respectively. From $F \gtrsim 5\text{pN}$, $D_{\text{eff}}$ decreases more steeply than for smaller stretching forces. As shown in Fig. 5.11, this is due to tip-bubble denaturations.](image)

The absolute values of the diffusion coefficients obtained in this section are much higher than those measured in Ref. [1]. There are several reasons for this difference. Firstly, at a strand length of 600bp used in simulations, even the highest superhelical density used here to study diffusive motion, $|\sigma| = 0.06$, corresponds to a linking difference of $\Delta Lk \approx 3.5$. Thus, plectonemes of at most 3-4 double strand
self-crossings are expected to be present. In practice, plectoneme structures are somewhat shorter, due to positive values of $\langle Tw \rangle$. In contrast to this, linking differences $\Delta Lk > 40$ were imposed in Ref. [1], leading to much larger plectoneme structures which are expected to diffuse far more slowly than the simulated structures [211].

Secondly, a high effective monomer diffusion coefficient $D_{\text{sim}} = 6 \times 10^{-7} \text{m}^2\text{s}^{-1}$ was chosen in simulations for this work. This is a common choice in coarse-grained models, and is done in part to increase the efficiency of sampling slow processes. From measurements of diffusive motion of DNA single strands, these effects are estimated to speed up the simulations by up to two orders of magnitude in simulated time [175].

Finally, underlying free-energy landscapes tend to be smoothed out in coarse-grained models, leading to accelerated motion of the simulated diffusion over barriers compared to the experimental system (see e.g. Ref. [212]). The time scale used in the integrator employed by oxDNA (cf. Sec. 2.3 and Appendix A) is set by the mass, length and energy scales used, which determine the frequencies of intra-molecular vibration modes. Coarse-graining may affect differently processes such as the overall bending modes of the double strand, which are important for strand reptation, mak-
ing it difficult to define a homogeneous time scale for all these processes. Therefore, it is generally safer to compare the relative time scale of two processes rather than their absolute duration.

Although a reduction in diffusion is seen in Ref. [1] with increasing applied force $F$, the forces probed are lower than those at which tip bubbles are seen for positive supercoiling in oxDNA. There are several possible explanations for this slowdown.

Increasing the force is expected to lead to a slowdown of diffusion via reptation, due to tightening of the plectoneme structure [211]. This effect is illustrated in Figs. 5.10 and 5.11 at $F \lesssim 5\,\text{pN}$. Additionally, sequence-dependent mechanical properties of the strand beyond denaturation may come into play, such as intrinsic curvature of certain double-stranded sequences.

Hence, it may be the case that the data in the specific experimental system of Ref. [1] can be explained without the formation of plectoneme tip bubbles. In that case, plectoneme tip bubbles would be expected to cause an additional subsequent slowdown of diffusion at higher forces. To directly demonstrate the slowdown of plectoneme diffusion by tip bubbles in experiment, it would be necessary to resolve the position of double-strand denaturations and plectonemes at the same time. This could be done for example by using fluorescent probes of single stranded regions.

## 5.3 Hopping

Next to the continuous, diffusive displacement described in Sec. 5.2, the single-molecule experiments of Ref. [1] suggested the presence of an abrupt, long-range “hopping” displacement mode of plectoneme structures. Also in simulations, long-range displacement of plectonemes by “hopping” was observed, albeit that hopping events occurred fairly rarely. In 21 independent simulations of a 600-bp system at $F = 1.27\,\text{pN}$ and $\sigma = -0.04$ run for a total simulation time of $148\,\mu\text{s}$, 4 hopping events which involved rapid displacement of the plectoneme center position over a distance of more than 100bp occurred. In all cases, the plectoneme in the initial
location fully unformed, and then quickly re-nucleated at a distant site (see Fig. 5.12 for a detailed plectoneme position kymograph and microscopic strand structures).

Coexistence of two plectonemes was not observed in equilibrium, as expected at the high-salt conditions used in oxDNA [193, 1]. Due to the absence of equilibrium multi-plectoneme states in the 600-bp system (cf. Sec. 4.1.2), no “writhe exchange” between two plectoneme structures is observed. Hopping only occurs close to the critical buckling superhelical density $\sigma_b$, where the system has a non-zero probability to fully dissolve a plectoneme and return to the extended state.

However, for DNA strands of length 1500bp (see Sec. 5.1), long-range writhe exchange between two simultaneously present plectonemes could be observed in an out-of-equilibrium situation. Simulations were started from a linear, homogeneously undertwisted double strand at $\sigma = -0.08$ and $F = 2.3pN$. A typical example of such a run is shown in Fig. 5.13, where the kymograph initially shows the simultaneous presence of two plectonemes. Coexistence is followed by the disappearance of the smaller plectoneme, mediated by long-range transport of its writhe to the larger plectoneme, which then stays stable for a long time.

Van Loenhout et al. [1] observed a similar long-range displacement behaviour over distances of up to 15kbp at $F = 0.8pN$ and $\sigma \approx +0.04$. Some hopping events observed in the experiments of Ref. [1] showed immediate dissolution of the initial plectoneme, and re-nucleation at a distant site, which is reminiscent of the equilibrium mechanism described above. However, the experiments are performed at ambient conditions that permit stable coexistence of multiple plectonemes [193, 1]. Hence the writhe-exchange mechanism reminiscent of the one observed in non-equilibrium situations in simulations is likely to be present as well.

5.4 Summary

In this chapter, the dynamical characteristics of plectoneme structures were observed. In Sec. 5.1, it was shown that the fluctuation behaviour of the end-to-end extension of a supercoiled DNA strand contains non-trivial information on the un-
Figure 5.12: Hopping event observed in a simulation at $\sigma = -0.04$ and $F = 1.27pN$: (a) Kymograph of plectoneme boundaries (green lines) and centre position (blue line) showing a hopping event at the time marked by a black arrow. (b) Structure of the DNA strand close to the hopping event at $t = 7.09\mu s$ (left), $t = 7.34\mu s$ (middle) and $t = 7.39\mu s$ (right).

Figure 5.13: Coexisting plectonemes in an out-of-equilibrium run started from a homogeneously underwound linear double strand of length 1500bp at $\sigma = -0.08$ and $F = 2.0pN$, as shown in the Supplementary Movie. Left: Molecule configuration showing two coexisting plectonemes. Right: Kymograph of two plectoneme sites. Ultimately, the smaller plectoneme dissolves and a single, large plectoneme is formed.
derlying competition between microscopic structures. In particular, available experimental results on end-to-end fluctuations can only be explained by simple models that treat bubbles and plectonemes as spatially separate populations if the nucleation costs of these structures are ignored. The presence of the tip-bubble plectoneme state, in contrast, can explain the observed behaviour without this unphysical assumption. The diffusive displacement behaviour of individual plectonemes was investigated in Sec. 5.2, and it was shown that tip bubbles lead to an arrest of plectoneme motion which causes a stronger slowdown at larger stretching forces than expected from models that ignore the ability of the double strand to denature. Finally, Sec. 5.3 described discontinuous “hopping” behaviour of plectonemes, which was observed in simulations, in agreement with the results of recent single molecule experiments.
Chapter 6

Bending and denaturation in DNA minicircles

DNA minicircles are a popular model system for the study of molecular properties of DNA for several reasons.

Firstly, most bacteria possess circular genomes, and in higher cells, DNA is wound around histones in small solenoidal loops [26]. Furthermore, circular plasmids are a common in bacterial conjugation, and are used in biotechnology as cloning vectors.

Secondly, following initial work by Cloutier and Widom [213, 214] suggesting unexpected cyclisation behaviour, short minicircles have generated considerable interest as an experimental system for the study of short-range DNA elasticity [215, 216, 217, 218, 219, 220, 221, 82, 168, 222, 109, 110]. From the perspective of modelling, minicircles of a size of about 100bp are interesting because they are accessible by atomistic as well as coarse-grained and continuum models, and thus provide an opportunity to study the same system using different theoretical descriptions. Comparing the results from these different approaches and testing how well they reproduce experimental data can shed light on the strengths and limits of the different models, and clarify some of the relevant physics of DNA.

In this chapter, minicircles of a length of 102-108bp are studied using oxDNA. It is found that the topology of the system influences its denaturation behaviour, and introduces long-range correlations of the denaturation profile of the minicircle, a mechanism that is supported by recent experimental results.
Finally, the predictions made in the framework of oxDNA are related to the predictions made by all-atom simulations and a discrete model of local denaturation.

### 6.1 System properties

Closed minicircles of length 102, 106 and 108bp were studied at $T = 300\,\text{K}$ each with a set linking difference of $Lk = 9$. Assuming the equilibrium pitch of $p_0 = 10.36\,\text{bp/turn}$ of oxDNA at this temperature as determined in Sec. 3.2, these lengths lead to a superhelical density $\sigma$ of $\sigma_{102} = -0.09$, $\sigma_{106} = -0.12$ and $\sigma_{108} = -0.14$ respectively. Simulations were started from perfectly circular states, which however relaxed to an equilibrated structure very quickly (see Table 6.2 for decorrelation times of writhe $W_r$ and the local twist angle $\theta$). The total simulated time of production runs was at least $70\mu\text{s}$.

Three different base sequences are investigated. The DESIGN sequence is an artificial sequence that possesses long AT and GC-rich stretches and is used to illustrate generic denaturation behaviour. The RANDOM sequence was used before in experiments by Du et al. [217] to study bending-induced deformations of DNA. Finally, a biological sequence from the far upstream element (FUSE) of the human MYC gene [223] was integrated into the RANDOM sequence. The explicit sequences used in simulations are given in Appendix C.

To check the generic behaviour of the system and as an independent test for equilibration, every system length was also run in the average-model parametrisation of oxDNA. Furthermore, for all strand lengths a relaxed control minicircle with $Lk = 10$ was simulated, which corresponds to small superhelical densities of $\sigma_{102} = 0.02$, $\sigma_{106} = -0.02$ and $\sigma_{108} = -0.04$ for strand lengths 102, 106 and 108bp respectively. In these near-relaxed minicircles, no significant stable denaturation was observed.

### 6.2 Denaturation properties

Denaturation profiles were determined for all circle lengths and DNA sequences. For each system, 5 independent production runs with a simulated time of at least
70µs each were performed, and the results combined to determine the equilibrium denaturation pattern. In this section, only the results for \( L = 102\text{bp} \) are presented. Corresponding results for the other lengths are given in Appendix B.

### 6.2.1 Opening distribution and dynamics

Kymographs of double-strand denaturation over a time scale of approximately 80µs are shown for all three sequences in Fig. 6.1. While the dynamics of individual base pair opening and closing happens on a very short time scale, larger changes to the denaturation pattern happen more rarely. For example, this behaviour can be seen in Fig. 6.1(a), where the main focus of denaturation shifts between the first two AT-rich stretches in the strand. This behaviour overlaying the faster dynamics of individual base-pair breaking and formation is associated with global rearrangements of the minicircle configuration.

![Kymographs](image)

Figure 6.1: Denaturation kymographs for minicircles for length \( L = 102\text{bp} \). AT base pair positions are coloured in yellow, and GC base pair positions in blue. Note the slow change in denaturation patterns, particular in (a), associated with global rearrangement of the main denaturation site in the minicircle. (a) DESIGN sequence (b) FUSE sequence (c) RANDOM sequence.

Denaturation probabilities for the three different sequences studied here are shown in Figs. 6.2 - 6.4. Unsurprisingly, the overall base pair identity and length of weak sequence stretches are the main determinant of the denaturation distribution. However, effects that go beyond the local base identity are seen to play a role in determining the denaturation pattern.
Firstly, not only the local base identities, but also the sequence of bases along a strand matter for the denaturation probability. This effect is most clearly seen in the denaturation pattern of the DESIGN sequence (Fig. 6.2), where the denaturation probability of the third AT-rich stretch (base pairs 59-70) is considerably reduced compared to the two other AT-rich stretches of equal size in the sequence. The difference between both parts of the sequence is that the first weak stretch (base pairs 9 to 20) consists of a \((\text{TA})_6\) sequence, while the the second stretch has the sequence \((\text{AT})_6\) and the third stretch consists of the sequence \((\text{AA})_6\). From the sequence-dependence of physical interactions in DNA as described by the SANTALUCIA model [131], on which the parametrisation of oxDNA is based [173], these stretches are expected to show different denaturation behaviour, although they have precisely the same content of A and T bases: The stacking interaction between two consecutive nucleotides depends on identities and order of both bases. For the AA/TT step, the stacking energy is higher than for the AT or TA steps, which explains the differences

Figure 6.2: Denaturation profile for a minicircle of length \(L = 102\text{bp}\) possessing the DESIGN sequence. AT base pair positions are coloured in yellow, and GC base pair positions in blue. Error bars indicate standard deviation between 5 independent simulations. Note that the third AT-rich stretch (possessing a \((\text{AA})_6\) sequence) has a lower overall denaturation probability than the first two AT-rich stretches (possessing \((\text{TA})_6\) and \((\text{AT})_6\) sequences respectively; see Appendix C).
Figure 6.3: Denaturation profile for a minicircles of length $L = 102$bp posessing the FUSE sequence. AT base pair positions are coloured in yellow, and GC base pair positions in blue. Error bars indicate standard deviation between 5 independent simulations. Arrows indicate peaks separated by approximately half a circle length that are augmented by cooperative denaturation (see Fig. 6.6). Sites of correlated opening are marked by arrows of the same colour.

Figure 6.4: Denaturation profile for a minicircles of length $L = 102$bp posessing the RANDOM sequence. AT base pair positions are coloured in yellow, and GC base pair positions in blue. Error bars indicate standard deviation between 5 independent simulations.
in denaturation between the different AT-rich stretches observed in Fig. 6.2.

Secondly, substructure is observed within the melting profiles of AT-rich regions, such as the two-peak structure in denaturation probability within the AT-rich stretch between bp positions 3 and 20 of the FUSE sequence (Fig. 6.3). These positions are associated with enhanced denaturations at sites separated by a distance of approximately half the minicircle length.

Figure 6.5: Joint opening probabilities for the DESIGN sequence of length 102bp. States never observed in simulations are coloured white. High correlations along the diagonal are unsurprising, as the close-by presence of a denatured bp increases the probability of a given basepair to be denatured as well. High values in off-diagonal elements indicate long-range cooperative bp opening. The most significant long-range correlations are observed for AT rich stretches with a distance of approximately half the minicircle size. Purple arrows indicate substructure in the denaturation pattern, which arises because denaturation of parallel base pairs is preferred (see Fig. 6.8). This leads to two additional maxima at a distance of 5bp from the off-diagonal, corresponding to half a helical turn.
Figure 6.6: Joint opening probabilities for the FUSE sequence of length 102bp. States never observed in simulations are coloured white. The most significant denaturation correlation is observed for AT-rich stretches separated by about half the minicircle length. The geometrical substructure is similar to the one indicated in Fig. 6.5.

Figure 6.7: Joint opening probabilities for the RANDOM sequence of length 102bp. States never observed in simulations are coloured white. Also for this sequence, the dominant long-range correlation is for AT-rich stretches separated by about half the minicircle size. Absence of other long AT-rich stretches leads to a concentration of joint denaturation on the longest AT-rich regions around basepairs 10 and 60.
To further quantify these long-range effects in the denaturation profiles, the joint opening probability of every possible base pair in the system was calculated (Figs. 6.5–6.7). Strong correlations are typically observed for AT-rich regions with a distance corresponding to approximately half the minicircle size. The structural basis of these long-range correlations along the system is cooperative kinking on two opposite ends of the minicircle, as shown Fig. 6.8: In a typical “droplet” shape configuration with only one denaturation bubble, the highest local curvature of the double strand is observed at an angle approximately 180° away from the bubble. The overall bending energy in the system can then be reduced by opening of a second denaturation bubble in this region. These structures are particularly stable when they exhibit a high AT content, corresponding to a smaller enthalpic cost of the denatured regions.

Figure 6.8: Schematics of long-range cooperative bubble opening in a short minicircle. If one bubble is opened, the minicircle is in a “droplet” shape. Bending is then strongest on the opposite end of the minicircle, where long-range cooperative denaturations are most likely to form. Green arrows indicate the approximate base pair orientation at the denatured sites. As explained in the main text and indicated in Fig. 6.5, denaturation is favoured if the two vectors are parallel or antiparallel, leading to the substructure in long-range correlations marked by purple arrows in Fig. 6.5.

While denaturation on opposite regions of the minicircle is seen to be dominant from Figs. 6.5-6.7, additional, more subtle effects may also influence the denaturation behaviour:

- Commensurability effects stemming from the geometry of the helix may play a role in the determination of the site where the bubbles form. For example, cooperative breaking of base pairs is favoured at sites which have approximately
parallel base pair vectors (see Fig. 6.8), and allow the denaturation bubbles to form without writhing the structure. The substructure observed close to the off-diagonal denaturation correlations of the AT-rich regions is an indication for this behaviour. This effect can be seen most clearly for the DESIGN sequence (Fig. 6.5), but is also present in the FUSE and RANDOM sequences. Representing a spatial correlation along the double strand, these effects are expected to vanish for strands considerably longer than one persistence length.

- Correlations between a higher number of denaturations along the minicircle may occur. For example, three small denaturation bubbles may form along the strand in approximately equal distances, which act as hinges between almost unbent double-stranded regions in between. However, this kind of denaturation pattern is expected to be suppressed for small circles because of the considerable nucleation costs of denaturation bubbles [135].

6.2.2 Topological properties

As closed-circular systems, minicircles offer the possibility to directly test the influence of imposed topology on molecular conformations, without the mathematical subtleties of defining topological quantities for open strands [164]. Of particular interest is the partitioning of the linking number into twist and writhe according to the Fuller-White-Călugăreanu relation (see Sec. 2.1.2), which can indicate if superhelical stress is primarily released through local untwisting or through global buckling of the system [224].

To quantify the topology of the minicircles studied in this chapter, discretized versions of the formulae for twist ($T_w$) and writhe ($W_r$) were used, as introduced in Sec. 2.1.2.2 and detailed in Appendix B. The resulting values for $T_w$ and $W_r$ are listed for the different systems in Table 6.1. In all cases, the sum of both quantities differs from the exact value $Lk = 9$ given by the Fuller-White-Călugăreanu relation by less than 1%, indicating that the approximation schemes used are consistent.
Table 6.1: Thermal averages $\langle \cdot \rangle$ and standard deviations $\sigma$ of $T_w$, $W_r$ and $T_w + W_r$. In all cases, the value of the thermal average $\langle T_w + W_r \rangle$ deviates from the exact value $L_k = 9$ given by the Fuller-White-Călugăreanu relation by less than 1%.

For all strand lengths, the thermal average of $W_r$ is found to be negative and relatively small, with $|\langle W_r \rangle| < 0.5$. This gives an indication that at the short strand length of the minicircles studied in this chapter, the undertwist imposed on the system is mainly released through twisting, in particular through localisation of the undertwist into denatured regions rather than in writhe, which would incur a high bending energy. Indeed, denaturations in the minicircle are observed for well over 99% of the simulation time for all systems studied in this chapter.

In the determination of writhe, difficulties can arise due to the high curvature of the strand axis in denatured regions, which can lead to a blowup of individual terms when calculating $W_r$ according to Eq. 2.11. To handle these rare cases, a cutoff was imposed on the magnitude of individual terms in Eq. 2.11. More information on this subtlety is given in Appendix B.

To quantify the dynamics of twist and writhe interchange, the autocorrelation in the time series of $W_r$ and the local twist angles $\theta_i$ was determined for all systems studied here. While the autocorrelation of $W_r$ gives a characteristic time scale of global strand rearrangement, the autocorrelation of $\theta_i$ reflects the time scale on which local twist transfer takes place\footnote{Note that $W_r$ and $\theta$ are not related by a Fuller-White-Călugăreanu-type relation, as $\theta_i$ is a local quantity. Twist can be locally redistributed without changing the overall value of $T_w$.}. In general, the opening probability of a particular base pair will influence the dynamics by which twist is absorbed at a particular site.

<table>
<thead>
<tr>
<th>sequence (length)</th>
<th>$\langle T_w \rangle$</th>
<th>$\sigma(T_w)$</th>
<th>$\langle W_r \rangle$</th>
<th>$\sigma(W_r)$</th>
<th>$\langle T_w + W_r \rangle$</th>
<th>$\sigma(T_w + W_r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DESIGN(102)</td>
<td>9.1300</td>
<td>0.1404</td>
<td>-0.1287</td>
<td>0.1493</td>
<td>9.0014</td>
<td>0.1785</td>
</tr>
<tr>
<td>DESIGN(106)</td>
<td>9.2744</td>
<td>0.2205</td>
<td>-0.2346</td>
<td>0.2138</td>
<td>9.0308</td>
<td>0.2353</td>
</tr>
<tr>
<td>DESIGN(108)</td>
<td>9.3885</td>
<td>0.2672</td>
<td>-0.3395</td>
<td>0.2421</td>
<td>9.0490</td>
<td>0.2697</td>
</tr>
<tr>
<td>FUSE(102)</td>
<td>9.1352</td>
<td>0.1362</td>
<td>-0.1517</td>
<td>0.1519</td>
<td>8.9835</td>
<td>0.1773</td>
</tr>
<tr>
<td>FUSE(106)</td>
<td>9.2886</td>
<td>0.2136</td>
<td>-0.2929</td>
<td>0.2266</td>
<td>8.9957</td>
<td>0.2417</td>
</tr>
<tr>
<td>FUSE(108)</td>
<td>9.4048</td>
<td>0.2606</td>
<td>-0.3736</td>
<td>0.2504</td>
<td>9.0313</td>
<td>0.2685</td>
</tr>
<tr>
<td>RANDOM(102)</td>
<td>9.1489</td>
<td>0.1247</td>
<td>-0.1823</td>
<td>0.1424</td>
<td>8.9666</td>
<td>0.1593</td>
</tr>
<tr>
<td>RANDOM(106)</td>
<td>9.3478</td>
<td>0.2074</td>
<td>-0.4089</td>
<td>0.1979</td>
<td>8.9389</td>
<td>0.2411</td>
</tr>
<tr>
<td>RANDOM(108)</td>
<td>9.4855</td>
<td>0.2561</td>
<td>-0.4779</td>
<td>0.2161</td>
<td>9.0076</td>
<td>0.2814</td>
</tr>
</tbody>
</table>
Hence, sequence effects will influence the autocorrelation time of $\theta_i$ at a given time. In order to obtain a characteristic of the entire system, the autocorrelations $\theta_i$ were averaged over all base pairs, yielding the average autocorrelation

$$ACF_\theta(\tau) = \langle \theta_i(t)\theta_i(t+\tau) \rangle,$$

where the angular brackets indicate thermal averaging and the overline site averaging. Similarly, the writhe autocorrelation is given by

$$ACF_{Wr}(\tau) = \langle Wr(t)Wr(t+\tau) \rangle.$$

The autocorrelation functions for the system of size 102bp carrying the RANDOM sequence is shown in Fig. 6.9. Writhe is seen to decorrelate faster than the average local twist angle. This behaviour might be expected, as the dynamics of local twist is set by the motion of denaturation sites (see Fig. 6.1(c)), which takes place on a longer time scale than the change of writhe, at least for the minicircle systems studied here, which have a relatively small writhe component $|\langle Wr \rangle| < 0.5$.

The decorrelation times for the systems studied in this chapter were determined by fitting single exponential functions to the autocorrelations as $ACF_{Wr}(\tau) \sim exp\left(-\frac{\tau}{T_{Wr}}\right)$ and $ACF_\theta(\tau) \sim exp\left(-\frac{\tau}{T_\theta}\right)$. The results of this fitting procedure are given in Table 6.2. While the autocorrelation functions in the RANDOM and FUSE sequence systems all showed approximately exponential decay with $\tau$, fitting was more difficult for the DESIGN sequences, where the twist autocorrelation function $ACF_\theta(\tau)$ showed heavy tails after a faster initial decrease, yielding long decorrelation times $T_\theta$. This reflects the relatively slow local twist dynamics visible in the kymograph of the DESIGN sequence shown in Fig. 6.1(a). For comparability of the different cases, the same fitting procedure was also applied for these system.

When interpreting the absolute duration of a simulated process, the caveats concerning the interpretation of simulated time in coarse-grained simulations discussed in Sec. 5.2 have to be kept in mind. However, comparing relative time scales might be expected to be less sensitive to these issues. In all cases, $\tau_\theta/\tau_{Wr} > 1$, showing that writhe fluctuations decorrelate about two to ten times faster than local twist values.
Figure 6.9: Autocorrelation of writhe (green curve) and local twist angle $\theta$ (red curve) in the 102bp system carrying the RANDOM sequence. Local twist decorrelates more slowly than writhe, as might be expected due to the relatively slow motion of denaturation bubbles in the system (see Fig. 6.1(c)).

<table>
<thead>
<tr>
<th>sequence (length)</th>
<th>$T_\theta$(ns)</th>
<th>$T_{Wr}$(ns)</th>
<th>$T_\theta/T_{Wr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DESIGN(102)</td>
<td>320</td>
<td>29</td>
<td>11.0</td>
</tr>
<tr>
<td>DESIGN(106)</td>
<td>590</td>
<td>81</td>
<td>7.3</td>
</tr>
<tr>
<td>DESIGN(108)</td>
<td>668</td>
<td>65</td>
<td>10.3</td>
</tr>
<tr>
<td>FUSE(102)</td>
<td>109</td>
<td>19</td>
<td>5.7</td>
</tr>
<tr>
<td>FUSE(106)</td>
<td>195</td>
<td>74</td>
<td>2.6</td>
</tr>
<tr>
<td>FUSE(108)</td>
<td>230</td>
<td>82</td>
<td>2.8</td>
</tr>
<tr>
<td>RANDOM(102)</td>
<td>151</td>
<td>27</td>
<td>5.6</td>
</tr>
<tr>
<td>RANDOM(106)</td>
<td>274</td>
<td>80</td>
<td>3.4</td>
</tr>
<tr>
<td>RANDOM(108)</td>
<td>223</td>
<td>51</td>
<td>4.4</td>
</tr>
</tbody>
</table>

Table 6.2: Decorrelation times of the $\theta$ and $W_r$ time series. Writhe is seen to decorrelate about one order of magnitude faster than the local twist angle $\theta$.

### 6.3 Comparison to experiment and other modelling approaches

The cooperative denaturation mechanism proposed in this chapter is supported by experimental findings by LIONBERGER et al. [219]. In this work, the authors observed
cooperative kinking at opposite ends of minicircles of lengths of about 100bp using cryo-EM imaging methods. They also performed Brownian dynamics simulations of a discretisation of the worm-like chain model which represents DNA as a sequence of sections of length 1nm [225]. While the cooperative kinking behaviour observed in experiments could be observed, no conclusions could be drawn as to the microscopic structure underlying these kinks, as the model does not include a representation of double strand denaturation. The results presented in this chapter are compatible with these findings. Additionally, results from coarse-grained simulations suggest a role of sequence in determining the location of the kink defects.

In addition to the simulations using oxDNA, the minicircle systems presented in this chapter were also studied using atomistic simulations using the AMBER ff99parmbsc0 forcefield [226] by a collaborating group, as well as the local double strand denaturation model developed by Benham and co-workers [135]. The latter model treats double-strand denaturation upon supercoiling as local two-state transition, which has a free-energy cost that depends on the identity of a given base pair. While the different intrinsic twist and torsional stiffnesses of double-stranded and denatured regions are taken into account, the model does not give any information on the spatial arrangement of the molecule. Results for system denaturation from all three approaches are shown in Fig. 6.10 for the 100bp system.

Both coarse-grained simulations and the BENHAM model can be used to predict the denaturation profiles of the minicircle, albeit at very different computational expense. Predictions using the BENHAM model are very fast for short strands, and can access the overall denaturation behaviour of DNA of kilobase length and above. In comparison to this, calculations of minicircle melting profiles using oxDNA took several weeks on a current CPU to equilibrate, making it difficult to obtain such predictions for longer systems. Both models yield the unsurprising overall prediction that AT-rich regions are more likely to denature than GC-rich regions, and give fair agreement on the overall position of the denaturation peaks. As shown in Sec. 6.2, oxDNA predicts additional effects in the local denaturation probability due to sequence ordering, overall strand topology, and the geometry of the double
helix. This is reflected in the differences between both model predictions in Fig. 6.10. OxDNA was parametrised to reproduce sequence dependent thermodynamics, but more subtle mechanical sequence effects such as intrinsic bending of A-tracts [187] are not explicitly taken into account in this coarse-graining approach. However, one might expect that these effects are weaker than the generic thermodynamics effects of melting for the large majority of sequences, as suggested by the empirical success of the SANTA LUCIA model underlying oxDNA’s sequence-dependent parametrisation. Such behaviour may however be studied in atomistic simulations.

Figure 6.10: Comparison of denaturation predictions of the coarse-grained model oxDNA (CG) to predictions by the statistical mechanical local denturation model by Benham and co-workers (SM) and denaturation events in atomistic simulations (AMD) for 100-bp minicircles. Due to a difference in the equilibrium helical pitch in the AMBER and oxDNA force fields, this length corresponds to $\sigma = -0.05$ in AMBER and $\sigma = -0.06$ in oxDNA. (a) DESIGN sequence, (b) FUSE sequence, (C) RANDOM sequence. Plots provided by T. Sutthibutpong.

All-atom simulations are currently limited from accessing a timescale beyond the microsecond regime due to their computational expense. In fact, the denaturation events observed in atomistic simulations on the time scale of 100ns shown in Fig. 6.10 do not show a strong correlation with the denaturation predictions of oxDNA and the Benham model, suggesting that they do not reflect the equilibrium denaturation distribution of the strand. While not allowing one to study the equilibrium properties of denaturations, molecule structures obtained in atomistic simulations do support the picture of correlated denaturation on opposite positions ends of the DNA minicircle. Furthermore, these simulations can access sequence dependent mechanical properties of DNA. In this context, an analysis of bending wedge angles
in the atomistic system indicates that pyrimidine-purine base pair steps possess the highest bending flexibility. In particular, the AT basepair step was found to be the most flexible in the system. This is consistent with the parametrisation of oxDNA, in which this base pair step is assigned the lowest stacking energy. This agreement may thus support the different melting behaviour observed for (AT)$_6$ and (AA)$_6$ regions in Sec. 6.2 using oxDNA. The Benham model shows identical denaturation behaviour for both regions, as it quantifies the denaturation cost of a base pair by a single free-energy cost depending on the base-pair identity, and does not separately account for stacking and hydrogen bonding.

### 6.4 Summary

In this chapter, the coupled denaturation and writhing behaviour of DNA minicircles was studied. The calculated denaturation profiles suggest that not only the relative base content, but also the sequence arrangement can influence the local melting behaviour of DNA. Furthermore, it was found that the topology of the minicircle can introduce non-trivial long-range correlations in the denaturation profile of the double strand. In particular, correlated base pair opening of sites which are approximately opposite of each other is favoured. Sequence properties determine the preferred axis on which the two long-range correlated defects lie. Data from recent experimental cryo-EM experiments support the observed behaviour.

Comparison with atomistic simulations and a local model of double strand denaturation underlines that the coarse-grained model reflects a tradeoff between microscopic accuracy and computational expense. While it is able to probe the equilibrium denaturation behaviour of minicircles due to its efficiency, it retains enough microscopic detail to be able to predict nontrivial effects due to the molecular geometry. Effects stemming from the details of microscopic structure may introduce further subtleties into these results. Therefore, the results may not agree with the behaviour in a full quantitative sense. Despite this caveat, the coarse-grained model gives insight into the basic physical mechanisms of the interplay between sequence
and mechanical constraints imposed on the minicircle, which is supported by experimental findings. For higher microscopic resolution, or larger system sizes, this view can be complemented by atomistic and local denaturation models.
Chapter 7
Conclusions

7.1 Summary

In this thesis, the behaviour of DNA and RNA under mechanical stresses was investigated using coarse-grained models. Particular emphasis has been placed on the interaction of sequence properties with the large-scale conformational response of nucleic acid polymers. This interdependency is known to be particularly relevant in the realm of biological applications of nucleic acid mechanics, where the dynamical interplay between sequence and structure lies at the center of many mechanisms that read and process genetic information. However, neither fully microscopic models, nor continuum models that lack a faithful representation of the chiral double-helical structure of nucleic acids can address this important regime due to their respective intrinsic limitations, making this interplay a natural field of application for nucleotide-level coarse-grained approaches. Using this modelling philosophy, insight may be gained into the basic physical mechanisms involved in the mesoscale structure and dynamics of nucleic acids, which can then be further refined and complemented using more microscopically detailed models.

Studying mechanically stressed nucleic acids with oxDNA and oxRNA has led to the following results:

- Detailed simulations of extension “hat curves” of DNA and RNA as a function of twist and tension were performed. To the author’s knowledge, this work reports the first such calculation that derives the molecular response from
a nucleotide-level model, and does not pre-suppose a particular form of the
global elastic response of a molecular conformation.

• Extensive comparison to data from molecular tweezer experiments yielded
quantitative agreement with the theoretical behaviour, including more sub-
tle effects such as the influence of sequence on post-buckling slopes and the
torque overshoot upon buckling

• A new conformational state of DNA was proposed, consisting of a plectone-
mic structure with a partially denatured end-loop. This state was predicted
to occur for positive supercoiling at high stretching forces, as well as in the
biologically relevant regime of intermediate stretching forces and negative su-
percoiling. Transitions between this novel state and other known molecular
conformations were studied in detail.

• The sequence-dependent properties of DNA following from the presence of
the tip-bubble plectoneme state were studied. It was predicted that due to
this state, plectonemes tend to accumulate in weak, AT-rich stretches of the
DNA double strand. Several extensions to existing single-molecule assays were
proposed to test this prediction.

• It was shown that taking into account the co-localisation of denaturations
and plectoneme structures accounts for the end-to-end fluctuation behaviour
observed in recent single-molecule experiments more consistently than simple
models that ignore the nucleation costs of bubbles and plectoneme structures.

• A slowdown of the diffusion of plectonemes was found as a consequence of
denaturations in the plectoneme end-loop, providing a microscopic mechanism
for the slow diffusion of these structures observed in recent single-molecule
experiments.

• Hopping dynamics of plectoneme structures was observed that is reminiscent
of the one reported in single-molecule experiments.
• Biological implications of the tip-bubble plectoneme state were explored. In particular, possible consequences of the tip-bubble plectoneme for genome organization, transcription regulation and DNA mismatch repair processes were considered.

• Finally, the denaturation behaviour of short minicircles of a length of about 100bp was studied. It was found that the closed topology of the system can lead to cooperative denaturations in AT-rich sites separated by about half a minicircle length, an effect supported by molecular imaging results using cryo-EM. Comparison to atomistic simulations and a local model of strand denaturation showed that the coarse-grained model is particularly suited to explore these topological effects.

In sum, the described phenomena show a complex interplay between sequence properties and the polymeric features of nucleic acids. The base sequence does not only determine the local interaction strength between the single strands, but can influence, through coupling to global conformational motifs such as plectonemes, the three-dimensional structure of the molecule over considerable distances. In that sense, imposing mechanical, and in particular torsional stress on the double strand uncovers a whole new level of information that is not directly encoded in the base sequence, but in the mechanical properties of the polymer. Ultimately, it is the interplay of the base sequence with the physical context of the heteropolymer on which it is stored that leads to the emergence of the three-dimensional molecular structures which feature in biochemical reaction mechanisms. Therefore, it seems unlikely that this physical context can be ignored when trying to grasp the full role of nucleic acid molecules in biological systems.
7.2 Further work

The work presented in this thesis suggests several avenues for further investigation.

- While the basic physics of the phenomena studied in this thesis is expected to hold over a range of solvent salt concentrations, many more detailed aspects such as the precise location of state boundaries and crossover forces are expected to be dependent on the ionic strength of the buffer, and consequently on the strength of long-range electrostatic interactions in the molecule. Therefore, it would be interesting to see the consequences of including explicit electrostatics in the coarse-grained models of DNA and RNA. The by now experimentally well characterized dependence of DNA extension behaviour on buffer strength may help test such augmented models.

- Although this work is focused on the effects of simple double-strand denaturation in twisted and stretched DNA, the same methodology may be easily extended to strands containing more complex secondary structures, such as three-way junctions or cruciforms. Simulations of the mechanical response of these structures may suggest signatures of these structures that can be detected in single-molecule experiments.

- Consequences of the tip-bubble plectoneme state on the plectoneme distribution could be determined for a larger range of biological sequences. It would be interesting to find out if certain sequence motifs with known functions, such as regulatory regions, represent preferred locations for plectoneme accumulation.

- To further investigate the biological implications of combined writhing and denaturation, combining the coarse-graining approach followed in the models used in this thesis with a coarse-grained representation of proteins would be an important next step. This might provide more detailed insights in the influence of the conformations studied in this thesis on specific biochemical mechanism, such as transcription or topoenzyme action.


134


Appendix A

Simulation methods

A.1 Verlet integrator

In classical molecular dynamics simulation codes, Newton’s equations have to be numerically integrated in order to obtain the time evolution of the system studied [227]. Both coarse-grained models used in this work, oxDNA and oxRNA, have been designed with differential functional forms of their interaction potentials, in order to allow for the use of standard integration techniques.

One of the most common numerical integrators for Molecular Dynamics simulations has been introduced by Delambre already in 1791 [228], but has become widely known as the Verlet algorithm in the context of computational physics [229]. It can be shown that this algorithm conserves the symplectic phase space structure of Hamiltonian rigid body models [227, 230], and minimizes energy drift in the course of a simulation. Throughout this work, a variant of the Verlet algorithm described in Ref. [230] was used to propagate both the linear and angular degrees of freedom of the system in time.

Mass $m$ and moment of interia $I$ of the rigid bodies are set to 1 in simulation units for both model used in this thesis. Furthermore, it was assumed that the form of the moment of inertia of a nucleotide corresponds to that of a sphere. The experimental average mass of a nucleotide is 315.75 AMU for DNA and 321.4 AMU for RNA respectively. Energy in simulations was measured such that one unit of energy was equal to $E = 4.142 \times 10^{-20}$ J. Hence, correspondingly, $k_B T = 0.1$ simulation units at $T = 300$K. Finally, the simulation unit of length corresponds
to 0.8518nm. Together, setting units in this way fixes the simulation time unit to $3.03 \times 10^{-12} \text{s}$ for oxRNA and $3.06 \times 10^{-12} \text{s}$ for oxRNA.

### A.2 Thermostat

While the VERLET algorithm described in Sec. A.1 propagates the system in time according to NEWTON’s equation, using it in isolation would lead to ballistic particle motion, and is therefore inappropriate for implicit-solvent models such as oxDNA and oxRNA. In order to be able to perform molecular dynamics simulations in the NVT ensemble, the system has to be coupled to a heat bath at temperature $T$ using a thermostat. For the simulations presented in this thesis, a variant of the thermostat introduced by ANDERSEN [231] was used, which is described in more detail in Ref. [184]. Briefly, the thermostat acts after a number $N_{\text{Newt}}$ of standard steps performed by the integrator described in Sec. A.1 by resetting the linear and angular velocities of each particle in the system with probabilities $p_v$ and $p_\omega$ respectively. The values to which the velocities are set are sampled from a BOLTZMANN distribution at the given temperature $T$. The default settings chosen for simulations presented in this thesis were $N_{\text{Newt}} = 103$, and a translational diffusion coefficient of $D_{\text{lin}} = 2.5$ in simulation units, corresponding to SI unit values of $6.0 \times 10^{-7} \text{m}^2\text{s}^{-1}$ for oxDNA and $5.8 \times 10^{-7} \text{m}^2\text{s}^{-1}$ in oxRNA. The rotational diffusion coefficient was set to $D_{\text{rot}} = 3D_{\text{lin}}$. Following Ref. [184], this leads to the following values for the velocity resetting probabilities:

$$p_v = \frac{2k_BT N_{\text{Newt}} \delta t}{k_BT N_{\text{Newt}} \delta t + 2mD_{\text{lin}}} \quad (A.1)$$

$$p_\omega = \frac{2k_BT N_{\text{Newt}} \delta t}{k_BT N_{\text{Newt}} \delta t + 2ID_{\text{rot}}} \quad (A.2)$$

Here, $\delta t$ is the integration time step, which was chosen as 0.004 simulation time units, corresponding to 12.2fs. Due to thermostat action, the simulated bodies behave diffusively for time scales longer than $N_{\text{Newt}} \delta t/p_v$. 
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Appendix B

Measurement of writhe

To quantify the topological properties of minicircle systems in chapter 6, the quantities twist ($T_w$) and writhe ($W_r$) were determined. In order to calculate these values from microscopic configurations, the discretised formulae introduced in Sec. 2.1.2.2 were used. In most cases, this discretisation routine yields reasonable values that fulfill the Fuller-White-Călugăreanu relation with a deviation of less than 1%, as shown in Sec. 6.2.2. However, in very rare cases, single, unphysical outliers for the value of $W_r$ occur, as can be seen from the time series shown in Fig. B.1.

The outlier values were traced back to stem from individual terms contributing very high values to the discretised formula for $W_r$ (Eq. 2.11). In all cases, these terms occurred in denatured regions, where the double strand centre line $r(s) = [r_1(s) + r_2(s)]/2$ is very flexible and can form tightly wound loops of very high curvature. At high curvature, the discrete approximation of the $W_r$ double integral might be expected to break down, as the tangent vectors $\hat{t}$ change very quickly, leading to high approximation errors. Indeed, most previous applications of Eq. 2.11 were in systems where no denatured regions occur. Ultimately, this difficulty stems from the ambiguity of assigning a centre line to a denatured double strand region which can temporarily assume very tightly coiled configurations.

This issue might be fixed in a number of ways, either by using a different interpolation algorithm to determine the centre line, smoothing, or a better discrete approximation scheme for Eq. 2.5. Here, a pragmatic approach was chosen, and configurations discarded from averages in which the absolute value of a single term
Figure B.1: Times series of $W_r$ as measured for the minicircle carrying the FUSE102 sequence. Red crosses show the calculated values without the cutoff, and green symbols the values with cutoff imposed, as described in the text. Introducing the cutoff on individual terms reliably removes outliers.

in Eq. 2.11 exceeded 1. This removes all the outliers from the time traces (see Fig. B.1), and affected only less than 0.05% of all cases. It was checked that neither means nor standard deviation values shown in Table 6.1 were significantly affected by this procedure.
Appendix C

Sequences

C.1 Random sequences

In this work, sequence-dependent properties of plectonemes were studied using the sequence-dependent parametrisation of oxDNA [173]. The random sequences used in the study of sequence-dependent behaviour are listed here:

Random sequence:

5’-AGAGTACTTAGGCTTGACGATTTCGCGCCTGAACTTCTGATAACTCAGTCTGAGAGACTAAGTTGACGTTCTATCCATCATCAGGTCAGATTTGTGCGGACTTAAGTGAACCAGCTGCTGTC
AATTTGATCTAGCGAATCCGCTCGGAAACGGCCTGAAAGAAGTACTCTCGCTATAGAACGGTTAGT
GCTACGACTTTTGGCGGACACAAATGTGAGTATCTTTCCCTGGAATAGTGAAGCCTACCACAAG
AGGCCACCGACACAAATCTGAGATAGACGGAAATGGCGGGATCTGTGAAACGCTTGTTTATG
AGCAAGAGGAGCCGGGAGGCTCGGACTCGAAGTGGGTACCCGGCCGTCGCTGGCAGGAAATGAA
CAGCTTAAAGGGGCCGACACCTTCTGTAAGTCAATCGATGGACCGACCATCAACCGTGCACCCTCTATATAC
GTGTGGCTTACAGGATCTCTAGCGTCTTGACCAGCCGCTTCCACCGTGGCGTATATAGCGCGAGAAGG
TGCAGACAAATTATCGGCTCGCAGTTGTGTAACCTCTGATTGTGTGTC-3’

This sequence was chosen at random, with a 25% probability for each possible base identity.
Block-random sequence:

5’-AGACTGACCGACCGGAGATCCGCTCCAGTCTCTGCGCCAAGTGCCGTTGCCCCGTCTCGTG
CCGTCGCTGAACCTCTCATAAGTGAGTGCTGCCGTCCCCATTCTGTACCACGACCTTTAT
TTGTATTTTGACATCTCTCAGCTAACCACCGAGCAAGCTATAGATACAGATTGGGTATTCGCGA
TCTTCTAATCAACTGATAGCTATACAGATACTTTTTATAGCTAGCAGCGCAGGCTCCCAT
TTGTACCCATCGAACTCTTATTGTTCTG

Above, stretches of 120 bp length are colored, with blue regions having a high GC content and red regions a high AT content. In an abbreviated form, the block-random sequence can be written as 5’-S₁W₁S₂W₂S₃-3’. The overall GC content of the block-random sequence is 52%. The GC contents of the individual 120 bp stretches is given in Table C.1.

<table>
<thead>
<tr>
<th>stretch</th>
<th>GC content</th>
<th>AT content</th>
</tr>
</thead>
<tbody>
<tr>
<td>S₁</td>
<td>65.0%</td>
<td>35.0%</td>
</tr>
<tr>
<td>W₁</td>
<td>39.2%</td>
<td>60.8%</td>
</tr>
<tr>
<td>S₂</td>
<td>60.0%</td>
<td>40.0%</td>
</tr>
<tr>
<td>W₂</td>
<td>24.2%</td>
<td>75.8%</td>
</tr>
<tr>
<td>S₃</td>
<td>71.7%</td>
<td>28.3%</td>
</tr>
</tbody>
</table>

Table C.1: GC-contents of 120 bp stretches in the block-random sequence

C.2 Biological sequence: p53 promoter region

A nonrandom biological sequence from the promoter region of the p53 gene was used to observe sequence-dependent localisation behaviour of plectonemes. The sequence was retrieved from the HAGR database [232], where it is sourced from Ref. [233]. 5 CG base pairs were added at each end of the sequence, representing the particules
on which the boundary traps act. The full sequence used is:

5′-GCGCGCTTTACTTGTACACCGAAGGACTCTAGAGGAAATACAAATAGATAGTAAGATA GTAGAAAAATTCTATATCCATACCATGGAAGGTTACGTGTCATGATAGAAGCAATAAAATATTCTTT AATCGGCTGATATACGTTCTTGGCTTGCTAGAGAGGTTGTGAAGGAGATTAAATAAGATGGTGTTAATTAAGTATCT TTAGGTTGATATTACCGAAAGCTTCTTCCCTATACAAAAATGACATTCTTAACGATGACGAAAGAAGATCCAG CTGAGAGAAGCAGAAAAGCCTTTTCTTCTTCCACCTCTATATTTGACACAAATGCGATTCTCTCCAAA ATGATTTACCAATCTGACCTACAGCTCTGCTTGCGAAATTTCTCCACCCCAAAATGGTATGATCT ACACCCAGGTGGGGAAATCCCTGACTGAACTGACCCCTCTCTCCACGTTTTGCTTTCTCC GGGACGGGATTACCTTTGCTATGCGCATGTGCAGGTGTGATTGCGCGCAGGGTGTCGTCGAGGG TTGATGGGATTGTGTTTCTCCCTCCATGCTGCTCAAGACTGGCGCTAAAAGTTTTGAGCGCG-3′

C.3 Minicircle sequences

In the simulations of DNA minicircles discussed in chapter 6 three different basic sequences were used. The identical sequence was used in atomistic simulations with the AMBER package and for denaturation calculations in the model by Benham and co-workers.

An artificially designed sequence with long AT- and GC-rich stretches was employed to study the generic denaturation behaviour. The full designed sequence is:

5′-CGCGCGCGTATATATATACGCGCGCGCGCATATATATATATCGCGCGCGCGCGCAAAAA AAAAAACGCGCGCGCGCGCGCCACACACACACACACACGCGGC-3′

The second sequence studied is the random sequence used by Du et al.[217] in an experimental study of minicircle formation. The full random sequence is:

5′-ATCTTTGCGGCAGTAATCCAAAGACCCGGCGAATCTGCTGCTCAGATCAAGGCTCAGGATCGGAG-3′
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Finally, a sequence was studied in the minicircle system in which 50bp of the random sequence given above were replaced by the FUSE sequence found upstream from the human MYC gene. The full FUSE-containing sequence is:

5′-ATCTATATTTAATATAATGTATATTTCCCTCGGGATTCTTTTTATTTTGTGTATTTATCGCTAT
TACCGGGTTGGAGTCAAATGGGTTCAGGATGCAGGTGA-3′

Systems of a length 106bp and 108bp were also studied to ensure the correct level of twist in the corresponding AMBER simulations. To attain this system size, 4 and 6 base pair were added to the above sequences respectively, in agreement with the setup used in the corresponding atomistic simulations.

The explicit sequences are given below.

DESIGN106:

5′-CGCGCGCTATATATATATACGCGCGCGCGCGCGCATATATATATATCGCGCGCGCGCGGGA
AAAAAAAAACGCGCGCGCGCGCGCGCCACACACACACACACACGCGCG-3′

FUSE106:

5′-ATCTATATTTAATATAATGTATATTTCCCTCGGGATTCTTTTTATTTTGTGTATTTATCGCTAT
TACCGGGTTGGAGTCAAATGGGTTCAGGATGCAGGTGAGGAT-3′

RANDOM106:

5′-ATCTTTGCGGCAGTTAATCGAACAAGACCCGTGCAATGCTATCGACATCAAGGCCTATCGCTAT
TACCGGGTTGGAGTCAAATGGGTTCAGGATGCAGGTGAGGAT-3′
DESIGN108:

5′-CGCGCGCTATATATATATACGCGCGCGCGCGCATATATATATATCGCGCGCGCGCGCAAA
AAAAAAAAACGCGCGCGCGCGCGCCACACACACACACACGCGCGCG-3′

FUSE108:

5′-ATCTATATTTAATATAATGTATATTTCCCTCGGGATTTTTTATTTTGTATTTATCGCTAT
TACGGGTTGGGAGTCAATGGTTTCAGGATGCAGGTGAGGATAT-3′

RANDOM108:

5′-ATCTTTGCGGCAGTTAATCGAACAAGACCCGTGCAATGCTATCGACATCAAGGCCTATCGCTAT
TACGGGTTGGGAGTCAATGGTTTCAGGATGCAGGTGAGGATAT-3′

C.4 Denaturation distributions for other circle lengths

The denaturation distributions for sequences of length 106bp and 108bp are given in Figs. C.1 to C.6, showing similar behaviour as the 102bp system (see Figs. 6.2-6.4)
Figure C.1: Denaturation distributions of minicircles of length 106bp carrying the DESIGN sequence, analogous to Fig. 6.2 of the main text.

Figure C.2: Denaturation distributions of minicircles of length 106bp carrying the FUSE sequence, analogous to Fig. 6.3 of the main text.
Figure C.3: Denaturation distributions of minicircles of length 106bp carrying the RANDOM sequence, analogous to Fig. 6.4 of the main text.

Figure C.4: Denaturation distributions of minicircles of length 108bp carrying the DESIGN sequence, analogous to Fig. 6.2 of the main text.
Figure C.5: Denaturation distributions of minicircles of length 108bp carrying the FUSE sequence, analogous to Fig. 6.3 of the main text.

Figure C.6: Denaturation distributions of minicircles of length 108bp carrying the RANDOM sequence, analogous to Fig. 6.4 of the main text.