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Abstract

This thesis concerns sample-efficient embodied machine learning. Machine learning success in sequential decision problems has been limited to domains with a narrow range of goals, requiring orders more experience than humans. Additionally, they lack the ability to generalise to new related goals. In contrast, humans are continual learners. Given their embodiment and computational constraints, humans are forced to reuse knowledge (compressed abstractions of repeated structures present across their lifetime), to tackle novel scenarios in as sample-efficient and safe manner as possible. In robotics, similar traits are desired, given they are also embodied learners. Taking inspiration from humans, the central claim of this thesis is that knowledge abstractions acquired from prior experience can be used to design domain-independent sample-efficient algorithms that improve generalisation across modular domains. We refer to modular domains as Markov decision processes (MDPs) whose optimal policies can be obtained when reasoning and acting occurs over compressed abstractions shared across them. The challenge is how to discover these abstractions with minimal supervision and sample-efficiently. Additionally, for embodied machine learning it is important the approach supports continuous, potentially unbounded, state-action spaces. Adhering to these constraints, we first develop novel self- (Chapter 3) and weakly-supervised (Chapter 4) knowledge abstraction, domain adaptation, methods for zero-shot generalisation to unseen domains. We demonstrate their potential on robotic applications including sim2real transfer (Chapter 3) and generalisation using a human-robot command interface (Chapter 4). We continue by developing novel unsupervised knowledge abstraction, transfer learning, methods for sample-efficient adaptation to unseen domains (Chapters 5 and 6). We highlight their relevance in robotics and continual learning. We introduce a hierarchical KL-regularised RL approach based on novel theory behind the transferability-expressivity trade-off of abstractions (Chapter 5) and develop the first, to our knowledge, bottleneck-options approach adhering to the aforementioned embodied machine learning constraints (Chapter 6).
## Contents

1 Introduction ....................................................... 11
   1.1 Thesis Statement ................................................. 12
   1.2 Approach .......................................................... 14
   1.3 Contributions .................................................... 16
      1.3.1 Published Papers ............................................. 16
      1.3.2 Papers Under Submission ................................. 17
      1.3.3 Additional Papers .......................................... 17
   1.4 Dissertation Layout ............................................. 17

2 Background ...................................................... 19
   2.1 Reinforcement Learning ........................................ 19
   2.2 A Spectrum of Learning Settings ............................ 22
      2.2.1 Domain Adaptation ....................................... 23
      2.2.2 Transfer Learning ......................................... 23
      2.2.3 Continual Learning ....................................... 24
      2.2.4 Meta and Multi-Task Learning ........................ 25
   2.3 A Taxonomy of Continual Learning Approaches ............... 25
      2.3.1 Modularity and Composition ............................ 26
      2.3.2 Skill Focused (Temporal Abstractions) ................ 27
      2.3.3 State Abstraction Focused ............................... 29

3 Self-Supervised State Abstractions ......................... 31
   3.1 Introduction ...................................................... 31
### 3.2 Problem Formulation
- 3.2.1 Reinforcement Learning
- 3.2.2 Asymmetric Deep Deterministic Policy Gradients

### 3.3 Attention-Privileged Reinforcement Learning (APRiL)

### 3.4 Experiments
- 3.4.1 Environments
- 3.4.2 Baselines
- 3.4.3 Ablations

### 3.5 Results
- 3.5.1 Performance On The Training Distribution
- 3.5.2 Interpolation: Transfer Domains From The Training Distribution
- 3.5.3 Extrapolation: Transfer Outside The Training Distribution
- 3.5.4 Attention Module Analysis

### 3.6 Related Work

### 3.7 Conclusion

### 4 Weakly-Supervised Temporal Abstractions

#### 4.1 Introduction

#### 4.2 Related Work

#### 4.3 Preliminaries
- 4.3.1 Behavioural Cloning
- 4.3.2 Modular Learning from Demonstration
- 4.3.3 Sequence Alignment

#### 4.4 Methods
- 4.4.1 Naively Adapted CTC
- 4.4.2 Temporal Alignment for Control (TACO)

#### 4.5 Experiments
- 4.5.1 Nav-World Domain
- 4.5.2 Craft Domain
- 4.5.3 Dial Domain

#### 4.6 Discussion
5 Unsupervised Action Abstractions

5.1 Introduction ................................................. 63
5.2 Behaviour Transfer in Reinforcement Learning ............. 65
  5.2.1 KL-Regularised Reinforcement Learning .................. 65
  5.2.2 Hierarchical KL-Regularised Reinforcement Learning ....... 65
  5.2.3 Information Asymmetry ................................. 66
5.3 The Expressivity-Transferability Trade-Off ................. 66
5.4 Method .................................................. 69
  5.4.1 Training Regime ...................................... 69
  5.4.2 Variational Behavioural Cloning as KL-regularised Reinforcement Learning .............. 70
5.5 Experiments .............................................. 70
  5.5.1 Environments ......................................... 71
  5.5.2 Hierarchy and Priors For Transfer Learning .......... 72
  5.5.3 Information Asymmetry For Transfer Learning .......... 73
  5.5.4 Transferability-Expressivity Trade-Off ................. 73
  5.5.5 Hierarchy for Expressivity ........................... 75
  5.5.6 Exploration Analysis .................................. 76
5.6 Related Work ............................................ 76
5.7 Conclusion .............................................. 77

6 Unsupervised Temporal Abstractions 79

6.1 Introduction .............................................. 79
6.2 Preliminaries ............................................ 81
  6.2.1 HO2: Hindsight Off-Policy Options ...................... 82
6.3 MO2: Model-Based Offline Options ......................... 82
  6.3.1 Discovering Bottleneck Options Offline ................. 83
  6.3.2 Learning the Option-Transition Model Offline .......... 85
  6.3.3 Online Transfer Learning ............................. 86
## CONTENTS

6.4 Experimental Setup ................................................................. 87
  6.4.1 Semi-MDP vs MDP Ablations ............................................. 87
  6.4.2 Domains ................................................................. 88

6.5 Results .............................................................................. 88
  6.5.1 Temporal Compression Of Offline Behaviours (Bottleneck Options) ....... 89
  6.5.2 Exploration ............................................................... 90
  6.5.3 Value Estimation .......................................................... 90
  6.5.4 Option-Transition Predictability ........................................ 92

6.6 Related Work ....................................................................... 93

6.7 Conclusions ......................................................................... 95

7 Discussions and Future Work ...................................................... 97
  7.1 Thesis Practicality ................................................................. 97
  7.2 Summary of Contributions ..................................................... 99
  7.3 Limitations and Future Work .................................................. 100
    7.3.1 Domain Adaptation ......................................................... 100
    7.3.2 Transfer Learning .......................................................... 101
    7.3.3 Embodied Continual Learning ......................................... 102

8 Appendix ............................................................................. 121
  8.1 Chapter 3 Additional Details ................................................... 121
    8.1.1 Environments ............................................................... 121
    8.1.2 Randomisation Procedure ............................................. 122
    8.1.3 Implementation Details .................................................. 123
    8.1.4 Attention Visualisation .................................................. 124
    8.1.5 State Mapping Asymmetric DDPG Ablation Study ............... 124
  8.2 Chapter 4 Additional Details ................................................... 128
    8.2.1 Technical Details .......................................................... 128
    8.2.2 Detailed Results .......................................................... 129
    8.2.3 CTC Probabilistic Sub-Policy Training ............................... 130
  8.3 Chapter 5 Additional Details ................................................... 132
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.3.1</td>
<td>Method</td>
<td>132</td>
</tr>
<tr>
<td>8.3.2</td>
<td>Theory and Derivations</td>
<td>135</td>
</tr>
<tr>
<td>8.3.3</td>
<td>Environments</td>
<td>138</td>
</tr>
<tr>
<td>8.3.4</td>
<td>Experimental Setup</td>
<td>139</td>
</tr>
<tr>
<td>8.3.5</td>
<td>Final Policy Rollouts and Analysis</td>
<td>143</td>
</tr>
<tr>
<td>8.4</td>
<td>Chapter 6 Additional Details</td>
<td>145</td>
</tr>
<tr>
<td>8.4.1</td>
<td>Architecture</td>
<td>145</td>
</tr>
<tr>
<td>8.4.2</td>
<td>Offline Skill Discovery</td>
<td>145</td>
</tr>
<tr>
<td>8.4.3</td>
<td>Online Transfer Learning</td>
<td>146</td>
</tr>
<tr>
<td>8.4.4</td>
<td>Environments</td>
<td>148</td>
</tr>
<tr>
<td>8.4.5</td>
<td>Proofs and Discussions</td>
<td>149</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

Recent deep reinforcement learning (RL) advancements have achieved impressive feats across a range of complex sequential decision making domains\[^{95;143;144;169}\] formulated as Markov decision processes (MDPs)\[^{13}\]. Nevertheless, this success has focused on training agents across a narrow range of goals and lack the ability to generalise to new related ones, even for simple RL domains\[^{14}\]. Additionally, success has required orders more experience than humans. In contrast, humans are continual learners, continuously learning across a lifetime. Humans refine and re-apply knowledge they acquire across their life to safely and sample-efficiently adapt to unseen and diverse scenarios\[^{127}\]. In its most ambitious formulation, continual learning tackles learning across a continuously changing, non-stationary, environment. In the RL context, these non-stationarities can occur at any point in time, across any environment component, such as non-stationary rewards if goals change, or non-stationary dynamics due to, for example in robotics, equipment wear and tear.

Embodied learners acting in the real world encounter similar constraints as humans, primarily the need for safe, sample- and computation-efficient learning and acting, in the presence of non-stationarity\[^{29}\]. Therefore, the studies of continual and human learning are of importance to the robotics community as well. The most ambitious formulation of continual learning is an extremely challenging problem, with multiple hurdles that need overcoming, such as knowledge discovery and adaptation, catastrophic forgetting, context detection, and forwards and backwards transfer interference\[^{68}\]. Tackling all these problems at once is a grandiose challenge. As such, multiple continual learning sub-fields have emerged studying individual challenges. This thesis tackles the sub-fields of domain adapta-
In both domain adaptation and transfer learning, the agent must learn over source domains such that it generalises to a target domain. Neither assume access to the target domain when training over the source domains. Therefore, both focus on generalisation to unseen domains, a key property for continual and embodied learners, for adaptability and robustness. For domain adaptation, the learner must generalise in a zero-shot fashion, without additional training on the target environment. In transfer learning, the agent is permitted additional training on, and interaction with, the target domain, but is expected to sample-efficiently (and safely in some cases) adapt. Domain adaptation is a field of particular importance to robotics as it concerns safety, being able to handle unseen scenarios as they present themselves (such as the first time a pedestrian walks in-front of a self-driving vehicle). Transfer learning is also relevant to robotics in scenarios where zero-shot generalisation is not possible but safety and sample-efficiency are still paramount. Additionally, transfer learning is closely related to continual learning, both continually learning in the presence of non-stationarity.

In this thesis, we take inspiration from humans as continual learners, and build on the intuition that the discovery of knowledge across sequential, related, domains can aid generalisation across them. We consider domain adaptation and transfer learning problems where the source and target domains share modular structure, defined in the next section, which if discovered can facilitate effective generalisation. We consider the findings in this thesis to contribute to both the robotics and continual learning communities.

1.1 Thesis Statement

The central claim of this work is that state, action, and temporal abstractions can be used to design domain-independent sample-efficient algorithms that improve compositional generalisation to modular tasks and observations.

State, action, and temporal abstractions We refer to abstractions as the compression of reoccurring structures deemed beneficial across a lifetime of learning, in line with Thrun and O’Sullivan[160]. State-abstractions compress the environment state-space into an alternate representation that is ideally beneficial for reasoning and generalisation, $S \rightarrow \tilde{S}$, (or observation-space, $O \rightarrow \tilde{O}$, in the partially
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observable MDP setting\(^{[65]}\). *Action-abstractions* compress the agent’s action-space, typically constraining available actions to those beneficial for the MDPs of interest, \(A \rightarrow \tilde{A}\). \(S, O, A\) represent the original environment state, observation and action spaces while \(\tilde{S}, \tilde{O}, \tilde{A}\) are their abstracted equivalents. *Temporal-abstractions*, typically framed as semi-MDPs\(^{[120]}\) (SMPDs) (explicitly introduced in Section 2.3.2), support temporally abstract reasoning over decision making states, ideally constraining reasoning only over relevant decision states. As Li et al.\(^{[83]}\) highlight, useful abstractions preserve crucial information for decision making over the abstracted MDPs of interest. Abstracted MDPs refer to the (S)MDPs, \(\tilde{M}\), that result by abstracting the original MDPs’, \(M\), state, action, and/or decision making state spaces. For a formal definition of MDPs, \(M\), see Section 2.1.

**Domain-independent sample-efficient algorithms** We refer to *domain-independent algorithms* as those able to succeed on a variety of domains without requiring domain-specific tailoring, using the same definition as Cholodovskis Machado\(^{[20]}\); Naddaf\(^{[101]}\). *Sample-efficient* refers to the ability of the algorithm to succeed using as few environment samples as possible.

**Compositional generalisation** We refer to *generalisation* as the ability to generalise performance (obtain high return - see Section 2.1) from source MDPs, \(M_{\text{source}}\), to unseen target MDPs, \(M_{\text{targ}}\), in either a zero-shot manner, for *domain adaptation* approaches, or with additional training on the target domain, for *transfer learning* methods. The target MDPs may vary in reward, transition and observation functions, as well as state and action spaces, as discussed in Section 2.2. *Compositional generalisation* refers to generalisation to \(M_{\text{targ}}\) when reasoning (learning and acting) instead over abstracted target MDPs, \(\tilde{M}_{\text{targ}}\), using state, action, and/or temporal abstractions discovered over \(M_{\text{source}}\).

**Modular tasks and observations** Given a family of MDPs, they are said to differ in *tasks* if they have distinct reward functions. The same can be said for *observations* if the observation functions differ (see Section 2.1). Source and target MDPs (\(M_{\text{source}}\) and \(M_{\text{targ}}\) respectively) are said to be modular in structure if there exists shared abstractions across them that support optimal policies, \(\pi^*\) (achieving maximum theoretical return), when learning instead over the abstracted MDP equivalents, \(\tilde{M}_{\text{source}}\) and \(\tilde{M}_{\text{targ}}\). The question remains how to discover beneficial abstractions for *compositional generalisation* across modular MDPs using minimal supervision.

The above algorithmic traits are commonly considered core components for successful performance
in the fields of domain adaptation, transfer learning, and most ambitious of all, continual learning\cite{108:23;49:68}. For embodied learners acting in a non-stationary environment, such as many robotic applications\cite{29}, data collection is costly necessitating sample-efficiency, and zero-shot generalisation is essential for robustness to such non-stationarities. We discuss forms of non-stationarities in Section 2.2. As such, the methods proposed in this thesis are practical with robotic applications and additionally contribute to the longer term vision of fully autonomous continual learning.

1.2 Approach

We support the thesis statement with different algorithms, theoretical justifications, and experimental results. This section provides a high-level overview and contextualisation of our approaches. Subsequent sections will delve deeper on both these fronts. To support sample-efficiency and flexibility of our frameworks, we build on off-policy methods for discovering and leveraging abstractions. These enable learning over agent-agnostic samples, in contrast to their on-policy counterparts that require samples from the current policy. As such, we maximise data reuse, learning over samples from a possibly outdated policy or expert. We employ model-free actor-critic RL as it supports continuous state-action spaces, common in many robotic applications, and has achieved significant success in the field\cite{3}. Finally, we propose supervision-efficient methods for abstraction discovery to support practicality and ultimately autonomous continual learning. To this end, we explore weakly-, self-, and un-supervised approaches.

We continue by detailing the four algorithms introduced in this thesis. We first detail two weakly- and self-supervised domain adaptation algorithms for compositional generalisation. These algorithms are tailored for robotics, the first tackling sim2real modular observation generalisation; the latter concerning modular task generalisation using a human-robot command interface. Afterwards, we present two unsupervised transfer learning methods for compositional generalisation across modular tasks, and are thus closely aligned with autonomous continual learning.

In Chapter 3, we present a state-abstraction approach for sim2real domain adaptation. Sim2real adaptation is of interest in robotics as it enables safe training and deployment of embodied reinforcement learners. By training entirely in simulation, we avoid employing the unsafe trial-and-error RL paradigm in the real world. Our approach discovers state-abstractions achieving compositional
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generalisation across modular image observations. Specifically, we focus on generalisation across
distractors; object-level components of the observation space that an optimal policy should not de-
pend on and should be invariant to. We leverage privileged information, available during simulation,
but not deployment, to guide learning of object-level, observation abstractions that are invariant to
and hence generalise across distractors. This is achieved by a novel self-supervised attention-based
mechanism suppressing distractors. Compared with alternate sim2real approaches, our abstractions
improve generalisation to domains with unseen distractors, key for robust sim2real deployment.

In Chapter 4, we introduce a domain adaptation method, leveraging temporal-abstractions, for
compositional generalisation across modular tasks. Our approach uses weak-supervision to learn
grounded, interpretable, temporal-abstractions corresponding to sub-tasks. Specifically, during train-
ing the user provides the learner with a list of labels indicating which ordering of sub-tasks occurred.
During transfer, a new list can be provided and the agent will execute the novel sub-task ordering.
As such, our approach provides a human-robot communication interface for generalisation across
sub-task orderings. We introduce a novel connectionist temporal classification (CTC)\cite{39} and op-
tions\cite{156} inspired approach that simultaneously aligns labels with the location of sub-tasks within
the demonstration and learns the corresponding controllers. By coupling these processes, we im-
prove segmentation, controller, and generalisation performance. Additionally, by optimising over a
distribution of alignments, we improve sample-efficiency, key in robotics. Finally, we perform com-
mensurately with fully supervised approaches, provided with sub-task alignment, whilst requiring
significantly less annotation effort, which can be costly.

In Chapter 5, we introduce our first transfer learning approach, that leverages unsupervised action-
abstractions, for compositional generalisation across modular tasks. We build off powerful, proba-
bilistic, variational methods given their empirical success\cite{86,93,94,159,162,163}. These methods employ
information asymmetry\cite{36} (IA), between architectural modules, to influence which abstractions are
learnt. Nevertheless, the literature rarely ablates over IA, usually chosen on intuition, despite its
heavy influence. We introduce theory behind the transferability-expressivity trade-off for any given
abstraction, and the crucial role IA plays. Given these insights, we combine hierarchical and KL-
regularised\cite{159} RL for their individual benefits, imposing hard and soft compositional constraints
on transferred behaviours. We employ hierarchy to transfer multi-modal behaviours that generalise
favourably at the expense of expressivity, and priors for directed behaviours that do not generalise. Combined, we benefit from both directed and generalisable behaviours. On the transfer domain, we outperform unsupervised methods that lack hierarchy, priors, or correct IA choice. The theory and expressive framework we introduce provide one small step towards continual learning.

In Chapter 6, we present a transfer learning method, focused on unsupervised temporal-abstractions, for compositional generalisation across modular tasks. We build on the options framework\textsuperscript{[156]} for discovering these abstractions. In-line with the traditional options literature\textsuperscript{[91;145;150;53;124]}, we seek options that terminate at bottleneck states (states most frequently visited when considering the shortest distance between any two states in an MDP\textsuperscript{[150]}). Bottlenecks have been shown beneficial for planning over. Nevertheless, traditional methods do not support embodied continual learning. They are either not off-policy\textsuperscript{[124]} necessary for sample-efficiency, or are restricted to discrete state- and/or action-spaces\textsuperscript{[91;91;145;150;53]}. We introduce a framework with these properties. We build on Hindsight Off-Policy Options (HO2)\textsuperscript{[177]}, a highly performant sample-efficient off-policy framework that, given any trajectory, back-propagates gradients through the dynamic programming inference procedure to robustly train all options end-to-end. Our bottleneck options not only improve exploration, but also credit-assignment and value estimation\textsuperscript{[155]}. Altogether, our options improve policy performance on the transfer domain when compared to their non-bottleneck counterparts. In short, our framework enables bottleneck option discovery in a continual learning and robotics friendly manner.

### 1.3 Contributions

Work during this DPhil has led to a number of papers. We categorise these into published papers, papers under submission, and additional papers.

#### 1.3.1 Published Papers

These papers have been published at peer-reviewed conferences and contribute to this thesis.


1.3.2 Papers Under Submission

These papers are currently, or soon to be, under submission at peer-reviewed conferences and contribute to this thesis.

- Chapter 5, S. Salter et al. "Priors, Hierarchy, and Information Asymmetry for Skill Transfer in Reinforcement Learning". In: Conference on Robot Learning (CoRL) (2022)[134].
- Chapter 6, S. Salter et al. "MO2: Model-Based Offline Options". In: Conference on Lifelong Learning Agents (CoLLAs) (2022).

1.3.3 Additional Papers

These papers do not contribute to this thesis and have already been published at a peer-reviewed conference.


1.4 Dissertation Layout

This document contains eight chapters. Chapter 2 provides a high level overview of related background and prior research contextualising this thesis with relation to continual learning. Chapters 3 to 6 cover each novel abstraction approach for compositional generalisation. Each chapter delves deeper into related works, problem formulation, and background theory. Claims made throughout are supported by empirical evidence. Chapters 3 and 4 consider domain adaptation methods, while Chapters 5 and 6 concern transfer learning. We conclude with Chapter 7, summarising our findings and contributions, and discuss limitations and future research directions. Finally, Chapter 8 includes derivations, additional analysis, and details required to reproduce every experiment.
Chapter 2

Background

This chapter aims to contextualise the contributions presented in Chapters 3 to 6 with respect to continual (reinforcement) learning. Continual learning is a very ambitious problem with equally broad definitions. There exist several literature reviews aiming to provide a concrete problem definition, highlight hurdles that have to be overcome, and categorise related fields and methods. This chapter closely adheres to Khetarpal et al. as it specifically covers continual reinforcement learning, rather than its supervised learning counterpart. We start by defining the typical reinforcement learning paradigm. We continue by relating it to continual reinforcement learning and related fields. Finally, we present a taxonomy of continual learning approaches, specifying which assumptions they make, which continual learning problems they tackle, and how this thesis contributes to them.

2.1 Reinforcement Learning

Notation: In this chapter, capital letters refer to random variables and lower case is used for values for those variables as well as scalar functions. In later chapters we break this convention to match closely related works, but make it clear when we do so.

Sequential decision making (SDM) problems consider the setup where an agent must make decisions over multiple time-steps to achieve some goal. Reinforcement learning is a specific formulation of SDM where at every time-step an agent is in a state, takes an action, and then transitions to a new state observing a real-valued reward signal. The agent’s goal is to maximize a (possibly weighted)
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Figure 2.1: **Agent-Environment Interaction** with Potentially Time Dependent Environment Components. Highlighting the agent-environment interaction in reinforcement learning (from Khetarpal et al.\[68\]).

sum of future rewards. The actions taken by the agent influence the immediate reward it observes as well as future rewards. Consequently, this problem implicitly requires agents to deal with the trade-off between immediate and future rewards. In the reinforcement learning framework we formulate sequential decision making problems as tasks where an agent must learn how to act optimally through trial-and-error interactions with a complex, unknown, stochastic environment.

The most common RL formulation assumes the environment satisfies the Markov property and can be modelled as a discrete-time Markov decision process (MDP)\[120;155\]. An MDP is defined by $M = (S, A, r, p, p^0, \gamma)$. $S$ and $A$ denote state and action spaces respectively, $r : S \times A \to \mathbb{R}$ is the reward function, $p : S \times A \to \text{Dist}(S)$ is the environment dynamics model, $p^0 : \text{Dist}(S)$ is the environment initiation state probability distribution, and $\gamma \in [0, 1)$ is the discount factor. Starting at state $s \in p^0(S)$, for each timestep $t$, the agent takes action $a \in A$ and transitions to state $s' \in S$ according to environment one-step dynamics model $p(s'|s,a)\equiv P_{ss'}^a = Pr(S_{t+1} = s'|S_t = s, A_t = a)$, receiving a one-step expected reward $r(s,a)\equiv R_s^a = \mathbb{E}[R_{t+1}|S_t = s, A_t = a]$ from the environment. Collectively, $P_{ss'}^a$ and $R_s^a$ represent a one-step model of the environment. In the partially observable POMDP setting\[65\], the agent does not have access to the Markovian environment state, and instead receives an observation from $x(o|s)$:
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\( S \rightarrow \text{Dist}(O) \), with \( O \) representing the observation space.

The agent’s goal is to learn a policy \( \pi(a|s): S \rightarrow \text{Dist}(A) \) that maps each state to a probability distribution over actions. The optimal policy maximizes, on expectation, the discounted cumulative sum of rewards, also known as return, defined as:

\[
G_t = \sum_{k=0}^{\infty} \gamma^k R_{k+t+1}
\]  

(2.1)

with \( \gamma \in [0, 1) \) being the discount factor defining the relative value of future rewards. This thesis focuses on value-based methods for optimising the policy. Value-based methods estimate the state-value function \( \nu_\pi(s) = \mathbb{E}_\pi[G_t|S_t = s] \) or the action-value function \( q_\pi(s,a) = \mathbb{E}_\pi[G_t|S_t = s, A_t = a] \). The expectations are taken with respect to the expected future rewards induced by agent \( \pi \), environment dynamics model \( p \) and reward model \( r \). These functions can be defined recursively:

\[
\nu_\pi(s) = \mathbb{E}_{\pi(a|s)} [r(s,a) + \gamma \mathbb{E}_p(s'|s,a) [\nu_\pi(s')]]
\]  

(2.2)

\[
q_\pi(s,a) = r(s,a) + \gamma \mathbb{E}_p(s'|s,a) \mathbb{P}_\pi(a'|s') [q_\pi(s',a')]
\]  

(2.3)

RL algorithms can be broadly classified as \textit{model-free} or \textit{model-based}. \textit{Model-based} RL relies on environment dynamics and reward models to compute value functions and policies. In many practical situations, such models are unavailable and learning them can be problematic, especially in high-dimensional state-action domains. We focus instead on \textit{model-free} RL where the agent does not have access to the environment dynamics or reward models. \textit{Model-free} approaches estimate \( \nu_\pi \) and \( q_\pi \) directly from samples \((s_t, a_t, r_{t+1}, s_{t+1})\) without explicitly modelling environment dynamics or rewards (here \( r_{t+1} \) refers to the observed reward at time \( t+1 \), not the reward function itself). We focus on off-policy methods, due to their ability to learn value functions from agent-agnostic samples, in contrast to on-policy approaches that require samples from current policy \( \pi \). As such, off-policy approaches are significantly more sample efficient than their on-policy counterparts. Specifically, we build on off-policy actor-critic approaches to policy optimisation, as these support continuous state-
action space domains. These methods build on Q-learning for estimating value functions. Q-learning is based on temporal difference learning[^155], updating the critic, \( \tilde{q} \), that estimates the action-value function, \( q_\pi \), according to the temporal difference error such that:

\[
\tilde{q}(s_t, a_t) \leftarrow \tilde{q}(s_t, a_t) + \alpha (r_t + \gamma \mathbb{E}_{\pi(a|s_{t+1})}[\tilde{q}(s_{t+1}, a)] - \tilde{q}(s_t, a_t))
\]  

(2.4)

with \( \alpha \) denoting step-size for the critic update. The critic is used to update the policy. In the greedy setting, the policy is chosen as follows:

\[
\pi(s) = \arg \max_{a \in A} \tilde{q}(s, a)
\]

(2.5)

2.2 A Spectrum of Learning Settings

In many situations of interests, the learning paradigm may be non-stationary. In the RL context, environment non-stationarity can capture a wide range of learning scenarios and applications. In the field of robotics, some practical non-stationary scenarios include equipment wear and tear over time or sequential tasks (such as navigating novel routes on the fly for self-driving cars). By conditioning each environment component on time, seen in Figure 2.1, we capture all potential forms of non-stationary and present the most ambitious formalisation of continual RL, where the agent must handle non-stationary environment transitions, rewards, observations- and action- spaces. Handling this many non-stationarities presents a real challenge. Therefore, the community primarily focus on the practical sub-problems presented in Figure 2.2 tackling specific continual learning challenges. In this thesis, we focus on the fields of domain adaptation and transfer learning, as these enable safe and sample-efficient embodied learning (discussed in more detail later), crucial components for robotics. The following narrative focuses on these fields and their relation to continual learning. For a more comprehensive overview please refer to Khetarpal et al.^[68].
2.2. A Spectrum of Learning Settings Leveraging Prior Knowledge

2.2.1 Domain Adaptation

Domain adaptation tackles the challenge of adapting a policy exhibiting a single skill\(^1\) (a policy that solves a single task such as block stacking) to a new domain(s) (such as stacking previously unseen blocks). The typical learning paradigm assumes environment stationarity during training, but not deployment. These approaches are particularly pertinent in robotics, where training on the target domain may be costly in terms of safety, time and money. Sim2real transfer in robotics is a sub-field of domain adaptation where the agent is trained in simulation with the expectation to generalise to the real-world. Domain randomisation is an approach to sim2real transfer tackling generalisation between source and target domains. Typically, sim2real transfer assumes domain shifts with respect to environment dynamics and observation functions. Nevertheless, the more general setting tackles domain shifts with respect to rewards and actions as well. Chapters 3 and 4 present domain adaptation methods that leverage state- and temporal- abstractions (more details in Section 2.3) to improve sample-efficiency and generalisation across observations and rewards, respectively. The reader is referred to recent surveys such as Tobin et al.\(^{164}\) for a more comprehensive overview.

2.2.2 Transfer Learning

Transfer learning studies how to leverage source domains for improved learning on target domains. As shown in Figure 2.2, this setting usually assumes multiple domains and skills (multiple reward functions or tasks), that have to be learnt and leveraged in the presence of non-stationarity. This non-

\(^1\)However, this restriction can be relaxed, as is the case in Chapter 4. See Section 2.3.2 for our definition of skill.
stationarity during training is the key distinction between transfer learning and domain adaptation. Typical transfer learning approaches assume abrupt non-stationarities that are given to the learner during training (such as task id each time the task changes). Therefore, transfer learning does not deal with task-inference\textsuperscript{[22]}, an additional challenge for fully autonomous continual learners. Transfer learning approaches commonly break up learning into distinct phases, such as pre-training (on the source domains) and fine-tuning (on the target domain). For embodied learners, where sample-efficiency is often the limiting factor for learning, transfer of knowledge across related domains/tasks may be crucial. Chapters 5 and 6 present modularity and skill focused (see Sections 2.3.1 and 2.3.2) transfer learning methods that improve exploration (and value estimation in the case of the latter) across domains with distinct rewards. Both approaches assume that the source and target tasks exhibit modularity (discussed further in Section 2.3) that can be leveraged for sample-efficient transfer. For a detailed literature review on transfer learning RL methods please refer to Taylor and Stone\textsuperscript{[158]}.

### 2.2.3 Continual Learning

Fully autonomous continual learners are closely related to transfer learning and domain adaptation agents, all leveraging prior experience from previous source domains to quickly adapt to the current target domain. One key distinction is that in continual learning a universal policy is learnt to coordinate behaviours across the agent’s lifetime in the presence of environment non-stationarity. Fully autonomous learners are not given the boundaries of non-stationarity (which may not be abrupt) exacerbating the learning problem. Furthermore, in the lifelong setting, there exist multiple boundaries making it harder to retrieve relevant information from an increasingly large and diverse corpus of experience. Given computation and memory constraints, continual learners typically rely on information compression for knowledge retention and transfer. A few information compression approaches (discussed in Section 2.3) include the discovery of information bottleneck states (Chapter 6), sub-tasks (Chapter 4), action-/temporal-abstractions (Chapters 5 and 6) and state-abstractions (Chapter 3). Crucial to each approach is the extraction of knowledge that generalises favourably to the target domain, enabling sample-efficient adaptation of behaviours. The extent to which previous experience can benefit adaptation heavily depends on the similarity between source and target domains. As such, curriculum learning is a closely related field that tackles the automation of environment non-stationarities as to maximise transfer benefits. Finally, catastrophic forgetting and task interference
are common complications for continual learners where training data distributional shifts coupled with knowledge sharing lead to inferior final performance on the source and target domains. For a more detailed discussion please refer to Khetarpal et al. [68].

2.2.4 Meta and Multi-Task Learning

Meta and multi-task learning are closely linked to continual learning. We only provide a brief overview here as this thesis does not contribute to these fields. For a more comprehensive discussion see Khetarpal et al. [68]. Meta learning relates closely to domain adaptation with the goal to generalise behaviours from source to target domains. Both assume environment stationary during training. The main distinction is that meta learning focuses on discovering a learning framework that generalises as opposed to a policy. Multi-task learning is closely related to transfer learning leveraging shared structure between tasks to benefit exploration and learning between them. In contrast to transfer learning, tasks are learnt jointly, not sequentially, and thus the environment is stationary. We consider this setup less suited for robotics where tasks are inherently sequential.

2.3 A Taxonomy of Continual Learning Approaches

We proceed by discussing common approaches for tackling continual learning and related fields. Khetarpal et al. [68] categorises each approach into one of three high-level clusters (see Figure 2.3): explicit knowledge retention, leveraging shared structure, learning to learn. Explicit knowledge retention methods address catastrophic forgetting (forgetting previous behaviours as the data distribution shifts) in continual learning, focusing on the stability-plasticity dilemma [126]. Learning to learn deals with meta-learning and focuses on adaptability, exploration and context detection. This thesis builds on leveraging shared structure approaches to improve generalisation and adaptability in domain adaptation and transfer learning. As such, the following narrative focuses on leveraging shared structure and we refer the reader to Khetarpal et al. [68] for details on the remaining categories.

By discovering repeated and reoccurring structures deemed beneficial across a lifetime [160] and representing them as compressed abstractions [161;109] (which we refer to as knowledge), embodied continual learners with budgetary constraints are able to recompose previously acquired knowledge, representing aspects of previous solutions, to efficiently solve the task at hand [41]. Leveraging shared
structure methods adhere to this philosophy, focusing on abstractions that to some degree generalise. The upcoming sections do not cover goal or auxiliary task focused methods as we do not build on them in this thesis. Refer to Khetarpal et al.\cite{Khetarpal} for details on their relation to the following sections.

2.3.1 Modularity and Composition

These approaches explicitly formulate tasks as compositionally structured with the goal of efficiently discovering this structure to achieve compositional generalisation and solve increasingly complex tasks. While task compositionality can occur at the state, action and temporal levels, we group the latter into Section 2.3.2 that concerns macro action discovery. A common thread for discovering task compositionality is to decompose monolithic neural networks into smaller modular components that specialise (usually at the task-level\cite{Khetarpal;17;8;176}, but also embodiment-level\cite{Khetarpal} for embodied transfer). This decomposition can be provided by the user\cite{Khetarpal;17;8;176} or automated\cite{Khetarpal;17;8;176;32;128}. Furthermore, decomposition can recombination can occur as soft\cite{Khetarpal} and hard\cite{Khetarpal;17;8;176;32;128} boundaries.

Probabilistic hierarchical methods have recently found significant success in complex control domains\cite{Khetarpal;163;86;93;94} thanks to the powerful variational inference and policy-optimisation\cite{Khetarpal} frameworks they build on; both scaling favourably with number of tasks, experiences, and compositionality complexity. These methods support unsupervised, off-policy discovery of compositional behaviours and thus promote sample-efficient autonomous learning, crucial in robotics and continual learning. In this setting, the policy is augmented with latent actions able to capture high-level behaviours. For
a two-level hierarchy, the decomposition typically takes the form: 
\[ \pi(a, z|s) = \pi^L(a|z, s)\pi^H(z|s) \] (\(z\) representing the latent action). Apart from their empirical success, these methods provide high interpretability, as each latent directly corresponds to a low-level behavioural primitive, \(\pi^L(a|z, s)\).

Nevertheless, task compositionality cannot always be strictly adhered to. When this is the case, distillation methods (see Figure 2.3) provide an alternative\textsuperscript{[159;162;163;86;36]} imposing soft compositional constraints on shared behaviours across tasks at the expense of less directed transfer\textsuperscript{[134]}. KL-regularised RL\textsuperscript{[159]} proves a particularly competitive instantiation, also building on variational inference, and transfers knowledge across tasks through a learnt task-agnostic behavioural prior, \(\pi_0(a|s)\), which the policy is regularised against: \(D_{KL}(\pi(a|s)||\pi_0(a|s))\). Nevertheless, discovering compositionality is an under-constrained problem, as there exist multiple ways to compose prior behaviour, varying in degrees of action, state and temporal abstractions. It is unclear which choice of abstraction should be learnt for maximal transfer benefits.

In Chapter 5, we provide theory behind the transferability-expressivity trade-off of discovered abstractions and introduce a transfer learning framework that combines hierarchical and KL-regularised RL for discovering these, leveraging their individual benefits. Our insights additionally contribute to the wider continual learning community. Refer to Rosenbaum et al.\textsuperscript{[128]} for a more detailed survey on the additional challenges modular and compositional approached face.

2.3.2 Skill Focused (Temporal Abstractions)

We categorise skill\textsuperscript{2} focused approaches as those that discover macro actions\textsuperscript{[55;161]}, also known as temporal abstractions, sidestepping the requirement to make decisions at every time-step within the MDP. These frameworks are appealing as they enable acting, reasoning (value estimation using TD methods\textsuperscript{[155]} in model-free RL) and planning (for model-based RL) at multiple timescales akin to humans. As we will discuss later, when there are sample and computational constraints, such as in robotics, skills can improve acting, reasoning, and planning within and between tasks.

A semi-Markov decision process (SMDP)\textsuperscript{[120]} provides a generalised framework supporting temporally abstract decision making in which the amount of time between two decision points is modelled as a random variable. Consider an agent in state \(s\), following policy \(\pi\), in the set of available policies

\textsuperscript{2}The literature uses the term skills loosely and can also refer to regular action abstractions.
\( \Pi \), with transit time \( k \), before entering next state \( s' \). In this setting, the state-transition probability from state \( s \) to \( s' \) could be expressed as \( p(S^k = s' | S^0 = s, \pi) \). The accumulated discounted reward would be denoted by \( R^\pi \). Considering discrete SMDPs, with discrete \( k \), the SMDP Bellman equations for optimal state-value and action-value functions are given by:

\[
\nu^* (s) = \max_{\pi} \left[ R^\pi_s + \sum_{k=1}^{\infty} \gamma^{k-1} E_p(S^k = s' | S^0 = s, \pi) \left[ \nu^* (s') \right] \right]
\]

(2.6)

\[
q^* (s, \pi) = R^\pi_s + \sum_{k=1}^{\infty} \gamma^{k-1} E_p(S^k = s' | S^0 = s, \pi) \left[ \max_{\pi'} \nu^* (s', \pi') \right]
\]

(2.7)

In theory, these abstractions enable the agent to ignore irrelevant details across time and space that are not necessary for decision making when reasoning over policies and their induced value functions for policy improvement. For example, when solving mazes, one strategises at the inter-, not intra-, corridor level. The states over which these strategies occur are often to referred to as bottleneck states. Intuitively, discovering these compressed temporal abstractions reduces the search space for sequential decision making, key for improving value estimation with respect to sample efficiency for model-free RL methods (as less strategies need evaluation in the environment) and computational efficiency for model-based RL approaches (due to search tree pruning).

These temporally extended policies, resulting in temporally extended actions, enable the discovery of abstractions that represent partial solutions to tasks that can be recomposed to efficiently solve a family of compositionally related problems. A key distinction between this framework and those presented in Section 2.3.1 is that temporal abstractions enables improved credit-assignment by supporting TD learning across multiple timescales. Credit-assignment is particularly problematic in long-horizon domains with sparse and delayed rewards. Robotic environments regularly exhibit these traits, obtaining rewards only upon task completion with learning and acting occurring at the micro-second temporal level. Continual (lifelong) learning, with an extremely long-horizon spanning the agent’s entire lifetime, also suffers from this same issue.

The options framework present an expressive choice for temporal abstraction\(^{156}\). Markovian options \( \omega \in \Omega \) can be expressed as tuple \( \langle I_\omega, \pi_\omega, \beta_\omega \rangle \), with a markovian policy \( \pi_\omega (a|s) \), termination condition
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$\beta_\omega(s)$, and initiation set $I_\omega(s)$ commonly replaced with $I = 1 \forall s \in S$ following Bacon et al.\cite{11}, Zhang and Whiteson\cite{182}. In each state, a policy over options selects an option $\omega$ according to $\pi_C(\omega|s_t)$. The option $\omega$ then executes, producing actions according to $\pi_\omega$ until the termination condition is satisfied and terminates in $s_{t+k}$, upon which a successive option is sampled from $\pi_C(\omega|s_{t+k})$ (potentially constrained according to the initiation set).

While there exists a plethora of methods for discovering options, many focus on options that terminate at bottleneck states for the aforementioned reasons\cite{91,145,150;53;124}. These have been shown beneficial for planning as the bottlenecks are the states most frequently visited when considering the shortest distance between any two states in an MDP\cite{150}. While effective, the training regimes of these methods do not adhere to the requirements for continual learning in robotics. These approaches either do not support off-policy RL\cite{124}, crucial for sample efficiency, or are restricted to discrete state and/or action spaces\cite{91,91,145;150;53}, limiting their applicability in robotics. In contrast, in Chapter 6, we propose a model-free, off-policy framework for transfer learning, supporting continuous state-action spaces, that discovers bottleneck states and improves credit-assignment, value estimation, and policy performance when compared to the non-bottleneck counterpart\cite{177}.

The focus until now has been on discovering temporal abstractions unsupervised, as to support fully autonomous continual learners. Nevertheless, in many practical applications, additional supervision may be available to guide which abstractions are learnt and how to use them. In Chapter 4, we present an option-inspired approach that enables the discovery of temporal abstractions given weak supervision, enabling effective domain adaptation to new tasks through a human-robot command interface directing how to re-combine previously acquired skills to tackle novel challenges.

2.3.3 State Abstraction Focused

The central goal of abstractions is to capture common, task-relevant structures and suppress irrelevant ones (also considered as noise or distractors\cite{133}) as to facilitate positive knowledge transfer. Li et al.\cite{83} presents a unified theory for state abstractions in the MDP setting. Given MDP $M$, with abstracted version $\tilde{M}$, the abstraction function $\phi: S \rightarrow \tilde{S}$ maps states from the original MDP to those in the abstracted version. Useful abstractions are those that preserve information crucial for policy optimisation in the original or related MDPs if considering the transfer learning setting.
There exist multiple methods to discover such abstractions. PAC discovers state-abstractions that adhere to this property but only in the tabular RL setting\cite{4}. Zhang et al.\cite{179} discover task agnostic abstractions focusing on identifying causal states in POMDPs. Li et al.\cite{83} discover abstractions that preserve underlying reward and transition models (across MDPs) leading to model-irrelevance abstractions. Zhang et al.\cite{180} discover invariant abstractions for the block MDP\cite{28} setting.

In contrast, in Chapter 3 we focus on abstractions suited for sim2real domain adaptation, a field of particular relevance to the robotics community, as it enables safe training and deployment of embodied reinforcement learners. We focus on state abstractions that generalise across image observations. Specifically, our representations are task-specific and invariant to, and generalise across, unseen distractors. In our setting, distractors are modular components of the observation-space that are task-independent (that an optimal policy should be invariant to). Unlike alternate approaches not designed for sim2real domain adaptation, we leverage privileged information available in simulation but not deployment, to guide abstraction learning. Compared with alternate sim2real approaches, our abstractions improve generalisation performance on domains with unseen distractors, key for safe and robust sim2real deployment.
Chapter 3

Self-Supervised State Abstractions For Domain Adaptation

We present a state-abstraction approach for sim2real domain adaptation, promoting the safe training and deployment of robotic machine learners. Our approach achieves compositional generalisation across modular image observations. Specifically, we generalise across distractors; object-level, task-independent, components of the observation space that the optimal policy should be invariant to. We leverage privileged information to sample-efficiently discover abstractions that are invariant to and generalise across distractors. Compared with alternate sim2real approaches, our abstractions improve generalisation to domains with unseen distractors, key for safe and robust sim2real deployment.

3.1 Introduction

While image-based deep reinforcement learning (RL) has recently provided significant successes in various high-data domains\cite{96;144;84}, its application to physical systems remains challenging due to expensive and slow data generation, challenges with respect to safety, and the need to be robust to unexpected changes in the environment.

When training visual models in simulation, we can obtain robustness either by adaptation to target domains\cite{37;15;174}, or by randomising system parameters with the aim of covering all possible environment parameter changes\cite{164;123;105;116;131;168}. Unfortunately, training under a distribution of
randomised visuals \cite{131:168}, can be substantially more difficult due to the increased variability. This often leads to a compromise in final performance\cite{105:164}. Furthermore, it is usually not possible to cover all potential environmental variations during training. Enabling agents to generalise to unseen visuals such as distractors (task-independent aspects of the observation-space that should not influence the optimal policy) is an important question in robotics where an agent’s environment is often noisy (e.g. autonomous vehicles).

To increase robustness and reduce training time, we can make use of privileged information such as environment states, commonly accessible in simulators. By using lower-dimensional, more structured and informative representations directly as agent input, instead of noisy observations affected by visual randomisation, we can improve data efficiency and generalisation\cite{157:112}.

However, raw observations can be easier to obtain and dependence on privileged information during deployment can be restrictive. When exact states are available during training but not deployment, we can make use of information asymmetric actor-critic methods\cite{116:139} to train the critic faster via access to the state while providing only images for the actor.

By introducing Attention-Privileged Reinforcement Learning (APRiL), we further leverage privileged information readily and commonly available during training, such as simulator states and object segmentations\cite{166:27}, for increased robustness, sample efficiency, and generalisation to distractors. As a general extension to asymmetric actor-critic methods, APRiL concurrently trains two actor-critic systems (one symmetric with a state-based agent, the other asymmetric with an image-dependent actor). Both actors utilise attention to filter their inputs, and we encourage alignment between both attention mechanisms. As state-space learning is unaffected by visual randomisation, the observation attention module efficiently attends to state- and task-dependent aspects of the image whilst explicitly becoming invariant to task-irrelevant and noisy aspects of the environment (distractors). We demonstrate that this leads to faster image-based policy learning and increased robustness to task-irrelevant factors (both within and outside the training distribution). See Figure 3.1 for a visualisation of APRiL, its attention, and generalisation capabilities on one of our domains.

In addition, APRiL shares a replay buffer between both agents, which further accelerates training for the image-based policy. At test-time, the image-based policy can be deployed without privileged
3.2. Problem Formulation

Before introducing Attention-Privileged Reinforcement Learning (APRiL), this section provides a background for the RL algorithms used. For a more in-depth introduction please refer to Lillicrap et al.\textsuperscript{[84]} and Pinto et al.\textsuperscript{[116]}.

3.2.1 Reinforcement Learning

We describe an agent’s environment as a partially observable Markov decision process (POMDP) which is represented as the tuple \( (S, O, A, P, r, \gamma, S_0) \), where \( S \) denotes a set of continuous states, \( A \) denotes a set of either discrete or continuous actions, \( P : S \times A \times S \rightarrow \mathbb{R}_{\geq 0} \) is the transition probability function, \( r : S \times A \rightarrow \mathbb{R} \) is the reward function, \( \gamma \) is the discount factor, and \( S_0 \) is the initial state distribution. \( O \) is a set of continuous observations corresponding to continuous states in \( S \). At every time-step information. We test our approach on a diverse set of simulated domains across robotic manipulation, locomotion, and navigation; and demonstrate considerable performance improvements compared to competitive baselines when evaluating on environments from the training distribution as well as in extrapolated and unseen settings with additional distractors.
the agent takes action \( a_t = \pi(\cdot | s_t) \) according to its policy \( \pi : S \rightarrow A \). The policy is optimised to maximize the expected return \( \mathbb{E}[R_0|S_0] \), the discounted sum of future rewards \( R_t = \sum_{i=t}^{\infty} \gamma^{i-t} r_i \), and is dependent on \( \pi \). The agent’s Q-function is defined as \( Q_\pi(s_t, a_t) = \mathbb{E}[R_t|s_t, a_t] \).

### 3.2.2 Asymmetric Deep Deterministic Policy Gradients

Asymmetric Deep Deterministic Policy Gradients (asymmetric DDPG)\(^{[116]}\) represents a type of actor-critic algorithm designed specifically for efficient learning of a deterministic, observation-based policy in simulation. This is achieved by leveraging access to more compressed, informative environment states, available in simulation, to speed up and stabilise training of the critic.

The algorithm maintains two neural networks: an observation-based actor or policy \( \pi_\theta : O \rightarrow A \) (with parameters \( \theta \)) used during training and test time, and a state-based Q-function (also known as critic) \( Q_\phi : S \times A \rightarrow \mathbb{R} \) (with parameters \( \phi \)) which is only used during training.

To enable exploration, the method (like its symmetric version\(^{[142]}\)) relies on a noisy version of the policy (called behavioural policy), e.g. \( \pi_b(o) = \pi(o) + z \) where \( z \sim \mathcal{N}(0, 1) \) (see Section 8.1.3 for our particular instantiation). The transition tuples \((s_t, o_t, a_t, r_t, s_{t+1}, o_{t+1})\) encountered during training are stored in a replay buffer\(^{[96]}\). Training examples sampled from the replay buffer are used to optimise the critic and actor. By minimizing the Bellman error loss \( \mathcal{L}_{\text{critic}} = (Q(s_t, a_t) - y_t)^2 \), where \( y_t = r_t + \gamma Q(s_{t+1}, \pi(o_{t+1})) \), the critic is optimised to approximate the true Q values. The actor is optimised by minimizing \( \mathcal{L}_{\text{actor}} = -\mathbb{E}_{s, o \sim \pi_b(o)}[Q(s, \pi(o))] \).

Figure 3.2: APRiL’s architecture. Blue, green and orange represent symmetric and asymmetric actor-critic and attention alignment modules \((A_s, A_o, A_T)\). The diamond represents the attention alignment loss. Dashed and solid blocks are non-trainable and trainable networks. The \( \otimes \) operator signifies element-wise multiplication. Experiences are shared using a shared replay buffer.
3.3 Attention-Privileged Reinforcement Learning (APRiL)

APRiL improves the robustness and sample efficiency of an observation-based agent by using multiple ways to benefit from privileged information. First, we use an asymmetric actor-critic setup\textsuperscript{[116]} to train the observation-based actor. Second, we additionally train a quicker learning state-based actor, while sharing replay buffers, and aligning attention mechanisms between both actors. Specifically, APRiL aligns attention mechanisms at the object-level defined by the simulator\textsuperscript{[166;27]} aiding knowledge transfer, generalisation and robustness over this semantic space. In common simulators, such as MuJoCo\textsuperscript{[166]}, objects are often defined as *geoms*, the primitive geometric bodies that combined create the simulation environment (such as walls, individual links or digits in a Kinova robotic arm, or limbs for a humanoid). We emphasise here that our approach can be applied to any asymmetric, off-policy, actor-critic method\textsuperscript{[72]} with the expectation of similar performance benefits to those demonstrated in this chapter. Specifically we choose to build off Asymmetric DDPG\textsuperscript{[116]} due to its accessibility.

APRiL is comprised of three modules as displayed in Figure 3.2. The first two modules, $A_s$ and $A_o$, each represent a separate actor-critic with an attention network incorporated over the input for each actor. For the *state-based* module $A_s$, we use standard symmetric DDPG, while the *observation-based* module $A_o$ builds on asymmetric DDPG, with the critic having access to states. Finally, the third component $A_T$ represents the object-level alignment process between attention mechanisms of both actor-critic agents to more effectively transfer knowledge between both learners respectively.

$A_s$ consists of three networks: $Q^\pi_s$, $\pi_s$, $h_s$ (critic, actor, and attention) with parameters $\{\phi_s, \theta_s, \psi_s\}$. Given input state $s_t$, the attention network outputs a soft gating mask $h_t$ of same dimensionality as the input, with values ranging between $[0, 1]$. The input to the actor is an attention-filtered version of the state, $s^a_t = h_s(s_t) \odot s_t$. To encourage a sparse masking function, we found that training this attention module on both the traditional DDPG loss as well as an entropy loss helped:

$$\mathcal{L}_{h_s} = -\mathbb{E}_{s \sim \pi_b}[Q_s(s, \pi_s(s^a)) - \beta H(h_s(s))],$$

\text{(3.1)}

where $\beta$ is a hyperparameter (set through grid-search, see Section 8.1.3) to weigh the additional entropy objective, and $\pi_b$ is the behaviour policy that obtained experience (in this case from a shared replay buffer). The actor and critic networks $\pi_s$ and $Q_s$ are trained with the symmetric DDPG actor...
and Bellman error losses. We found that APRiL was not sensitive to the absolute value of $\beta$, only the magnitude, and was set low enough to not suppress task-relevant parts of the state-space.

Within $A_T$, the state-attention obtained in $A_s$ is converted to corresponding observation-attention $T$ to act as a self-supervised target for the observation-attention module in $A_o$. This is achieved in a two-step process. First, state-attention $h_s(s)$ is converted into object-attention $c$, which specifies how task-relevant each object in the scene is. The procedure uses information about which dimension of the environment state relates to which object. Second, object-attention is converted to observation-space attention by performing a weighted sum over object-specific segmentation maps$^1$:

$$c = M \cdot h_s(s), \quad T = \sum_{i=0}^{N-1} c_i \cdot z_i$$

Here, $M \in \{0, 1\}^{N \times n_s}$ ($n_s$ is the dimensionality of $s$) is an environment-specific, predefined adjacency matrix that maps the dimensions of $s$ to each corresponding object, and $c \in [0, 1]^N$ is an attention vector over the $N$ objects in the environment. $c_i$ corresponds to the $i^{th}$ object attention value. $z_i \in \{0, 1\}^{W \times H}$ is the binary segmentation map of the $i^{th}$ object segmenting the object with the rest of the scene, and has the same dimensions as the image. $z_i$ assigns values of 1 for pixels in the image occupied by the $i^{th}$ object, and 0 elsewhere. $T \in [0, 1]^{W \times H}$ is the converted state- to observation-space attention to act as a target on which to train the observation-attention network $h_o$.

The observation module $A_o$ also consists of three networks: $Q_o^\pi$, $\pi_o$, $h_o$ (respectively critic, actor, and attention) with parameters $\{\phi_o, \theta_o, \psi_o\}$. The structure of this module is the same as $A_s$ except the actor and critic now have asymmetric inputs. The actor’s input is the attention-filtered version of the observation, $o^a_i = h_o(a_i) \odot o_i$ $^2$. The actor and critic $\pi_o$ and $Q_o$ are trained with the asymmetric DDPG actor and Bellman error losses in Section 3.2.2. The main difference between $A_o$ and $A_s$ is that the observation attention network $h_o$ is trained on both the actor loss and an object-weighted mean squared error loss:

$$L_{h_o} = \mathbb{E}_{o,s \sim \pi_b}[\frac{1}{2} \sum_{ij} \frac{1}{w_{ij}} (h_o(o) - T)^2_{ij} - \nu Q_o(s, \pi_o(o^a))]$$

---

$^1$Simulators (e.g. [166, 27]) commonly provide functionality to access these segmentations and semantic information for the environment state.

$^2$In practice, the output of $h_o(a_i)$ is tiled to match the number of channels that the image contains.
where weights $w_{ij}$ denote the fraction of the image $o$ that the object present in $o_{i,j,1:3}$ occupies, and $\nu$ represents a hyperparameter for the relative weighting of both loss components (see Section 8.1.3 for exact value). The weight terms, $w$, ensure that the attention network becomes invariant to the size of objects during training and does not simply fit to the most predominant object in the scene.

During training, experiences are collected evenly from both state- and observation-based agents and stored in a shared replay buffer (similar to Schwab et al.\cite{139}). This is to ensure that: 1. Both critics $Q_s, Q_o$ observe states that would be visited by either of their respective policies. 2. The attention modules $h_s$ and $h_o$ are trained on the same data distribution to better facilitate alignment. 3. Efficient discovery of highly performing states from $\pi_s$ are used to speed up learning of $\pi_o$.

Algorithm 1 shows the pseudocode for a single actor implementation of APRiL. In practice, in order to speed up data collection and gradient computation, we parallelise the agents and environments and ensure equal data is generated by state- and image-based agents.

**Algorithm 1** Attention-Privileged Reinforcement Learning

```
Initialize the actor-critic modules $A_s$, $A_o$, attention alignment module $A_T$, replay buffer $R$

for episode = 1 to $M$ do
  Initial state $s_0$
  Set DONE $\leftarrow$ FALSE
  while $\neg$ DONE do
    Render image observation $o_t$ and segmentation maps $z_t$:
    $o_t, z_t \leftarrow$ renderer($s_t$)
    if episode $\mod 2 = 0$ then
      Obtain action $a_t$ using observation-behavioural policy and obs-attention network:
      $a_t \leftarrow \pi_o(h_o(o_t) \odot o_t)$
    else
      Obtain action $a_t$ using state-behavioural policy and state-attention network:
      $a_t \leftarrow \pi_s(h_s(s_t) \odot s_t)$
    end if
    Execute action $a_t$, receive reward $r_t$, DONE flag, and transition to $s_{t+1}$
    Store $(s_t, o_t, z_t, a_t, r_t, s_{t+1}, o_{t+1})$ in $R$
  end while

for $n = 1$ to $N$ do
  Sample minibatch $\{s, o, z, a, r, s', o'\}^B_0$ from $R$
  Optimise state- critic, actor, and attention using $\{s, a, r, s'\}^B_0$ with $A_s$
  Convert state-attention to target observation-attention $\{T\}^B_0$ using $\{s, o, z\}^B_0$ with $A_T$
  Optimise observation- critic, actor, and attention using $\{s, o, T, a, r, s', o'\}^B_0$ with $A_o$
end for
```
3.4 Experiments

We investigate the following to evaluate how well APRiL facilitates transfer across visually distinct domains: Does APRiL: 1. Increase \textit{sample-efficiency} during training? 2. Affect \textit{interpolation} performance on unseen environments from the training distribution? 3. Affect \textit{extrapolation} performance on environments outside the training distribution?

3.4.1 Environments

We evaluate APRiL over the following environments (see Section 8.1.1 for more details): 1. \textit{NavWorld}: the circular agent is sparsely rewarded for reaching the triangular target in the presence of distractors. 2. \textit{JacoReach}: the Kinova arm is rewarded for reaching the diamond-shaped object in the presence of distractors. 3. \textit{Walker2D}: this slightly modified (see Section 8.1.1) Deepmind Control Suite environment\textsuperscript{[157]} the agent is rewarded for walking forward, keeping its torso upright.

Training (Source) Domains

During training we perform Domain Randomisation (DR)\textsuperscript{[164:131]}, randomising the following environment parameters to enable generalisation with respect to them: camera position, orientation, textures, materials, colours, object locations, background (see Section 8.1.2). For \textit{NavWorld} and \textit{JacoReach}, distractor objects are randomly sampled from an object catalogue between episodes (from a subset of ShapeStacks\textsuperscript{[43]} objects for \textit{JacoReach} and 4 to 8 sided shapes for \textit{NavWorld} - see Section 8.1.1). The distractors have distinct shapes to the target object.

Interpolated Transfer Domains

We evaluate performance on environments unseen during training but within the training distribution (e.g. interpolated camera position, orientation, object colours - see Section 8.1.2). For \textit{NavWorld} and \textit{JacoReach}, the interpolated environments have the same number of distractors, using the same sampling procedure as before. Please refer to Figure 3.5 for examples of the interpolated domains.

Extrapolated Transfer Domains

For \textit{NavWorld} and \textit{JacoReach}, we investigate how well each method generalises to extrapolated domains with \textbf{additional distractor} objects (specifically 4 or 8; referred as \textbf{ext-4} and \textbf{ext-8} in Sec-
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We employ the same distractor sampling procedure as the source and interpolated domains. We explore generalisation to environments with increased clutter as this forms a common scenario that many sim2real approaches wish to handle\cite{44}. The textures and colours of these distractor objects are sampled from a held-out set not seen during training. The locations are sampled randomly for NavWorld, and from extrapolated arcs of two concentric circles of different radii for JacoReach. We do not extrapolate for Walker2D, as this domain does not contain distractors. However, if APRiL is beneficial during DR its application does not need to be restricted to environments with clutter. Please refer to Figure 3.5 for examples of the extrapolated domains. See Section 8.1.2 for more details.

3.4.2 Baselines

We start by comparing APRiL against two competitive baselines that also leverage privileged information during training. We compare against Asymmetric DDPG (asym-DDPG) baseline\cite{116} to evaluate the importance of privileged attention and shared replay for learning and robustness to distractors. Our second baseline, State-Mapping Asymmetric DDPG (s-map asym-DDPG), introduces a bottleneck layer trained to predict the environment state using an $L_2$ loss. This is another intuitive approach that further exploits state information in simulation\cite{181} to learn informative representations that are robust to visual randomisation. This approach does not incorporate object-centric attention or leverage privileged object segmentations. We note that since this baseline learns state estimation it is not expected to extrapolate well to domains with additional distractor objects and varying state-spaces (with respect to the training domain). We also compare APRiL with DDPG to emphasise the difficulty of these DR tasks if privilege information is not leveraged.

3.4.3 Ablations

We perform an ablation study to investigate which components of APRiL contribute to performance gains. The ablations consist of: 1. **APRiL no sup**: the full setup except without attention alignment. Here the observation-attention module must learn without guidance from the state-agent. 2. **APRiL no share**: APRiL without a shared replay. 3. **APRiL no back**: uniform object-attention values $c$ are used to train the observation-attention module, thereby only suppressing the background. Here we investigate the importance of object suppression for generalisation.
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Figure 3.3: Learning curves for observation-based policies during Domain Randomisation (DR). **Top row:** comparison with baselines. **Bottom row:** comparison with ablations. **Solid line:** mean performance. **Shaded region:** covers minimum and maximum performances across 5 seeds. APRiL’s attention and shared replay lead to stronger or commensurate performance.

3.5 Results

3.5.1 Performance On The Training Distribution

Figure 3.3 shows that APRiL outperforms the baselines for each environment (except Walker2D where it matches s-map asym-DDPG). The ablations in Figure 3.3 show that a shared replay buffer, background suppression, and attention alignment each individually provide benefits but are most effective when combined together. Interestingly, background suppression is extremely effective for sample-efficiency, as for these domains the majority of the irrelevant, highly varying, aspects of the observation-space are occupied by the background. It is also surprising that the s-map asym-DDPG baseline, which learns to map to environment states, does not outperform asym-DDPG and does not match APRiL’s performance for NavWorld and JacoReach. For these domains, predicting states (including those of distractors) is difficult\(^3\) and prediction errors limit policy performance. For Walker2D, in the absence of distractor objects, s-map asym-DDPG is a competitive baseline and APRiL provides marginal gains.

\(^3\)For JacoReach prediction errors and policy performance are sensitive to state-space. In Figure 3.3 we plot the best performing state-space. Refer to Section 8.1.5 for further details.
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Figure 3.4: Comparing average return of the image-policy between training, interpolated and extrapolated domains (100 each). Plots reflect mean and 2 standard deviations for average return (5 seeds). APRiL generalises due to its attention and outperforms the baselines. We compare against a random agent to gauge the degree of degradation in policy performance between domains.

### 3.5.2 Interpolation: Transfer Domains From The Training Distribution

Fig. 3.4 plots the return on these held-out domains. For all algorithms, we observe minimal degradation in performance between training and interpolated domains. However, as APRiL outperforms on the training distribution (apart from s-map asym-DDPG for Walker2D and APRiL no back for JacoReach), its final performance on the interpolated domains is significantly better, emphasising the benefits of both privileged attention and a shared replay.

### 3.5.3 Extrapolation: Transfer Outside The Training Distribution

Fig. 3.4 shows that APRiL generalises and performs considerably better on the held-out domains than each baseline. Specifically, when comparing with the baselines that leverage privilege information, for JacoReach performance falls by 11%\(^4\) for APRiL instead of 42% and 48% for asym-DDPG and s-map asym-DDPG respectively. The ablations demonstrate that effective distractor suppression is crucial for generalisation. This is particularly prominent for JacoReach where the performance drop for the methods that use attention alignment (APRiL and APRiL no share) is 11% and 15%, which is far less than 27% and 51% (APRiL no back and APRiL no sup) for those that do not learn to effectively suppress distractors.
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Figure 3.5: Held-out domains and APRiL’s attention maps. For the extrapolated domain columns (extra), top and bottom represent ext-4 and ext-8. White/black signify high/low attention values. Attention suppresses the background and distractors aiding at policy generalisation.

3.5.4 Attention Module Analysis

We visualise APRiL’s attention maps (Figures 3.5, 8.2 and 8.3) on both interpolated and extrapolated domains. For NavWorld, attention is correctly paid to all relevant aspects (agent and target; circle and triangle respectively) and generalises well. For JacoReach, attention suppresses the distractors even on the extrapolated domains, achieving robustness with respect to them. Interestingly, as we encourage sparse attention, APRiL learns to only pay attention to every-other-link of the arm (as the state of an unobserved link can be inferred by observing those of the adjacent links). For Walker2D, dynamic object attention is learnt (different objects are attended based on the state of the system - see Figure 8.3). When upright, walking, and collapsing, APRiL pays attention to the lower limbs, every other link, and foot and upper body, respectively. We suspect that in these scenarios, the optimal action depends most on the state of the lower links (due to stability), every link (coordination), and foot and upper body (large torque required), respectively.

3.6 Related Work

A large body of work investigates the problem of learning robust policies that generalise well outside of the training distribution. Work on transfer learning leverages representations from one domain to efficiently solve a problem from a different domain\(^4\). In particular, many domain adaptation techniques aim to adapt a learned model to a specific target domain(s), often optimising models such that representations are invariant to the shift in the target domain. These methods commonly require data from the target domain in order to transfer and adapt effectively.

In contrast, domain randomisation covers a distribution of environments by randomising visual\(^4\)
or dynamical parameters\cite{112} during training in order to generalise\cite{131;123;168;57;105;78}. In doing so, such methods shift the focus from adaptation to specific environments to generalisation and robustness by covering a wide range of variations. Recent work automatically varies this distribution during training\cite{7} or trains a canonical invariant image representation\cite{62}. However, while randomisation can enable us to learn robust policies, it significantly increases training time due to the increased environment variability\cite{105}, and can reduce asymptotic performance. Our work partially addresses this fact by training two agents, one of which is not affected by visual randomisations.

Other works explicitly encourage representations invariant to observation-space variations\cite{148;152;62}. Contrastive techniques\cite{148;152} use a clear separation between positive (and negative) examples, predefined by the engineer, to encourage invariance. Unlike APRiL, these invariances are over abstract spaces and are not designed to exploit privileged information; shown to be beneficial by APRiL’s ablations. Furthermore, APRiL’s invariance is task-driven via attention. Approaches like James et al.\cite{62}; Zhang et al.\cite{181}, learn invariances supervised, mapping from observation to a predefined space. Unlike APRiL, these methods are unable to discover task-independent aspects of the mapping-space, limiting robustness and generalisation. Finally, unlike APRiL as a model-free RL approach, some model-based works use forward or inverse models\cite{111;50;136} to achieve invariance.

Existing comparisons in the literature demonstrate that, even without domain randomisation, the increased dimensionality and potential partial observability complicates learning for RL agents\cite{157;139}. In this context, accelerated training has also been achieved by using access to privileged information such as environment states to asymmetrically train the critic in actor-critic RL\cite{139;116;33}. In addition to using additional information to train the critic, Schwab et al.\cite{139} use a shared replay buffer for data generated by image- and state-based actors to further accelerate training for the image-based agent. Our method extends these approaches by sharing information about relevant objects by aligning agent-integrated attention mechanisms between an image- and state-based actors.

Recent experiments have demonstrated the strong dependency and interaction between attention and learning in human subjects\cite{80}. In the context of machine learning, attention mechanisms have been integrated into RL agents to increase robustness and enable interpretability of an agent’s behaviour\cite{151;97}. In comparison, we focus on utilising the attention mechanism as an interface to transfer information between two agents to enable faster training and improved generalisation.
3.7 Conclusion

We introduce Attention-Privileged Reinforcement Learning (APRiL), an extension to asymmetric actor-critic algorithms that leverages attention mechanisms and access to privileged information such as simulator environment states. The method benefits in two ways in addition to asymmetry between actor and critic: via aligning attention masks between image- and state-space agents, and by sharing a replay buffer. Since environment states are not affected by visual randomisation, we are able to learn efficiently in the image domain especially during domain randomisation where feature learning becomes increasingly difficult. Evaluation on a diverse set of environments demonstrates significant improvements over competitive baselines including asym-DDPG and s-map asym-DDPG; and show that APRiL learns to generalise favourably to environments not seen during training (both within and outside of the training distribution). Finally, we investigate the relative importance of the different components of APRiL in an extensive ablation.
Chapter 4

Weakly-Supervised Temporal Abstractions
For Domain Adaptation

Chapter 3 introduces a domain adaptation approach for generalisation across sim2real observations, key for safe and robust robotic machine learners. We continue by exploring domain adaptation across modular tasks, crucial for multifaceted robots, such as self-driving cars navigating novel routes. Specifically, we introduce a method leveraging temporal-abstractions for compositional generalisation. Our approach uses weak-supervision to learn grounded, interpretable, temporal-abstractions corresponding to sub-tasks. Additionally, we provide a human-robot communication interface for generalisation across sub-task orderings. Our approach improves generalisation and sample-efficiency when compared to fully-supervised methods.

4.1 Introduction

Learning from demonstration (LfD) represents a popular paradigm to teaching complex behaviours to robots and virtual agents through demonstrations, without the need for explicit programming or other description of a task, such as a cost function\(^{10}\). The benefits of LfD over manual task definitions are numerous. First, some behaviours are difficult to program or manually encode, but can be easily demonstrated. Second, while programming behaviours requires expert knowledge of the application platform, LfD requires only the ability to control the agent.
However, complex real world tasks pose a severe challenge for simple LfD approaches such as behaviour cloning (BC). While a complex task can often be broken down into simpler sub-tasks, the algorithm itself lacks the means to discover the decomposition and must instead learn a monolithic policy for the whole task. The resulting policies are not only more complex but also less reusable. For example, a cube stacking task can be broken down into sub-tasks for approaching a cube, grasping it, moving to a location, and placing it onto an existing stack. In particular, sub-policies for approaching and grasping can be reused in other manipulation tasks such as cube rotation or throwing.

Modular LfD addresses this challenge by modelling the task as a composition of sub-tasks for which reusable sub-policies (modules) are learned. These sub-policies are often easier to learn and can be composed in different ways to execute new tasks, enabling zero-shot imitation. One approach to modular LfD is to provide the learner with additional information about the demonstrations. This comes in many forms, e.g., manual segmentation of demonstrations\cite{59}, interactive feedback during learning\cite{104}, or prior knowledge about the task. Such domain knowledge may come in the form of motion primitives, hard-coded parametric motion models\cite{30;135} and problem-specific state modelling\cite{2;73}. An additional benefit is that since these methods ground demonstrations on human-defined sub-tasks, the learned policies are interpretable. They are, however, labour intensive, perform sub-optimally if the underlying assumptions are incorrect, and require domain knowledge.

In this chapter, we consider a general, weakly supervised, modular LfD setting where demonstrations are augmented only with a task sketch. This sketch describes the sequence of sub-tasks that occur within the demonstration, without additional information on their alignment (see Figure 4.1). Drawing inspiration from speech recognition\cite{39} as well as modular reinforcement learning\cite{9}, we introduce temporal alignment for control (TACO), an efficient, domain agnostic algorithm that learns modular and grounded policies from high level task descriptions, while relying purely on weak supervision. Instead of considering the alignment of a demonstration with the task sketch and the learning of associated sub-policies as two separate processes, in TACO the imitation learning stage affects the alignment and vice-versa by maximising the joint likelihood of the observed sketch and the observed action sequence given the states. TACO learns one sub-policy for each sub-task present in the data and extends each sub-policy’s action space to enable self-termination. At test time, the agent is presented with new, potentially unseen, and often longer sketches, which it executes by composing the required
sub-policies. In addition to simplifying the imitation of complex tasks, the approach enables zero-shot imitation given only a sketch.

We evaluate the performance of TACO on four domains of varying complexity. First, we consider two toy domains, a 2D navigation task and the Craft domain proposed by Andreas et al.\cite{Andreas15}. Finally, we consider the scenario of controlling a simulated robot arm to use a number pad and extend the task to use only image-based observations. We demonstrate that, in all domains, policies trained using TACO are capable of matching the performance of policies trained using a fully supervised method, where the segmentation of the demonstration is provided, at a small fraction of the labelling cost. At the same time, the approach significantly outperforms our baselines which separate the optimisation processes for segmentation and imitation.

4.2 Related Work

Learning from demonstration encompasses a wide range of techniques that focus on learning to solve tasks based on (human) expert demonstrations\cite{Andreas18}. The fields of modular and hierarchicalLfD aim to extract reusable policy primitives from complex demonstrations to increase data efficiency and transfer knowledge between tasks.

In robotics, sub-policies can be modelled as motion primitives\cite{Mataric15} which build the foundation for various works on modular LfD\cite{Andreas15, Andrychowicz17, Liu17}. In this context, most similar to the ideas underlying our approach is recent work based on skill trees\cite{Sukhbaatar16} and semantically grounded finite representations\cite{Sukhbaatar16}. However, these approaches consider separate segmentation of the trajectories and fitting of primitives and imposes stronger constraints on the type of the controllers. In contrast, our work addresses segmenting the demonstrations and learning the policies in one combined process.

Interleaving the two processes has been shown to provide better segmentations and policies in recent work\cite{Liu17}. The approach however considers learning via policy embeddings in task space building on probabilistic motion primitives\cite{Andrychowicz17}, which restricts the approach with respect to the types of tasks and observations. The method presented in this chapter is less constrained and can handle arbitrary differentiable function approximator for the control policies.

Recent work on hierarchical LfD transfers concepts from the options framework\cite{Sutton14}, which mod-
els low-level policies as actions for a meta controller, to LfD$^{[34;74;58]}$. Generally, options serve as tools for dividing a complex task into multiple sub-policies specialised for regions in the state space. TACO differs from option discovery frameworks$^{[34;74]}$ during both training and inference by replacing the functionality of the meta-controller with weak supervision in the form of a sequence of symbols. Weak supervision constrains the learned policies to follow the description in the task sketch. This prevents degenerate cases including high-frequency switching between policies common with options$^{[74]}$ as well as the potential collapse of the meta-controller to apply only a single option. Furthermore, by applying task sketches at test time, we enable the composition of sub-policies in unseen and longer sequences for zero-shot imitation.

Recent work on modular reinforcement learning (RL)$^{[9]}$, introduces the notion of sketches as additional information representing the decomposition of tasks. Similar to our work, Andreas et al.$^{[9]}$ assume that complex tasks can be broken down into sub-tasks. Our approach exploits a similar modular structure but utilises an imitation based objective that addresses the problem of aligning sequences of different lengths.

A common approach to sequence alignment in speech recognition is connectionist temporal classification (CTC)$^{[39]}$. Previous extensions of CTC have been proposed to increase its flexibility by reducing the assumptions underlying the framework$^{[38]}$ and exploiting structure in the input space$^{[60]}$. In this chapter, we extend CTC by combining sequence alignment and behavioural cloning.

### 4.3 Preliminaries

In this section, we introduce the required concepts and methods for the derivation of TACO.

#### 4.3.1 Behavioural Cloning

Behavioural cloning (BC) models LfD as a supervised learning problem, by optimising a policy $\pi$ to maximise the likelihood of the training dataset $\mathcal{D} = \{\rho_1, \rho_2, \ldots, \rho_M\}$. $\rho = ((s_1, a_1), (s_2, a_2), \ldots, (s_T, a_T))$ is a state-action demonstration trajectory of $T$ pairs of states $s \in \mathcal{S}$ and actions $a \in \mathcal{A}$. Let $\pi_\theta(a|s)$ be the probability of taking action $a$ in state $s$ as modelled by a policy
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πθ parameterised by θ. BC performs the following optimisation:

\[
\theta^* = \arg \max_{\theta} \mathbb{E}_{\rho} \left[ \sum_{t=1}^{T} \log \pi_{\theta}(a_t|s_t) \right].
\] (4.1)

One drawback of BC is its susceptibility to covariate shift, which occurs when small errors during testing cause the agent to drift away from states it encountered during training, yielding poor performance. One way to overcome this problem is using disturbances for augmenting robot trajectories (DART)\cite{77}, which introduces noise in the data collection process, allowing the agent to learn actions that can recover from errors. In this chapter, unless stated, we use a DART training approach.

The standard formulations of BC and DART, which learn only one policy per task, lack two important properties. The first is modularity: the demonstrated behaviour can have a hierarchical structure that decomposes into modules, or sub-policies. The second is reuse: the modules can be composed in various ways to perform different tasks.

4.3.2 Modular Learning from Demonstration

Modular LfD introduces modularity and reuse to the LfD problem. A schematic is shown in Figure 4.1. To render the policies reusable, it assumes that any task can be solved by multiple sub-policies, each of which operates in an augmented action space \( \mathcal{A}^+ \) that includes a STOP action (i.e., \( \mathcal{A}^+ := \mathcal{A} \cup a_{STOP} \)) that does not have to be observed in the demonstration. It also assumes that more than one sub-policy may be present per demonstration. In our formulation, extra information is provided via a task sketch \( \tau = (b_1, b_2, \ldots, b_L) \), with \( L \leq T \), and \( b_i \in \mathcal{B} \), where \( \mathcal{B} = \{1, 2, \ldots, K\} \), is a dictionary of sub-tasks. The sketch indicates which sub-tasks are active in a trajectory.

Although the \( a_{STOP} \) action is never observed, it can be inferred from the data. If the demonstration contains a simple task then \( a_{STOP} \) is called only at the end of the demonstration. If \( L = T \), then we know which policy from \( \mathcal{B} \) is active at each time-step. i.e., \( a_{STOP} \) for each policy is called as soon as the active policy changes within the demonstration. If all extra information is available, we can perform behavioural cloning, with two differences. First, maximising the likelihood takes place assuming an action-augmented policy \( \pi(a^+|s) \). Second, we learn \( |\mathcal{B}| = K \) modular policies \( \pi_{\theta_k} \) from \( K \) datasets \( \mathcal{D}_k \) containing trajectories \( \rho_k \) as segmented based on \( \tau \):
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Figure 4.1: Problem setting: The trajectory $\rho$ (red) is augmented by a task sketch $\tau$ (blue). The two sequences operate at different timescales. The whole trajectory is aligned (manually or automatically) and segmented into three parts. From this alignment three separate policies are learned. The unobserved $a_{STOP}$ action for each policy is inferred to occur at the point where the policies switch from one to the other.

\[ \theta^*_k = \arg\max_{\theta_k} \prod_{t=1}^{T_\rho} \log \pi_{\theta_k}(a_t^+ | s_t). \] (4.2)

However, the fully supervised approach is labour intensive as each trajectory must be manually segmented into sub-policies. In this chapter, we consider cases where $L \ll T$ and $\tau$ contains only the sequence of active sub-tasks in the order they occur, without duplicates. Inferring when $a_{STOP}$ occurs is therefore more challenging as $\tau$ and $\rho$ operate at different timescales and must first be aligned.

4.3.3 Sequence Alignment

Since $L \ll T$, we cannot independently maximise the likelihood of active sub-tasks in $\tau$ for every time-step in $\rho$. The problem of aligning sequences of different lengths, a common challenge in speech recognition, is often addressed via connectionist temporal classification (CTC)\(^{[39]}\). Here, we review a variant of CTC adapted to the notation introduced so far, which does not include gaps between the predictions, based on the assumption that sub-tasks occur in sequence without pause.

A path $\zeta = (\xi_1, \xi_2, ..., \xi_T)$ is a sequence of sub-tasks of the same length as the input sequence $\rho$, describing the active sub-task $\xi_t$ from the dictionary $\mathcal{B}$ at every time-step. The set of all possible paths $\mathcal{C}_{T,\tau}$ for a task sketch $\tau$ is the set of paths of length $T$ that are equal to $\tau$ after removing all adjacent duplicates. For example, after removing adjacent duplicates, the path $\zeta = (b_1, b_1, b_2, b_3, b_3, b_3)$ equals the sketch $\tau = (b_1, b_2, b_3)$. The CTC objective maximises the probability of the sequence $\tau$ given the
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This section describes two ways to apply insights from CTC to address modular LfD. We first describe a naive adaptation which performs modular LfD with arbitrary differentiable architectures and discuss

\[ \psi^* = \arg \max_{\psi} \mathbb{E}_{(\rho, \tau)} [p_\psi(\tau|\rho)] \]

\[ = \arg \max_{\psi} \mathbb{E}_{(\rho, \tau)} \left[ \sum_{\zeta \in \mathcal{Z}_{T, \tau}} p_\psi(\zeta|\rho) \right] \]

\[ = \arg \max_{\psi} \mathbb{E}_{(\rho, \tau)} \left[ \sum_{\zeta \in \mathcal{Z}_{T, \tau}} \prod_{t=1}^T p_\psi(\zeta_t|\rho) \right] \]

where \( p_\psi(\zeta|\rho) \) is commonly represented by a neural network parameterised by \( \psi \) that outputs the probability of each sub-task in \( \mathcal{B} \). While naively computing (4.3) is infeasible for longer sequences, dynamic programming provides a tractable solution. Let \( \mathcal{Z}_{T, \tau} \) be the set that includes paths \( \zeta_{1:t} \) of length \( t \) corresponding to task sketches \( \tau_{1:l} \) of length \( l \), and \( \alpha_t(l) = \sum_{\zeta_{1:t} \in \mathcal{Z}_{T, \tau}} p(\zeta|\rho) \) be the probability of being in task \( b_l \) at time-step \( t \) in the graph in Figure 4.2a. The probability of a task sketch given the input sequence \( p(\tau|\rho) \) is equal to \( \alpha_T(L) \).

We can recursively compute \( \alpha_t(l) \) based on \( \alpha_{t-1}(l) \), \( \alpha_{t-1}(l-1) \), and the probability of the current sub-task \( p(\zeta_t|\rho_t) \). As \( \tau \) begins with a specific sub-task, the initial \( \alpha \)'s are deterministic and the probability of starting in the corresponding policy \( b_1 \) at time-step \( t = 1 \) is 1. Figure 4.2a depicts the recursive computation of the forward terms which is mathematically summarised as:

\[ \alpha_t(l) = p(b_l|\rho_t)[\alpha_{t-1}(l-1) + \alpha_{t-1}(l)] \]

\[ \alpha_1(l) = \begin{cases} 
1, & \text{if } l = 1, \\
0, & \text{otherwise.}
\end{cases} \]

Based on the recursive computation of the CTC objective in (4.6) and any automatic differentiation framework, we can optimise our model. For the manual derivation of the gradients and CTC backwards variables, please see the work of Graves et al.\[39\].

4.4 Methods

This section describes two ways to apply insights from CTC to address modular LfD. We first describe a naive adaptation which performs modular LfD with arbitrary differentiable architectures and discuss
4.4.1 Naively Adapted CTC

A naive modular LfD algorithm can first align the state-action trajectories with the prescribed sketches via CTC to derive the required datasets $D_k$ and then learn $K$ modular policies with behavioural cloning as in (4.2), an approach we denote as CTC-BC.

However, this approach fundamentally differs from the regular application of CTC. At inference time, CTC is typically given a new trajectory $\rho$ and computes the most likely sketch assignment $\tau$. In contrast, we use CTC to align $\rho$ with $\tau$ and subsequently train the sub-policies via BC while discarding the CTC based controller. This alignment for BC is derived via maximisation over $\alpha_t(l)$, as computed in (4.6), at each time-step, leading to the most likely path through the sequence. Following the determination of sketch-trajectory alignment, the sub-policies are optimised using (4.2).

While this approach only trains sub-policies via a single alignment based on the arg max of the forward variables $\alpha$ for every time-step in (4.6), we can account for the probabilistic assignment of active sub-policies by utilising a weighting based on the forward variables. However, as no aligned targets exist for the stop actions, they have to be derived based on the relations of the normalised $\alpha$’s between consecutive time-steps. A derivation of this $\alpha$-weighted version of CTC-BC can be found in Section 8.2. In our experiments, we consider the direct, single alignment resulting from taking the
argmax as well as the full optimisation of the joint probabilities via TACO.

A crucial drawback of CTC-BC is the independent computation of the optimisation for alignment and for imitation. The alignment affects the policy optimisation as it is performed in a later step but not vice-versa. The introduction of TACO in the next section addresses this shortcoming.

### 4.4.2 Temporal Alignment for Control (TACO)

Aligning the sequences $\rho$ and $\tau$ via CTC treats the index for active sub-policies as pure symbols and fails to exploit the fact that we then need to learn the respective sub-policies via BC. Consequently, what CTC determines to be a good alignment might result in a badly conditioned optimisation problem for the sub-policies, converging to a local minimum and demonstrating degraded performance once deployed.

In this section, we propose Temporal Alignment for Control (TACO), in which the alignment is influenced by the performance of the sub-policies and addressed within a single optimisation procedure. Concretely, instead of maximising (4.3) followed by (4.2), we seek to maximise the joint log likelihood of the task sequence and the actions conditioned on the states:

$$p(\tau, a_{\rho} | s_{\rho}) = \sum_{\zeta \in \mathcal{Z}_{T, \tau}} p(\zeta | s_{\rho}) \prod_{t=1}^{T} \pi_{\theta_{\zeta}}(a_{t} | s_{t}), \quad (4.8)$$

where $p(\zeta | s_{\rho})$ is the product of the stop, $a_{\text{STOP}}$, and non-stop, $\bar{a}_{\text{STOP}}$, probabilities associated with any given path. The first term in (4.8) is similar to the corresponding term in (4.5) but now depends only on states. Every possible alignment $\zeta$ dictates which data within the sequence $\rho$ is associated with which sub-policy $\pi_{\theta}$, which is the second term in (4.8) and corresponds to the BC objective. Maximising thus performs simultaneous alignment of $\tau$ and $\rho$ and learns the associated policies for each sub-task.

As with CTC, the sketch length is expected to be shorter than the trajectory length, $L \ll T$, which for longer trajectories renders the computation of all paths $\zeta$ in $\mathcal{Z}_{T, \tau}$ intractable. However, the summation over paths can be performed via dynamic programming with a forward-backward procedure similar to that of CTC. Using consistent notation, the likelihood of a being at sub-task $l$ at time $t$ can be
formulated in terms of forward variables:

\[
\alpha_t(l) := \sum_{\zeta_{1:t} \in \mathcal{Z}_{1:t}} p(\zeta_{s,\rho}) \prod_{t' = 1}^{t} \pi_{\theta_{s,t'}}(a_{t'}|s_{t'}).
\] (4.9)

Here \( \tau_{1:l} \) denotes the part of the sub-task sequence until \( l \). Even though not explicitly modelling the probability of a certain sub-task given the states and actions, \( p(b|s,a) \), extending the policies with the stop action \( a_{STOP} \) enables switching from one sub-task in the sketch to the next. This allows computation of the probability of being in a certain sub-task \( b_l \) of the sketch, at time \( t \). At \( t = 1 \) we know \( \zeta_1 = \tau_1 \), i.e., we always necessarily begin with the first sub-policy described in the sketch.

\[
\alpha_1(l) = \begin{cases} 
\pi_{\theta_{b_1}}(a_1|s_1), & \text{if } l = 1, \\
0, & \text{otherwise}. 
\end{cases}
\] (4.10)

Subsequently, a certain sub-policy can only be reached by staying in the same sub-policy or stopping the previous sub-policy in the sketch using the \( a_{STOP} \) action:

\[
\alpha_t(l) = \pi_{\theta_{b_l}}(a_t|s_t) [\alpha_{t-1}(l-1) \pi_{\theta_{b_{t-1}}}(a_{STOP}|s_t) \\
+ \alpha_{t-1}(l)(1 - \pi_{\theta_{b_l}}(a_{STOP}|s_t))].
\] (4.11)

Performing this recursion until \( T \) yields the forward variables. A visualisation of the recursion is shown in Figure 4.2b. The forward variables at the end of this recursion determine the likelihood in (4.8):

\[
\alpha_T(L) = p(\tau,a_{\rho}|s_{\rho}).
\] (4.12)

Since the computation is fully differentiable, the backward variables and subsequently the gradient of the likelihood with respect to the parameters \( \theta_i \) for each policy can be computed efficiently by any auto-diff framework. However, as the forward recursion can lead to underflow, we employ the forward variable normalisation technique from Graves et al.\cite{39}.

Intuitively, the probability for the stop actions of a policy at each time-step determines the weighting of data points (state-action pairs) for all sub-policies. If a sub-policy assigns low probability a specific data-point, e.g. if at similar states it has been optimised to fit different actions, the optimisation
increases the probability of the preceding and succeeding policy in the sketch for that data point, effectively influencing the probabilistic alignment.

A potential pitfall of simultaneously optimising for alignment and control is the early collapse of the alignment objective to a single path (Figure 4.2b). This stops further exposure of the sub-policies to potential state-action pairs they would be able to fit well. To achieve sufficient exploration of different possible alignments, we use dropout\textsuperscript{[153]}. At every forward pass, different alignment paths are sampled, exposing the sub-policies to a wider range of data-points they could potentially fit, greatly improving performance.

4.5 Experiments

We evaluate TACO across four domains with different continuous and discrete states and actions including image-based control of a 3D robot arm. Our experiments aim to answer the following:

- How does TACO perform across a range of different tasks? Can it be successfully applied to a range of architectures and input-output representations?
- How does TACO perform with respect to zero-shot imitation on sequences not included in the training set and task sketches of different length?
- How does TACO perform in relation to baselines including CTC-BC (Section 4.4.1) and the fully supervised approach with all trajectories segmented into sub-tasks?
- How does the dataset size influence the relative performance of TACO in comparison with our baselines?

The latter questions are investigated by introducing a set of baselines based on Sections 4.3.2 and 4.4.1.

- GT-BC, which uses ground-truth, segmented demonstrations and performs direct maximum likelihood training to optimise the sub-policies (Eq. 4.2).
- CTC-BC, which uses both bidirectional \textit{gated recurrent units} \textsuperscript{[19]} CTC-BC(GRU) or \textit{multi-layer perceptrons} CTC-BC(MLP) to perform CTC. In both cases, we apply MLPs for the sub-policies.

While the options framework presents a common approach to hierarchical LfD\textsuperscript{[34;74;58]}, it predomi-
nanty neglects the possibility of additional control information to switch between different high-level tasks, as is given by task sketches. Given the resulting limitation of independent modelling of different high level tasks, these framework cannot efficiently model multiple task sketches. This will result in highly degraded performance when evaluation is based on multiple different tasks, like the ones given in our evaluation (in both regular and in particular zero shot scenarios). For this reason, the evaluation focuses on approaches that utilise the task sketches.

The main evaluation metric is the task accuracy, i.e. the ratio of full tasks completed to the total attempted. In addition, the sub-task accuracy is ported to provide more insight. Finally, Table 8.3 provides results comparing the sequence alignment accuracy. That is, the percentage of time-steps that the demonstrated trajectory was given a correct sub-task label when compared to the ground truth alignment.

We focus on testing in a zero-shot setting: the task sequences prescribed at test time are not in the training data and are longer than the training sketches. Note that in the non-zero-shot setting, while the tasks to be completed have been seen, the world parameters such as feature positions are randomised. Finally, in all our evaluations we vary the size of the training set to investigate how performance varies with respect to available data.

4.5.1 Nav-World Domain

Figure 4.3: The Nav-World. The agent (Blue) receives a route as a task sketch. In this case, \( \tau = (\text{Black, Green, Yellow, Red}) \)

We present the Nav-World domain, depicted in Figure 4.3, as a simple 2D navigation task. The agent (Blue) operates in a 8-dimensional continuous state space with four destination points (Green, Red, Yellow, Black). The state space represents the \((x, y)\) distance from each of the destination points. The action space is 2-dimensional and represents a velocity \((v_x, v_y)\). At training time, the agent is presented with state-action trajectories \(\rho\) from a controller that visits \(L\) destinations in a certain sequence given by the task sketch, e.g. \(\tau = (\text{Black, Green, Yellow, Red})\). At the end of learning, the agent outputs four sub-policies \(\pi(a^+|s)\) for reaching each destination. At test time, it is given a sketch \(\tau_{test}\) of length \(L_{test}\) containing a sequence of destinations. The task is considered successful if the agent visits
all destinations in the correct order. During demonstrations and testing, the agent’s location and the destination points are sampled from a Gaussian distribution centred at predefined locations.

In this domain, the dataset sizes are 50, 400, and 1000 demonstrations. The task length at training time is $L = 3$. We report the task success rate for unseen, longer tasks of length $L_{test} = 4$ (zero-shot setting). 100 agents are trained for each task and each algorithm, with the evaluation based on 100 testing tasks.

As displayed in the results in Figure 4.4, CTC-BC performs poorly in both settings, with the MLP architecture performing slightly better. However, CTC (MLP) provides accurate alignment, often reaching 90% overlap between the predicted sub-task sequence and ground truth (Table 8.3). Fitting on smaller datasets however strongly reduces the quality of the policies. As the states are similar before and after a policy switch but the actions are different (different policies), small mistakes in alignment cause multi-modality in the data distribution. This causes relatively low performance for BC with a mean squared error (MSE) objective. In contrast, TACO avoids this problem by probabilistically weighting all policies when fitting to each time-step. From Table 8.3 we can see that TACO’s inductive bias for control allows it to achieve much better alignment accuracy than CTC-BC. These two factors bring about performance that approaches that of GT-BC for larger datasets, a consistent trend in all our experiments.

4.5.2 Craft Domain

Andreas et al.$^{[9]}$ introduced the Craft Domain to demonstrate the value of weak supervision using policy sketches in the RL setting. In this domain, an agent is given hierarchical tasks and a sketch description of that task. The binary state space has 1076 dimensions and the action space enables
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discrete motions as well as actions to pick up and use objects. A typical example task is \( \tau_{\text{make planks}} = (\text{get(wood)}, \text{use(workbench)}) \). The tasks vary from \( L = 2 \) to \( L = 4 \). The demonstrations are provided from a trained RL agent, which obtains near optimal performance. Performance is measured using the reward function defined in the original domain. We train agents for all baselines and deploy them on randomly sampled tasks from the same distribution seen during training.

Figure 4.5 shows the results, which are similar to those in Nav-World. CTC-BC fails to obtain substantial reward. However, unlike in Nav-World, CTC does not achieve good alignments with either architecture, as the abstract, binary state-action space makes it harder to detect distribution changes. Instead of concatenating state-action pairs, TACO learns a mapping from one to the other, making it easier to detect sub-policy changes. This allows TACO to match GT-BC with sufficient data.

![Figure 4.5](image)

Figure 4.5: Craft results: Mean reward over 2000 tasks with 100 agents. Black error bars represent min/max achieved values between agents. The tasks are the same as during training but the environment instantiation is different. The RL agent used to derive the policies achieves a mean reward of 0.9. TACO (red) approaches the performance of a fully supervised method (grey) given enough data.

### 4.5.3 Dial Domain

Even though the Craft Domain is quite challenging, the lengths of the demonstrations and the resulting episodes are quite short, \( T \leq 20 \), making it easier to align \( \rho \) and \( \tau \). The final two experiments take place in a more realistic robotic manipulation domain. In the Dial Domain, a JACO 6 DoF manipulator simulated in MuJoCo\(^{166}\) interacts with a large dial-pad, as shown in Figure 4.6. The demonstrations contain state-action trajectories that describe the process by which a PIN is pressed, e.g., \( \tau = (0, 5, 1, 6) \). A task is considered successful if all the digits in the PIN are pressed in order. Demonstrations in this domain come from a PID controller that can move to predefined joint angles. We sub-sample the data from the simulator by 20, resulting in trajectories \( T \approx 200 \) for \( L = 4 \). We report task and alignment accuracy as before. We consider two variants of the Dial Domain, one with joint-angle based states and the other with images. The action space represents the torques for each
Joint Space Dial Domain

In the first variant, the state is manually constructed and 39-dimensional, containing the joint angles and the distance from each digit on the dial pad in three dimensions. If the locations of the numbers in the dial-pad remains the same, however, the problem can be solved only using joint angles. For this reason, during each demonstration we randomly swap the location of the numbers. We test the policies on the standard number formation displayed in Figure 4.6, which is never observed during training.

Figure 4.7 shows the results, which follow the same trend as in the other domains. CTC-BC fails to complete any tasks and is not capable of aligning the sequences. TACO’s performance significantly increases with data size, achieving superior min, mean, and max performances (on mean task accuracy) when compared to GT-BC at sizes of 1000 and 1200 demonstrations. We believe this is due to a regularising effect of TACO’s optimisation procedure. To shed more light into this observation, we use a GT-BC policy and perform alignment with the TACO forward pass on 100 unseen trajectories (Table 8.3). The resulting alignment is lower than that of TACO, which suggests that GT-BC is more prone to overfitting.

To evaluate our methods in more complex zero-shot scenarios, we also measure the task accuracy over 100 tasks as $L_{test}$ is increased, as shown in Figure 4.8. As expected, TACO’s performance falls with increasing task length as the chance of failing at a single sub-task increases. The accuracy however decreases at a lower rate than that of the baseline.
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Figure 4.7: Joint Space Dial results: Mean task accuracy over 100 tasks of $L_{\text{test}} = 5$ with 100 agents. Black error bars represent min/max achieved values between agents. During training $L = 4$. Evaluation is performed in an unseen configuration of the dial pad. Bars for CTC based methods do not appear as they did not finish any tasks.

Figure 4.8: Mean task accuracy for increasing values of $L_{\text{test}}$. The accuracy is measured over 100 runs for TACO and GT-BC using 100 agents for each. Error bars represent min/max achieved values between agents.

Image Space Dial Domain

The image-based variant of the Dial Domain considers the same task as above, but with an image-based state representation. We use RGB images of size $112 \times 112$, which are passed through a simple convolutional architecture before splitting into individual policies. In this case, we do not randomise the digit positions but discard joint angles from the agent’s state space, as those angles would allow an agent to derive an optimal policy without utilising the image. Details of the architectures used can be found in Section 8.2.

Figure 4.9 details task and sub-task accuracy for this domain. We can see that TACO performs well in comparison with the baselines, despite the increased difficulty in the state representation.

4.6 Discussion

TACO requires only weak supervision for modular LfD while providing performance commensurate with fully supervised approaches on a range of tasks including zero-shot imitation scenarios.
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Figure 4.9: Image-Space Dial: Mean accuracy over 25 test tasks with 100 agents. Black error bars represent min/max achieved values between agents. CTC-BC is unable to perform full task sequences and only solves a minor percentage of the sub-tasks, while both GT-BC and TACO are able to complete most sub-tasks.

To successfully complete a task, a policy must not only complete the sub-tasks but also terminate the active policy at the right moment. Both GT-BC and CTC-BC rely on a single alignment between sub-tasks and demonstrations, based on ground truth and an arg max alignment respectively. TACO’s strength lies in optimising the sub-policies over a distribution instead of a point estimate of the alignment. Training policies over a distribution of alignments exposes the sub-policies to more data points, which induces a regularising effect. This view is supported by the alignment accuracy results of Table 8.3 in which we evaluate trained policies for alignment on unseen sequences (based on (4.10) and (4.11)). For larger datasets GT-BC achieves less accurate alignment than TACO (Table 8.3), which in turn suggests that it may be more prone to overfitting. Better alignment on test demonstrations is correlated with task accuracy. This suggests that the idea of integrating the optimisation objectives in TACO for sequence alignment as well as imitation learning could have applications in cases where the end objective is good alignment rather than control policies.

TACO has been effectively applied to the presented tasks and significantly reduces supervision efforts. However, the given sketches are highly structured and dissimilar to natural human communication. An interesting avenue for future work is the combination of the increased modularity of TACO with more flexible architectures that can handle natural language\textsuperscript{92;18}. In addition, future work aims at applications in more complex hierarchical tasks and on real robots.

While TACO reduces the annotation effort compared to temporally segmented trajectories, it relies on weak supervision via task sketches. Further work into relaxing the assumptions underlying the use of these sketches can aim at omitting the constraint on the order of the sub-tasks.
4.7 Conclusion

We presented TACO, a novel method to address modular learning from demonstration by incorporating weakly supervised information in the form of a task sketch, that provides a high-level description of sub-tasks in a demonstration trajectory. We evaluated TACO in four different domains consisting of continuous and discrete action and state spaces, including a domain with purely visual observations. With limited supervision, TACO performs commensurate to a fully supervised approach while significantly outperforming the straightforward adaptation of CTC for modular LfD in both control and alignment.
Chapter 5

Unsupervised Action Abstractions For Transfer Learning

Chapter 4 presents a weakly-supervised domain adaptation approach leveraging abstractions and a human-robot communication interface for generalisation across modular tasks. We continue with a transfer learning method, leveraging unsupervised abstractions, for modular task generalisation. Specifically, we leverage action-abstractions for compositional generalisation. We present a hierarchical KL-regularised\(^{159}\) framework able to capture complex and generalisable multi-modal behaviours. We introduce theory behind the transferability-expressivity of our abstractions, and the crucial role information asymmetry plays. Our unsupervised framework takes a step towards automated abstraction reuse in continual learning.

5.1 Introduction

While reinforcement learning (RL) algorithms recently achieved impressive feats across a range of domains\(^{144;96;84}\), they remain sample inefficient\(^{3;46}\) and are therefore of limited use for real-world robotics applications. Intelligent agents during their lifetime discover and reuse behaviours at multiple levels of abstraction to efficiently tackle new situations. For example, in manipulation domains, beneficial abstractions could include low-level motor primitives as well as higher-level object manipulation strategies. Endowing lifelong learning RL agents\(^{108}\) with a similar ability could be vital
towards attaining comparable sample-efficiency.

To this end, two paradigms have recently been introduced. *KL-regularised RL*\(^{[159;36]}\) presents an intuitive approach for automating behaviour reuse in multi-task learning. By regularising policy behaviour against a learnt task-agnostic prior, common behaviours across tasks are distilled into the prior, which encourages their reuse. Concurrently, *hierarchical RL* also enables behaviour discovery\(^{[175;94;56;45;177]}\) by considering a two-level hierarchy in which the high-level policy is task-conditioned, whilst the low-level remains task-agnostic. The lower level of the hierarchy therefore also discovers behaviours that are transferable across tasks. Both hierarchy and priors offer their own behavioural (action) abstraction. However, when combined, one can in theory discover and leverage multiple action abstractions. Whilst prior works\(^{[162]}\) have attempted this, they were unable to yield transfer benefits from a learnt prior.

In fact, successful transfer for both approaches critically depends on the correct choice of information asymmetry (IA). IA more generally refers to an asymmetric masking of information across architectural modules. This masking forces independence to, and ideally generalisation across, the masked dimensions\(^{[36]}\). Therefore, IA crucially biases learnt behaviour and how it transfers across environments. Previous works have motivated their chosen IAs primarily on intuition and have explored a narrow range of asymmetries\(^{[162;36;175]}\), which, if sub-optimal, limits transfer benefits. We demonstrate that this indeed is the case for the hierarchical KL-regularised method in Tirumala et al.\(^{[162]}\). A more systematic, theoretically driven, approach to identifying IA schemes is therefore required in order to benefit from action-abstractions for transfer learning.

In this chapter, we employ hierarchical KL-regularised RL to effectively transfer behaviours across multiple abstraction levels. We begin by theoretically showing the crucial trade-off, controlled by choice of IA, that exists between the *expressivity* and *transferability* of action-abstractions across sequential tasks. With this insight, we consider a broader range of asymmetries than previously explored, across hierarchical levels, policy and prior, to successfully benefit from both priors and hierarchy. Our analysis provides concrete insights into which design choices are crucial for effective transfer. Further, we demonstrate that, while priors are significantly more effective than hierarchy, hierarchy is still important for enabling expressive priors. We apply our approach to a robot block-stacking, complex, sparse-reward domain unsolvable by the state-of-the-art baselines, and show that
with the right choice of asymmetries, sample-efficiency can be greatly improved.

## 5.2 Behaviour Transfer in Reinforcement Learning

This chapter considers multi-task reinforcement learning in partially observable Markov decision processes (POMDPs), defined by $M_k = (\mathcal{S}, \mathcal{A}, \mathcal{X}, r_k, p, p^0_k, \gamma)$, where tasks $k$ are sampled from $p(\mathcal{K})$. $\mathcal{S}$, $\mathcal{A}$, and $\mathcal{X}$ denote observation, action, and observation-action history spaces. $p(x'|x, a) : \mathcal{X} \times \mathcal{X} \times \mathcal{A} \rightarrow \mathbb{R}_{\geq 0}$ represents the dynamics model. We denote the history of observations $s \in \mathcal{S}$ and actions $a \in \mathcal{A}$ up to time-step $t$ as $x_t = (s_0, a_0, s_1, a_1, \ldots, s_t)$. The reward functions $r_k : \mathcal{X} \times \mathcal{A} \times \mathcal{K} \rightarrow \mathbb{R}$ are history-, action- and task-dependent.

### 5.2.1 KL-Regularised Reinforcement Learning

The typical multi-task KL-regularised RL objective\[165;67;125;137]\ takes the form:

$$
\mathcal{O}(\pi, \pi_0) = \mathbb{E}_{\tau \sim p_\pi, k \sim p(\mathcal{K})} \left[ \sum_{t=0}^{\infty} \gamma^t \left( r_k(x_t, a_t) - \alpha_0 D_{KL}(\pi(a|x_t, k) || \pi_0(a|x_t)) \right) \right]
$$

(5.1)

where $\gamma$ is the discount factor and $\alpha_0$ weighs the individual objective terms. $\pi$ and $\pi_0$ denote the task-conditioned policy and task-agnostic prior respectively. The expectation is taken over tasks and trajectories $\tau$ from policy $\pi$ ($\tau \sim p_\pi$) and initial state distribution $p^0_k(s_0)$. When optimised with respect to $\pi$, this objective can be viewed as a trade-off between maximising rewards whilst remaining close to trajectories produced by $\pi_0$. When $\pi_0$ is learnt, it can be viewed as a method for learning shared behaviours present across tasks, and can thus bias multi-task exploration\[159]. We consider the sequential learning paradigm, where action-abstractions are learnt from past (source) tasks, $p_{past}(\mathcal{K})$, and leveraged while attempting the current (target) set of tasks, $p_{current}(\mathcal{K})$.

### 5.2.2 Hierarchical KL-Regularised Reinforcement Learning

While KL-regularised RL has achieved success across various settings\[3;159;115;45], recently Tirumala et al.\[162] proposed a hierarchical extension where policy $\pi$ and prior $\pi_0$ are augmented with latent variables, $\pi(a,z|x,k) = \pi^H(z|x,k)\pi^L(a|z,x)$ and $\pi_0(a,z|x) = \pi^H_0(z|x)\pi^L_0(a|z,x)$, where subscripts $H$ and $L$ denote the higher and lower hierarchical levels. This structure encourages the shared low-level policy ($\pi^L = \pi^L_0$) to discover task-agnostic behavioural primitives, whilst the high-level discovers
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higher-level behaviours relevant to each task. By not conditioning the high-level prior on task-id, Tirumala et al.\textsuperscript{[162]} encourage the reuse of common high-level abstractions across tasks. Tirumala et al.\textsuperscript{[162]} propose the following upper bound for approximating the KL-divergence between hierarchical policy and prior:

$$D_{KL}(\pi(a|x) \parallel \pi_0(a|x)) \leq D_{KL}(\pi^H(z|x) \parallel \pi^H_0(z|x)) + E_{\pi^H} \left[ D_{KL}(\pi^L(a|x,z) \parallel \pi^L_0(a|x,z)) \right]$$ (5.2)

where we omit task conditioning and explicitly declared shared modules to emphasise that this bound is agnostic to these choices. Whilst in principle this approach can be used to learn a high-level behavioural prior, $\pi^H_0$, in practice Tirumala et al.\textsuperscript{[162]} do not observe benefits from learning it.

5.2.3 Information Asymmetry

Information Asymmetry (IA) is a key component in both of the aforementioned approaches, promoting the discovery of behaviours that generalise. IA can be understood as the masking of information accessible by certain modules. Not conditioning on specific environment aspects forces independence and generalisation across them\textsuperscript{[36]}. In the context of hierarchical KL-regularised RL, the explored asymmetries between the high-level policy, $\pi^H$, and prior, $\pi^H_0$, have been narrow\textsuperscript{[162;115]}. Tirumala et al.\textsuperscript{[162]}; Pertsch et al.\textsuperscript{[115]} explore latent priors of the form: $\pi^H_0(z_t|x_t) = N(z_t|\mu(z_{t-1}), \sigma^2(z_{t-1}))$ and $\pi^H_0(z_t|x_t) = N(z_t|\mu(s_t), \sigma^2(s_t))$ respectively. Both choices condition on minimal information, limiting their ability to distil and transfer knowledge across tasks. However, as discussed next, with a more principled approach to choice of IA, richer behaviours can be discovered and transferred.

5.3 Model Architecture and the Expressivity-Transferability Trade-Off

To rigorously investigate the contribution of priors, hierarchy, and information asymmetry for transfer learning, it is important to isolate each individual mechanism while enabling the recovery of previous models of interest. To this end, we present the unified architecture in Figure 5.1, which introduces information gating functions (IGFs) as a means of decoupling IA from architecture. Each component has its own IGF, depicted by coloured rectangles. Every module is fed all environment
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information $x_k = (x, k)$ and distinctly chosen IGFs mask which part of the input each network has access to, thereby influencing which behaviours they learn. By presenting multiple priors, we enable a comparison with existing literature\cite{162;115;61;47}. With the right masking, one can recover previously investigated asymmetries\cite{162;115}, explore additional ones, and also express purely hierarchical\cite{175} and KL-regularised equivalents\cite{36}.

While prior works focused on the role of IA on policy ($\pi$) regularisation for multi-task learning\cite{36}, we focus on its influence over the prior’s ($\pi_0$) ability to handle covariate shift across sequential tasks (transfer learning). In the sequential setting, there exists abrupt non-stationarities for task and agent trajectory distributions. As such, in this setting, it is particularly important that priors handle the non-stationarity and associated covariate shift. IA plays a crucial role here. Specifically, the choice of asymmetry between policy and prior affects the level of covariate shift encountered by the prior:

Theorem 5.3.1. The more random variables a network depends on, the larger the covariate shift (input distributional shift, here represented by KL-divergence) encountered across sequential tasks. That is, for distributions $p$, $q$ and inputs $b, c$ such that $b = (b_0, b_1, ..., b_n)$ and $c \subset b$:

$$D_{KL}(p(b) \parallel q(b)) \geq D_{KL}(p(c) \parallel q(c)).$$

Proof. See Section 8.3.2.

In our case, $p$ and $q$ can be interpreted as training (source) and transfer (target) distributions over network inputs (such as $\pi_0^H$). Intuitively, Theorem 5.3.1 states that the more variables you condition your network on, the less likely it will transfer due to increased covariate shift encountered between training and transfer domains, thus promoting minimal information conditioning. However, the less information a prior is conditioned on, the less knowledge can be distilled and transferred:

![Figure 5.1: Hierarchical KL-regularised architecture. The hierarchical policy modules $\pi^H_0$ and $\pi^L_0$ are regularised against their corresponding prior modules $\pi^H_0$ and $\pi^L_0$. The inputs to each module are filtered by an information gating function, depicted by coloured rectangles.](image)
Theorem 5.3.2. The more random variables a network depends on, the greater its ability to distil knowledge in the expectation (output distributional shift between network and target distribution, here represented by the expected KL-divergence). That is, for target distribution $p$ and network $q$ with outputs $a$ and possible inputs $b, c, d$, such that $b = (b_0, b_1, \ldots, b_n)$, $d \subset c \subset b$, $e \in d \oplus c$:

$$\mathbb{E}_{q(e|d)} [D_{KL}(p(a|b) \parallel q(a|c))] \leq D_{KL}(p(a|b) \parallel q(a|d)).$$

Proof. See Section 8.3.2. \qed

In this particular instance, $p$ and $q$ could be interpreted as policy and prior distributions, $\pi$ and $\pi_0$, respectively, $a$ as action, $b$ as history $x$, and $c, d, e$ as subsets of the history. Intuitively, Theorem 5.3.2 states in the expectation, conditioning on more information improves knowledge distillation between policy and prior. Therefore, IA leads to an impactful trade-off between the transferability and expressivity of discovered behaviours. Interestingly, covariate shift is upper-bounded by policy shift: $D_{KL}(p_{\pi_l}(\tau) \parallel p_{\pi_l}(\tau)) \geq D_{KL}(p_{\pi_l}(\tau_f) \parallel p_{\pi_f}(\tau_f))$ (using Theorem 5.3.1), with $\tau_f = IGF(\tau)$ denoting IGF-filtered trajectories (i.e. network inputs), and $\pi_l$ and $\pi_f$ the training and transfer policies, respectively. It is therefore crucial, if possible, to minimise both behavioural and covariate shift across domains, if we wish to benefit from previously discovered behaviours.

While IAs influence which action-abstractions are discovered by hierarchy and priors, an important distinction must be made between how each approach transfers them. Hierarchy transfers knowledge as hard constraints on transfer behaviour, by enforcing the reuse of low-level action-abstractions ($\pi^L$). In contrast, priors transfer behaviours through soft constraints (via KL-regularisation), allowing the policy to deviate from them when necessary. As such, it is more crucial for IA between hierarchical levels to handle covariate shift (and hence generalise), than between policy and prior. This promotes reduced information conditioning for $\pi^L$ than $\pi_0$. Thus, in-line with previous works\cite{162,175}, we share the low-level policy $\pi^L$ between policy and prior, and condition only on state $s_t$, ensuring minimal covariate shift and the discovery of instantaneous behaviours that generalise favourably. Unlike prior works, we consider conditioning the high-level prior, $\pi^H_0$, on additional information enabling richer behaviour discovery and transfer. Specifically, we explore temporal conditioning on varying levels of histories $x_{t-i:t}$, where $i$ denoting depth, thus enabling priors to capture reusable, sequential, high-level behaviours across tasks.
We additionally explore the importance of hierarchy for increased prior expressivity. Here, hierarchy enables a richer prior distribution, capturing multi-modal behaviours arguably present in many real-world examples. Importantly, while hierarchy increases expressivity, it does not influence covariate shift and harm transferability. See Section 8.3.4 for further architectural details.

5.4 Method

As described in Section 5.3, transfer learning poses distinct challenges, primarily abrupt covariate shifts. As such, we designed experiments to isolate each component’s importance in this setting.

5.4.1 Training Regime

In Tirumala et al.\textsuperscript{[162,163]}, for each choice of IA, they first jointly train separate hierarchical policies and priors in a multi-task setting (over source domains), and then freeze the shared low-level policy and high-level prior when training on the transfer (target) task. Accordingly, they cannot isolate the effects of distinct IAs on transfer learning, as distinct IAs lead to distinct low-level policies when learning over the source tasks. To decouple the effects of IA and hierarchy for transfer learning, we propose the following regime. \textbf{Stage 1} trains a single hierarchical policy $\pi$ in the multi-task setup whilst regularising against \textit{multiple} high-level priors with distinct IGFs. Importantly, unlike Tirumala et al.\textsuperscript{[162]}, we stop gradient flow to policy $\pi$ from the KL terms with learnt priors, enabling the multiple learnt priors to imitate the policy whilst not influencing it. In \textbf{stage 2}, we freeze the shared low-level policy and high-level prior and train on the target task. Refer to Algorithm 2 for an overview. Unlike Tirumala et al.\textsuperscript{[162,163]}, during stage 1 we train using variational behavioural cloning (BC) to bypass initial exploration issues. Given we focus solely on transfer learning, this choice is unimportant. Nevertheless, our method for learning action-abstractions from an expert can be considered of interest to the transfer learning community. During BC, we apply DAGGER\textsuperscript{[129]}, as per Algorithm 3, as this improves learning rates\textsuperscript{[79]}. For further details refer to Section 8.3.4.
5.4.2 Variational Behavioural Cloning as KL-regularised Reinforcement Learning

Variational BC can be considered as KL-regularised RL in the absence of rewards, with the expert playing the role of the prior:

\[
\mathcal{O}_{bc}(\pi, \pi_e) = - \mathbb{E}_{\tau \sim \rho_\pi, k \sim p(X)} \left[ \sum_{t=0}^\infty \gamma^t \alpha_e \text{D}_{\text{KL}}(\pi(a|x_t, k) \parallel \pi_e(a|x_t)) \right] \quad (5.3)
\]

More generally, Equations (5.1) and (5.3) can be extended to the setting of multiple priors:

\[
\mathcal{O}_{bc}(\pi, \{\pi_i\}_{i \in I}) = \sum_{i \in I} \mathcal{O}_{bc}(\pi, \pi_i) \quad (5.4) \quad \mathcal{O}_{rl}(\pi, \{\pi_i\}_{i \in I}) = E_\pi[R(\tau)] + \mathcal{O}_{bc}(\pi, \{\pi_i\}_{i \in I}) \quad (5.5)
\]

For BC, \(i \in \{0, 1, \ldots, N, u, e\}\), such that \(\{\pi_i\}_{i \in \{0, \ldots, N\}}\) denote the learnt priors, \(\pi_u\) the uniform prior, and \(\pi_e\) the expert prior. For RL, \(i \in \{0, \ldots, N, u\}\), as on the transfer tasks we do not have access to the expert policy. \(E_\pi[R(\tau)]\) corresponds to the expected discounted return for policy \(\pi\). Combining these objectives with Equation (5.2), we enable stage 1 and 2 training and transferring of hierarchical policies and priors. During transfer, task-conditioned policies, \(\pi^H\), are not shared as they are task-specific. Uniform priors enable high-entropic policies, encouraging exploration and stabilising hierarchical learning[61]. We use Retrace[98] and double Q-learning[54] to train our critic. Refer to Sections 8.3.1 and 8.3.4 for full training details and a deeper discussion on variational BC and RL.

5.5 Experiments

Our experiments are designed to answer the following questions related to transfer learning over modular tasks: (1) Can we benefit from hierarchy and priors to effectively transfer knowledge over multiple levels of action-abstraction? (2) How important is the choice of IA between policy and prior, and does it lead to an expressivity-transferability trade-off of behaviours? (3) How important is hierarchy for enabling an expressive framework able to capture complex behaviours across tasks? (4) What are the relative contributions of priors, hierarchy, and IA for effective knowledge transfer?
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5.5.1 Environments

We explore these questions on two domains: a toy domain designed for controlled investigation of core agent capabilities and another, more challenging, robotics domain demonstrating the applicability of our approach in a practical setting (see Figure 5.2). Both of these domains exhibit modular behaviours at multiple levels of abstraction whose discovery would yield transfer benefits across modular tasks. Refer to Section 8.3.3 for full environmental setup details.

• CorridorMaze. The agent must traverse five corridors in a given ordering. We collect 4k trajectories from a scripted policy traversing any random ordering of two corridors, representing our source domains. During transfer, an inter- or extrapolated ordering must be traversed (number of sequential corridors = \{2, 4\}) allowing us to inspect the generalisation ability of distinct priors and how well they handle increasing levels of covariate shift. To see how priors affect exploration, we consider two sparsity levels: semi-sparse, rewarding per correct half-corridor traversal, and sparse, upon task completion. Our transfer tasks are sparse 2 corridor and semi-sparse 4 corridor.

• Stack. The agent must stack a subset of four blocks over a target pad in a given ordering. The blocks have distinct masses and only lighter blocks should be placed on heavier ones. Therefore, for this domain, the ability to discover long-term, sequential behaviours, namely priors corresponding to sequentially stacking blocks with respect to their masses, is beneficial. We collect 17.5k trajectories from a scripted policy, stacking any two blocks given this requirement, representing our source domains. To demonstrate the ability to achieve generalisable transfer and discover sequential coordination behavioural priors, the transfer task requires all blocks be stacked according their masses, heaviest first. Rewards are given per correct individual block stacked.
### 5.5.2 Hierarchy and Priors For Transfer Learning

Table 5.1: Comparing average return (a) and additional return (b), across 100 episodes. Reporting mean and standard deviation over 4 random seeds. Experiments that leverage prior experience were ran for 150k environment steps. The remainder, (Hier-)RecSAC, were ran for 1M steps.

(a) Transfer Results. There exists a transferability-expressivity trade-off for chosen IAs, with APES-H1 performing the best. Sparse reward domains are more influenced by IA.

(b) Covariate Shift Analysis. In general, reduced IA benefits more from reduced covariate shift. Sparse domains suffer more from shift, seen by clearer IA covariate trends.

<table>
<thead>
<tr>
<th>Environment</th>
<th>CorridorMaze</th>
<th>Stack</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transfer type</td>
<td>interpolate</td>
<td>extrapolate</td>
</tr>
<tr>
<td>Reward type</td>
<td>sparse</td>
<td>semi-sparse</td>
</tr>
<tr>
<td>Transfer task</td>
<td>2 corridor</td>
<td>4 corridor</td>
</tr>
<tr>
<td>APES-H20</td>
<td>0.16 ± 0.09</td>
<td>3.84 ± 0.19</td>
</tr>
<tr>
<td>APES-H10</td>
<td>0.22 ± 0.09</td>
<td>4.03 ± 0.55</td>
</tr>
<tr>
<td>APES-H1</td>
<td><strong>0.80 ± 0.03</strong></td>
<td><strong>6.37 ± 0.17</strong></td>
</tr>
<tr>
<td>APES-S</td>
<td>0.00 ± 0.00</td>
<td>3.03 ± 0.38</td>
</tr>
<tr>
<td>APES-no_prior</td>
<td>0.00 ± 0.00</td>
<td>2.34 ± 0.19</td>
</tr>
<tr>
<td>Hier-RecSAC</td>
<td>0.00 ± 0.00</td>
<td>0.07 ± 0.03</td>
</tr>
<tr>
<td>RecSAC</td>
<td>0.00 ± 0.00</td>
<td>0.08 ± 0.02</td>
</tr>
<tr>
<td>Expert</td>
<td>1</td>
<td>8</td>
</tr>
</tbody>
</table>

We begin by exploring the relative importance of priors and hierarchy for transfer. The full setup, which leverages learnt high-level priors and hierarchy, is called APES. APES-no_prior represents a hierarchical model without a learnt prior, as in Tirumala et al.\[162\]. RecSAC represents a history-dependent SAC\[48\], trained directly on the transfer task and without prior experience. Hier-RecSAC, represents a hierarchical-equivalent of RecSAC using same hierarchical decomposition as APES, and is also trained directly on the task at hand, and is akin to the method proposed in Wulfmeier et al.\[175\].

Table 5.1a compares performance of all approaches on the transfer tasks. As expected, methods that leverage prior experience (APES, APES-no_prior) outperform those that do not (Hier-RecSAC, RecSAC), highlighting the importance of knowledge transfer. APES-no_prior, which only leverages hierarchy for knowledge transfer yields marginal benefits on these domains. APES strongly outperforms the rest of the methods, suggesting that the combination of hierarchy and priors is important for learning. Unsurprisingly, for the semi-sparse domains, the smaller the observed benefits, given that rewards are enough to guide learning. We provide further qualitative analysis of the performance of these methods in Section 5.5.6.
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5.5.3 Information Asymmetry For Transfer Learning

To investigate the importance of IA for transfer, we compare high-level priors with access to increasing levels of asymmetry: \( \text{APES-H20, H10, H1, S} \) where \( S \) denotes a state-dependent prior without access to historical content and \( Hi \) denotes a history-dependent prior with history dependency \( x_{t-ir} \).

None of the priors are given access to task-dependent information, namely task id or exteroceptive information (non-egocentric data, e.g. cube position), ensuring their discovered behaviours transfer across these instances. The results in Table 5.1a demonstrate the role that IA has in achieving effective transfer across sequential tasks, with distinct choices leading to drastically different transfer performance. There exists a general trend where conditioning on too little (APES-S) or too much (APES-H20) information limits effective knowledge transfer. We also observe that the influence of IA is dependent on the reward type: for domains with semi-sparse rewards, transfer performance varies less as the rewards guide exploration to such an extent that effective knowledge transfer is unnecessary. We note, however, that in many practical tasks of interest, the rewards are sparse. Regardless of whether the transfer domain is interpolated or extrapolated, IA plays an important role in effective transfer, suggesting that IA is important over a wide range of transfer tasks.

5.5.4 Transferability-Expressivity Trade-Off

To understand the effects of IA on transfer, we refer back to Section 5.3, stating that reduced IA increases covariate shift and is upper-bounded by behavioural shift (shift in agent trajectories across tasks). Therefore, the smaller the behavioural shift, the smaller the covariate shift. In sequential learning, shift can occur due to three primary reasons:

---

Figure 5.3: CorridorMaze 2 corridor. 4 rollouts shown for each method, with each episode rolled out horizontally. Corridors are colour coded and depth within them is denoted by shade; the darker the deeper. Hallway is white. See text for detailed analysis.

---

<table>
<thead>
<tr>
<th>Environment</th>
<th>CorridorMaze</th>
<th>Stack</th>
</tr>
</thead>
<tbody>
<tr>
<td>APES-H1</td>
<td>0.22 ± 0.00</td>
<td>0.65 ± 0.00</td>
</tr>
<tr>
<td>APES-H10</td>
<td>0.12 ± 0.00</td>
<td>0.49 ± 0.00</td>
</tr>
<tr>
<td>APES-H20</td>
<td>0.11 ± 0.00</td>
<td>0.47 ± 0.00</td>
</tr>
<tr>
<td>APES-S</td>
<td>0.81 ± 0.00</td>
<td>0.75 ± 0.00</td>
</tr>
</tbody>
</table>

Max (min) 0.84 (0.00) 1.71 (0.00)
1) the solution to the task necessitates a shift, 2) any network components (e.g. the task-dependent high-level policy, $\pi^H$) are reinitialised, 3) during online training, an approximate critic incorrectly encourages sub-optimal, out-of-distribution, behaviour. Our setting, like many, is influenced by a combination of these.

We investigate whether the increased covariate shift negatively impacts transfer in practice with additional experiments focused on reducing behavioural shift, and hence the covariate shift, across sequential tasks. Table 5.1b presents the improvement in transfer performance obtained for experiments with an additionally pre-trained task-agnostic high-level policy $\pi^H(x)$ shared across the tasks (or flat policy for non-hierarchical equivalent). As such, no networks are reinitialised and initial behavioural shift across domains is minimised. These new experiments will reduce the covariate shift more for priors with less IA, as they inherently experience more shift (Theorem 5.3.1). We thus expect larger improvement in transfer performance for these priors. Table 5.1b confirms this trend demonstrating the importance of prior covariate shift in transferability of behaviours. Again, the trend is less apparent for the semi-sparse domain. Additionally, for the interpolated transfer task (2 corridor), the solution is entirely in the support of the training set of tasks. Naïvely, one would expect pre-training to fully recover lost performance and match the most performant method. However, as aforementioned, this is not the case as the critic, trained solely on the transfer task, quickly encourages sub-optimal out-of-distribution behaviours.

The previous experiments analysed the benefits that reduced IA has on positive transfer. However, as discussed in Section 5.3, conditioning on too little information limits the expressivity of the behaviours captured, as per Theorem 5.3.2. To observe whether this is the case, we compare distillation losses between prior and policy for various IAs. The results are shown in Table 5.2 (showing mean/standard deviation for 4 seeds). As per Theorem 5.3.2, reduced IA reduces distillation losses showing improved ability to distil behaviours present during training on the source domains. Tables 5.1a, 5.1b and 5.2 demonstrate the transferability-expressivity trade-off for distinct IAs, which is independent of transfer task and more important for sparse domains.
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5.5.5 Hierarchy for Expressivity

To investigate the role of hierarchy for effective task transfer, we compare the performance of the most performant hierarchical method, APES-H1, with its non-hierarchical equivalent, APES-H1-flat, which is otherwise equivalent to the full APES setup except with a flat rather than hierarchical prior. As discussed in Section 5.3, hierarchy increases the prior distribution expressivity, enabling the representation of multi-modal behaviours, whilst not increasing prior covariate shift and suffering from the associated transfer problems. When regularising against a flat prior, KL-regularisation must occur over the raw rather than latent action space. Therefore, to adequately compare hierarchical and non-hierarchical equivalents, we additionally compare against a hierarchical setup where regularisation occurs only over the action-space, APES-H1-KL-a.

Comparing transfer results for ablations APES-H1-KL-a and APES-H1-KL-flat, in Table 5.3 (reporting mean and standard deviation across 4 random seeds), we see the benefits that a hierarchical prior brings to transferability in CorridorMaze domain. The flat prior is unable to solve the task, which on further inspection (see Section 5.5.6) is caused by its inability to capture multi-modal behaviours present in the source tasks. For bottleneck states, where multi-modality is needed the most, this leads to regularisation against a highly suboptimal unimodal action distribution. Interestingly, by comparing APES-H1 and APES-H1-KL-a, we observe minimal benefits regularising against latent rather than raw actions, suggesting that with alternate methods for achieving multi-modal pri-

Table 5.3: Hierarchy Ablation

<table>
<thead>
<tr>
<th>Environment</th>
<th>Corridor</th>
<th>Maze</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reward type</td>
<td>sparse</td>
<td>semi-sparse</td>
</tr>
<tr>
<td>Transfer task</td>
<td>2 corridor</td>
<td>4 corridor</td>
</tr>
<tr>
<td>APES-H1</td>
<td>0.80 ± 0.03</td>
<td>6.37 ± 0.17</td>
</tr>
<tr>
<td>APES-H1-KL-a</td>
<td>0.76 ± 0.09</td>
<td>5.59 ± 0.17</td>
</tr>
<tr>
<td>APES-H1-flat</td>
<td>0.05 ± 0.035</td>
<td>4.52 ± 0.53</td>
</tr>
<tr>
<td>Expert</td>
<td>1</td>
<td>8</td>
</tr>
</tbody>
</table>
ors, hierarchy may not be necessary. Finally, comparing APES-no_prior with RecSAC, in Table 5.1a, we see hierarchy alone yields significantly less benefits for sparse-domain tasks than priors.

5.5.6 Exploration Analysis

To gain further understanding on the effects of hierarchy and priors, we visualise the policy rollouts early on (5k steps) during transfer for APES, its ablations, and baselines. For CorridorMaze (Figure 5.3), the full setup using hierarchy and priors explores at the corridor level, traversing corridors in a random order across episodes. Hierarchy alone, unable to express preference over high-level abstractions, leads to temporally uncorrelated behaviours, and thus unable to explore at the corridor level. The flat prior, unable to represent multi-modal behaviours, leads to suboptimal exploration at the bottleneck state, the intersection of corridors, often leading the agent’s position to remain static. Without priors nor hierarchy, exploration is further hindered, rarely traversing corridor depths. For Stack task (Figure 5.4), the full setup again explores at the individual block stacking level, alternating the ordering of blocks between episodes, but the prior leads to primarily stacking lighter upon heavier blocks. Hierarchy alone, explores undirectedly without the knowledge of what blocks to operate on, leading to temporally uncorrelated, inconsistent, high-frequency switching of low-level individual block manipulation behaviours.

5.6 Related Work

Hierarchical frameworks have a long history\cite{156}. The options RL literature tackle the semi-MDP setup and explore the benefits that hierarchy and temporal-abstraction bring\cite{100;177;61}. Wulfmeier et al.\cite{175,177} use hierarchy to enforce knowledge transfer through shared hierarchical modules. However, for lifelong learning, where number of beneficial behaviours increase over time, it is unclear how well these approaches will fare, without priors to narrow exploration over them.

Priors have been used in various fields. In the context of offline-RL, Siegel et al.\cite{141}; Wu et al.\cite{172} primarily use priors to tackle value overestimation\cite{81}. In the variational literature, priors have been used to guide latent-space learning\cite{56;61;115;93}. Hausman et al.\cite{56} learn episodic skills, limiting their ability to transfer. Igl et al.\cite{61} learn options and priors, but is on-policy and therefore suffers from sample inefficiency, making the application to robotic domains challenging. In the multi-task litera-
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ture, priors have been used to guide exploration\cite{115,36,141,114,159}, yet without hierarchy expressivity in learnt behaviours is limited. In the transfer learning literature, priors have also been used to bias exploration\cite{115,6,146}, yet either do not leverage hierarchy\cite{115} or condition on minimal information\cite{6,146}, limiting expressivity. Recently, concurrent with our research, Tirumala et al.\cite{163} were able to exploit hierarchical priors to transfer entire history-dependent high-level behaviours. However, their setup was in a high-data regime (1e9 data samples for pre-training), where covariate shift is less predominant. Unlike the aforementioned works, we consider the POMDP setting (on the source and transfer domains), arguably more suited for real-world robotics.

Whilst most previous works rely on information asymmetry, choice is often motivated by intuition. For example, Igl et al.\cite{61}; Wulfmeier et al.\cite{175,177} only employ task or goal asymmetry and Tirumala et al.\cite{162}; Merel et al.\cite{94}; Galashov et al.\cite{36} use exteroceptive asymmetry. Salter et al.\cite{133}; Galashov et al.\cite{36} use asymmetry as a form of achieving robust and generalisable behaviours. Salter et al.\cite{133} also investigate a way of learning asymmetry. We provide principled investigation on the role of asymmetry and point out its crucial role in transfer learning.

5.7 Conclusion

In this chapter, we employ hierarchical KL-regularised RL to efficiently transfer behaviours across multiple abstraction levels, showing the effectiveness of combining hierarchy and priors. We ablate over a broader range of temporal information asymmetries than previously explored, to effectively discover and transfer beneficial action-abstractions across sequential tasks, using variational BC as a sample efficient method for discovering these. We theoretically and empirically show the crucial trade-off, controlled by choice of IA, between the expressivity and transferability of any given abstraction across sequential tasks. Our experiments validate the importance of this trade-off for not only extrapolated domains, but also interpolated ones. We demonstrate that, while priors are significantly more effective than hierarchy, hierarchy is still important for enabling expressive priors. Finally, we apply our approach to a complex, sparse-reward robot block-stacking domain, unsolvable by the state-of-the-art baselines, showing that with the right choice of asymmetries, sample-efficient transfer can be achieved. We hope these insights will motivate future researchers to explore a wider range of asymmetries due to the potential performance benefits they may bring.
Chapter 6

Unsupervised Temporal Abstractions For Transfer Learning

Chapter 5 introduces a method that leverages action-abstractions for exploration over modular tasks during transfer learning. In this chapter, we develop a method leveraging abstractions for exploration and learning, crucial components for sample-efficient continual learning. We present an unsupervised temporal-abstraction transfer learning approach building on the options framework \cite{155}. Specifically, our options terminate at bottleneck states, improving value estimation and exploration. To our knowledge, we introduce the first bottleneck-options framework meeting embodied continual learning requirements, namely off-policy learning over continuous state-action spaces.

6.1 Introduction

While reinforcement learning (RL) algorithms have recently achieved impressive feats across a range of domains \cite{144,96,84}, they remain sample-inefficient \cite{3,46} which makes it challenging applying them to robotics applications. Natural embodied intelligence across their lifetime discover and reuse skills at varying levels of behavioural and temporal abstraction to efficiently tackle new situations. For example, in manipulation domains, beneficial abstractions could include low-level instantaneous motor primitives as well as higher-level object manipulation strategies. Endowing RL agents with a similar ability could be vital for attaining comparable sample efficiency \cite{108}.
The options framework\cite{156} presents an appealing approach for discovering and reusing such abstractions, with options representing temporally abstract skills. We are interested in methods supporting sample-efficient embodied transfer learning\cite{68}, where skills learnt across prior tasks are used to improve performance on downstream ones. Of particular interest is the recent Hindsight Off-Policy Options (HO2)\cite{177} framework supporting off-policy learning over continuous state-action spaces (crucial for sample reuse in embodied applications), training all options across every experience in hindsight (further boosting sample-efficiency). The latter is achieved by computationally-efficiently marginalising across all possible option-segmented trajectories during policy improvement, similar to TACO\cite{140}, leading to state-of-the-art results on transfer learning benchmarks. Whilst Wulfmeier et al.\cite{177} discovered options online, we are interested in offline discovery, further encouraging sample-efficiency (discovering abstractions without any additional environment interactions).

Even though the options framework supports skill discovery, it does not constrain their behaviour. As such, vanilla approaches often lead to degenerate solutions\cite{52}, with options switching every time-step, maximising policy flexibility and return, at the expense of skill reuse across tasks. Therefore, constraining skill properties may be necessary. Many traditional methods\cite{91;145;150;53;124} sought out bottleneck options that terminate at bottleneck states. Bottleneck states are defined as the most frequently visited states when considering the shortest distance between any two states in an MDP\cite{150}, and are considered beneficial for planning by inducing plans of minimum description length across a set of tasks\cite{53;150}. Intuitively, bottleneck states connect different parts of an environment, and are hence visited more often by successful trajectories\cite{53;91;154}. Unfortunately, these methods do not support off-policy hindsight learning, necessary for sample-efficiency, nor continuous state-action spaces, crucial in robotics.

To address this, we present Model-Based Offline Options (MO2), an offline hindsight bottleneck options framework supporting continuous state-action spaces, that discovers skills suited for planning (in the form of value estimation) and acting across modular tasks. We refer to modular tasks as a family of MDPs whose optimal policies are obtained by recomposing (a subset of) shared temporal behaviours. For example, for self-driving cars, traversing between junctions are temporal-abstractions shared between distinct navigation tasks. While this modular constraint appears restrictive, options can collapse to the original action-space, transitioning per time-step, if necessary. MO2 discovers
bottleneck options by extending HO2 to the offline context, training options to maximise: 1) the log-likelihood of the offline behaviours; 2) a predictability objective for option termination states across the episode, computed as the cumulative 1-step option-transition log-likelihood. Maximising the 1-step option-transition log-likelihood encourages low-entropic, predictable terminations. The cumulative equivalent (across all transitions), encourages minimal switching only at bottleneck states where behaviours diverge. Once options are learnt offline, we freeze them and perform online transfer learning over the option-induced semi-MDP, learning and acting over the temporally abstract skill space. We compare MO2 against state-of-the-art baselines on complex continuous control domains and perform an extensive ablation study. We demonstrate that MO2’s options are bottleneck aligned (see Figure 6.2) and improve acting (and exploring), value estimation, and learning of a jumpy option-transition model (defined in Section 6.3). On the challenging, sparse, long-horizon, AntMaze domain, MO2 drastically outperforms all baselines.

### 6.2 Preliminaries

Our work considers reinforcement learning in Markov decision processes (MDPs), defined by \( M = (S, A, R, p, p^0, \gamma) \). \( S, A, R \) denote state, action and reward spaces. \( p(s'|s, a) : S \times S \times A \to \mathbb{R}_{\geq 0} \) represents the dynamics model. \( p^0(s) : S \to \mathbb{R}_{\geq 0} \) represents the initial state distribution. We denote the history of states \( s \in S \) and actions \( a \in A \) up to timestep \( t \) as \( h_t = (s_0, a_0, s_1, a_1, \ldots, s_t) \). In this work, we consider option-augmented policies, taking the call-and-return formulation, defining options as triple \( (I(s_t, o_t), \pi^L(a_t|s_t, o_t), \beta(s_t, o_t)) \). \( I, \beta \) represent an option’s initial and termination conditions and \( \pi^L \) denotes its behaviour. Following Bacon et al.\(^{[11]}\); Zhang and Whiteson\(^{[182]}\), we define \( I = 1 \forall s_t \in S \) and sample a new option \( o_t \) from \( \pi^C(o_t|s_t) \) (the option-level controller) only if the previous one has terminated. \( b(a|h) \) denotes the behavioural distribution that collects experiences.

![Figure 6.1: Option Decision Tree (depth = 2): MO2’s \( O_{\text{pred}} \) objective encourages low-entropic, compressed, option-level plans (over \( s_n \)) that reconstruct offline behaviours with high confidence. See Section 6.3.1 for more details.](image-url)
6.2.1 HO2: Hindsight Off-Policy Options

We build on Hindsight Off-Policy Options (HO2)[177] as a highly sample-efficient off-policy actor-critic algorithm that builds on Smith et al.[149]. HO2 achieves higher sample efficiency than alternate options frameworks for two reasons: 1) HO2 trains all options in hindsight across all experiences within a trajectory, not just the current time-step. This is achieved by back-propagating gradients through HO2’s dynamic programming inference procedure (discussed below), training all options end-to-end. 2) It uses Maximum A-Posteriori Policy Optimisation (MPO)[3], a highly performant, variational, off-policy framework with monotonic improvement guarantees providing robustness.

To train all options across all experiences, HO2 unrolls the graphical model for option-based policies and calculates the joint $\pi(a_t, o_t| h_t)$, marginalising across all combinations of option sequences $o_{0:t-1}$.

To avoid a combinatorial explosion, HO2 uses the following recursive relation, similar to the one introduced in Chapter 4:

$$p(o_t|s_t, o_{t-1}) = \begin{cases} 1 - \beta(s_t, o_{t-1})(1 - \pi^C(o_t|s_t)) & \text{if } o_t = o_{t-1} \\ \beta(s_t, o_{t-1})\pi^C(o_t|s_t) & \text{otherwise} \end{cases} \quad (6.1)$$

$$\tilde{\pi}^H(o_t|h_t) = \sum_{o_{t-1}=1}^{M} [p(o_t|s_t, o_{t-1})\pi^H(o_{t-1}|h_{t-1})\pi^L(a_{t-1}|s_{t-1}, o_{t-1})] \quad (6.2)$$

The distribution is normalized per timestep with $\pi^H(o_t|h_t) = \tilde{\pi}^H(o_t|h_t)/\sum_{o'_{t-1}=1}^{M} \tilde{\pi}^H(o'_{t-1}|h_t)$. $\pi^H$ denotes option probabilities given histories and is not the same as $\pi^C$, the option controller for any given state. $\pi^H$ is used to train all options across all experiences in hindsight, as aforementioned. Building on option probabilities we attain the joint, $\pi(a_t, o_t| h_t) = \pi^L(a_t|s_t, o_t)\pi^H(o_t| h_t)$. Refer to the original paper for more details.

6.3 MO2: Model-Based Offline Options

While HO2 provides a sample-efficient online framework for discovering options, no constraints are placed on their behaviour. As such, it is unclear whether HO2’s abstractions are suited for acting, planning, and transfer across tasks. In this work, we focus instead on offline learning of options (over source domains) that are beneficial for online acting (and exploring) as well as learning (specifically
6.3. MO2: MODEL-BASED OFFLINE OPTIONS

Fig. 6.2: Intuition behind MO2. MO2 trains an option-based policy and option-transition model, \( \tilde{p}^T(s_f|s, o, a) \), predicting terminal state \( s_f \) of option \( o \) given state \( s \) and action \( a \). MO2’s cumulative 1-step option-transition log-likelihood, \( O_{\text{pred}} \), represents the predictability of option-transitions across the episode, \( p^T(s_{n+1}|s_n, o_n, a_n) \), with \( n \) the option-transition number, \( s_{n+1}/s_n \) the \( n \)th options termination/initiation states respectively. Individual likelihoods (any given \( n \)) encourage predictable, low-entropic transitions, minimising any termination confidence region (individual ellipse area), ruling out (a) temporal over compression. Given positive transition entropies, the cumulative log-likelihoods (over all \( n \)s) lead to switching only when necessary, to reduce cumulative entropies (intuitively similar to the total area across ellipses), ruling out (b) temporal under compression. MO2’s behaviour cloning loss encourages terminations where multimodal behaviours exist. Combined, MO2 leads to (c) temporal optimal compression (bottleneck options), transitioning only at bottlenecks, low entropic, state distributions where behaviours diverge.

value estimation) on transfer domains. In line with prior works\cite{91:145:150:53:124}, we argue that options that terminate in bottleneck states are particularly beneficial.

Bottleneck states are generally considered as concentrated regions of the state-space that are highly visited when traversing distinct and diverse parts of the environment (such as doors in multi-room domains)\cite{150:53}. Bottlenecks give rise to a compressed high-level decision problem, easy to solve due to the predictability of high-level option-transitions (given their concentrated nature) compressing the trajectory-level decision space (reasoning only over bottleneck transitions connecting distinct aspects of the environment)\cite{150}. Prior literature has shown such states encode patterns of state visitations\cite{91:154}, centrality measures on state-transition graphs\cite{150}, and are beneficial for planning and acting across long horizons\cite{53}. Unfortunately, existing methods do not support off-policy learning, necessary for sample-efficiency, nor continuous state-action spaces, crucial in robotics.

6.3.1 Discovering Bottleneck Options Offline

To this end, we introduce Model-Based Offline Options (MO2), an offline hindsight bottleneck options approach supporting continuous state-action spaces. MO2 extends HO2 with an additional learned
option-level transition model, and a predictability term encouraging option-level transitions across the episode to be predictable (in turn encouraging bottleneck options beneficial for planning\textsuperscript{150}):

\[
O_{\text{pred}} = \sum_{n=0}^{N} E_{s_n,o_n,a_n,s_{n+1}} \pi \left[ \log \left( p^T(s_{n+1} | s_n, o_n, a_n) \right) \right] = -\sum_{n=0}^{N} H[s_{n+1} | s_n, o_n, a_n] = -H[s_{0:N} | o_{0:N}, a_{0:N}]
\]

(6.3)

Here, \( n \) is the option-transition number within the episode, \( N \) the maximum, \( s_{n+1} \) and \( s_n \) are the \( n \)th option’s termination and initiation states respectively, and \( p^T(s_f | s, o, a) \) is the option-transition distribution over the terminal state \( s_f \) of an option \( o \), given state \( s \) and action \( a \). Note that \( n \neq t \) as options act at a different timescale. Shown in Equation (6.3) (for proof see Section 8.4.5), encouraging predictable option-transitions is equivalent to encouraging individual conditional entropies to be low \( H[s_{n+1} | s_n, o_n, a_n] \), ruling out the temporal over compression of offline behaviours (see Figure 6.2 for an explanation). Maximising \( O_{\text{pred}} \) is equivalent to minimising the joint conditional entropy of option-transition states \( s_{0:N} \) given options \( o_{0:N} \) and first option-executed actions \( a_{0:N} \) from policy \( \pi \), \( H[s_{0:N} | o_{0:N}, a_{0:N}] \) (see Section 8.4.5 for proof and Figure 6.1 for a visual depiction). We subscript entropies by \( \pi \) to emphasise they are dependent on the policy. If individual transition entropies are positive (see Equation (8.25) how to achieve this), then \( O_{\text{pred}} \) encourages minimal option-transitions able to reconstruct offline behaviours using options, as to minimise \( N \) and the accumulation of positive entropies. As such, \( O_{\text{pred}} \) rules out the temporal under compression and leads to the temporal optimal compression (bottleneck state alignment) scenario in Figure 6.2. For a more detailed explanation why this objective discovers bottleneck options we refer the reader to Section 8.4.5.

Equation (6.3) requires evaluating the agent \( \pi \) in the environment to obtain \( s_{n+1}, s_n \). As such, this objective does not support offline learning, as desired. Additionally, inline with HO2, we wish to train all options across all experiences in hindsight, as to maximise sample-efficiency. Therefore, we present an alternate form for \( O_{\text{pred}} \) supporting offline hindsight learning, unrolling the graphical model for option-based policies and training across a distribution of option-transitions given histories (by efficiently marginalising over option-transitions \( o_{t-1} \) using Equations (6.1) and (6.2)):

\[
O_{\text{pred}} = E_{o \sim \pi^H(\cdot|h_t), a \sim \pi^L(\cdot|s_t, o)} \left[ \beta(s_t | h_t) \log \left( p^T(s_f | s_t, o) \right) \right]
\]

(6.4)

With \( \beta(s_t | h_t) = \sum_{o_{t-1}=1}^{M} \beta(s_t, o_{t-1}) \pi^H(o_{t-1} | h_t) \), representing the probability that state \( s_t \) is terminal,
for the previous option \( o_{t-1} \), and initial for the subsequent option \( o_t \) (denoted as \( o \) in Equation (6.4)),
given history \( h_t \). \( \pi^H(o_{t-1}|h_t) = \pi^H(o_{t-1}|h_{t-1})\pi^L(a_{t-1}|o_{t-1}, s_{t-1})/\pi(a_{t-1}|h_{t-1}) \) represents the
distribution over \( o_{t-1} \) given history. \( D \) represents the offline data created by behavioural policy \( b(a|h) \).
Options are sampled from \( \pi^H(o_t|h_t) \) as the offline data does not contain option labels. This form
of \( O_{pred} \) uses \( \beta \) as a weighting for how probable \( s_t \) is a starting state (\( s_n \)) of an option. The ex-
pectation is now taken over offline trajectories, with \( \beta \) representing (proportionally) the summation
over option-transitions, akin to the original \( O_{pred} \). We use \( p^T \) to sample terminal states \( s_f \) (or \( s_{n+1} \))
in Equation (6.4). In practice, we do not have access to \( p^T \) and learn it offline instead (see Sec-
ction 6.3.2). We refer the reader to Section 8.4.5 for a detailed description under what conditions
both Equations (6.3) and (6.4) are equivalent from an optimisation perspective. Our overall objective
combines \( O_{pred} \) with a behavioural cloning, maximum likelihood, objective ensuring we distil offline
behaviours, \( O_{bc} = \mathbb{E}_\pi[\log(\pi(o|a|h))] \):

\[
\max_{\pi^L, \pi^C, \beta} O_{m02}(\pi^L, \pi^C, \beta) = \mathbb{E}_{o \sim \pi^H(h_t), a \sim \pi^L(h_t, o)} \left[ \beta(s_t|h_t) \log(p^T(s_f|s_t, o, a)) + \log(\pi(a_t, o|h_t)) \right] \quad (6.5)
\]

While \( p^T(s_f|s_t, o, a) \) encourages terminations predictable across all encountered states \( s_t \), the addi-
tional weighting \( \beta(s_t|h_t) \) focuses predictability only over the distribution of (rather than sampled) option
initiation states given histories. In line with the intuition from Figure 6.2, \( O_{pred} \) and \( O_{bc} \) together
encourage offline hindsight bottleneck options discovery over continuous state-action spaces.

### 6.3.2 Learning the Option-Transition Model Offline

MO2 assumes access to the option-level transition distribution \( p^T(s_f|s_t, o, a) \) in Equation (6.5). Given
that we do not have access to such a model, we instead learn to approximate it, \( \hat{p}^T(s_f|s_t, o, a) \), using
a two-step self-supervision process. We first sample options according to \( \pi(o_t|h_t) \) and then sample
terminations according to \( p^T(s_f|s_{t:T}, a_{t:T}, o_t) \), the termination distribution of the option given future
states and actions. Specifically, we sample \( s_f \) by sampling termination condition \( \beta(s_k|o_t) \) over all
future timesteps, \( k \in [t, T] \), with \( T \) representing episodic length. Each time the termination sample is
true, the corresponding state is labelled terminal, $s_f = s_k$.

$$\max_{\tilde{p}^T} O_{\text{tran}}(\tilde{p}^T) = \mathbb{E}_{s_0:T, a_0:T, h_t \sim D, o \sim \pi(\cdot|h_t)} \left[ \log(\tilde{p}^T(s_f|s_t, o, a_t)) \right]$$

(6.6)

As such, we learn an option-transition model that predicts the termination state distribution of an option for any state during its execution (not just the initial state). We note that this objective is biased, as the future states $s_{t:T}$ and actions $a_{t:T}$ used to sample $s_f$ are not from the option-policy $\pi$ over which we predict option-transitions, but the behavioural policy $b$ that created the offline behaviours. However, over time, as $\pi(s_{t:T}, a_{t:T}|h_t)$ aligns with $b(s_{t:T}, a_{t:T}|h_t)$, as encouraged by Equation (6.5), this bias tends to zero. We train $\tilde{p}^T(s_f|s_t, o, a)$ using Equation (6.6), simultaneously using it to train $\pi(a, o|h)$ (Equation (6.5)). During transfer, we use these options to act, explore, and aid value estimation.

6.3.3 Online Transfer Learning

Once options are learnt offline (over source domains), there are several ways one can use them to improve online learning on a transfer domain. We make the assumption that the source and transfer MDPs are modular and support compositional generalisation (there exists shared temporal abstractions between training and transfer domains that can be recomposed to obtain optimal performance on both). As such, during transfer, MO2’s options are frozen and we train a new high-level categorical controller, $\pi^C(o_t|s_t)$, to recompose them, using MPO (see Section 8.4.3). If options do not suffice and require fine-tuning, one would need to tackle catastrophic forgetting of skills (see Kirkpatrick et al.\[69\]). We leave this as future work. To discover shared abstractions across modular MDPs, we need access to optimal policies for multiple source MDPs. This is the main assumption about the offline data, that it is multi-task and representative enough of the family of modular MDPs of interest, such that we can discover all the relevant modular abstractions. While the modular constraint may appear restrictive, the increasingly diverse the source MDPs are (as expected during lifelong learning\[68\]), the increasingly probable that the optimal transfer policy can be obtained by recomposing a subset of the source abstractions. MO2’s temporal abstractions afford two benefits: 1) temporally-correlated actions and exploration (acting at the bottleneck state level); 2) improved credit assignment and value estimation over the option induced semi-MDP (with a lower temporal granularity than the original MDP and occurring over concentrated regions of the state-space beneficial for planning\[150\]).
6.4. EXPERIMENTAL SETUP

We explore how beneficial MO2’s behavioural abstractions are for: 1) acting and exploration; 2) value estimation; 3) learning an option-transition model; 4) discovering compressed abstractions terminating at bottleneck states. We compare our results against two offline versions of HO2 trained solely to maximise $O_{bc}$ and not on $O_{pred}$. We call these baselines HO2 (offline) and HO2-lim (offline), a variant introduced in Wulfmeier et al.\cite{177} that encourages minimal option switching by penalising switches (yet does not encourage predictable terminations). We compare against these baselines to inspect how important option predictability is for all aforementioned questions. We compare with HO2 as we build on it as a state-of-the-art, sample-efficient, options framework supporting continuous state-action spaces. Finally, we compare against HO2 trained from scratch on the transfer task (HO2 scratch) to quantify skill transfer importance. See Section 8.4 for full experimental details.

6.4.1 Semi-MDP vs MDP Ablations

To investigate the relative importance of MO2’s options for both exploration and value estimation, we run two variants of each method during transfer: 1) value estimation occurs over the semi-MDP; 2) value estimation occurs over the MDP (akin to the original HO2 that we build on\cite{177}). By contrasting these experiments we can infer the importance of MO2’s temporal-abstractions, in relation to others, for credit-assignment. Comparing against the HO2 baselines, we can evaluate the importance of
MO2’s options for exploration. For all methods with pre-trained options, we act at the option-level during transfer. See Section 8.4.3 for further ablation information.

6.4.2 Domains

We evaluate on two D4RL suite domains\textsuperscript{[35]}: Maze2D and AntMaze (see Figure 6.3 and Section 8.4.4 for details). We choose these domains as the source and target domains are modular in structure, meaning there exists shared temporal-abstractions (individual corridor traversals) able to maximise performance across both (distinct corridor orderings). The source domains are MDPs whose expert policies produce the offline data over which we discover skills. The target domain refers to the MDP that we perform transfer learning over, bootstrapping off the skills from the source domains. These domains have easy-to-interpret bottlenecks (corridor intersections, see Figure 6.3) helping with analysis. The source domains correspond to random ordering of corridor traversals (see Fu et al.\textsuperscript{[35]} for how the expert data was collected). During transfer, the agent must reach an unknown maze location, traversing a distinct ordering of corridors (reordering the modular abstractions). Both target domains have sparse rewards (rewarded upon goal reaching) and long-horizons, thus benefiting from abstractions for exploration and credit-assignment.

We compare AntMaze and Maze2D as both have distinct state and action dimensionalities, and episodic-lengths, allowing us to see how well MO2 scales to increasingly hard exploration domains. Maze2D acts as an easier domain with lower dimensional state-action spaces, where the agent controls a pointmass and during transfer must reach a goal on the other end of the maze. AntMaze is a more ambitious, 3D example, with a higher dimensional state-action space necessitating more directed behaviours and exploration to discover the sparse rewards (as the agent needs to learn to coordinate the ant before being able to navigate it). Furthermore, for AntMaze, credit-assignment is increasingly difficult taking 900 steps, as opposed to 200 for Maze2D, to reach the goal.

6.5 Results

In this section, we perform a qualitative and quantitative analysis of the options belonging to MO2 and the baselines, and in the following sections answer the questions from Section 6.4.
6.5. RESULTS

6.5.1 Temporal Compression Of Offline Behaviours (Bottleneck Options)

Table 6.1: Temporal Compression Metrics

<table>
<thead>
<tr>
<th>Environment</th>
<th>Maze2D</th>
<th>AntMaze</th>
</tr>
</thead>
<tbody>
<tr>
<td>HO2 (offline)</td>
<td>0.48 ± 0.04</td>
<td>0.56 ± 0.04</td>
</tr>
<tr>
<td>HO2-lim (offline)</td>
<td>0.15 ± 0.01</td>
<td>0.36 ± 0.01</td>
</tr>
<tr>
<td>MO2</td>
<td>0.03 ± 0.00</td>
<td>0.01 ± 0.00</td>
</tr>
<tr>
<td>Max (min)</td>
<td>1.00 (0.00)</td>
<td>1.00 (0.00)</td>
</tr>
</tbody>
</table>

(b) Expected Behaviour Cloning Performance

<table>
<thead>
<tr>
<th>Environment</th>
<th>Maze2D</th>
<th>AntMaze</th>
</tr>
</thead>
<tbody>
<tr>
<td>HO2 (offline)</td>
<td>0.102 ± 0.004</td>
<td>1.30 ± 0.05</td>
</tr>
<tr>
<td>HO2-lim (offline)</td>
<td>0.082 ± 0.005</td>
<td>0.98 ± 0.02</td>
</tr>
<tr>
<td>MO2</td>
<td>0.079 ± 0.001</td>
<td>1.27 ± 0.04</td>
</tr>
<tr>
<td>Max (min)</td>
<td>0.102 (−5.000)</td>
<td>1.30 (−50.00)</td>
</tr>
</tbody>
</table>

We analyse the properties of the options for each method. In Figure 6.3, we visualise representative rollouts of the transfer agent, early during training, using the pre-trained, frozen, options. We plot rollouts for MO2 and HO2-lim (offline). We plot centre-of-mass rollouts for each domain, depicted as a red line, together with option termination locations, depicted as circles colour coded by the subsequent chosen option.

For both domains, we observe that MO2’s options primarily align with individual corridor traversal with terminations occurring at the intersection of corridors. MO2’s options have therefore discovered the environment bottleneck states (corridor intersections) leading to switching of options at a low-entropic distribution of states that are highly visited and predictable, where behaviours naturally diverge, connecting distinct regions of the environment (individual corridors). This leads to high temporal compression of offline behaviours, with option switches occurring infrequently.

In contrast, HO2-lim (offline) exhibits far lower temporal compression, with option switching occurring more frequently, and at seemingly random locations, not aligning with bottleneck states. This suggests that penalising option switches, as achieved through HO2-lim (offline), is not enough to achieve effective temporal compression and bottleneck discovery. Comparing average switch rates (the frequency of option switching over the offline trajectories = 1/expected option duration), seen in Table 6.1a, additionally shows the compression disparity between each approach. Importantly, MO2’s increased temporal compression barely influences controllability, as seen by comparing behaviour cloning $O_{bc}$ values in Table 6.1b (taken over offline trajectories, the higher the score the better). In Table 6.1b, max (min) scores refer to the range of values achieved across all methods during training. We report mean ± standard deviations, obtained across four random seeds.
Figure 6.4: Return Curves. We plot return learning curves for both transfer environments and all methods. Experiments were run with 4 seeds, and we plot mean (solid line) and 1 standard deviation (shaded region). Curves are periodically obtained by evaluating the current policy on the environment. Temporally compressed, bottleneck aligned, abstractions are essential for the sparse, long horizon, AntMaze, with MO2 the only method with non zero reward. For the less sparse, Maze2D, domain, MO2’s abstractions are less necessary and hinder asymptotic performance.

6.5.2 Exploration

In Figure 6.4, we plot transfer performance for each approach on both domains. For the sparser, longer horizon, higher-dimensional action-space AntMaze domain, we observe that MO2 is the only method able to attain any rewards and solve the task, demonstrating the benefits of MO2’s temporally compressed bottleneck options for exploration. In contrast, for Maze2D, temporally compressed behaviours, achieved either by MO2 or HO2-lim (offline), do not yield benefits, demonstrating that for simpler exploration domains, temporal compression is not necessary for effective transfer, and can slightly hinder policy flexibility and asymptotic performance.

Comparing initial policy rollouts in Figure 6.3, we see that MO2’s reduced switch rate leads to more directed, temporally correlated, exploration, with wider coverage of the maze for AntMaze. This is not the case for Maze2D, suggesting that for low-dimensional environments with short horizons, compression is not necessary for exploration.

6.5.3 Value Estimation

To evaluate the importance of temporal-abstractions for learning, specifically value estimation, we plot semi-MDP vs MDP policy evaluation learning curves, where value estimation occurs either over the semi-MDP or MDP, both acting at the option-level\(^4\) (see Figure 6.5). We additionally compare

\(^4\)The Reward and Value Estimates horizontal axes are aligned despite different metrics (total environment steps vs number of network updates). The metrics differ due to the asynchronous learner.
Figure 6.5: **Semi-MDP vs MDP Learning Curves.** To evaluate the importance of temporal-abstraction for policy evaluation and improvement, we compare expected return and value estimates between methods that perform value estimation over the semi-MDP vs MDP, but both acting at the option-level. We plot mean (solid line) and standard deviation (shaded region) across 4 seeds. Curves are periodically obtained by evaluating the current policy on the environment. As seen by comparing semi-MDP and MDP experiments, contrasting reward and value estimate curves, abstractions reduce value bias, improve value convergence, and policy performance. The degree of improvement directly correlates to the level of temporal compression. The more compressed (MO2 > HO2-lim > HO2) the greater the improvement between semi-MDP and MDP experiments. Nevertheless, for the simpler Maze2D domain, temporal-abstraction is unnecessary with HO2-MDP performing best.

policy performance for both setups, to inspect how important an accurate critic is for policy improvement (see Figure 6.5). Comparing policy performance and evaluation for each method, it is apparent that value estimation over MO2’s more temporally compressed options yields a faster learning, less biased critic (seen when comparing return and value estimate curves). For both domains, improved policy evaluation yields improved policy performance, although the improvement is more significant for the longer horizon AntMaze. Additionally, the more temporally compressed, the larger the improvement for value bias and convergence as well as policy improvement, when value estimation occurs over the semi-MDP. This highlights the importance of temporal compression for policy evaluation and improvement. Interestingly, for Maze2D, an increasingly biased critic, HO2-MDP, does not hinder performance, suggesting that here, reasonable advantage estimation is occurring.
6.5.4 Option-Transition Predictability

In Section 6.3.1, we proposed discovering bottleneck options by optimising $O_{\text{pred}} = \sum_n \mathbb{E}_{\pi}[\log(p^T(s_{n+1}|s_n, o_n, a_n))]$ (Equation (6.5)), predictable option-transitions across offline episodes (or predictable state-transitions over the option-induced semi-MDP). This objective is similar to the motivation behind bottleneck abstractions in the neuroscience literature\cite{150}, as abstractions beneficial for planning across tasks. In our case, the tasks are the source MDPs whose expert policies created the offline dataset. In order to plan effectively over the temporal-abstractions, the state-transitions over the semi-MDP should be predictable (as to minimise planning errors). $O_{\text{pred}}$ optimises for such behaviour. As outlined in Section 6.3.2, we use a learnt option-transition model $\tilde{p}^T$ to optimise $O_{\text{pred}}$, as we do not have access to the true $p^T$. We train such a model using Equation (6.6). To validate that Equations (6.5) and (6.6) lead to predictable semi-MDP transitions on the source domains, despite using a learnt transition model to optimise behaviours, we evaluate the following:

$$CE(\tilde{p}^T) = -\sum_{n=0}^{N} \mathbb{E}_{s_n, o_n, a_n, s_{n+1} \sim \pi}[\log(\tilde{p}^T(s_{n+1}|s_n, o_n, a_n))]$$

(6.7)

The expectation is taken over agent $\pi$ rollouts in the environment after skills are frozen (as opposed to over the offline dataset as in Equation (6.5)), but before training on the transfer domain. As such, we evaluate predictable semi-MDP transitions according to an agent optimised over the source domains, as desired. $n$ corresponds to option transition number with $N$ the final transition in the episode, $o_n$ is the $n^{th}$ sampled option, $s_n$ its initiation state, $s_{n+1}$ its terminal state, $a_n$ the first action taken by the option during its execution. $CE(\tilde{p}^T)$ represents how well our model $\tilde{p}^T$ can predict transitions across the semi-MDPs. This metric is influenced by both the individual transition predictability and the temporal resolution of the transitions as they influence the total episodic number of transitions.

We report $CE$ results in Table 6.2. The lower the score the more predictable the transitions. In Table 6.2, the max value refers to the initial value achieved before offline training of $\pi$ and $\tilde{p}^T$ and is shown to contextualise the results. Min refers to minimum value achieved across all methods. We report mean ± standard deviations, obtained across

<table>
<thead>
<tr>
<th>Environment</th>
<th>Maze2D</th>
<th>AntMaze</th>
</tr>
</thead>
<tbody>
<tr>
<td>HO2 (offline)</td>
<td>0.45 ± 0.00</td>
<td>7.20 ± 0.01</td>
</tr>
<tr>
<td>HO2-lim (offline)</td>
<td>1.00 ± 0.02</td>
<td>13.00 ± 1.00</td>
</tr>
<tr>
<td>MO2</td>
<td>0.70 ± 0.05</td>
<td>4.00 ± 0.05</td>
</tr>
<tr>
<td>Max (min)</td>
<td>5.00 (0.45)</td>
<td>50.00 (4.00)</td>
</tr>
</tbody>
</table>

Table 6.2: $CE(\tilde{p}^T)$ (see text)
four random seeds. Interestingly, for AntMaze, with high dimensional state-action spaces and a long horizon (episodic length), MO2 leads to the best predictability scores, thanks to its low switch rate transitioning at predictable bottleneck states (as seen in Figure 6.3). For the simpler, low dimensional domain with short horizon, Maze2D, MO2’s temporal-abstractions are not necessary for high predictability (and slightly hinder performance). This may partly explain why we do not observe transfer learning benefits here (Figure 6.4). For both domains, even though HO2-lim (offline), like MO2, reduces option switch rate when compared with HO2 (offline), this reduction does not lead to a lower $CE$. This suggests that penalising option-switching, achieved with HO2-lim (offline), does not by itself lead to predictable semi-MDP transitions. Altogether, these results suggest that Equations (6.5) and (6.6) lead to compressed abstractions with predictable transitions, favouring longer horizon, higher dimensional domains (arguably where abstractions are most necessary).

### 6.6 Related Work

Sutton et al.\cite{156} introduce the options framework for discovering temporal-abstractions. Multiple works build on this framework to improve option switching degeneracy\cite{66,52}, sample efficiency\cite{177,126}, off-policy corrections\cite{82,99} and optimisation\cite{177,149,182}. Wulfmeier et al.\cite{177} present HO2, a hindsight off-policy options framework combining many of the previous advancements, enabling sample-efficient intra-option learning from off-policy data. During MO2’s development, Klisarov and Precup\cite{71} published a similar alternate method to HO2 that also trains all options off-policy. While outperforming non-hierarchical RL methods, optimising a purely control objective on the source domains and not explicitly encouraging compressed and generalisable options, often leads to high-frequency behaviours that maximise return during training, but that are not beneficial for exploration, generalisation, and credit-assignment during transfer.

MO2 is a bottleneck option method similar to McGovern and Barto\cite{91}; Şimşek and Barto\cite{145}; Solway et al.\cite{150}; Harutyunyan et al.\cite{53}; Ramesh et al.\cite{124} discovering temporal-abstractions that induce plans of minimum description length over a set of tasks\cite{150}. Nevertheless, the following existing approaches do not support continuous state-spaces: Harutyunyan et al.\cite{53}, as the predictability objective only supports tabular TD-learning; Solway et al.\cite{150}, as they require constructing a graph over state-space transitions, thus not easily scalable; Şimşek and Barto\cite{145}, building a partial transition
graph with time complexity of $O(T^3)$ ($T$ = horizon length); McGovern and Barto\cite{91}, discovering regions of maximum diverse density using exhaustive search, thus scaling poorly. Whilst Ramesh et al.\cite{124} supports continuous spaces, they are on-policy, discovering successor options using PPO, and are thus sample-inefficient. In contrast, MO2 is the first bottleneck options approach that supports offline hindsight learning over continuous state-action spaces.

Hierarchical and variational approaches present alternate methods for discovering and reusing behavioural-abstractions. Hausman et al.\cite{56}; Haarnoja et al.\cite{45}; Wulfmeier et al.\cite{175} discover (multi-level) action-abstractions suited for re-purposing, often by encouraging abstraction distinguishability, but do not support temporal-abstractions. Singh et al.\cite{146}; Merel et al.\cite{93, 94}; Salter et al.\cite{134} encourage temporally consistent behaviours by regularising against auto-regressive or learnt priors, yet do not inherently leverage temporal-abstractions for value estimation. Pertsch et al.\cite{115, 114}; Ajay et al.\cite{6}; Co-Reyes et al.\cite{21} discover temporally abstract skills, shown essential for exploration, but predefined their temporal resolution. Additionally, unlike bottleneck approaches, all aforementioned works do not explicitly optimise for skills beneficial for planning and acting across tasks, potentially limiting their transfer learning benefits.

Similar to MO2 are methods that impose information-theoretic constraints on the discovered skills. Harutyunyan et al.\cite{53} introduce the termination critic, encouraging compressed options with a low entropic termination state distribution, min\{\(H(s_f|o)\)\}. Unlike MO2, the termination critic learns options in a tabular setting, and does not support continuous state-action spaces, limiting their applicability to robotic domains. Furthermore, by building on HO2, MO2 enables intra-option learning, shown to be beneficial. Wang et al.\cite{170} present TAIC, that maximises mutual information between options and initial and termination states, max\{\(I(\sigma; s_i, s_f)\)\}, while simultaneously minimising individual mutual informations, min\{\(I(\sigma; s_i) + I(\sigma; s_f)\)\}, thereby encouraging options independent of their initial and termination states. Wang et al.\cite{170} learn their abstractions via a variational auto-encoder approach. Unlike MO2, TAIC is on-policy and builds on PPO\cite{138} which reduces sample efficiency. Additionally, unlike MO2, TAIC’s options have limited ability to specialise, due to their independence to initial and termination states. Shiarlis et al.\cite{140} introduce TACO, a weakly supervised approach for discovering temporally compressed abstractions aligning with sub-tasks, given a sub-task sketch by the user. MO2 discovers skills unsupervised presenting a more viable approach in many scenarios.
where supervision is expensive.

Finally, in contrast to MO2, Machado et al.\textsuperscript{[88]} propose eigen-, instead of bottleneck-, options, demonstrating superior performance in settings when bottlenecks are task-agnostic and shared across non-modular MDPs. MO2 is suited for sharing bottlenecks across modular tasks. Approaches like Jinnai et al.\textsuperscript{[64]} optimise for options (or latent actions) that lead to wide state coverage\textsuperscript{[31,40,5,66]}, focusing entirely on exploration. These works take the intrinsic-curiosity RL paradigm, not focusing on compression and predictability as tools for reasoning and acting across long horizons. Explicitly encouraging diversity is important for exploration and skill development when learning from scratch over sparse rewards. Nevertheless, it is unclear whether these skills are temporally compressed and suited for value estimation. We consider extending MO2 to the online skill learning context, and learning from sub-optimal demonstrations\textsuperscript{[113]}, as future work.

### 6.7 Conclusions

We introduce Model-Based Offline Options, MO2, a novel offline hindsight bottleneck options framework supporting continuous state-action spaces, that discovers skills suited for planning (in the form of value estimation) and acting across modular tasks (MDPs whose optimal policies can be obtained by recomposing shared temporal-abstractions). MO2 achieves this with a cumulative 1-step option-transition log-likelihood objective encouraging predictable option-terminations across an episode. Once options are learnt offline, we freeze them and perform online transfer learning over the option-induced semi-MDP, learning and acting over the temporally abstract skill space. We compare MO2 against state-of-the-art baselines on complex continuous control domains and perform an extensive ablation study. We demonstrate that MO2’s options are bottleneck aligned and improve acting (and exploring), value estimation, and learning of a jumpy option-transition model. On the challenging, sparse, long-horizon, AntMaze domain, MO2 drastically outperforms all baselines.
Chapter 7

Discussions and Future Work

This thesis set out to validate its central claim that state-, action-, and temporal-abstractions can be used to design domain-independent sample-efficient algorithms that improve compositional generalisation across modular tasks and observations.

In Section 7.1, we highlight the practicality of this thesis’ central aim with respect to embodied continual learners. We continue, in Section 7.2, by summarising the contributions of this thesis and how they support this claim. Finally, we discuss limitations of the presented methods and related future research directions.

7.1 Thesis Practicality

This thesis focuses on compositional generalisation across modular tasks and observations. Recalling Section 1.1, we assume there exists beneficial repeated structures (compressed into knowledge abstractions) over the observation, state, action and decision-making states, shared across source $M_{source}$ and target $M_{targ}$ domains, that suffice for obtaining optimal policies $\pi^*$ when learning and acting instead over abstracted MDPs, $\tilde{M}_{source}$ and $\tilde{M}_{targ}$. This assumption holds if the beneficial structures (those used for inferring optimal policies $\pi^*$) present across $M_{targ}$ are on the support of $M_{source}$.

There are two extremes for which this is the case. In the first extreme, the distribution over source and target abstractions are perfectly aligned and observed (e.g. $D_{KL}(P_{source}(X)||P_{targ}(X)) = 0$, with $X$ representing the abstraction space), such as when both source and target MDPs are sampled from
the same MDP distribution (e.g. the same source and transfer tasks). For the other extreme, the source abstraction distribution is so broad that it covers all possible necessary abstractions for solving $M_{\text{targ}}$ using $\tilde{M}_{\text{targ}}$. This is the case if the source domains observe and cover all possible structures (i.e. when $M_{\text{targ}} \subseteq M_{\text{source}}$ and $M_{\text{source}} = M_{\text{all}}$, with $M_{\text{all}}$ covering all possible MDPs).

Neither extreme is particularly interesting. The latter requires covering potentially infinite number of source MDPs and will not benefit from abstracting repeated structures as they are inherently so broad that they will not bias how one learns and acts on the target domain. The primer assumes perfect abstraction alignment and is thus a very restrictive assumption, supporting a narrow range of target domains. Nevertheless, there exists many practical scenarios in between these extremes that adhere to the modularity requirement and benefit from compositional generalisation afforded by the discovered abstractions. These scenarios represent when the source domains contain superfluous abstractions for optimal transfer using $\tilde{M}_{\text{targ}}$ (e.g. $D_{\text{KL}}(p_{\text{source}}(X)||p_{\text{targ}}(X)) > 0$), but do not cover all possible MDPs ($M_{\text{source}} \subset M_{\text{all}}$), and thus still bias learning and acting during transfer.

Both fields of Offline Reinforcement Learning\textsuperscript{[16;121;147;76]} as well as Natural Language Programming for Few/Zero Shot Learning\textsuperscript{[16;121;25]} lie between these two extremes, adhering to the philosophy that in a world of increasingly rich and diverse data accessibility, it is increasingly probable to discover beneficial abstractions from source data that support effective transfer to target domains when reasoning over them. Both fields demonstrate many practical applications from general question answering\textsuperscript{[16]}, translation\textsuperscript{[16;121]} and sequence classification tasks\textsuperscript{[25]} to real-world robotic tasks such as pick-and-place\textsuperscript{[76]}, open drawer\textsuperscript{[147;76;122]}, and stacking\textsuperscript{[76]}. Additionally, for embodied continual learners, especially those provided with a curriculum, it becomes increasingly probable across a lifetime that the target domain becomes on the support of the source MDPs\textsuperscript{[68]}. For example, for self-driving vehicles or manufacturing agents, it becomes increasingly probable across a lifetime of navigating distinct routes or constructing distinct assemblies that the current route or assembly can be obtained from prior sub-routes or assemblies. This thesis proposes methods beneficial for these, arguably broad, situations. In Section 7.3, we discuss non-modular examples, and how to extend our methods to tackle them. We continue by summarising the contributions made in Chapters 3 to 6.
7.2 Summary of Contributions

This thesis claims that abstractions can be leveraged by domain-independent sample-efficient algorithms for improved compositional generalisation across modular domains. The central focus is to develop methods that ultimately contribute towards embodied continual learning, whilst additionally demonstrating practicality in robotics. As such, the proposed methods all support sample-efficient off-policy learning, leverage minimal supervision for abstraction discovery, and support continuous state-action spaces.

Chapter 3 introduces APRiL, a domain adaptation, self-supervised approach for state-abstraction discovery that supports compositional generalisation across modular observations. For our domains, the modular observations all share object-level compositionality which if discovered can support compositional generalisation. APRiL discovers this abstraction in a self-supervised manner, suppresses task-independent distractor objects by using an attention mechanism, improving generalisation to modular observations with additional unseen distractors. APRiL achieves this while improving sample-efficiency in simulation by leveraging privileged information. We apply APRiL to several diverse domains demonstrating consistent performance. We highlight APRiL’s applicability to sim2real settings, providing robustness to unseen domains, crucial in robotics.

Chapter 4 introduces TACO, a domain adaptation, weakly-supervised approach for discovering temporal-abstractions that support compositional generalisation across modular tasks. For our domains, the modular tasks all share sub-task compositionality which if discovered support compositional generalisation. TACO discovers this abstraction in a weakly-supervised manner, being provided with task-sketches. Given a new task-sketch, TACO compositionally generalises to unseen modular tasks with a new ordering of sub-tasks. TACO improves sample-efficiency and segmentation, control, and generalisation performances, whilst requiring less supervision than alternate methods. Additionally, TACO provides a human-robot control interface, which is of particular interest to the robotics community. TACO is applied across diverse domains with consistent performance.

Chapter 5 introduces APES, a transfer learning, unsupervised approach for discovering action-abstractions supporting compositional generalisation across modular tasks. For our experiments, the modular tasks share common behaviours, namely corridor traversal and block manipulation. APES
discovers these abstractions unsupervised improving generalisation to unseen modular tasks with unseen ordering of block stacks and corridor traversals. Unlike existing approaches, we present a hierarchical KL-regularised framework able to capture complex and generalisable multi-modal behaviours. We additionally introduce theory behind the transferability-expressivity of our abstractions, and the crucial role information asymmetry plays. Our unsupervised framework takes a step towards automated abstraction reuse in continual learning.

Chapter 6 introduces MO2, a transfer learning, unsupervised approach for temporal-abstraction discovery that supports compositional generalisation across modular tasks. For our domains, the modular tasks share common transitions, between bottleneck states, whose discovery would support compositional generalisation. MO2 discovers these abstractions, learning options that transition between bottlenecks. MO2’s options improve generalisation to unseen modular tasks that require a unique ordering of bottleneck traversals. MO2 improves both exploration and value estimation compared with its non-bottleneck counterparts. MO2 is evaluated across several domains. Finally, to our knowledge, MO2 provides the first bottleneck options framework meeting embodied continual learning requirements, namely off-policy learning over continuous state-action spaces.

7.3 Limitations and Future Work

We categorise limitations and potential research directions according to problem formulation.

7.3.1 Domain Adaptation

APRiL achieves effective learning and generalisation by leveraging states and object-level segmentations. For domains where states are not clearly definable, such as deformable object manipulation, APRiL is not suited. Additionally, for this domain and others, attention constrained to the simulator object-level semantic space may be sub-optimal for transfer. Relaxing this requirement could be beneficial. To this end, we have investigated an extension where the ‘state-space’ learner is replaced with one whose input in an unrandomised image, with pixel-level attention. We do not report these experiments in the thesis and leave results for future publications.

TACO assumes optimal task-sketch supervision. Sub-optimal labelling could heavily influence seg-
mentation and control. Extending TACO to handle sub-optimal labelling, taking inspiration from maximum entropy inverse reinforcement learning\cite{70}, could be of value. Another extension worth considering is relaxing the requirement for order-dependent task-sketches, learning instead from tags (e.g. from youtube).

### 7.3.2 Transfer Learning

APES’ requirement to sweep over IAs is limiting. Investigating methods that leverage multiple priors for learning with distinct IAs, similar to ensembles\cite{171}, could negate this necessity.

APES and MO2 share shortcomings. During transfer, both are vastly sample-inefficient at policy-optimisation despite (experimentally observed) effective exploration. We believe this boils down to the sample-inefficiency of stochastic gradient descent across sparse reward domains. As highlighted in Pritzel et al.\cite{119}, the small learning rates required for stable optimisation\cite{90}, coupled with the class imbalance problem introduced by sparse rewards, limit the rate at which experiences can be incorporated into the critic and policy. An interesting extension concerns improving policy optimisation, potentially leveraging the abstractions. We propose three directions: 1) Non-parametric RL methods such as Neural Episodic Control\cite{119}. 2) Model-based RL methods\cite{51} using a learnt dynamics model as a generator of free experiences. MO2’s transition model can be beneficial here, reducing planning complexity and errors. For planning, a reward model is required. We propose non-parametric methods, such as k-means, for sample-efficiency. 3) General Policy Updates using successor features\cite{12}. Non-parametric methods can be used for reward model learning.

In general, the transfer domain may not support compositional generalisation (Section 1.1) which is when the source abstractions do not suffice for obtaining the optimal transfer policy. For example, consider stacking tasks, where an agent has learnt to manipulate cubes on the source domains, but during transfer additionally needs to manipulate different geometries. In this setting, we wish to leverage abstractions whenever possible (e.g. individual cube stacking), but not be restricted by them (i.e. additionally learn how to stack distinct geometries). Naïvly, instead of just training the abstraction on the source domains, continuing to train them during transfer overcomes this problem, enabling the discovery of novel abstractions. However, from experiments ran during this thesis, for sparse domains, knowledge retention during transfer is problematic. This phenomenon is known as
catastrophic forgetting\textsuperscript{[68]}, such as forgetting how to stack cubes during transfer. We propose two primary extensions: 1) Implement network plasticity to promote knowledge retention\textsuperscript{[69]}. 2) Use the source domain policy as an exploratory policy. Combine experiences from the exploratory policy and a newly instantiated transfer policy, akin to e-greedy methods\textsuperscript{[167]}, for learning. As such, the transfer policy is not bounded to behaviours on the support of the exploratory policy. For MO2, we additionally suggest augmenting the option-space with additional options during transfer. The original options remain frozen. As such, knowledge retention is achieved whilst discovering new skills.

\subsection*{7.3.3 Embodied Continual Learning}

APES and MO2 discover compositionally generalisable abstractions from structured experiences collected by an expert. For many continual learning applications, prior experience may be significantly less structured. It remains unclear how well either approach favours under this setting. For MO2, bottleneck discovery may be impacted. Additionally, for continual learning from scratch, discovering diverse experiences to learn reusable abstractions over will likely be problematic. Incorporating intrinsic curiosity rewards\textsuperscript{[111]} for exploration is one suggestion. Interestingly, MO2’s temporal-abstractions may be helpful, aiding long-horizon planning over intrinsic return\textsuperscript{[21]}.

**In general,** many additional hurdles need overcoming for continual embodied machine learners to become reality. These include, but are not limited to: catastrophic forgetting, context detection, forwards and backwards transfer interference, handling active and passive non-stationarities, exploration, cause and effect reasoning, lifelong planning, out-of-distribution generalisation, stability vs plasticity, safety, memory, and finally, appropriate benchmarks and broader evaluation criteria\textsuperscript{[68]}. This thesis takes one small step in the direction of continual embodied machine learners.
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Chapter 8

Appendix

8.1 Chapter 3 Additional Details

8.1.1 Environments

1. *NavWorld*: In this sparse reward, 2D environment, the goal is for the circular agent to reach the triangular target in the presence of distractor objects. Distractor objects have 4 or more sides (to a maximum of 8) and apart from changing the visual appearance of the environment cannot affect the agent. The state-space consists of the \([x, y]\) locations of all objects. The observation-space comprises RGB images of dimension \((60 \times 60 \times 3)\). The action-space corresponds to the velocity of the agent. The agent only obtains a sparse reward of \(+1\) if the particle is within \(\epsilon\) of the target, after which the episode is terminated prematurely. The maximum episodic length is 20 steps, and all object locations are randomised between episodes.

2. *JacoReach*: In this 3D environment the goal of the agent is to move the Kinova arm such that the distance between its hand and the diamond-shaped object is minimised. The state-space consists of the quaternion position and velocity of each joint as well as the Cartesian positions of each object. The observation-space comprises RGB images and is of dimension \((100 \times 100 \times 3)\). The action-space consists of the desired relative quaternion positions of each joint (excluding the digits) with respect to their current positions. Mujoco uses a PD controller to execute 20 steps that minimises the error between each joint’s actual and target positions. The agent’s reward is the negative squared Euclidean distance between the Kinova hand and
diamond object plus an additional discrete reward of +5 if it is within $\varepsilon$ of the target. The episode is terminated early if the target is reached. All objects are out of reach of the arm and equally far from its base. Between episodes the locations of the objects are randomised along an arc of fixed radius with respect to the base of the Kinova arm. The maximum episodic length is 20 agent steps. Distractor objects are sampled from a subset of ShapeStacks\cite{42} objects, specifically ovoid and pentagonal prism objects.

3. **Walker2D**: In this 2D modified Deepmind Control Suite environment\cite{157} with a continuous action-space the goal of the agent is to walk forward as far as possible within 300 steps. We introduce a limit to episodic length as we found that in practice this helped stabilise learning across all tested algorithms. The observation-space comprises of 2 stacked RGB images and is of dimension $(40 \times 40 \times 6)$. Images are stacked so that velocity of the walker can be inferred. The state-space consists of quaternion position and velocities of all joints. The absolute positions of the walker along the x-axis is omitted such that the walker learns to become invariant to this. The action-space setup is the same as *JacoReach*. The reward is the same as defined in Tassa et al.\cite{157} and consists of two multiplicative terms: one encouraging moving forward beyond a given speed, the other encouraging the torso of the walker to remain as upright as possible. The episode is terminated early if the walker’s torso falls beyond either $[-1, 1]$ radians with the vertex or $[0.8, 2.0]$m along the z axis.

### 8.1.2 Randomisation Procedure

We outline the randomisation procedure taken for each environment during training:

1. **NavWorld**: Randomisation occurs at the start of every episode. We randomise the location, orientation and colour of every object as well as the colour of the background. We therefore hope that our agent can become invariant to these aspects of the environment.

2. **JacoReach**: Randomisation occurs at the start of every episode. We randomise the textures and materials of every object, Kinova arm and background. We randomise the locations of each object along an arc of fixed radius with respect to the base of the Kinova arm. Materials vary in reflectance, specularity, shininess and repeated textures. Textures vary between the following: noisy (where RGB noise of a given colour is superimposed on top of another base colour), gradient (where the colour varies linearly between two predefined colours), uniform (only one
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colour). Camera location and orientation are also randomised. The camera is randomised along a spherical sector of a sphere of varying radius whilst always facing the Kinova arm at its centre. We hope that our agent can become invariant to these randomised aspects of the environment.

3. Walker2D: Randomisation occurs at the start of every episode as well as after every 50 agent steps. We introduce additional randomisation between episodes due to their increased duration. Due to the MDP setup, intra-episodic randomisation is not an issue. Materials, textures, camera location and orientation, are randomised in the same procedure as for JacoReach. The camera is set up to always face the upper torso of the walker.

8.1.3 Implementation Details

Table 8.1: Model architecture. FC() and Conv() represent a fully connected and convolutional network. The arguments of FC() and Conv() take the form [nodes] and [channels, square kernel size, stride] for each hidden layer respectively.

<table>
<thead>
<tr>
<th>Domain</th>
<th>NavWorld and JacoReach</th>
<th>Walker2D</th>
</tr>
</thead>
<tbody>
<tr>
<td>State Actor</td>
<td>FC([256])</td>
<td>FC([256])</td>
</tr>
<tr>
<td>Obs Actor</td>
<td>Conv([[18, 7, 1], [32, 5, 1], [32, 3, 1]])</td>
<td>Conv([[18, 8, 2], [32, 5, 1], [16, 3, 1], [4, 3, 1]])</td>
</tr>
<tr>
<td>State Critic</td>
<td>FC([64, 64])</td>
<td>FC([400, 300])</td>
</tr>
<tr>
<td>Obs Critic</td>
<td>FC([64, 64])</td>
<td>FC([400, 300])</td>
</tr>
<tr>
<td>State Attention</td>
<td>FC([256])</td>
<td>FC([256])</td>
</tr>
<tr>
<td>Obs Attention</td>
<td>Conv([[32, 8, 1], [32, 5, 1], [64, 3, 1]])</td>
<td>Conv([[32, 8, 1], [32, 5, 1], [64, 3, 1]])</td>
</tr>
<tr>
<td>Replay Size</td>
<td>$10^4$</td>
<td>$2 \times 10^4$</td>
</tr>
</tbody>
</table>

In this section, we provide more details on our training setup. Refer to Table 8.1 for the model architecture for each component of APRiL and the asymmetric DDPG baseline. Obs Actor and Obs Critic setups are the same for both APRiL and the asymmetric DDPG baseline. Obs Actor model structure comprises of the convolutional layers (without padding) defined in Table 8.1 followed by one fully connected layer with 256 hidden units, FC([256]). The state-mapping asymmetric DDPG baseline has almost the same architecture as Obs Actor, except there is one additional fully connected layer, directly after the convolutional layers that has the same dimensions as the environment state-space. When training this intermediate layer on the $L_2$ state regressor loss, the state targets are normalised using a running mean and standard deviation, similar to DDPG, to ensure each dimension is evenly weighted and to stabilise targets. The DDPG baseline has the same policy architecture as the other baselines except now the critic is image-based and has the same structure as the actor. All layers use ReLU activations and layer normalisation unless otherwise stated. Each actor network is followed by a tanh activation and rescaled to match the limits of the environment’s action-space.
The State Attention module includes the fully connected layer defined in Table 8.1 followed by a softmax operation. The Obs Attention module has the convolutional layers (with padding to ensure constant dimensionality) outlined in Table 8.1 followed by a fully connected convolutional layer (Conv([1, 1, 1])) with a sigmoid activation to ensure the outputs vary between 0 and 1. The output of this module is tiled in order to match the dimensionality of the observation-space.

During each iteration of APRiL (for both $A_o$ and $A_s$) we perform 50 optimization steps on mini-batches of size 64 from the replay buffer. The target actor and critic networks are updated with a Polyak averaging of 0.999. We use Adam optimiser with learning rate of $10^{-3}$, $10^{-4}$ and $10^{-4}$ for critic, actor and attention networks. We use default TensorFlow values for the other hyperparameters. The discount factor, entropy weighting and self-supervised learning hyperparameters are $\gamma = 0.99$, $\beta = 0.0008$ and $\nu = 1$. To stabilise learning, all input states are normalised by running averages of the means and standard deviations of encountered states. Both actors employ adaptive parameter noise exploration strategy with initial std of 0.1, desired action std of 0.1 and adoption coefficient of 1.01. The settings for the baseline are kept the same as for APRiL where appropriate.

8.1.4 Attention Visualisation

Figures 8.2 and 8.3 show APRiL’s attention maps for policy rollouts on each environment and held-out domain. Attention attends to the task-relevant objects and generalises favourably.

8.1.5 State Mapping Asymmetric DDPG Ablation Study

We found that for JacoReach, the choice of state-space to regress to drastically affected the performance of the s-map asym-DDPG baseline. In particular, we observed that if we kept the regressor
Figure 8.2: APRiL’s attention maps for policy rollouts on NavWorld and JacoReach. White and black signify high and low attention values respectively. Attention is correctly paid only to the relevant objects (and Jaco links), even for the extrapolated domains. Refer to Section 3.5.4 for more details.
Figure 8.3: APRiL’s attention maps for policy rollouts on Walker domain. White and black signify high and low attention values respectively. Attention varies based on the state of the walker. When the walker is upright, high attention is paid to lower limbs. When walking, even attention is paid to every other limb. When about to collapse, high attention is paid to the foot and upper torso. Refer to Section 3.5.4 for more details.
state as quaternions (for Jaco arm links; this is our default state-space setup), that the performance was considerably worse than regressing to Cartesian positions and rotations, and significantly worse than simply regressing to Cartesian positions (see Figure 8.1). Figure 8.4 demonstrates that it is the inability to accurately regress to quaternions and Cartesian rotations that leads to inferior policy performance for these two s-map asym-DDPG ablations. Zhou et al.\textsuperscript{[183]} similarly observed that quaternions are hard for neural networks to regress and showed that it was due to their representations being discontinuous. It is this reason why regressing only to Cartesian positions performed best.

However, even with a representation which is better suited for learning, the agent’s performance is still significantly below APRiL (see Figure 8.1). Given that the state-space agent used under the APRiL framework learns efficiently for this domain, this suggests that the remainder of the s-map asymmetric DDPG policy (layers dependent on the state-space predictor) is rather sensitive to inaccuracies in the regressor. Different methods for using privileged information, as given by APRiL’s attention mechanism, provide more robust performance.

![Figure 8.4: S-Map Asym-DDPG normalised state prediction errors. We compare individual object $L_2$ regressor losses (mean loss over states corresponding to a given object) between \textbf{s-map cartesian}, \textbf{s-map cartesian ang} and \textbf{s-map quaternion}. The object keys are on the right. \textbf{S-map quaternion} and \textbf{s-map cartesian ang} struggle to regress to quaternions and Cartesian rotations and hence policy performance is restricted.](image)
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8.2.1 Technical Details

Implementation Details and Architecture

The policies for all tasks are modelled as MLPs unless images are used. In this case, convolutional layers, shared between all sub-policies, are used to extract state features. In continuous domains, action probabilities are modelled as \( a \sim \mathcal{N}(\mu, \sigma = 1) \) where \( \mu \) is the output of the MLP. In discrete domains, action probabilities are modelled using categorical distributions. We found that having separate networks for the domain actions and the \( a_{STOP} \) action, leads to better performance, especially for the Dial domain. See Table 8.2 for implementation details of the architectures used in each experiment where Core represents the convolutional architecture that learns a feature representation of the input space before feeding it into the stop and action policies.

For larger domains we found that dropout on the \( a_{STOP} \) policy greatly improved results. It serves as regulariser as well as to ensure optimising over a broad range of paths as various alignment paths are sampled when units in the network are dropped. For further performance, we exponentially decrease the dropout rate. All models are implemented in TensorFlow\(^1\).

<table>
<thead>
<tr>
<th>Experiment</th>
<th>State Dim</th>
<th>Core</th>
<th>Stop Policy</th>
<th>Action Policy</th>
<th>Output Dim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nav World</td>
<td>8</td>
<td>-</td>
<td>FC [100]</td>
<td>FC [100]</td>
<td>2</td>
</tr>
<tr>
<td>Craft</td>
<td>1076</td>
<td>-</td>
<td>FC [400,100]</td>
<td>FC [400,100]</td>
<td>7</td>
</tr>
<tr>
<td>Dial</td>
<td>39</td>
<td>conv[10,5,3]</td>
<td>FC [400,200,100]</td>
<td>FC [400,200,100]</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 8.2: Specification of the architectures used in each experiment. For experiment Dial (Images) conv[], kernel[] and stride[] represent the number of channels, dimension of square kernels and 2D strides per convolutional layer respectively.

Data Collection

As mentioned in the Chapter 4, data collection took place using DART\(^7\) in order to compensate for the issue of covariate shift and compounding errors during policy deployment. For the Dial domain we add noise to each joint, proportional to the maximum allowed torque, which was manually tuned. During demonstrations we add a varying degree of noise to better cover the state-space resulting in
more robust policies that are better able to handle sub-optimality in the test domain.

### 8.2.2 Detailed Results

This section covers more detailed results for different domains and algorithms. For the NavWorld scenario, we report results on non-0-shot settings. For the Dial domain, we additionally address the sub-task accuracy, i.e. how many sub-tasks were completed out of the total attempted. Finally, we detail alignment accuracy values for the methods considered in the Chapter 4. The metric describes the percentage of correctly aligned sub-policies on a set of hold-out tasks.

**NavWorld Domain**

![Figure 8.5: Mean task accuracy on NavWorld. \( L = L_{test} = 3 \). Reporting mean value across 100 tasks and 100 agents. Black error bars represent min/max achieved mean task accuracy between agents.]

As is seen in Figure 8.5, TACO not only vastly outperforms CTC-BC (MLP and GRU), both of which favour poorly in NavWorld, but as well asymptotically approaches the fully supervised GT-BC with increasing number of training trajectories.

**Joint-State Dial Domain**

The sub-task accuracy is displayed in Figure 8.6.

**Sequence Alignment Accuracy**

Alignment accuracy is measured as the % of agreement between the ground truth sub-task sequence of length \( T \) and the most likely sequence predicted by either of the three alignment architectures considered in Chapter 4, TACO, CTC-BC (MLP), CTC-BC (GRU). The most likely sequence is given by taking the \( \text{argmax} \) of the forward variables at each time-step for either CTC or TACO. For GT-BC, we pass the learned policies through TACO alignment without learning. We compute the
alignment accuracy for 100 hold-out test sequences, which come from the same distribution as the training data. The results across all the experiment domains are stated in Table 8.3.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Nav-World</th>
<th>Craft</th>
<th>Dial</th>
<th>Dial (Image)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TACO</td>
<td>95.3</td>
<td>95.6</td>
<td>98.9</td>
<td>99.0</td>
</tr>
<tr>
<td>CTC-BC (MLP)</td>
<td>89.0</td>
<td>41.4</td>
<td>31.4</td>
<td>84.6</td>
</tr>
<tr>
<td>CTC-BC (GRU)</td>
<td>80.0</td>
<td>57.1</td>
<td>28.6</td>
<td>48.8</td>
</tr>
<tr>
<td>GT-BC (aligned with TACO)</td>
<td>94.6</td>
<td>99.4</td>
<td>98.7</td>
<td>98.2</td>
</tr>
</tbody>
</table>

Table 8.3: Alignment accuracy of each algorithm for all domains. TACO always outperforms CTC emphasising the importance of maximising the joint likelihood of task sequences and actions.

8.2.3 CTC Probabilistic Sub-Policy Training

While the naive extension of CTC (Section 4.4.1) trains sub-policies based on the a single alignment by taking the arg max of the forward variables $\alpha_t(l)$ for every time-step, this paragraph addresses the possible probabilistic assignment of active sub-policies.

To obtain the probabilistic weighting based optimisation objective in (8.1), we first define the probability distribution $p_t(l)$ at time-step $t$ over all sub-policies $l$ in a sketch based on the normalised CTC forward variables in (8.2). However, as the ground-truth targets in the trajectory $\rho$ only exist for the regular actions, we first compute the stop action probability targets based on the CTC forward variables.

\[
\theta_{k=1,...,K}^* = \arg \max_{\theta_k} \mathbb{E}_{p_t}[\sum_{t=1}^T \sum_{l=1}^L \log p_t(l) \pi_{\theta_k}(a_t^+|s_t)] \\
\text{where } p_t(l) = \frac{\alpha_t(l)}{\sum_{l'=1}^L \alpha_t(l')}. \tag{8.1}
\]
To determine probabilistic targets for the stop actions, we associate the edges in Figure 8.7 between nodes of the same or subsequent sub-policies respectively with $\bar{a}_{\text{stop}}$ and $a_{\text{stop}}$. For $l = 1$, nodes depend only on a single relevant edge from the same sub-policy at the previous time-step, while for all nodes with $l > 1$ we take into account edges from the same sub-policy and the previous sub-policy at the previous time-step.

\[
p_{t+1}(1) = p_t(1) \cdot \pi_l(\bar{a}_{\text{stop}}|s_{t+1}) \tag{8.3}
\]
\[
p_{t+1}(l + 1) = p_t(l + 1) \cdot \pi_{l+1}(\bar{a}_{\text{stop}}|s_{t+1}) + p_t(l) \cdot \pi_l(a_{\text{stop}}|s_{t+1}) \tag{8.4}
\]
\[
\pi_l(a_{\text{stop}}|s_t) = 1 - \pi_l(\bar{a}_{\text{stop}}|s_t) \tag{8.5}
\]

Based on (8.3), (8.4) and (8.5), we can derive the targets in (8.6) for $t = 1, \ldots, T - 1$. Starting with the targets for $l = 1$ we can compute the targets for $l + 1$ based on the targets for $l$ and the forward variables $\alpha_t(l)$.

\[
\pi_l(\bar{a}_{\text{stop}}|s_{t+1}) \begin{cases} 
\frac{p_t(l)}{p_{t+1}(l)} & \text{if } l = 1, \\
\frac{p_{t+1}(l+1)}{p_t(l+1)} - \frac{p_t(l) \cdot (1 - \pi_l(\bar{a}_{\text{stop}}|s_{t+1}))}{p_t(l+1)} & \text{if } l > 1.
\end{cases} \tag{8.6}
\]
8.3 Chapter 5 Additional Details

8.3.1 Method

Training Regime

In this section, we algorithmically describe our training setup. We relate each training phase to the principle equations introduced in Chapter 5, but note that Section 8.3.1 outlines a more detailed version of these equations that were actually used.

Algorithm 2 APES training regime

1: # Full training and transfer regime. For BC, gradients are prevented from flowing from \( \pi_0 \) to \( \pi \). In practice \( \pi_0 = \{ \pi_i \}_{i \in \{0,...,N\}} \), multiple trained priors. During transfer, \( \pi_H \), is reinitialised.

2: # Behavioural Cloning

3: Initialise: policy \( \pi \), prior \( \pi_0 \), replay \( R_{bc} \), DAGGER rate \( r \), environment \( env \)

4: for Number of BC training steps do

5: \( R_{bc}, env \leftarrow \text{collect}(\pi, R_{bc}, env, True, r) \)

6: \( \pi, \pi_0 \leftarrow \text{BC_update}(\pi, \pi_0, R_{bc}) \) # Eq. 5.4

7: end for

9: # Reinforcement Learning

10: Initialise: high level policy \( \pi^H \), critics \( Q_k \in \{1,2\} \), replay \( R_{rl} \), transfer environment \( env_t \)

11: for Number of RL training steps do

12: \( R_{rl}, env_t \leftarrow \text{collect}(\pi, R_{rl}, env_t) \)

13: \( \pi^H \leftarrow \text{RL_policy_update}(\pi, \pi_0, R_{rl}) \) # Eq. 5.5

14: \( Q_k \leftarrow \text{RL_critic_update}(Q_k, \pi, R_{rl}) \) # Eq. 8.11

15: end for

Algorithm 3 collect

1: # Collects experience from either \( \pi_i \) or \( \pi_e \), applying DAGGER at a given rate if instructed, and updates \( R_{j} \), \( env \) accordingly.

2: function \( \text{COLLECT}(\pi_i, R_{j}, env, dag=False, r=1) \)

3: \( x \leftarrow env.observation() \)

4: \( \pi_e \leftarrow env.expert() \)

5: \( a_i \leftarrow \pi_i(x) \)

6: \( a_e \leftarrow \pi_e(x) \)

7: \( a \leftarrow \text{Bernoulli([a_i, a_e], [r, 1 - r])} \)

8: \( x', r_k, env \leftarrow env.step(a) \)

9: if dag then

10: \( a_f \leftarrow a_e \)

11: else

12: \( a_f \leftarrow a_i \)

13: end if

14: \( R_{j} \leftarrow R_{j}.update(x, a_f, r_k, x') \)

15: return \( R_{j}, env \)

16: end function

Variational Behavioural Cloning and Reinforcement Learning

Behavioural Cloning (BC) and KL-Regularised RL, when considered from the variational inference perspective, share many similarities. These similarities become even more apparent when dealing with hierarchical models. A particularly unifying choice of objective functions for BC and RL that fit with off-policy, generative, hierarchical RL, desirable for sample efficiency, are:

\[
O_{bc}(\pi, \{\pi_i\}_{i \in I}) = -\sum_{i \in I} D_{KL}(\pi(\tau) \| \pi_i(\tau)), \quad O_{rl}(\pi, \{\pi_i\}_{i \in I}) = E_{\pi}(\tau)[R(\tau)] + O_{bc}(\pi, \{\pi_i\}_{i \in I}) \quad (8.7)
\]
For hierarchical policies, the KL terms are not easily evaluable. $D_{KL}(\pi(\tau) \parallel \pi_i(\tau)) \leq \sum_t \mathbb{E}_{\pi(\tau)} \left[ D_{KL}(\pi^H(z_i | x_k) \parallel \pi_i^H(z_i | x_k)) + \mathbb{E}_{\pi^u(z_i | x_k)} \left[ D_{KL}(\pi^L(a_i | x_k, z_i) \parallel \pi_i^L(a_i | x_k, z_i)) \right] \right] ^1$ is a commonly chosen upper bound\[162\]. If sharing modules, e.g. $\pi_i^L = \pi_i^L$, or using non-hierarchical networks, this bound can be simplified (removing the second or first terms respectively). To make both Equation (8.7) amendable to off-policy training (experience from $\{\pi_e, \pi_b\}$, for BC/RL respectively; $\pi_b$ representing behavioural policy), we introduce importance weighting (IW), removing off-policy bias at the expense of higher variance. Combining all the above with additional individual term weighting hyperparameters, $\{\beta_i^\pi, \beta_i^a\}$, we obtain:

$$
\tilde{D}_{KL}^{(\tau)}(\pi(\tau) \parallel \pi_i(\tau)) := \mathbb{E}_{q(\tau)} \left[ \sum_t \nu ^q [t] \cdot (\beta_i^\pi \cdot C_{i,h}(z_i | x_k) + \beta_i^a \cdot \mathbb{E}_{\pi^u(z_i | x_k)} \left[ C_{i,l}(a_i | x_k, z_i) \right] ) \right]
$$

$$
\xi_i^n = \frac{\mathbb{E}_{\pi^u(z_i | x_k)} \left[ \pi^L(a_i | x_k, z_i, k) \right]}{n(a_i | x_k, t)}, \ \nu ^q = \begin{bmatrix} \xi_1^n & \xi_2^n & \ldots & \xi_N^n \end{bmatrix}, \ C_{\mu,e} (y) = \log \left( \frac{\pi_e(y)}{\pi_{\mu,e} (y)} \right)
$$

$$
-D_{KL}(\pi(\tau) \parallel \pi_e(\tau)) \geq - \sum_{i \in \{0,u,e\}} \tilde{D}_{KL}^{(\tau)}(\pi(\tau) \parallel \pi_i(\tau)) \quad (8.8)
$$

$$
\mathbb{E}_{p(\mathcal{X})} \left[ \log (O = 1 | \tau, k) \right] \geq \mathbb{E}_{\pi_b(\tau)} \left[ \sum_t \nu ^{\pi_b} [t] \cdot r_k(x_t, a_t) \right] - \sum_{i \in \{0,u\}} \tilde{D}_{KL}^{(\tau)}(\pi(\tau) \parallel \pi_i(\tau)) \quad (8.9)
$$

Where $\tilde{D}_{KL}^{(\tau)}(\pi(\tau) \parallel \pi_i(\tau))$ (for $\{\beta_i^\pi, \beta_i^a\} = 1$) is an unbiased estimate for the aforementioned upper bound, using $q$’s experience. $\xi_i^n$ is the IW for time-step $i$, between $\pi$ and arbitrary policy $n$. $\nu ^q [t]$ is the $t^{th}$ element of $\nu ^q$; the cumulative IW product at time-step $t$. Equations (8.8) and (8.9) are the BC/RL lower bounds used for policy gradients. See Section 8.3.2 for a derivation, and necessary

---

\[1\] For proof refer to Section 8.3.2
conditions, of these bounds. For BC, this bounds the KL-divergence between hierarchical and expert policies, $\pi, \pi_e$. For RL, this bounds the expected optimality, for the learnt prior policy, $\pi_0$. Intuitively, maximising this particular bound, maximises return for both policy and prior, whilst minimising the disparity between them. Regularising against an uninformative prior, $\pi_u$, encourages highly-entropic policies, further aiding at exploration and stabilising learning[61].

In RL, IWs are commonly ignored[84;3;46], thereby considering each sample equally important. This is also convenient for BC, as IWs require the expert probability distribution: not usually provided. We did not observe benefits of using them and therefore ignore them too. We employ module sharing ($\pi_i^L = \pi^L$; unless stated otherwise), and freeze certain modules during distinct phases, and thus never employ more than 2 hyperparameters, $\beta$, at any given time, simplifying the hyperparameter optimisation. These weights balance an exploration/exploitation trade-off. We use a categorical latent space, explicitly marginalising over latents, rather than using sampling approximations[63]. For BC, we train for 1 epoch (referring to training, in the expectation, once per sample in the replay buffer).

**Critic Learning**

The lower bound presented in Equation (8.9) is non-differentiable due to rewards being sampled from the environment. Therefore, as is common in the RL literature[96;84], we approximate the return of policy $\pi$ with a critic, $Q$. To be sample efficient, we train in an off-policy manner with TD-learning[155] using the Retrace algorithm[98] to provide a low-variance, low-bias, policy evaluation operator:

$$Q_{ret}^i := Q'(x_i, a_i, k) + \sum_{j=t}^{\infty} \varepsilon'_j \left[ r_k(x_j, a_j) + \mathbb{E}_{\pi^H(a|x_j+1, k)} \left[ Q'(x_{j+1}, a', k) - Q(x_j, a_j, k) \right] \right]$$

(8.10)

$$L(Q) = \mathbb{E}_{\rho(x')} \left[ \left( Q(x_i, a_i, k) - \arg\min_{Q_{ret}^i} (Q_{ret}^i) \right)^2 \right]$$

$$\varepsilon'_j = \gamma^{j-t} \prod_{i=t+1}^{j} \zeta^b_i$$

(8.11)

Where $Q_{ret}^i$ represents the policy return evaluated via Retrace. $Q'$ is the target Q-network, commonly used to stabilise critic learning[96], and is updated periodically with the current Q values. IWs are not ignored here, and are clipped between $[0, 1]$ to prevent exploding gradients[98]. To further reduce bias and overestimates of our target, $Q_{ret}^i$, we apply the double Q-learning trick[54], and concurrently learn two target Q-networks, $Q'$. Our critic is trained to minimise the loss in Equation (8.11), which
regularises the critic against the minimum of the two targets produced by both target networks.

### 8.3.2 Theory and Derivations

In this section, we provide proofs for the theory introduced in Chapter 5 and Section 8.3.1.

**Theorem 1**

**Theorem 1.** *The more random variables a network depends on, the larger the covariate shift (input distributional shift, here represented by KL-divergence) encountered across sequential tasks. That is, for distributions* $p, q$

\[
D_{KL}(p(b) \parallel q(b)) \geq D_{KL}(p(c) \parallel q(c))
\]

*with* $b = (b_0, b_1, \ldots, b_n)$ and $c \subset b$.

**Proof**

\[
D_{KL}(p(b) \parallel q(b)) = \mathbb{E}_{p(b)} \left[ \log \left( \frac{p(b)}{q(b)} \right) \right] = \mathbb{E}_{p(d|c) \cdot p(c)} \left[ \log \left( \frac{p(d|c) \cdot p(c)}{q(d|c) \cdot q(c)} \right) \right] \quad \text{with} \quad d \in b \oplus c
\]

\[
= \mathbb{E}_{p(c)} \left[ \mathbb{E}_{p(d|c)} [1] \cdot \log \left( \frac{p(c)}{q(c)} \right) \right] + \mathbb{E}_{p(c)} \left[ \mathbb{E}_{p(d|c)} \left[ \log \left( \frac{p(d|c)}{q(d|c)} \right) \right] \right]
\]

\[
= D_{KL}(p(c) \parallel q(c)) + \mathbb{E}_{p(c)} \left[ D_{KL}(p(d|c) \parallel q(d|c)) \right]
\]

\[
\geq D_{KL}(p(c) \parallel q(c)) \quad \text{given} \quad \mathbb{E}_{p(c)} \left[ D_{KL}(p(d|c) \parallel q(d|c)) \right] \geq 0
\]

**Theorem 2**

**Theorem 2.** *The more random variables a network depends on, the greater its ability to distil knowledge in the expectation (output distributional shift between network and target distribution, here represented by the expected KL-divergence). That is, for target distribution* $p$ and network $q$ with outputs $a$ and possible inputs $b, c, d$, such that $b = (b_0, b_1, \ldots, b_n)$ and $d \subset c \subset b$

\[
\mathbb{E}_{q(e|d)} \left[ D_{KL}(p(a|b) \parallel q(a|c)) \right] \leq D_{KL}(p(a|b) \parallel q(a|d)) \quad \text{with} \quad e \in d \oplus c
\]
Proof

\[ D_{KL}(p(a|b) \parallel q(a|d)) = \mathbb{E}_{p(a|b)} \left[ \log \left( \frac{p(a|b)}{q(a|d)} \right) \right] \]

\[ = \mathbb{E}_{p(a|b)} \left[ \log p(a|b) - \log \mathbb{E}_{q(e|d)} [q(a|c)] \right] \quad \text{with} \quad e \in d \oplus c \]

\[ \geq \mathbb{E}_{p(a|b), q(e|d)} \left[ \log \left( \frac{p(a|b)}{q(a|c)} \right) \right] \quad \text{given Jensen's Inequality} \]

\[ = \mathbb{E}_{q(e|d)} \left[ D_{KL}(p(a|b) \parallel q(a|c)) \right] \]

Hierarchical KL-Divergence Upper Bound

Most of the following proofs ignore multi-task setting. Multi-task extensions are trivial.

Upper Bound

\[ D_{KL}(\pi(\tau) \parallel \pi_t(\tau)) \leq \sum_t \mathbb{E}_{\pi(\tau)} \left[ D_{KL} (\pi^H(z_t|x_t) \parallel \pi_t^H(z_t|x_t)) \right] + \mathbb{E}_{\pi^H(z_t|x_t)} \left[ D_{KL} (\pi^L(a_t|x_t,z_t) \parallel \pi_t^L(a_t|x_t,z_t)) \right] \]

Proof

\[ D_{KL}(\pi(\tau) \parallel \pi_t(\tau)) = \mathbb{E}_{\pi(\tau)} \left[ \log \left( \frac{\pi(\tau)}{\pi_t(\tau)} \right) \right] \]

\[ = \mathbb{E}_{\pi(\tau)} \left[ \log \left( \frac{p(s_0) \cdot \prod_t p(s_{t+1}|x_t,a_t) \cdot \pi(a_t|x_t)}{p(s_0) \cdot \prod_t p(s_{t+1}|x_t,a_t) \cdot \pi_t(a_t|x_t)} \right) \right] \]

\[ = \mathbb{E}_{\pi(\tau)} \left[ \log \left( \prod_t \frac{\pi(a_t|x_t)}{\pi_t(a_t|x_t)} \right) \right] \]

\[ = \sum_t \mathbb{E}_{\pi(\tau)} \left[ D_{KL}(\pi(a_t|x_t) \parallel \pi_t(a_t|x_t)) \right] \]

\[ \leq \sum_t \mathbb{E}_{\pi(\tau)} \left[ D_{KL}(\pi(a_t|x_t) \parallel \pi_t(a_t|x_t)) + \right. \]

\[ \mathbb{E}_{\pi(a_t|x_t)} \left[ D_{KL}(\pi(z_t|x_t,a_t) \parallel \pi(z_t|x_t,a_t)) \right] \]

\[ = \sum_t \mathbb{E}_{\pi(\tau)} \left[ \mathbb{E}_{\pi(a_t,x_t)} \left[ \log \left( \frac{\pi(a_t|x_t)}{\pi_t(a_t|x_t)} \right) + \log \left( \frac{\pi(z_t|x_t,a_t)}{\pi_t(z_t|x_t,a_t)} \right) \right] \right] \]

\[ = \mathbb{E}_{\pi(\tau)} \left[ D_{KL}(\pi(a_t,z_t|x_t) \parallel \pi_t(a_t,z_t|x_t)) \right] \]

\[ = \sum_t \mathbb{E}_{\pi(\tau)} \left[ D_{KL}(\pi^H(z_t|x_t) \parallel \pi_t^H(z_t|x_t)) \right] \]

\[ + \mathbb{E}_{\pi^H(z_t|x_t)} \left[ D_{KL}(\pi^L(a_t|x_t,z_t) \parallel \pi_t^L(a_t|x_t,z_t)) \right] \]
8.3. CHAPTER 5 ADDITIONAL DETAILS

Policy Gradient Lower Bounds

Importance Weights Derivation

\[
\hat{D}_{KL}^q(\pi(\tau)||\pi_\tau(\tau)) \leq ub(D_{KL}(\pi(\tau) || \pi_\tau(\tau)))
\]

(8.18)

For \(\beta_\tau^z, \beta_\tau^a = 1\), where \(ub(D_{KL}(\pi(\tau) || \pi_\tau(\tau)))\) corresponds to the hierarchical upper bound introduced in Section 8.3.1.

Proof

\[
ub(D_{KL}(\pi(\tau) || \pi_\tau(\tau))) = \sum_{i} E_{\pi(\tau)} \left[ D_{KL}(\pi^H(\mathbf{z}_i|\mathbf{x}_i) || \pi^H_\tau(\mathbf{z}_i|\mathbf{x}_i)) \right]
+ \sum_{i} E_{\pi^H(\mathbf{z}_i|\mathbf{x}_i)} \left[ D_{KL}(\pi^H(\mathbf{a}_i|\mathbf{x}_i, \mathbf{z}_i) || \pi^H_\tau(\mathbf{a}_i|\mathbf{x}_i, \mathbf{z}_i)) \right]
\]

(8.19)

Behavioural Cloning Upper Bound

\[-D_{KL}(\pi(\tau)||\pi_\tau(\tau)) \geq - \sum_{i \in \{0,u,e\}} \hat{D}_{KL}^q(\pi(\tau)||\pi_\tau(\tau))\]

(8.20)

for \(\beta_\tau^z, \beta_\tau^a \geq 1\)

Proof

\[
D_{KL}(\pi(\tau) || \pi_\tau(\tau)) \leq \sum_{i \in \{0,u,e\}} D_{KL}(\pi(\tau) || \pi_\tau(\tau))
\leq \sum_{i \in \{0,u,e\}} ub(D_{KL}(\pi(\tau) || \pi_\tau(\tau)))
\leq \sum_{i \in \{0,u,e\}} \hat{D}_{KL}^q(\pi(\tau)||\pi_\tau(\tau)) \quad \text{for \(\beta_\tau^z, \beta_\tau^a = 1\)}
\]

(8.21)

\[
\leq \sum_{i \in \{0,u,e\}} \hat{D}_{KL}^q(\pi(\tau)||\pi_\tau(\tau)) \quad \text{for \(\beta_\tau^z, \beta_\tau^a \geq 1\)}
\]

The last line holds as each weighted term in \(\hat{D}_{KL}^q(\pi(\tau)||\pi_\tau(\tau))\) are positive.
Reinforcement Learning Upper Bound

\[
\mathbb{E}_{p(\mathcal{X}) \mid \pi_0} \left[ \log (O = 1 \mid \tau, k) \right] \geq \mathbb{E}_{\pi_0(\tau)} \left[ \sum_t v_{\pi_0}^t \cdot r_k(x_t, a_t) \right] - \sum_{i \in \{0, u\}} \bar{D}^{\pi_0(\tau)}_{\text{KL}} (\pi(\tau) \mid \mid \pi_i(\tau))
\]

for \( \beta_i^z, \beta_i^a \geq 1 \) and \( r_k < 0 \)

Proof

\[
\mathbb{E}_{p(\mathcal{X}) \mid \pi_0} \left[ \log (O = 1 \mid \tau, k) \right] \geq \mathbb{E}_{\pi_0(\tau)} \left[ \sum_t v_{\pi_0}^t \cdot r_k(x_t, a_t) \right] - D_{\text{KL}} (\pi(\tau) \mid \mid \pi_i(\tau))
\]

\[
\geq \mathbb{E}_{\pi_0(\tau)} \left[ \sum_t v_{\pi_0}^t \cdot r_k(x_t, a_t) \right] - \bar{D}^{\pi_0(\tau)}_{\text{KL}} (\pi(\tau) \mid \mid \pi_i(\tau)), \text{ for } \beta_i^z, \beta_i^a = 1
\]

\[
\geq \mathbb{E}_{\pi_0(\tau)} \left[ \sum_t v_{\pi_0}^t \cdot r_k(x_t, a_t) \right] - \bar{D}^{\pi_0(\tau)}_{\text{KL}} (\pi(\tau) \mid \mid \pi_i(\tau)), \text{ for } \beta_i^z, \beta_i^a \geq 1
\]

\[
\geq \mathbb{E}_{\pi_0(\tau)} \left[ \sum_t v_{\pi_0}^t \cdot r_k(x_t, a_t) \right] - \sum_{i \in \{0, u\}} \bar{D}^{\pi_0(\tau)}_{\text{KL}} (\pi(\tau) \mid \mid \pi_i(\tau)), \text{ for } \beta_i^z, \beta_i^a \geq 1
\]

for \( \beta_i^z, \beta_i^a \geq 1 \)

(8.23)

Refer to Abdolmaleki et al.\[3\] for line 1 proof. The final 2 lines hold due as \( \text{KL}(. \mid \mid .) \geq 0 \).

8.3.3 Environments

We continue by covering each environment setup in detail.

CorridorMaze

Intuitively, the agent starts at the intersection of corridors, at the origin, and must traverse corridors, aligned with each dimension of the state-space, in a given ordering. This requires the agent to reach the end of the corridor (which we call half-corridor cycle), and return back to the origin, before the corridor is considered complete.

The environment is defined by: \( s \in \{0, l\}^c \), \( p(s_0) = 0^c \), \( k = \text{one-hot task encoding} \), \( a \in [0, 1] \), \( r_k^\text{semi-sparse}(x_t, a_t) = 1 \) if agent has correctly completed the entire or half-corridor cycle, else 0, \( r_k^\text{sparse}(x_t, a_t) = 1 \) if task complete, else 0. Task is considered complete when a desired ordering of corridors have been traversed. \( c = 5 \) represents the number of corridors in our experiments. \( l = 6 \), the lengths of each corridor. States transition according to deterministic transition function \( s_{t+1} = f(s_t, a_t) \). \( j_t \) corresponds to the index of the current corridor that the agent is in (i.e. \( j_t = 0 \)}
if the agent is in corridor 0 at timestep \( t \). \( s^i \) corresponds to the \( i^{th} \) dimension of the state. States transition incrementally or decrementally down a corridor, and given state dimension \( s^i \), if actions fall into corresponding transition action bins \( \psi_{inc}, \psi_{dec} \). We define the transition function as:

\[
f(s^j_t, a_t) = \begin{cases} 
  s^j_t + 1, & \text{if } \psi_{inc}^w(a_t, j_t) \\
  s^j_t - 1, & \text{elif } \psi_{dec}^w(a_t, j_t) \\
  0, & \text{otherwise}
\end{cases}
\]  

(8.24)

\( \psi_{inc}^w(a_t, j) = \text{bool}(a_t \text{ in } [j/c, (j + 0.5 \cdot w)/c]) \), \( \psi_{dec}^w(a_t, j) = \text{bool}(a_t \text{ in } [j/c, (2 \cdot j - 0.5 \cdot w)/c]) \). The smaller the \( w \) parameter, the narrower the distribution of actions that lead to transitions. As such, \( w \), together with \( r_k \), control the exploration difficulty of task \( k \). We set \( w = 0.9 \). We constrain the state transitions to not transition outside of the corridor boundaries. Furthermore, if the agent is at the origin, \( s = 0^c \) (at the intersection of corridors), then the transition function is ran for all values of \( j_t \), thereby allowing the agent to transition into any corridor.

**Stack**

This domain is adapted from the well known gym robotics FetchPickAndPlace-v0 environment\[118\]. The following modifications were made: 1) 3 additional blocks were introduced, with different colours, and a goal pad, 2) object spawn locations were not randomized and were instantiated equidistantly around the goal pad, see Figure 5.2, 3) the number of substeps was increased from 20 to 60, as this reduced episodic lengths, 4) a transparent hollow rectangular tube was placed around the goal pad, to simplify the stacking task and prevent stacked objects from collapsing due to structural instabilities, 5) the arm was always spawned over the goal pad, see figure Figure 5.2, 6) the state space corresponded to gripper position and grasp state, as well as the object positions and relative positions with respect to the arm. Velocities were omitted as access to such information may not be realistic for real robotic systems. \( k = \text{one-hot task encoding}, r_k^{\text{sparse}}(x_t, a_t) = 1 \text{ if correct object has been placed on stack in correct ordering} \) else \( 0 \).

### 8.3.4 Experimental Setup

We provide the reader with the experimental setup for all training regimes and environments below. We build off the softlearning code base\[46\]. Algorithmic details not mentioned in the following sec-
Table 8.4: Feedforward Module, $\pi^{(H,L)}_{(0)}$

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>hidden layers</td>
<td>(512, 512)</td>
</tr>
<tr>
<td>hidden layer activation</td>
<td>relu</td>
</tr>
<tr>
<td>output activation</td>
<td>linear</td>
</tr>
</tbody>
</table>

...tions are omitted as are kept constant with the original code base. For all experiments, we sample batch size number of entire episodes of experience during training.

Model Architectures

We continue by outlining the shared model architectures across domains and experiments. Each policy network (e.g. $\pi^H, \pi^L, \pi^H_0, \pi^L_0$) is comprised of a feedforward module outlined in Table 8.4. The softlearning repository that we build off\cite{46}, applies tanh activation over network outputs, where appropriate, to match the predefined outpute ranges of any given module. The critic is also comprised of the same feedforward module, but is not hierarchical. To handle historical inputs, we tile the inputs and flatten, to become one large input 1-dimensional array. We ensure the input always remains of fixed size by appropriately left padding zeros. For $\pi^H, \pi^H_0$ we use a categorical latent space of size 10. We found this dimensionality sufficed for expressing the diverse behaviours exhibited in our domains. Table 8.5 describes the setup for all the experiments, including inputs to each module, level over which KL-regularisation occurs ($z$ or $a$), which modules are shared (e.g. $\pi^L$ and $\pi^L_0$), and which modules are reused across sequential tasks. For the covariate shift designed experiments in Table 5.1b, we additionally reuse $\pi^H$ (or $\pi^L$ for RecSAC) across domains, and whose input is $x$. For all the experiments, any reused modules are not given access to task-dependent information, namely task-id ($k$) and exteroceptive information (cube locations for Stack domain). This design choice ensures reused modules generalise across task instances.

Behavioural Cloning

For the BC setup, we use a deterministic, noisy, expert controller to create experience to learn off. We apply DAGGER\cite{129} during data collection and training of policy $\pi$ as we found this aided at achieving a high success rate at the BC tasks. Our DAGGER setup intermittently during data collection, with a predefined rate, samples an action from $\pi$ instead of $\pi_e$, but still saves BC target action $a_t$ as the one that would have been taken by the expert for $x_t$. This setup helps mitigate covariate shift...
Table 8.5: Full experimental setup. Describes inputs to each module, level over which KL-
regularisation occurs, which modules are shared and reused across training and transfer tasks.

<table>
<thead>
<tr>
<th>Name</th>
<th>$\pi_0^H$</th>
<th>$\pi_0^L$</th>
<th>$\pi^L$</th>
<th>$\pi^H$</th>
<th>KL level</th>
<th>$\pi^H = \pi_0^L$</th>
<th>reused modules</th>
</tr>
</thead>
<tbody>
<tr>
<td>APES-H20</td>
<td>$x_{t-20}$</td>
<td>$s_t$</td>
<td>$s_t$</td>
<td>$x_k$</td>
<td>$z$</td>
<td>✓</td>
<td>$\pi_0^H, \pi_0^L, \pi^L$</td>
</tr>
<tr>
<td>APES-H10</td>
<td>$x_{t-10}$</td>
<td>$s_t$</td>
<td>$s_t$</td>
<td>$x_k$</td>
<td>$z$</td>
<td>✓</td>
<td>$\pi_0^H, \pi_0^L, \pi^L$</td>
</tr>
<tr>
<td>APES-H1</td>
<td>$x_{t-1}$</td>
<td>$s_t$</td>
<td>$s_t$</td>
<td>$x_k$</td>
<td>$z$</td>
<td>✓</td>
<td>$\pi_0^H, \pi_0^L, \pi^L$</td>
</tr>
<tr>
<td>APES-S</td>
<td>$s_t$</td>
<td>$s_t$</td>
<td>$s_t$</td>
<td>$x_k$</td>
<td>$z$</td>
<td>✓</td>
<td>$\pi_0^H, \pi_0^L, \pi^L$</td>
</tr>
<tr>
<td>APES-no_prior</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\pi^L$</td>
</tr>
<tr>
<td>Hier-RecSAC</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\pi_0^H, \pi_0^L$</td>
</tr>
<tr>
<td>RecSAC</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\pi_0^L$</td>
</tr>
<tr>
<td>APES-H1-KL-a</td>
<td>$x_{t-1}$</td>
<td>$s_t$</td>
<td>$s_t$</td>
<td>$x_k$</td>
<td>$a$</td>
<td>✗</td>
<td>$\pi_0^L$</td>
</tr>
<tr>
<td>APES-H1-flat</td>
<td>$x_{t-1}$</td>
<td>$s_t$</td>
<td>$x_k$</td>
<td>$a$</td>
<td></td>
<td></td>
<td>$\pi_0^L$</td>
</tr>
</tbody>
</table>

during training, between policy and expert. Noise levels were chosen to be small enough so that the
expert still succeeded at the task. We trained our policies for one epoch (once over each collected data
sample in the expectation). It may be possible to be more sample efficient, by increasing the ratio of
gradient steps to data collection, but we did not explore this direction. The interplay we use between
data collection and training over the collected experience, is akin to the RL paradigm. We build off
the softlearning code base\[46\], so please refer to it for details regarding this interplay.

Table 8.6: Full Training Setup

(a) Behavioural Cloning Setup

<table>
<thead>
<tr>
<th>Environment</th>
<th>CorridorMaze</th>
<th>Stack</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi(i)$ learning rate</td>
<td>$3e^{-4}$</td>
<td>$3e^{-4}$</td>
</tr>
<tr>
<td>$z$ categorical size</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$\pi_0^H$ history depth</td>
<td>24</td>
<td>5</td>
</tr>
<tr>
<td>$\beta_z^a$</td>
<td>$1e^{-3}$</td>
<td>$1e^{-3}$</td>
</tr>
<tr>
<td>$\beta_a^a$</td>
<td>$1e^{-2}$</td>
<td>$1e^{-2}$</td>
</tr>
<tr>
<td>$\beta_a^z$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\beta_0^a$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\beta_0^z$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>DAGGER rate</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>batch size</td>
<td>128</td>
<td>128</td>
</tr>
<tr>
<td>episodic length</td>
<td>24</td>
<td>35</td>
</tr>
</tbody>
</table>

(b) Reinforcement Learning Setup

<table>
<thead>
<tr>
<th>Environment</th>
<th>CorridorMaze</th>
<th>Stack</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reward Type</td>
<td>sparse</td>
<td>semi-sparse</td>
</tr>
<tr>
<td>Transfer task</td>
<td>2 corridor</td>
<td>4 corridor</td>
</tr>
<tr>
<td>$Q$ learning rate</td>
<td>$3e^{-5}$</td>
<td>$3e^{-5}$</td>
</tr>
<tr>
<td>$\pi$ learning rate</td>
<td>$3e^{-4}$</td>
<td>$3e^{-4}$</td>
</tr>
<tr>
<td>$\beta_0^z/a$</td>
<td>$1e^{-1}$</td>
<td>$1e^{-2}$</td>
</tr>
<tr>
<td>$\beta_0^a/a$</td>
<td>$1e^{-2}$</td>
<td>0</td>
</tr>
<tr>
<td>$Q$ update rate</td>
<td>$6e^{-4}$</td>
<td>$6e^{-4}$</td>
</tr>
<tr>
<td>Retrace $\lambda$</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>batch size</td>
<td>128</td>
<td>128</td>
</tr>
<tr>
<td>episodic length</td>
<td>30</td>
<td>60</td>
</tr>
</tbody>
</table>

Refer to Table 8.6a for BC algorithmic details. It is important to note here that, although we report
five $\beta$ hyper-parameter values, there are only two degrees of freedom. As we stop gradients flowing
from $\pi_0$ to $\pi$, choice of $\beta_0^z$ is unimportant (as long as it is not 0) as it does not influence the interplay
between gradients from individual loss terms. We set these values to 1. $\beta_0^a$’s absolute value is also
unimportant, and only its relative value compared to $\beta_z^a$ and $\beta_a^a$ matters. We also set $\beta_0^a$ to 1. For the
remaining two hyper-parameters, $\beta_z^a, \beta_a^a$, we performed a hyper-parameter sweep over three orders
of magnitude, three values across each dimension, to obtain the reported optimal values. In practice
\( \pi_0 = \{ \pi_i \}_{i \in \{0, \ldots, N\}} \), multiple trained priors each sharing the same \( \beta_0 \) hyper-parameters. Four seeds were ran, as for all experiments reported. We observed very small variation in learning across the
seeds, and used the best performing seed to bootstrap learning off for all latter experiments. We
separately also performed a hyper-parameter sweep over \( \pi \) learning rate, in the same way as before.
We did not perform a sweep for batch size. We found for both BC and RL setups, that conditioning on
entire history for \( \pi^H \) was not always necessary, and sometimes hurt performance. We report history
lengths for \( \pi^H \) for BC in Table 8.6a. This value was also used for \( \pi^H \) and \( Q \) for the RL setup.

We prevent gradient flow from \( \pi_0 \) to \( \pi \), to ensure as fair a comparison between ablations as possible:
each prior distils knowledge from the same, high performing, policy \( \pi \) and dataset. If we simultane-
ously trained multiple \( \pi \) and \( \pi_0 \) pairs (for each distinct prior), it is possible that different learnt priors
would influence the quality of each policy \( \pi \) which knowledge is distilled off. In this analysis, we
are not interested in investigating how priors affect \( \pi \) during BC, but instead how priors influence
what knowledge can be distilled and transferred. We observed prior KL-distillation loss convergence
across tasks and seeds, ensuring a fair comparison.

**Reinforcement Learning**

During this stage of training we freeze the prior and low-level policy (if applicable, depending on
the ablation). In general, any reused modules across sequential tasks are frozen (apart from \( \pi^H \) for
the covariate shift experiments in Table 5.1b). Any modules that are not shared (such as \( \pi^H \) for
most experiments) are initialised randomly across tasks. The RL setup is akin to the softlearning
repository\(^{[46]} \) that we build off. We note any changes in Table 8.6b. We regularise against the latent
or action level, depending on the ablation, whether or not our models are hierarchical, share low level
policies, or use pre-trained modules (low-level policy and prior). Therefore, we only ever regularise
against, at most, two \( \beta \) hyper-parameters. Hyper-parameter sweeps are performed in the same way as
in the BC experiments. We did not sweep over *Retrace* \( \lambda \), *batch size*, or *episodic length*. For Retrace,
we clip the importance weights between \([0, 1]\), like in the original paper\(^{[98]} \), and perform \( \lambda \) returns
rather than n-step. We found the Retrace operator important for sample-efficient learning.
8.3.5 Final Policy Rollouts and Analysis

In this section, we show final policy performance (in terms of episodic rollouts) for the most performant method, APES-H1, across each transfer domain. We additionally display the categorical probability distributions for $\pi^H(x_k)$ and $\pi^H_0(F(x_k))$ across each rollout to analyse the behaviour of each. $F(.)$ denotes the chosen information gating function for the prior. For CorridorMaze 2 and 4 corridor, seen in Figures 8.8a and 8.9, we see that the full method successfully solves each respective task, traversing the correct ordering of corridors. The categorical distributions for these domains remain relatively entropic. In general, latent categories cluster into those that lead the agent deeper down a corridor, and those that return the agent to the hallway. Policy and prior align their categorical distributions in general, as expected. Interestingly, however, the two categorical distributions deviate the most from each other at the hallway, the bottleneck state\[156\], where prior multimodality (for hierarchical $\pi_0$) exists most (e.g. which corridor to traverse next). In this setting, the policy needs to deviate from the multimodal prior, and traverse only the optimal next corridor. We also observe, for the hallway, that the prior allocates one category to each of the five corridors. Such behaviour would not be possible with a flat prior.

Figure 8.8b plots the same information for Stack 4 blocks. APES-H1 successfully solves the transfer task, stacking all blocks according to their masses. Similar categorical latent-space trends exist for this domain as the previous. Most noteworthy is the behaviour of both policy and prior at the bottleneck state, the location above the block stack, where blocks are placed. This location is visited five times within the episode: at the start $s_0$, and four more times upon each stacked block. Interestingly, for this state, the prior becomes increasingly less entropic upon each successive visit. This suggests that the prior has learnt that the number of feasible high-level actions (corresponding to which block to stack next), reduces upon each visit, as there remains fewer lighter blocks to stack. It is also interesting that for $s_0$, the red categorical value is more favoured than the rest. Here, the red categorical value corresponds to moving towards cube 0, the heaviest cube. This behaviour is as expected, as during BC, this cube was stacked first more often than the others, given its mass. For this domain, akin to CorridorMaze, the policy deviates most from the prior at the bottleneck state, as here it needs to behave deterministically (regrading which block to stack next).
(a) **CorridorMaze 2 corridor.** 10 final policy rollouts (episodes vertically, rollouts horizontally) for most performant method. Task: Blue -> Orange corridors. Policy distribution over categorical latent space for $\pi^H$ and $\pi_0^H$ plotted (between policy rollouts, denoted by $x_t$) as vertical histograms, with colour and width denoting category and probability. Colour here does not correlate to corridor.

(b) **Stack 4 blocks. Top** Policy rollouts for most performant method. Task: stack blocks in order 0 -> 1 -> 2 -> 3. **Bottom** policy distributions akin to Figure 8.8a. Horizontal dashed lines in bottom plots refer to current sub-task (block stack), vertically transitioning upon each completion.

Figure 8.8: Final transfer performance for most performant method. Tasks are solved. Displaying latent distribution for both policy and prior. For both domains, policy deviates most from prior at the bottleneck state (hallway/stacking zone, for CorridorMaze/Stack), where prior multimodality exists (e.g. which corridor/block to tackle next), but where determinism is required for the task at hand.

Figure 8.9: **CorridorMaze 4 corridor.** 10 final policy rollouts (episodes vertically, rollouts horizontally) for most performant method. Task: Blue -> Orange -> Green -> Red corridors. Policy distribution over categorical latent space for $\pi^H$ and $\pi_0^H$ plotted (between policy rollouts, denoted by $x_t$) as vertical histograms, with colour and width denoting category and probability.
8.4 Chapter 6 Additional Details

We provide the reader with experimental details required to reproduce the results in Chapter 6.

8.4.1 Architecture

Table 8.7: Feedforward Module, $\pi^{(C,L)}, \beta, \tilde{p}^T, Q$

<table>
<thead>
<tr>
<th>hidden layers</th>
<th>(256, 256)</th>
</tr>
</thead>
<tbody>
<tr>
<td>hidden layer activation</td>
<td>elu</td>
</tr>
<tr>
<td>output activation</td>
<td>linear</td>
</tr>
</tbody>
</table>

We continue by outlining the model architectures across domains and experiments. Each policy network ($\pi^C, \pi^L, \beta$) and the option-transition model $\tilde{p}^T$ are comprised of a feedforward module outlined in Table 8.7. $\pi^C$ then has a component layer of size 128 for each option. We apply a tanh or softmax activations over network outputs, where appropriate, to match the predefined output ranges of any given module. The critic, $Q$, is also a feedforward module. For $\pi^C$ we use a categorical latent space of size 4 (number of options). We find this dimensionality suffices for expressing the diverse behaviours in our domains. $\tilde{p}^T$ is also a gaussian mixture model with 4 heads. On the transfer experiments we freeze $\pi^L, \beta$ and train a newly instantiated $\pi^C$ to recompose prior skills. $\tilde{p}^T$ is not used during online transfer.

8.4.2 Offline Skill Discovery

Table 8.8: Offline Skill Discovery Setup

<table>
<thead>
<tr>
<th>Environment</th>
<th>Maze2D</th>
<th>AntMaze</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi^{(C,L)}, \beta$ learning rate</td>
<td>$3e^{-4}$</td>
<td>$3e^{-4}$</td>
</tr>
<tr>
<td>$\tilde{p}^T$ learning rate</td>
<td>$3e^{-4}$</td>
<td>$3e^{-4}$</td>
</tr>
<tr>
<td>number of options</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$\alpha$ predictability weight</td>
<td>1.0</td>
<td>0.2</td>
</tr>
<tr>
<td>$m \log(\tilde{p}^T)$ offset</td>
<td>13</td>
<td>103</td>
</tr>
<tr>
<td>batch size</td>
<td>256</td>
<td>128</td>
</tr>
<tr>
<td>sequence length</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

In Equation (6.5) we introduce MO2’s objective $O_{mo2}$ for discovering bottleneck options. In practice, we actually use the following slightly modified objective:
\[
\max_{\pi^L, \pi^C, \beta} O_{mo2}(\pi^L, \pi^C, \beta) = \mathbb{E}_{s_t, a_t, h_t \sim D, a \sim \pi^H(h_t), a \sim \pi^L(s_t, o), s_f \sim \tilde{p}^T(s_f | s_t, o, a)} \left[ \alpha \beta(s_f | h_t) \log(\tilde{p}^T(s_f | s_t, o, a) - m) + \log(\pi(a_t | o, h_t)) \right]
\] (8.25)

\(m\) and \(\alpha\) are hyperparameters. \(m\) is set to the maximum possible \(\tilde{p}^T(s_f | s_t, o, a)\) value and is a function of the minimum permitted covariance \(\Sigma\) of our model \(\tilde{p}^T\) (\(\sigma\) set to \(1e^{-3}\) for \(\Sigma = \sigma I\)). As such, \(m\) ensures \(O_{pred}\) is always negative, thus encouraging minimal switches that align with bottleneck states, as outlined in Figure 6.2. \(\alpha\) is set using grid search (specifically \([1e^{-1}, 2e^{-1}, 4e^{-1}, 6e^{-1}, 8e^{-1}, 1e^0}\]), and weighs the importance of the two objects \(O_{pred}\) and \(O_{bc}\). The offline data collected by behavioural policy, \(b(a | h)\), consists of tuples of experience in the form \((s_t, a_t)\).

We train the options framework \((\pi^L, \pi^C, \beta)\) and option-transition model \(\tilde{p}^T\) in parallel using Equation (8.25) and Equation (6.6) respectively. Algorithmic hyperparameter details are outlined in Table 8.8. We run four seeds. During transfer, we select the seed that traverses the maze deepest. We note, however, that there is minimal difference between each seed. Batch size refers to the number of independently sampled trajectory snippets from the offline dataset, each of length sequence length.

We sample these batches uniformly, according to Wulfmeier et al.\cite{177}. We run experiments until \(O_{mo2}\) convergence (\(1e^6\) gradients). For the baselines, \(HO2\) (offline), \(HO2-lim\) (offline), we set \(\alpha\) to zero, yet still train \(\tilde{p}^T\) for evaluation purposes. The other hyperparameters are kept constant. Finally, for \(HO2-lim\) (offline), we run a sweep over \(N\) (specifically \([1, 5, 10]\)), the number of permitted option switches, when training on Equation (17) from the Appendix of Wulfmeier et al.\cite{177}. We report results for \(N = 1\), as this is the experiment that achieves the lowest switch rate.

8.4.3 Online Transfer Learning

During this stage of training we freeze the option-policies \((\pi^L, \beta)\). The categorical option controller, \(\pi^C\) is initialised randomly on the transfer task (inline with Wulfmeier et al.\cite{177}) and is trained to reorder options to solve the task. We note that while some skill transfer approaches\cite{134, 115} note performance gains by additionally transferring \(\pi^C\), we did not observe this. The RL setup is akin to the CMPO\cite{102}. We note any changes in Table 8.9. Hyperparameter sweeps are performed for data collection to gradients ratio (data-grad ratio) (specifically \([5e^1, 5e^2, 5e^3]\)) for each method as we find
Table 8.9: Online Transfer Learning Setup

<table>
<thead>
<tr>
<th>Environment</th>
<th>Maze2D</th>
<th>AntMaze</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q$ learning rate</td>
<td>$1e^{-4}$</td>
<td>$1e^{-4}$</td>
</tr>
<tr>
<td>$\pi^C$ learning rate</td>
<td>$1e^{-4}$</td>
<td>$1e^{-4}$</td>
</tr>
<tr>
<td>number options</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\varepsilon_{KL}$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>data-grad ratio</td>
<td>5000</td>
<td>50</td>
</tr>
<tr>
<td>batch size</td>
<td>256</td>
<td>256</td>
</tr>
<tr>
<td>sequence length</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

this makes a significant difference. We report the most performant setting for each approach. For HO2-scratch, we train an HO2 agent from scratch, using the same architecture as the other methods, and use the default setting/hyperparameters in Wulfmeier et al.\cite{177}.

**MDP learning**

For this setup, the agent acts in the environment at the option-level. Learning occurs at the original MDP level, however. The following, per time-step, tuple of experiences are stored in the replay-buffer: $\{s_t, o_t, r_t, s_{t+1}\}$. We use these samples to train the critic and policy, using CMPO. We perform temporal-difference TD(0) learning\cite{155} for training the critic. Crucially, this occurs per time-step, at the original temporal resolution of the MDP. As such, the option’s temporal abstractions are not used to perform more efficient TD learning across long horizons.

**Semi-MDP learning**

For this setup, the agent acts in the environment at the option-level. Learning also occurs at the option-level (over the option-induced semi-MDP). The following tuple of experiences are stored in the replay-buffer: $\{s_t, o_t, g_t, s_{t+k}\}$, where $k$ is specified by the option’s sampled termination condition in the environment. $s_t$ represents the option’s $o_t$ initiation state, $s_{t+k}$ the termination state, and $g_t = \sum_{i=t}^{t+k} \gamma^{i-t} r_i$ the discounted cumulative rewards during its execution. We use these samples to train the critic and policy, using CMPO. We perform temporal-difference TD(0) learning\cite{155} for training the critic. Crucially, this occurs at the option-level, over the semi-MDP. As such, the option’s temporal abstractions are used to perform more efficient TD learning across long horizons.
8.4.4 Environments

In this section, we highlight the modifications made to the standard D4RL\textsuperscript{[35]} domains for our transfer learning experiments.

**Maze2D**

The original Maze2D transfer domain spawns the agent (at the start of the episode) uniformly across the maze whilst keeping the target goal location static. The agent is rewarded upon goal reaching. The agent sometimes spawns close to the goal, other times far away. As such, credit-assignment and exploration are not particularly problematic as the spawn locations provide a form of curriculum for learning values and exploring the environment across all starting locations in the maze. Therefore, this domain does not necessitate temporal-abstractions for acting and learning. To increase the difficulty, we modify the environment such that the agent always spawns at the furthest distance from the goal (with respect to steps required to reach target). Now, abstractions are more important for credit-assignment and exploration. Nevertheless, the state-action space for this domain is low dimensional, and the episodic horizon is not long, meaning the task is still not particularly sparse. Additionally, to keep with the modular task setting (as detailed in Section 6.1), we terminate the episode early when the goal is reached. Below we detail the maze layout for our setting:

// Modified Maze2D

// R = spawn location, G = goal location, 1 = walls, 0 = empty space

Maze2D = \[
\begin{bmatrix}
[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1], \\
[1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1], \\
[1, 0, 1, 1, 0, 1, 0, 1, 0, 1, 0, 1], \\
[1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1], \\
[1, 0, 1, 1, 1, 1, 0, 1, 1, 1, 0, 1], \\
[1, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 1], \\
[1, 1, 0, 1, 0, 1, 0, 1, 0, 1, 1, 1], \\
[1, R, 0, 1, 0, 0, 0, 1, 0, 0, G, 1], \\
[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1]
\end{bmatrix}
\]
AntMaze

For this domain, we experimentally find that reaching the original target location is tricky for all methods. While MO2 strongly outperforms all other approaches, its success rate is still low (within the allocated online training budget). We suspect this may be an issue with the number of offline trajectories reaching the goal location. All our methods discover skills by maximising the log-likelihood of offline data. If the goal is rarely reached offline, neither method will favour discovering skills that reach it. As such, we change the goal location to a slightly closer location, more representative of offline behaviours (which we visually inspected). We used the following maze layout:

// Modified AntMaze
// R = spawn location, G = goal location, 1 = walls, 0 = empty space

AntMaze = \[
\begin{bmatrix}
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1
\end{bmatrix},
\begin{bmatrix}
1, R, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1
\end{bmatrix},
\begin{bmatrix}
1, 0, 1, 1, 0, 1, 0, 1, 0, 1, 0, 1
\end{bmatrix},
\begin{bmatrix}
1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1
\end{bmatrix},
\begin{bmatrix}
1, 0, 1, 1, 1, 1, 0, 1, 1, 1, 0, 1
\end{bmatrix},
\begin{bmatrix}
1, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 1
\end{bmatrix},
\begin{bmatrix}
1, 1, 0, 1, 0, 1, 0, 1, 0, 1, 1, 1
\end{bmatrix},
\begin{bmatrix}
1, 0, 0, 1, 0, 0, G, 1, 0, 0, 0, 1
\end{bmatrix},
\begin{bmatrix}
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1
\end{bmatrix}
\]

8.4.5 Proofs and Discussions

We continue by highlighting why MO2’s objective leads to bottleneck state discovery. We provide proofs coupled with explanations.

Why does Equation (6.3) lead to bottleneck options?

We continue by demonstrating why Equation (6.3) leads to the minimal number of low entropic, transition-state distributions, able to reconstruct offline behaviours. These are the properties of bottleneck states for modular MDPs (see the temporal optimal compression scenario in Figure 6.2). To achieve this we first demonstrate why maximising Equation (6.3) is equivalent to minimising the
conditional entropy of plans. $\mathbb{H}_{\pi}[s_{0:N}|o_{0:N}, a_{0:N}]$ represents the conditional entropy of plans over sequential option-transition states $s_{0:N}$ conditioned on sequential options $o_{0:N}$ and their corresponding first initiated action $a_{0:N}$.

\begin{align*}
\mathbb{H}_{\pi}[s_{0:N}|o_{0:N}, a_{0:N}] &= -\mathbb{E}_{s_{0:N}, o_{0:N}, a_{0:N}\sim\pi}[\log(p_{\pi}(s_{0:N}|o_{0:N}, a_{0:N}))] \\
&= -\mathbb{E}_{s_{0:N}, o_{0:N}, a_{0:N}\sim\pi}[\prod_{n=0}^{N} \log(p^T(s_{n+1}|s_n, o_n, a_n))] \\
&= -\sum_{n=0}^{N} \mathbb{E}_{s_{n}, o_n, a_n, s_{n+1}\sim\pi}[\log(p^T(s_{n+1}|s_n, o_n, a_n))] \\
&= -\sum_{n=0}^{N} \mathbb{H}_{\pi}[s_{n+1}|s_n, o_n, a_n] \\
&= -O_{\text{pred}} \text{ (Equation (6.3))}
\end{align*}

We subscript $\mathbb{H}$ with $\pi$ to emphasise that this entropy (and plans) is dependent on our option-policy $\pi$ that defines the option-transition model $p^T(s_{n+1}|s_n, o_n, a_n)$ and how options and actions are chosen (from $\pi^C(o|s)$ and $\pi^L(a|s, o)$). $s_{0:N}, o_{0:N}, a_{0:N} \sim \pi$ represents that the expectation over sequential transition states, options and actions are sampled from our policy $\pi$ acting in the environment (i.e. from $p_{\pi}(s_{0:N}, o_{0:N}, a_{0:N})$).

The second line of Equation (8.26) holds due to the product rule and independence between $s_{n+1}$ and all other variables after conditioning on $s_n, o_n, a_n$, given our graphical model of the agent $\pi$ and environment. The fourth line holds due to the integral of all extraneous variables, that $p^T$ is not dependent on, integrating to 1. The final line is equivalent to the fourth by the definition of Equation (6.3).

We therefore demonstrate that maximising the $O_{\text{pred}}$ objective in Equation (6.3) is equivalent to minimising the conditional entropy of plans over sequential option-transition states $\mathbb{H}_{\pi}[s_{0:N}|o_{0:N}, a_{0:N}]$ as well as the cumulative sum of individual conditional option-transition entropies $\sum_{n=0}^{N} \mathbb{H}_{\pi}[s_{n+1}|s_n, o_n, a_n]$. If individual entropies are enforced to be positive (achievable as shown in Equation (8.25)) then to minimise Equation (8.26) transitions should be as sparse as possible as to minimise the accumulation of positive option-transition entropies.

If we assume for now that $\pi(a|h) = b(a|h)$ (with $b$ representing the behavioural distribution that
created the offline data), and constant environment dynamics, then the distribution over trajectories
induced by $\pi$ equates to the offline data distribution over the source domains. As such, Equation (8.26)
encourages a decomposition of offline behaviours into compressed temporal-abstractions between se-
quential decision states able to reconstruct offline behaviours by their recomposition (using options)
with high confidence (low $\mathbb{H}_{\pi}[s_{0:N}|o_{0:N}, a_{0:N}]$). Additionally, individual option-transitions entropies
$\mathbb{H}_{\pi}[s_{n+1}|s_n, o_n, a_n]$ should be low, thus aligning with bottleneck states as depicted in Figure 6.2. Alto-
gether, Equation (6.3) leads to the temporal optimal compression (bottleneck state alignment) scenario
in Figure 6.2.

In practice, $\pi(a|h) \neq b(a|h)$. However, the $O_{bc}$ objective in Equations (6.5) and (8.25) encourages
both to align with each other. The $\alpha$ hyperparameter in Equation (8.25) is set low enough such that
the $O_{pred}$ component of MO2’s objective does not hinder $\pi$’s ability to align with $b$. Thus, over time,
as $\pi$ distills the offline behaviours, Equations (6.5) and (8.25) will discover bottleneck options able to
reconstruct the offline modular behaviours across the source MDPs.

Under what assumptions does optimising $O_{pred}$ from Equation (6.3) = Equation (6.4)?

Equations (6.5) and (8.25) do not use the form of $O_{pred}$ from Equation (6.3) but instead the alternate
definition in Equation (6.4). We continue by highlighting under what assumptions optimising either
form is equivalent.

Our final proof relies on two concepts. Firstly, instead of considering individual $n^{th}$ option initia-
tion state distributions $p_{\pi}(s_n)$ across the episode, we consider the stationary option initiation state
distribution $p_{\pi}(s_i)$ by marginalising over the transition number dimension $n$:

$$p_{\pi}(s_i) = E_{n \sim \pi}[p_{\pi}(s_n)] \quad (8.27)$$

$p_{\pi}(s_i)$ denotes the marginal initiation state distribution, independent of transition number $n$. The
distribution over $n$ is dependent on $\pi$ which is why $n \sim \pi$ in the expectation. The second concept that
we rely on is how to obtain the same marginal initiation state distribution by marginalising over the
t $t$ rather than $n$. As highlighted in Section 6.3.1, we have a closed form solution to a related quantity
$\beta(s_t|h_t)$ that represents the probability that $s_t$ is initial given history $h_t$. Given this quantity we can
calculate $p_\pi(s_t)$ by marginalising across $t$ and $h_t$ as follows:

$$p_\pi(s_t) = E_{t \sim U\{0,T\}, h_t \sim \pi} [\beta(s_t|h_t)p_\pi(s_t|h_t)]$$ \hspace{1cm} (8.28)

$U\{0,T\}$ denotes a uniform categorical distribution between 0 and $T$, the episodic length. $p_\pi(s_t|h_t)$ denotes the probability state distribution at time-step $t$ given history $h_t$, for policy $\pi$. Equation (8.28) without the $\beta(s_t|h_t)$ term corresponds to the stationary state visitation distribution of policy $\pi$ (e.g. $p_\pi(s) = E_{t \sim U\{0,T\}, h_t \sim \pi} [p_\pi(s_t|h_t)]$ which is independent of $t$). The additional weights weigh how probable any $s_t$ is given $h_t$ according to our option-policy $\pi$. We continue by using Equations (8.27) and (8.28) to show to relation between Equations (6.3) and (6.4):

$$O_{\text{pred}} \text{ (Equation } (6.3)\text{)} = \sum_{n=0}^{N} E_{s_n, o_n, a_n, s_{n+1} \sim \pi} [\log(p_T(s_{n+1}|s_n, o_n, a_n))]$$

$$= N E_{s_t \sim \pi} \text{ } o \sim p^\pi_c(\{s_t\}, a \sim p^\pi(\{s_t, o\})} [\log(p_T(s_f|s_t, o, a))]$$

$$\propto E_{s_t \sim \pi} \text{ } o \sim p^\pi_c(\{s_t\}, a \sim p^\pi(\{s_t, o\})} [\log(p_T(s_f|s_t, o, a))]$$

$$= E_{t \sim U\{0,T\}, s_t, h_t \sim \pi} [\beta(s_t|h_t)\log(p_T(s_f|s_t, o, a))]$$

$$= E_{s_t, h_t \sim D} [\beta(s_t|h_t)\log(p_T(s_f|s_t, o, a))] \text{ if } \pi(a|h) = b(a|h)$$

$$:= O_{\text{pred}} \text{ (Equation } (6.4)\text{)}$$ \hspace{1cm} (8.29)

The second line of Equation (8.29) is equivalent to the first by marginalising over the depth dimension $n$, akin to Equation (8.27), and then grouping into marginal initial transition state distribution $s_t \sim \pi$ of options and their conditional terminal state distribution, $s_f \sim p_T(\cdot|s_t, o, a)$. $s_t \sim \pi$ is shorthand for sampling from $p_\pi(s_t)$. In the expectation, we explicitly report how options and actions are sampled. $N$ represents the expected number of transitions across episodes. The third line is proportional to the second by a factor of $N$. The fourth line is obtained by applying Equation (8.28) and grouping $p_\pi(s_t|h_t)$ into the expectation (i.e. $s_t \sim \pi$).

In practice, we do not have access to $s_t$ and $h_t$ samples from option-policy $\pi$ and thus cannot calculate
the expectation in the fourth line. Nevertheless, if we assume \( \pi(a|h) = b(a|h) \), then we can use offline data samples (from \( D \)) instead. As such, we obtain the fifth line from Equation (8.29). We omit \( t \sim U\{0,T\} \) for simplicity and to keep notation consistent with Section 6.3.1. However, we are still sampling \( t \) as aforementioned. The final line holds by definition. We have therefore proved that Equation (6.3) \( \propto \) Equation (6.4) under the assumption that \( \pi(a|h) = b(a|h) \). Proportionality does not influence optimisation and therefore both are equivalent from a learning perspective. As mentioned in Section 8.4.5, \( \pi(a|h) \neq b(a|h) \). However, \( O_{bc} \) encourages both to align over time, ensuring \( O_{pred} \) leads to bottleneck options.