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Abstract

Accurate camera ego-motion estimation, widely known as Visual Odometry (VO), remains a key prerequisite for many applications in computer vision and robotics. Conventional VO, which relies on hand-crafted feature engineering, is prone to drift and can easily lose track as the extracted features contain outliers and unknown noise. This is problematic for application which requires robustness and high level accuracy such as for tracking UAV position in underground tunnel or estimating firefighter position in emergency operation. To alleviate the problem of noisy feature engineering, machine learning algorithms, especially Deep Neural Networks (DNN), have been used in the past few years to automatically learn robust odometry features from large amounts of data. However, despite some promising results, several fundamental drawbacks still exist in terms of accuracy, efficiency, and applicability to visually-denied environments.

The work presented in this thesis tackles these shortcomings by proposing a novel network architecture and optimization strategy for DNN-based odometry estimation. To address issues of accuracy and long-term consistency, we propose to train DNN-based VO using both a windowed-based composite transformation loss and relative transformation loss through curriculum learning. With this approach, we can improve the generalization ability of the network for both translation and rotation by 21% and 16% respectively. We also propose the use of an attention network to conditionally re-weight image features such that the network can produce more accurate poses whilst being more amenable to interpretation. This
method improves translation and rotation estimation by 27.8% and 43.1% respectively over the model without attention.

The second contribution deals with the efficiency problem of DNN-based VO by proposing the first distillation approach for camera pose regression. We demonstrate that distilling knowledge from a deep pose regression network can be done effectively if we emphasize the knowledge transfer only when we trust the teacher network prediction. We also show that a distilled network can be further compressed with factorization and could be more generalizable due to low-rank constraints. Our proposed approach can reduce the number of student parameters by up to 92.95% (2.12× faster) whilst keeping the prediction accuracy very close to that of the teacher.

Finally, we deal with the issue of tracking in visually-denied environments by proposing the first DNN-based thermal-inertial odometry system. Since thermal images inherently lack robust features, we design the network to not only extract features from the thermal images, but to also hallucinate visual features given thermal image as the input. Through extensive evaluation across two datasets, we conclude that our proposed method can produces accurate odometry estimation with less than 2 m absolute trajectory errors on average.
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Chapter 1

Introduction

Positioning systems remain a key enabler for many applications in computer vision and robotics. Primary examples include tracking mobile device position for augmented reality, robot navigation, autonomous vehicles, or pedestrian localization. Global Positioning System (GPS) is the de facto standard technology for location tracking in outdoor environments. However, GPS provides inadequate accuracy and robustness within indoor environments as building structures highly attenuate the GPS signal. Even an optimized GPS positioning solution for indoor environment developed by Qualcomm can only provide location accuracy between 5 to 50 m [100]. This low accuracy is unsuitable for application in GPS-denied environments such as for tracking UAV position in underground tunnel or estimating firefighter position in emergency operation which typically requires sub-metre level accuracy.

With the motivation to provide precise location tracking in GPS-denied environments, many alternative positioning systems have been developed especially in the form of infrastructure-free solutions. Infrastructure-free solution tracks the position of mobile agent without requiring external hardware but instead utilizing built-in (wearable) sensors to estimate the relative motion from the previous position. Imaging sensors (e.g. RGB or depth camera) or Inertial Measurement Unit (IMU) sensors are typically employed to estimate the relative motion since they are cheap and ubiquitous due to the omnipresence of mobile devices. Moreover, imaging sensor can be
used beyond position estimation, enabling better perception through scene understanding and semantic information.

Given IMU and image sensor data, relative transformation can be estimated using odometry algorithms. The odometry estimation is performed by exploiting the change of sensor observation from subsequent sensor data. Model-based approaches (e.g. Kalman filter family, bundle adjustment, etc.) are then used to calculate the agent transformation as a rigid body motion in which the motions are typically represented as 3 or 6 Degree-of-Freedom (DoF) poses. However, the accuracy and robustness of such system is often insufficient in particular environment and applications, especially when sub-metre accuracy is required such as in firefighter tracking. An IMU-based strapdown navigation system, for example, has exponential error growth due to double integration operations which leads to very poor position estimation performance [20]. Similarly, feature-based approaches used in Visual Odometry (VO) are very sensitive to outliers [17, 18, 41] and easily lose track in texture-less areas or when the field-of-view of the camera is obstructed by dynamic objects [81, 1, 79, 6]. Moreover, the performance of vision-based odometry estimation largely depends on the benign visibility. In adverse illumination conditions and/or in the presence of airborne particulates (e.g. dust, soot, smoke, etc.), visual odometry collapses [76].

In the past few years, machine learning algorithms, especially Deep Neural Networks (DNN), have revolutionized the field of computer vision and language understanding. DNNs achieve state-of-the-art results in many tasks such as image classification, object detection, or machine translation. Through multiple hierarchical layers of neural networks, a DNN learns a high-level abstraction of the data and is able to capture real-world complexities, which are typically very difficult to model by using hand-crafted feature engineering. Because of this ability to learn non-linear structures in the data, DNNs have recently started to be used in other fields like VO estimation, which indeed requires strong non-linear function estimation. By directly predicting the output from the input data, DNNs alleviate some problems in classical
VO (e.g noisy feature correspondences), which in turn can make the VO system more robust against input perturbation.

1.1 Challenges

Classical odometry estimation using RGB camera dates back to 2004 when Nister et al. [124] proposed “Visual Odometry” as an approach to estimate the camera ego-motion by observing the apparent changes in pixel position captured from a moving camera. By extracting key points (e.g. corners) and finding their correspondences among consecutive frames, the camera pose can be estimated by using 8-point [56] or 5-point [123] algorithms. Many researchers then improved this approach by using more robust and efficient key points extractor and matching algorithms (e.g. SIFT, SURF, FAST, ORB, etc.) [140, 24, 120], incorporating outliers rejection (e.g. RANSAC, PROSAC, etc.) [80, 138] and second order-based optimization (e.g. bundle adjustment) [117, 114, 88]. Despite their great performances, these feature-based visual odometry remain struggle in feature-less areas (e.g. corridor with flat/white wall) as it leads to insufficient number of point correspondences. Dynamic scenes in front of the camera are also problematic since it generates spurious correspondences [81, 1, 79, 6]. To alleviate the difficulty of matching key points in feature-less area, researchers developed visual odometry based on line segments. The algorithms in [44, 96] extract line segments as landmarks and use them to improve the robustness of point correspondences in texture-less scene. Nonetheless, this technique will fail if there are few line features in the observed scene as described by [105]. This technique also faces difficulty when the camera point of view abruptly changes or there is obstruction in front of the camera, in which the properties of the previously tracked line segments (e.g. the location of extremities) dramatically alters [96]. Ambiguous line segments might also be found in repetitive building structure, confusing the matching process. Although these ambiguous lines can be filtered by identifying perpendicular line segments, such structural information does not always persist in the observed
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environment. Another point of view to tackle this problem is by using the whole image information (not limiting to several key points) as described in direct approach. The direct approaches [75, 142, 122, 40, 36] estimate and optimize the camera poses directly by minimizing the photometric errors. Nonetheless, this approach needs good (stable) initialization, sensitive to rolling shutter, and typically requires more computational time to perform whole image alignment than feature-based approach. Moreover, all these hand-engineered approaches require manual and careful tuning of the hyper-parameters (e.g. thresholding) to make it work well for different motion models and environment conditions.

To alleviate the weakness of hand-engineering approaches, in the last couple of years deep learning-based approaches have been developed for visual odometry estimation. As an end-to-end system, deep learning-based visual odometry learns a mapping function given consecutive image pairs as the input and 6-DoF camera poses as the output. The neural networks are trained to implicitly encode feature correspondences or optical flow information [161, 109] by minimizing the relative camera transformation loss between two consecutive images. Recent work [162] also employ recurrent network to model the long term dependencies of camera poses. This data driven approach has shown to be more robust in texture-less areas as it does not rely on key points extraction. However, in rich textured environment, the accuracy of such system is still less than the one produced by feature-based approach [70]. As the network also needs large amount of weights, it requires large computation time, preventing real time implementation in resource-constrained devices [162]. Finally, as most works developed for visible camera, it is unusable in darkness or in the presence of airborne particulates. It is also unclear whether existing network architecture can be used by another odometry modalities that are immune to darkness (e.g. thermal images).
1.2 Research Problem

As stated before, recent developments of DNN-based VO have shown promising results \cite{161, 162, 118, 173, 176}. However, there are several fundamental drawbacks that make the VO system impractical.

DNN-based VO is typically trained by minimizing the relative transformation error between two images. However, only minimizing relative loss does not guarantee the consistency of the absolute transformation after composing the relative estimates. On the other hand, directly minimizing the absolute transformation error leads to degraded performance compared to only using relative loss. This shortcoming can make the VO system produce highly erroneous absolute transformation output. Another problem in the current implementation of DNN-based VO is that it employs the information of the entire image which often leads to sub-optimal performance. The design of geometry-based approaches suggests that not all information in the image space is useful or equally important. For instance, some areas are texture-less which make feature matching difficult and noisy, or some parts of the image belong to dynamic objects, and thus violate the epipolar constraints.

Another factor that makes DNN-based VO difficult to implement is the requirement for high computational resources. A DNN typically needs tens or hundreds of millions of weights to effectively capture the structure of the data. As a consequence, a DNN requires significant memory and computation, which prevents the model from being implemented on a small embedded device. On the other hand, a VO system is usually required to produce pose estimates in real-time. A DNN, despite being robust against noisy feature correspondences, cannot necessarily run in real-time in a resource-constrained environment. To compound the issue, even if we are able to reduce the computation time of DNN-based VO by sub-sampling the image frames, it compromises system accuracy.

Lastly, while standard DNN-based VO is useful in many circumstances, applications are limited to scenarios where the observed environment has sufficient illumi-
nation. There are, however, scenarios that require the VO system to be functional in visually-denied environments with limited or even no illumination. An example odometry application in this category is tracking a firefighter in emergency response scenarios or locating aerial robots in underground mines and tunnels. In such visually-denied environments, alternative modalities such as thermal images and Inertial Measurement Unit (IMU) are necessary to make odometry practical. While thermal cameras are commonly used in these scenarios, usage is usually limited to perception and inspection. It remains an open question as to whether we can estimate odometry accurately from a thermal imaging system, as the camera captures the temperature profile of the environment rather than the scene geometry.

1.3 Objectives

The main objectives of this research are summarized as follows:

1. A comprehensive **review** of the state of the art algorithms for visual and thermal odometry, either based on feature correspondences or machine learning models.

2. Development and evaluation of a novel DNN-based VO architecture and optimization strategy to enhance the **accuracy** of the VO system.

3. Construction of an **efficient** DNN-based VO model and evaluation of its accuracy and computation time in a resource constrained environment.

4. Investigation of alternative modalities for **visually-denied** environments, such as thermal imaging or IMU systems, development of DNN-based thermal-inertial odometry, and evaluation of the proposed system.

1.4 Contributions

The general contribution of this thesis is the investigation and design of novel neural network architectures and optimization strategies for accurate and efficient visual and thermal odometry. The details of the contributions are described as follows:
Contribution 1: To enhance the accuracy of a DNN-based VO system, we take two different approaches. The first one is from the optimization point of view, while the second one is from the perspective of network architecture. From the optimization perspective, we propose a novel objective function by minimizing the relative and composite transformation error over small windows via bounded pose regression loss. As minimizing the composite loss is more difficult to make converge, we propose an optimization strategy based on curriculum learning to effectively learn the proposed objective. In this geometric-based curriculum learning strategy, we train the network by gradually increasing the difficulty of the objective function. To realize this system, we construct a DNN consisting of a cascade optical flow network and differentiable window composition layers. We perform extensive experiments on two public datasets and one self-collected dataset and show that the proposed system outperforms state of the art feature-based and learning-based approaches. From the architecture perspective, we propose a new attention network to place relative importance of image features such that the network can harness more important features for VO estimation. Two architectures are explored: a model that learns a joint spatial-wise attention map for translation and rotation; and a model that learns decoupled attention maps for translation and rotation.

Contribution 2: For efficiency, we develop a novel Knowledge Distillation (KD) approach for VO, which is the first KD applied for odometry regression. As KD normally only works for classification due to the absence of dark knowledge in the regression network, we develop a new KD approach by introducing the idea of confidence scores in the knowledge transfer process. We use teacher loss as the confidence value to measure how much we can trust the teacher network during the learning process. With this confidence score, the student training process will rely more on easier examples that the teacher network is
good at. We also fuse together our proposed KD approach and existing factor-
ization approaches to further generalize the system. An extensive evaluation
was carried out on two public datasets in order to demonstrate the efficacy of
the proposed technique.

• **Contribution 3:** We construct the first DNN-based thermal-inertial odometry
  for application in visually-denied environments. As thermal images are largely
textureless and lack sufficient features for accurate odometry estimation, we
propose to not only extract features from thermal images, but to additionally
learn to hallucinate visual features similar to the ones extracted from a DNN-
based VO. Then, the proposed network will produce three feature channels, i.e.
thermal, hallucinated visual, and IMU features. Since each channel comes with
their own limitations and strengths, we employ selective fusion to automatically
learn the most suitable approach to feature fusion given particular input con-
ditions. Experimental evaluation in our self-collected dataset, which consists of
hand-held and mobile robot data in benign (e.g. good illumination), dark, and
smoke-filled environments, shows the effectiveness of the proposed DNN model.

## 1.5 Thesis Structure

The remainder of this thesis is organized as follows:

- Chapter 2 discusses the state-of-the-art visual and thermal odometry approaches.
  We review existing techniques and systems including both features-based and
  learning-based approaches.

- Chapter 3 presents the first contribution of this thesis - a novel architecture
  and optimization strategy for training deep visual odometry models. Extensive
  evaluation of the proposed approach on the public and self-collected dataset is
  provided.
• Chapter 4 describes an approach to construct an efficient deep network for visual odometry. We present a novel knowledge distillation approach for odometry regression and discuss a fusion mechanism between distillation and compression. We evaluate the proposed techniques on two public benchmarks for visual odometry.

• Chapter 5 discusses odometry estimation in visually-denied environments using thermal and inertial data. We present the first DNN-based thermal-inertial odometry system which is tested on two types of data (i.e. hand-held and mobile robot) in variety of environment conditions (i.e. good lighting, darkness, and smoke-filled).

1.6 Publications

The following are first-authored publications describing the main contributions of this thesis:


The following are other publications (and paper under review) that the author contributed to during his DPhil study:


Chapter 2

Background

2.1 Visual Odometry

The term Visual Odometry (VO) was coined by Nister et al. [124] in 2004 as an approach to estimate the motion of an agent (e.g. robot, mobile device, autonomous vehicle) solely by using information from the camera. The term odometry itself is taken from its similarity with wheel odometry estimation, in which a vehicle estimates its motion by integrating over time the number of turns of its wheels [41]. VO utilizes a very similar idea but instead of using wheels to calculate the motion, VO employs the change of the scene captured from a moving camera. VO plays an important role as a main or supplementary modality to many positioning systems (e.g. global positioning system, IMU, laser odometry, etc.) especially for applications in GPS-denied environments.

Initially, VO techniques were mainly developed based on geometry. However, as a result of advances in learning algorithms, many learning based VO solutions have been proposed in the last three years. Based on the recent popularity of learning based methods, it is timely to consider learning-based approaches as an alternative class of techniques for VO. Thus, we can divide the VO algorithms into two main categories: based on geometry and those based on learning.
2.1.1 Geometry-based Approaches

Geometry-based VO estimates the camera motion based on hand-engineered feature extraction techniques and multiple-view geometry algorithms developed by the computer vision community. Most state-of-the-art VO algorithms fall into this family and have been developed for more than three decades. They typically consist of the following building blocks: camera calibration, feature extraction, feature matching, outlier rejection, pose estimation, and back-end optimization through Bundle Adjustment (BA) [61].

2.1.1.1 Calibration

Camera calibration, also referred to as camera resectioning, is the process of estimating the internal parameters of the camera. This process is fundamental to obtain accurate odometry estimation. There are two categories of camera parameters that can be extracted during the camera calibration step, namely intrinsic and extrinsic. Intrinsic parameters include focal length, image sensor format, and principal point. Extrinsic parameters represent the coordinate system transformation, which is usually used for transformation between the world coordinates and the camera coordinates. Although the camera ego-motion still can be estimated without a calibration step, with the knowledge of camera parameters, the pose can be calculated up to a similarity transformation (the rigidity and uniform scale are preserved). Nevertheless, for VO estimation, we only require the intrinsic values during the calibration since the extrinsic values will be estimated gradually as the camera moves over time.

Let \( M = [X, Y, Z, 1]^T \in \mathbb{R}^3 \) be a 3D world point in homogeneous coordinates. The projection of \( M \) to an image plane can be estimated as \( m = [fX/Z, fY/Z, 1]^T = [u, v, 1]^T \in \mathbb{R}^2 \) where \( f \) is the focal length of the camera. By using a pinhole camera model, the camera calibration step recovers the camera projection matrix \( P \in \mathbb{R}^{3 \times 4} \) such that

\[
m \simeq PM \tag{2.1}\]

where \( \simeq \) means equal up to a scale factor. Using QR decomposition, \( P \) can be factorized into

\[
P = \lambda K[R|t]
\]

(2.2)

where \( K \in \mathbb{R}^{3 \times 3} \) is the camera intrinsic matrix, \( R \in SO(3) \) is the rotation matrix, \( t \in \mathbb{R}^3 \) is the translation vector, and \( \lambda \) is an unknown scale factor. The intrinsic matrix \( K \), the only parameter that will be used in the next pipeline, has the following form

\[
K = \begin{pmatrix}
\alpha_x & \gamma & \mu_x \\
0 & \alpha_y & \mu_y \\
0 & 0 & 1
\end{pmatrix}
\]

(2.3)

where \( \alpha_x = f m_x \) and \( \alpha_y = f m_y \) represent the focal length (in pixels), \( m_x \) and \( m_y \) represent the number of pixels per world unit in the \( x \) and \( y \) direction, \( \mu_x \) and \( \mu_y \) are the optical center in pixel, and \( \gamma \) is the skew parameter.

Early work in camera calibration needed two or three planes orthogonal to each other which requires expensive calibration apparatus and an elaborate setup [38]. An easier technique developed by Z. Zhang [175] only needs a checkboard pattern at few different orientations. The camera parameters can then be estimated by using homography. A complete description of Zhang’s calibration method can be found in [175].

2.1.1.2 Feature Extraction and Matching

In geometry-based VO, salient features are extracted to find image correspondences: a set of features in an image that is similar to a set of features in another image. The computer vision community has developed a large number of feature extraction techniques. While early work such as [155] and [124] made use of Harris corner detector [60], more recent works [165, 141] employ robust feature detection techniques such as Scale Invariant Feature Transform (SIFT) [103] or its lightweight variants like Speeded Up Robust Features (SURF) [7]. SIFT employs Difference of Gaussian (DoG) to find scale invariant features as local extrema among image pyramids, whilst
SURF uses a box filter as an approximation of the determinant of the Hessian to achieve faster computation time. However, since SIFT and SURF are still considered computationally expensive, a faster approach such as Features from Accelerated Segment Test (FAST) [133] is utilized for real-time applications [83, 99].

After features are extracted, feature matching techniques are employed in order to find the correspondences. The techniques can be divided by how far the distance between the optical centers of two cameras (termed baseline/parallax) are separated. For short baselines, optical flow-based techniques (e.g. Kanade-Lucas-Tomashi (KLT) tracker [106]) can be used for matching. On the contrary, for long baselines, highly discriminative feature descriptors (e.g. SIFT [103], SURF [7], BRIEF [19], etc.) are necessary to find correspondences by calculating dissimilarity between those descriptors.

In order to find the candidate matches among salient features, exhaustive matching or Nearest Neighbor can be employed. Unfortunately, using these feature matching techniques does not guarantee perfect correspondences especially when the data contains outliers. Adoption of robust estimators (e.g. RANSAC [39], PROSAC [26], MLESAC [152], etc.) are useful to reject outliers and handle false correspondences.

Figure 2.1 depicts an example of matched features using SURF feature descriptors.
2.1.1.3 Epipolar Geometry and Pose Estimation

Epipolar geometry describes geometric relations between two perspective views of the same 3D scene. Given \( m \) and \( m' \) as the location of feature point on the first and the second image respectively, the following epipolar constraint is satisfied

\[
m'^T F m = 0
\]  
(2.4)

where \( F \in \mathbb{R}^{3 \times 3} \) is the fundamental matrix with \( \text{rank}(F) = 2 \) and has 7 Degrees-of-Freedom (DoF). The epipolar constraint tells that any 3D point \( M \) and its projection on the image plane (\( m \) and \( m' \)) should lie on the epipolar plane. Furthermore, any image point \( m \) must also lie on the epipolar line on the corresponding image such that \( l' = Fm \) is the epipolar line corresponding to \( m \) and \( l = F'^T m' \) is the epipolar line corresponding to \( m' \). It implies that we can search for corresponding points on another image along a line instead of over a 2D image region which can significantly reduce the complexity of the matching algorithm.

To recover \( F \), we need to convert the bilinear form of the epipolar constraint into a null-space problem by leveraging Kronecker product and vectorized operator (see [61] for detail). Then, by stacking 5 (using 5-point algorithm by [123]) or 8 (using 8-point algorithm by [56]) or more image points, we can solve the resulting linear equations by a least squares method. In practice, we might need to normalize the coordinate system by transforming \( m \) into \( \tilde{m} = Tm \) where \( T \) is the normalization transformation consisting of a translation and scaling. Moreover, we might need to enforce a singularity constraint such that \( \text{det}(F) = 0 \) since the output matrix from the least squares method does not always follow the properties of the fundamental matrix. More details and variations of the method can be seen in [61].

As the fundamental matrix \( F \) describes the relationship between the corresponding image points in pixel coordinate, it can be decomposed into

\[
F = K^{-T} [t]_x RK^{-1}
\]  
(2.5)
where $K$ and $K'$ are the camera calibration matrix in the first and the second image respectively, $R$ is rotation matrix, and $[t]_x$ are skew-symmetric matrix of translation vector $t$. If the camera calibration matrix is known, it is preferable to work with the normalized coordinates such that $\hat{m} = K^{-1}m$ and the epipolar constraint becomes

$$\hat{m}^T E \hat{m} = 0$$  \hspace{1cm} (2.6)

where $E \in \mathbb{R}^{3 \times 3}$ is the Essential matrix, a singular matrix that has only 5 DoF. Comparing both epipolar constraints from the fundamental matrix and the essential matrix, it follows that $E = K'^T FK$. This essential matrix can also be decomposed into $E = [t]_x R$ by using Singular Value Decomposition (SVD). Unfortunately, there are four possible solutions, but we can select the valid one by projecting an image point using the camera matrix and observing which one lies in front of both images. If we have three views, a trifocal tensor [154] can be utilized to estimate the camera pose. In case some 3D points of the scene have been reconstructed, camera poses can be obtained with respect to the 3D model by solving the perspective-n-point problem (e.g. using P3P algorithm [43]).

2.1.1.4 Robust Estimator and Outlier Rejection

The estimated feature correspondences are potentially noisy and contain outliers. Computing the fundamental or essential matrix from this set of noisy image correspondences will not be accurate. A robust estimator such as Random Sample Concensus (RANSAC) is usually employed to obtain inlier points given the epipolar constraint. RANSAC samples $n$ random points among all correspondences and computes $F$ (e.g. by applying the 8-point algorithm) based on those $n$ points. Then for every putative correspondence, RANSAC determines which one belongs to the inlier set by computing distance metric $d_\perp$ such that $d_\perp < \tilde{t}$ where $\tilde{t} \in \mathbb{R}$ is a threshold value. The process of sampling and computing inliers continues until $F$ with the largest cardinality of inliers is found.
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For \( j \) number of image points, solving \( F \) under the RANSAC scheme is basically the same as finding the minimum of the cost function \( C \) defined as

\[
C = \sum_j \rho(d_{\perp j}), \quad \text{where} \quad \rho(d_{\perp}) = \begin{cases} 
0, & d_{\perp} < \tilde{t} \\
\text{constant}, & d_{\perp} > \tilde{t}
\end{cases}
\]  \tag{2.7}

This implies that inliers score nothing while each outlier scores a constant penalty. In other words, if \( \tilde{t} \) is large, then all solutions will have the same cost since all the matches will be considered as inliers. At no extra cost, this optimization function can be changed into

\[
C = \sum_j \rho_2(d_{\perp j}), \quad \text{where} \quad \rho_2(d_{\perp}) = \begin{cases} 
d_{\perp}, & d_{\perp} < \tilde{t} \\
\tilde{t}, & d_{\perp} > \tilde{t}
\end{cases}
\]  \tag{2.8}

This new cost function means that outliers are still given fixed penalty but inliers are scored based on how well they fit the data. This modification of RANSAC is called M-estimator Sample Consensus (MSAC). Another modification estimates the solution that maximizes the likelihood of observing inliers (dubbed MLESAC) \[^{152}\]. Figure 2.2 shows the comparison between VO trajectories estimated before and after removing outliers \[^{41}\].

Figure 2.2: Comparison between VO trajectories estimated before and after outlier rejection \[^{41}\].
The final stage of the VO pipeline is back-end optimization through Bundle Adjustment (BA). BA is an optimization technique originating from the photogrammetry community, which intends to adjust (optimize) the bundle of light rays from each 3D world point such that its reprojection error on image plane is small. BA refines both camera pose and 3D points to avoid the drifting problem by means of minimizing reprojection errors.

Specifically, for $i$ number of images and $j$ number of points, BA minimizes the following objective function

$$E = \sum_i \sum_j \theta_{ij} \| m_{ij} - \phi(R_i, t_i, M_j) \|^2$$  \hspace{1cm} (2.9)

where $\theta_{ij} = 1$ when point $j$ is visible in image $i$ and $\theta_{ij} = 0$ otherwise. $m_{ij}$ denotes the tracked point feature $j$ in image $i$. $\| \|^2$ denotes the L2-norm and $\phi(R_i, t_i, M_j)$ represents the perspective projection of 3D point $M_j$ after rotation by $R_i$ and translation by $t_i$.

BA loss function is usually solved by using the Levenberg-Marquardt (LM) algorithm. LM is an iterative non-linear optimization method that combines the advantages of gradient descent and the Newton method. It changes the following Newton update function at $(t + 1)$-th iteration

$$m_{t+1} = m_t - H^{-1} g$$  \hspace{1cm} (2.10)

where $H^{-1}$ is the inverse of Hessian and $g$ is the gradient, into this damped form

$$m_{t+1} = m_t - (H + \lambda I)^{-1} g$$  \hspace{1cm} (2.11)

where $\lambda$ is a scalar value and $I$ is the identity matrix. If $\lambda = 0$, it acts as the Newton method that promises fewer iterations when close to a local or global minimum. On the other hand, when $\lambda > 0$, it becomes gradient descent with step size $1/\lambda$ which guarantees to converge to a local or global minimum although it may require many
iterations. As the Hessian can be approximated as $H \approx 2J^TJ$ and the gradient is $g = 2J^Tr$, where $J$ is the Jacobian matrix and $r$ is the residual function of the input arguments (L2-norm in BA), then LM’s iterative function becomes

$$m_{t+1} = m_t - (J^TJ + \lambda I)^{-1}J^Tr$$

(2.12)

This final form also avoids the computation of the inverse Hessian which is slow for a large matrix.

The choice of how to implement this non-linear least squares optimization depends heavily on the application, especially when considering the trade-off between accuracy and execution time. Optimizing the whole camera pose and 3D points of the scene through Global Bundle Adjustment (GBA) can be implemented if accuracy is a priority. On the other hand, when real-time implementation is desired, optimizing only over a small window of recent images by Local Bundle Adjustment (LBA) can be a method of choice although the pose estimation result is only locally optimized. Another option is carrying out BA in a multicore system as in [166].

2.1.1.6 Taxonomy of Geometry-based Approaches

As it has been described before, most geometry-based approaches are based on feature matching. However, there are variants that do not rely on feature correspondences but instead directly utilize the image appearance to match image pairs. The following provides a taxonomy of VO algorithms based on how the matching process is performed:

1. **Feature-based Approaches.** As explained in the previous section, feature-based approaches extract salient features (e.g. features, corner, etc.) from consecutive images and match those features based on hand-engineered feature descriptors (e.g. SIFT, SURF, etc.). VO algorithms that belongs to this category include the original work by Nister (2004) [124], followed by Maimone et al. (2007) [108], Howard (2008) [65], Parra et al. (2010) [125], Konolige et
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al. [87], Naroditsky et al. (2011) [121], Badino et al. (2013) [5], and Huang et al. (2017) [66]. The evolution of this class of algorithms is mainly due to the development of robust and efficient feature extraction and matching (from Harris corner to SIFT/SURF/FAST/ORB, etc.) and robust outliers detection (e.g. the inclusion of RANSAC, PROSAC, etc. to the pipeline). In order to improve robustness, feature-based approaches have also been extended by considering fusion with other modalities like inertial [98], depth [66], or lidar point clouds [174]. Interesting applications demonstrated by the research community include locating ground vehicles in rough terrain when wheel odometry is not reliable [87] or tracking the position of Mars rovers as demonstrated by [108].

2. Appearance-based (Direct) Approaches. Instead of extracting important image features, appearance-based approaches (or widely known as direct approach) calculate the changes in appearance (represented by the pixel intensity) from two images to infer the odometry estimation. This method computes the displacement of brightness patterns similar to the one demonstrated by optical flow algorithms. Originally, this method was developed based on a template matching algorithm. However, modern direct approaches use non-linear optimization to minimize photometric error between the two images.

- Template Matching. In a template matching-based approach, the algorithm selects a patch (small part of image) from the current image, which is the template, and attempts to find the corresponding patch in the next image frame. The algorithm computes the similarity between the two patches by using sum square differences or normalized cross correlation [8]. After finding the matches (patches with the highest correlation), the pixel displacements in $x$ and $y$ directions between the two correlated patches are then estimated. These displacements can be converted to a physical displacement (e.g. in metres) by using the camera intrinsic parameters. VO
work that belongs to this category includes Bellotto et al. [8], Lovegrove et al. [102], Gonzalez et al. [50], and Gonzalez et al. [51].

- **Photometric Error.** In a photometric error-based approach, the algorithm warps the target image using the information from the estimated camera poses and intrinsic parameters, such that the intensity errors between two (patch) images are minimized. In this case, the algorithm tries to directly calculate the camera ego motion that minimizes the sum square errors of the photometric loss without explicitly extracting feature correspondences. Compared to feature-based approaches, this direct method uses the whole image information to generate the odometry and is able to reconstruct the whole image instead of sparse image points. However, the computation of the photometric error is heavier than the standard reprojection error since it involves warping and integrating large image regions [40]. It has been shown in [122] that direct methods are more robust in scenes with little texture or in the case of camera-defocus and motion blur. However, despite the advantages, this method has several drawbacks: it is relatively slower compared to feature-based approaches, requires good initialization, and is not robust to rolling shutter. Work in this category includes Jin et al. [75], Silveira et al. [142], Newcombe et al. [122], Foster et al. [40], and Engle et al. [36].

### 2.1.2 Learning-based Approaches

While geometry-based VO estimates the camera ego-motion by using hand-crafted features, learning-based VO automatically learns useful features for VO estimation given large amount of training data. Recent advances in Deep Learning (DL) and the availability of many large scale public datasets have made this possible. DL is a representation learning technique that attempts to learn high-level abstractions of data by using multiple hierarchical layers of Deep Neural Networks (DNNs) [53] [93].
The main characteristic of DNNs is that they can process raw input data directly without the necessity of domain expertise to design a feature extractor. This technique has started to make significant changes in many research areas of computer vision and language understanding, including ones that were previously considered as not possible to cast as a learning problem due to the involvement of geometric transformations such as VO [59].

Depending on the availability of ground truth data, learning-based VO can be divided into supervised and unsupervised. Supervised VO learns the camera ego-motion by minimizing the relative transformation error between two images with respect to the given ground truth transformation. On the other hand, unsupervised VO leverages the intrinsic geometrical constraints between consecutive images to predict the camera poses based on a novel view synthesis paradigm.

2.1.2.1 Supervised VO

Supervised learning-based VO trains Convolutional Neural Networks (CNNs) by minimizing errors in predicting the ego-motion compared to the ground truth pose. As CNNs are best known for classification tasks, in early works, pose estimation was considered as a classification problem over the discretized space of translation and rotation of the camera. Konda and Memisevic [85] were probably the first to propose the estimation of VO using this principle. They utilized a stereo camera to predict the velocity and the direction of the camera. The network trains the rep-
representation of motion and depth from stereo pairs by using synchrony autoencoders [34]. These motion and depth representations are fed into a CNN to estimate the velocities and orientations through softmax-based classification. Instead of estimating general motion similar to the fundamental matrix, DeTone et al. [33] proposed “HomographyNet” to train a CNN for computing homography between two frames using 4-point parameterization of homography. They proposed two different networks, one is a classification network based on cross-entropy loss function and the other one is a regression network based on Euclidean loss function (see Figure 2.3). They showed that the regression network is more accurate than the classification network due to the continuous nature of the prediction.

After realizing that a CNN can be used accurately for the regression problem, all recent techniques for pose estimation employ regression-based CNNs. Mohanty et al. [111] utilized a pre-trained AlexNet network [88] as the input of the regression network. Two consecutive images are fed into two parallel AlexNet networks and the outputs are concatenated for regressing the camera odometry through a fully connected layer. Based on the experiments, they observed that the extracted features from AlexNet are not generic for the problem of visual odometry, i.e. odometry only works well in a previously seen environment.

Since pre-trained convolutional layers for object detection and classification are not suitable for odometry estimation, researchers turned to optical flow based networks to generalize the learned parameters in different environments. Muller and Savakis [118] designed “Flowdometry”, a network consisting of two sequential CNNs: the first one for predicting optical flow and the latter for estimating camera motion. The FlowNetS [34] architecture is used for both networks although the second network replaces the refinement part by a fully connected layer in order to incorporate inter-frame odometry computation. Melekhov et al. [110] developed an end-to-end CNN for computing ego-motion between two views. They stacked two parallel CNNs with weight sharing followed by spatial pyramid pooling (SPP) layer to tackle arbi-
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The regression layer consists of two fully connected layers for predicting camera translation and rotation.

While the previous works only learn geometric feature representation of the scene through CNNs, Wang et al. [161] propose “DeepVO” as an end-to-end learning framework which is capable of learning sequential motion dynamics from image sequences through a combination of CNN and Recurrent Neural Network (RNN). RNNs are frequently used for learning sequential data such as speech or language since they maintain a history of all elements of the sequence in the network [93]. Their results show that by utilizing both a CNN and a RNN, the output odometry is more accurate than competing state-of-the-art methods (e.g. to VISO2 Monocular system [46]). Nonetheless, they stated that moving objects in front of the camera might reduce the accuracy of pose estimation and it is unclear how to deal with this challenge under a deep learning framework.

2.1.2.2 Unsupervised VO

In the unsupervised case, the CNN is trained without the availability of ground truth data. Instead, the network learns to predict the camera pose by minimizing the photometric error similar to LSD-SLAM [37]. Given $I_{ref}$ as a reference image where $I: \Omega \rightarrow \mathbb{R}$ provides the color intensity, the photometric error minimizes the following objective function:

$$E(\xi) = \sum_{i \in \Omega_{ref}} (I_{ref}(x_i) - I_{new}(\omega(x_i, D_{ref}(x_i), \xi)))^2$$

(2.13)

where $\omega(x_i, D_{ref}(x_i), \xi)$ is a warp function that projects the image point $x_i \in \Omega_{ref}$ in the reference image $I_{ref}$ to the respective point in the new image $I_{new}$ based on the inverse depth value of the reference image $D_{ref}(x_i)$ and the camera transformation $\xi \in se(3)$.

Zhou et al. [177] developed this unsupervised learning mechanism using the principle of novel view synthesis (the problem of synthesizing a target image with different
In unsupervised learning, the output from depth and pose network are used to inverse warp the source image in order to reconstruct the target view \cite{177}. They constructed two parallel CNN networks for predicting depth and estimating the camera pose. The predicted depth from the source image is used for synthesizing the target image given the camera transformation matrix and the source image (Figure \ref{fig:2.4}). By minimizing the photometric error as in Equation (2.13), depth and camera pose can be jointly trained. Instead of generating the target image from depth prediction, Vijayanarasimhan et al. \cite{158} constructed 3D scene flow based on depth prediction, camera motion, and dynamic object segmentation resulting from the convolutional/deconvolutional network. The scene flow is transformed by the camera motion and then back-projected to the current frame for evaluating the photometric error. Recent developments extends the novel view synthesis idea by leveraging Generative Adversarial Networks (GAN) \cite{2}. GAN enables two neural networks, namely the generator and discriminator, to compete against each other in a zero-sum game. In the case of novel view synthesis for unsupervised VO, the generator synthesises the depth image of the current view, given the previous and next view, while the discriminator is trained to discriminate the real depth image and the synthesized depth image from generator. Experimental results show that optimizing novel view synthesis based on Equation (2.13) using GAN can improve the accuracy of the Zhou approach \cite{177}, either for depth map generation or VO estimation.
2.1.3 Visual Odometry Beyond Point Features

2.1.3.1 Visual Odometry using Line Segments

As discussed before, feature-based visual odometry approaches typically rely on point-based features (e.g. corners). While point-based features have shown good accuracy in some scenarios, there are cases when visual odometry easily lose track due to insufficient point features in the environment. This typically happens in indoor environment (e.g. office corridor) in which the scene mostly composes of texture-less wall. To alleviate this problem, researchers have developed alternative approach which is based on line-segments instead of relying on point-based features. In the earliest work, A. P. Gee and W. Mayol-Cuevas [44] proposed a model-based localization and mapping system by using line as the landmark. They employed Unscented Kalman Filter (UKF) to model the camera motion, while the line segments extracted from the images are used to initialized 3D line segments used for tracking. T. Lemaire and S. Lacroix [96] followed this idea but they utilized Plucker coordinates instead of using standard format (e.g. by using two endpoints/extremities and/or vector directions) to represent line features. They employed Plucker coordinates, which represents a line as a cross product between point in a line with the line direction, as it is well adapted to the projection through a pinhole camera. However, the proposed approaches found it difficult to initialize the line landmarks in feature-less area or when the camera is moving within the plane. Other improvement includes designing effective iterative closest multiple line approach to enable more accurate data association performance [164]. Nonetheless, this technique also faces difficulty when the camera move abruptly or there is obstruction in front of the camera as this changes the properties of the previously tracked line segments (e.g. the location of extremities) [96].

As Bundle Adjustment (BA) based approaches have shown to be more accurate than filtering based approach [145], recent line-based approaches typically employ BA as their main building blocks. P. Pumarola, et al. [128] construct line-based visual SLAM system which is built on top of ORB-SLAM [119]. The window-based
BA is used to optimize both camera poses and line segments through reprojection error from three frames. To improve the robustness due to the difficulty of matching line segments from different camera viewpoint, recent works combine together point-based features and line segments as seen in [17, 128, 48]. Nonetheless, the robustness of these techniques highly depend on the availability and consistency of both point and line features [105].

2.1.3.2 Visual Odometry on Pixel Processor Arrays

L. Bose, et al. [16] proposed visual odometry algorithms that can run on Pixel Processor Arrays (PPA). Different with standard feature-based approach that transfers images to another (central/graphical) processing units, their visual odometry algorithms executes directly in PPA. PPA has processor and data storage capability in each sensor pixel, enabling fast parallel computation on the image plane. It enables visual odometry to be executed at 1000 Hz. However, this also comes with limitation as running with very high frame rate requires sufficient illumination due to the associated low exposure time. Nevertheless, they show that visual odometry can run accurately on PPA especially in term of rotation although from relatively short sequences, while the translation estimation is less accurate and scaleless. C. Greatwood, et al. [52] improved this approach by proposing perspective correction algorithm, in which images of surface are warped to appear as it is captured directly facing the surface. This is done to enable consistent estimation of the ground plane despite any changes in roll and pitch of the MAV. Experiments on Quadrotor MAV shows that the approach can track the Quadrotor position accurately compared to ground truth position. Nevertheless, the translation estimation has to be aligned with the ground truth as translation estimation is accurate up to an unknown scale factor.

2.1.3.3 Commercial Odometry System

In the last couple of years, odometry system embedded in commercial devices has been made available by some technological companies. Typically, those devices em-
ploy multiple sensor systems including RGB camera, depth/range camera, and IMU. For example, Microsoft developed Hololens, a Mixed Reality (MR) smartglasses, in which an ego-motion estimation is performed by using IMU and 4 $120^\circ \times 120^\circ$ depth cameras. Google releases ARCore which allows mobile phone to perform motion tracking by using both RGB and IMU data. Intel also releases Intel RealSense Tracking Camera which is able to perform SLAM by using two fisheye sensors camera with $163^\circ$ field of view and IMU. However, these systems are typically designed with tightly-synchronized hardware, making it difficult to customize it for a very specific purpose, in which industrial camera (e.g. IDS uEye) is typically preferred. They still drift or lose tracks in particular scenarios (e.g. Hololens provides handling mechanism when the device loses tracks\textsuperscript{1}, Intel RealSense easily drift in static or slow forward motion\textsuperscript{2,3}, Google AR Core loses track when the device moves/rotates quickly\textsuperscript{4}, etc.). Moreover, none of them are specifically designed to work in visually-denied scenarios such as by incorporating thermal or radar sensing.

### 2.1.4 Discussion of Advantages and Disadvantages

Tables\textsuperscript{2.1} and \textsuperscript{2.2} show a summary of existing geometry-based and learning-based approaches respectively. In general, a feature-based approach promises accurate odometry estimation in environments with rich texture as long as bundle adjustment is performed. However, in texture-less areas, feature-based approaches can sometimes lose tracks or produce inaccurate camera poses. Moreover, the methods are very sensitive to outliers and noisy correspondences, making them not robust in low texture area. To alleviate this issue, line-based visual odometry employs line segments to provide more robustness of feature correspondences in texture-less areas. However, this approach also face difficulty when the camera moves abruptly making the line

\textsuperscript{1}https://docs.microsoft.com/en-gb/windows/mixed-reality/tracking-loss-in-unity
\textsuperscript{2}https://support.intelrealsense.com/hc/en-us/community/posts/360036423993-T265-position-drifting-away
\textsuperscript{3}https://github.com/IntelRealSense/librealsense/issues/3970
\textsuperscript{4}https://github.com/google-ar/arcore-unity-sdk/issues/101
properties altered, or when the line segments are obstructed by dynamic objects. In repetitive building structure, ambiguous line segments might also be found which confuses the matching process. Although this ambiguity can be filtered by identifying perpendicular line segments, this structural information does not always persist in the observed environment.

To enable real-time estimation for feature-based approaches, bundle adjustment can be executed in a window-based scheme or additional constraints (e.g. non-holonomic, etc.) can be incorporated to enable lower point requirements for estimating poses (e.g. 1-point-RANSAC). Nevertheless, these constraints might limit the application to only specific scenarios (e.g. wheeled-vehicles). Direct approaches, on the other hand, utilize the whole image information by directly optimizing the camera poses and the per-pixel inverse depth through photometric errors. This makes direct approaches more robust in texture-less areas since they employ all parts of the images to estimate odometry even in low image gradient regions. Nonetheless, good initialization is needed to enable accurate tracking, and large computation time is required to achieve whole image alignment. Rolling shutter also becomes a problem as it distorts images making dense alignment difficult.

Learning-based approaches offer more robustness to noisy correspondences by training the model in an end-to-end fashion. However, without explicitly enforcing geometric information, it is potentially more difficult to generalize to new environments, showing lower accuracy compared to geometry-based approaches. Unsupervised approaches try to introduce geometry by using photometric error as the objective function. The photometric error is minimized between the warped target image and the source image based on the camera pose and depth prediction. However, this warping-based approach requires a pre-defined camera intrinsic parameters which may vary across datasets. This may prevent the algorithm to generalize well in different datasets, even if it is tested in the same domain (e.g. a model trained on KITTI might not work well when it is tested in Malaga dataset although both datasets
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Figure 2.5: Architecture of ORB-SLAM, state-of-the-art feature-based visual SLAM system, which consists of front-end processing (tracking and local mapping) and back-end optimization (loop closing) [119].

represent the motion of vehicles). Finally, as most state-of-the-art learning-based approaches are based on DNNs, they require large weights (e.g. from tens to hundred millions) which prevents realtime execution in resource-constrained environments.

2.2 Visual SLAM and Structure-from-Motion

As a closely related concept with VO, both visual Simultaneous Localization and Mapping (vSLAM), which came from the robotic community, and Structure-from-Motion (SfM), which came from the computer vision community, can also be used to estimate the camera poses. The difference between VO, vSLAM, and SfM is the objective of vSLAM and SfM is not only to estimate the camera ego-motion but also to reconstruct a consistent map. To achieve this, both vSLAM and SfM provide other optimization techniques beyond what VO has, including loop closing methods or graph optimization. Moreover, SfM is more general than vSLAM since SfM can handle unordered image collections while vSLAM mainly deals with ordered image sequences or video for real-time navigation.
Table 2.1: Summary of Existing Geometry-based Visual Odometry Approaches

<table>
<thead>
<tr>
<th>Year</th>
<th>Method</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>2004</td>
<td>Nister et al. [124]</td>
<td>Accurate odometry in short sequence</td>
<td>Easily lose tracks in texture-less area, sensitive to outliers and missing correspondences, large drift in long sequences</td>
</tr>
<tr>
<td>2006</td>
<td>Mouragnon et al.</td>
<td>Reduced drift in long sequences due to windowed-bundle adjustment</td>
<td>Require more computation time than Nister approach, easily lose tracks in texture-less area, sensitive to outliers and missing correspondences</td>
</tr>
<tr>
<td>2009</td>
<td>Scaramuzza [139]</td>
<td>Real-time performance due to the usage of 1-point-RANSAC enabled by incorporating non-holonomic constraints</td>
<td>Can be only applied in wheeled-vehicle, easily lose tracks in texture-less area, sensitive to outliers and missing correspondences</td>
</tr>
<tr>
<td>2011</td>
<td>Lovegrove et al.</td>
<td>More robust in texture-less environment</td>
<td>Not robust to small occlusion, require extensive computation time to find the matched template</td>
</tr>
<tr>
<td>2011</td>
<td>DTAM [122]</td>
<td>Use more complete information (whole image matching) to estimate odometry, can reconstruct the whole image, reconstruction more meaningful than point features, more robust in texture-less environment</td>
<td>Require good initialization, not robust to any photometric variations caused by rolling shutter, much slower than feature-based</td>
</tr>
<tr>
<td>2014</td>
<td>SVO [40]</td>
<td>Faster than DTAM as it only use direct method for tracking while the mapping part uses standard feature-based, more robust in texture-less environment</td>
<td>Require good initialization, not robust to any photometric variations caused by rolling shutter</td>
</tr>
<tr>
<td>2018</td>
<td>DSO [36]</td>
<td>Faster than DTAM as it uses sparse information through pixel sampling, more robust in texture-less region</td>
<td>Require good initialization, not robust to any photometric variations caused by rolling shutter</td>
</tr>
</tbody>
</table>
Table 2.2: Summary of Existing Learning-based Visual Odometry Approaches

<table>
<thead>
<tr>
<th>Year</th>
<th>Method</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Ground truth required, no explicit understanding of geometry, much slower compared to geometry-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>based (no real-time predictions), does not work in different domains</td>
</tr>
<tr>
<td>2017</td>
<td>DeepVO [161]</td>
<td>End-to-end trainable, accurate scale estimation implicitly learnt during training</td>
<td></td>
</tr>
<tr>
<td>2018</td>
<td>ESP-VO [161]</td>
<td>More accurate than DeepVO, probabilistic estimates</td>
<td>Same disadvantages as DeepVO</td>
</tr>
<tr>
<td>2018</td>
<td>LS-VO [29]</td>
<td>Jointly estimates pose and optical flow, more robust to appearance changes,</td>
<td>Ground truth required, lower accuracy in terms of rotation compared to geometry-based, no real-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>blur, and large camera speed changes</td>
<td>time predictions</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2017</td>
<td>SfMLearner [177]</td>
<td>No ground truth required, camera pose and depth image can be estimated jointly</td>
<td>Need camera calibration parameters, prediction correct up to scale, lower accuracy compared to</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>geometry-based, difficult to generalize to new dataset (even in the same domain) as it requires</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>camera parameters</td>
</tr>
<tr>
<td>2019</td>
<td>GANVO [2]</td>
<td>More accurate than SfMLearner in terms of depth and pose estimation</td>
<td>Need camera calibration parameters, prediction correct up to scale, difficult to generalize to new</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>dataset as it requires different camera parameters</td>
</tr>
</tbody>
</table>
Although the pipeline of vSLAM and SfM is quite similar to VO, in practice there are some notable differences. For example, instead of optimizing the camera pose and 3D structure of the environment over all images, Mouragnon et al. [116, 115] propose to optimize over a few recent images by employing local bundle adjustment (LBA). Klein and Murray [82] introduce “PTAM” which shows that tracking and mapping can run in real-time if the pipeline is executed on different threads. Furthermore, PTAM also introduced the idea of choosing key frames, thus LBA can also be implemented over the selected key frames. On the other hand, Lim et al. [99] used binary descriptors and a metric topological mapping such that large scale mapping can operate in real-time without any parallel computation. Recent state-of-the-art techniques like ORB-SLAM [119] integrate hardware and algorithmic advances in the past decade by including parallel computing, ORB features [134], statistical model selection [153], loop closures based on bag-of-words place recognition [32], local bundle adjustment [115], and graph optimization [92]. Figure 2.5 describes the architecture of ORB-SLAM. For a more detailed review of ORB-SLAM or other standard feature-based techniques, interested readers can follow [42] or [171].

2.3 Alternative Modalities in Visually-denied Environments

While standard visual (visible spectrum or RGB) imaging systems work very well in environments with good illumination, they are unusable for applications in visually-denied environments. Alternative modalities that rely on the non-visible spectrum, such as thermal imaging systems, or non vision-based modalities, such as IMU, will be explored in this challenging scenario.
2.3.1 Thermal Imaging

2.3.1.1 Thermal Camera System

A thermal camera is different from a standard RGB camera as it captures the radiation emitted from objects in the form of Long-Wave Infrared (LWIR) signals which belong to the non-visible spectrum. Although it is non-visible to human eye, the radiometric data captured from the thermal camera is typically converted to a visible format (usually in grayscale) to ease human interpretation. This camera is commonly used in firefighting since it allows firefighters to see beyond thick smoke, darkness, or heat-permeable obstacles.

Unlike visible light cameras, the pixel sensor in thermal cameras can have different sensitivity with respect to neighboring pixels. This makes a thermal camera greatly affected by spatial non-uniformities in the form of fixed-pattern noise [15]. The fixed-pattern noise often noticeable during longer exposure which is shown by a brighter intensities above the general background noise for particular pixels. To compensate for this noise, a standard thermal camera performs a Non-uniform Correction (NUC) to re-calibrate the sensor during operation and reset the sensor noise. This calibration process freezes the camera for around 0.5 to 1 second during which the same thermal image is produced. Most thermal cameras perform NUC periodically depending on the sensor quality and application. NUC can be executed as many as 3 times a minute or every couple of minutes. Modern thermal imaging systems such as those produced by FLIR have an option to manually set up the frequency of NUC although using default NUC frequency set by the manufacturer is recommended.

2.3.1.2 Thermal Odometry

Accurately estimating camera ego-motion from a thermal imaging system remains a challenging problem. Nevertheless, some efforts have been made to realize thermal odometry although it is for relatively short distances and yields a sub-optimal performance compared to the visible camera systems. Existing works in thermal odometry
usually rely either on sparse feature-based or direct-based approaches. Mouats et al. [113] employed Fast-Hessian feature detector for UAV tracking using a stereo thermal camera. They designed an effective mechanism to calibrate the thermal imaging system using an aluminium checkboard pattern. They also used double dogleg algorithm for pose optimization and showed that it can be used as a viable alternative to the standard Levenberg–Marquadt approach. To enable practical odometry, [15] designed a thermal odometry system with an automatic mechanism to determine the appropriate time to perform NUC operation based on the current and the predicted camera poses. By using efficient NUC management, combined with road lane estimation to estimate the scale of the prediction, they show that practical thermal odometry is viable.

Recent work fused together a thermal imaging system and IMU for robust UAV tracking. Khattak et al. [78] developed a keyframe-based direct approach to thermal odometry which minimizes radiometric error (or photometric error in terms of RGB images) between consecutive frames. They used raw radiometric data instead of the normalized grayscale data to avoid the difficulty of matching features as the scene dynamically changes based on the observed environment temperature. Furthermore, by fusing thermal odometry with IMU, they improve the robustness of the thermal-inertial odometry system during the NUC operation.

### 2.3.2 Inertial Measurement Units (IMUs)

An Inertial Measurement Units (IMU) is an electronic device capable of measuring linear acceleration and angular velocity of the body using a combination of accelerometers, gyroscopes, and sometimes magnetometers. The most commonly used IMUs are based on low cost Micro-Electro-Mechanical System (MEMS) technology which is widely used in robotics, UAVs, or mobile devices. As a small, low cost device, MEMS-based IMU comes with high sensor noise [20]. The measurement of accelerometers
and gyroscopes, together with sensor biases, are typically modelled as follows

\[
\hat{\omega} = \omega + b_{gyro} + \eta, \quad \eta \sim N(0, \sigma_{gyro}^2)
\]

\[
\hat{a} = a + a_g + b_{acc} + \eta, \quad \eta \sim N(0, \sigma_{acc}^2)
\]

where \(\omega\) and \(a\) are actual gyro and accelerometer measurements respectively, \(b_{gyro}\) and \(b_{acc}\) are unknown biases, \(a_g\) is the gravity force, and \(\eta\) is white gaussian noise.

### 2.3.2.1 IMU-based Odometry System

Odometry estimation using IMU is typically performed either with classical Strapdown Inertial Navigation System (SINS) or Pedestrian Dead Reckoning (PDR). SINS estimates the device motion by double integrating acceleration to position. This technique is straightforward and fast, but it is bounded by exponential error growth, especially if a noisy MEMS sensor is employed. One solution to tackle this problem is by attaching the IMU on the pedestrians feet to take advantage of zero velocity updates as shown in [143]. However, the application of zero velocity update is limited to foot-mounted navigation system.

Unlike SINS, PDR estimates the device position by repeatedly detecting steps, calculating stride length and direction of motion using an empirical formula [74]. Although this approach can alleviate some problem in SINS, a noticable drift still persists due to incorrect step displacement segmentation and inaccurate stride estimation [20]. Moreover, many parameters are required to be tuned, especially if the system is being implemented for general user with different walking patterns. Abandoning these two formulations (SINS and PDR), recent work for inertial odometry employed DNNs to directly predict position and orientation in the form of polar vector coordinates from raw IMU data [20].

### 2.4 Efficient Deep Neural Networks

A DNN model usually contains tens or hundreds of millions of parameters, which requires significant computation and memory resources. This typically prevents the
implementation of a DNN on resource-constrained hardware (e.g. mobile phones, smart watch, or other embedded devices). Over the past few years, many attempts have been made to construct more efficient DNNs. In general, we can divide the approaches into neural network compression and knowledge distillation.

2.4.1 Neural Network Compression

Compression techniques attempt to compress existing networks. We can divide current methods into quantization, network pruning, and network decomposition.

2.4.1.1 Quantization

Quantization compresses the network by reducing the number of bits required to represent each weight. Quantization could be applied by using 16-bit or 8-bit representation as proposed by [156, 55]. As an extreme case, a 1-bit representation (or binary network) has been explored in [31, 67]. By using only two possible values, such as -1 or 1, a binary network can replace many multiply-accumulate operations by simple accumulations. An example framework that uses this technique is BinaryConnect [31]. BinaryConnect utilizes the binary representation in forward and backward passes of the neural network during training. This approach boosts the training speed by a factor of 3. Using a deterministic version of BinaryConnect, the inference time can be pushed further by a factor of 16 or more. Similarly, the Binarized Neural Network (BNN) approach [67] trains a DNN with binary weights and is proven to significantly reduce the memory consumption during the forward pass, either at run time or at training time. Although many attempts have been made to improve the performance of binary networks, in general, such approaches suffer from inevitable loss of accuracy since relaxing the weights to binary reduces the representation capability of the original 32-bit weights of the network.
2.4.1.2 Network Pruning

Pruning, as the name implies, removes redundant and non-informative weights from the network. Pruning can be done by using the magnitude-based approach or the dropout-based approach. In the magnitude-based approach, Han et al. [58] proposed to remove the weight connections if the magnitude of the weights is less than a predefined threshold. Doing this approach iteratively with fine-tuning can reduce the storage and computation time by an order of magnitude without affecting accuracy. Figure 2.6 describes an example of iterative pruning methods presented in [58]. However, since pruning based on magnitude turns the network weights into a sparse matrix, it requires additional implementation of sparse matrix operations. Moreover, pruning the network aggressively might result in irretrievable network damage.

Another way of pruning the weights is based on dropout operations. Yao et al. [169] proposed “DeepIoT” as a unified approach to compress convolution, recurrent, and fully connected neural networks by finding the minimum number of non-redundant hidden elements through dropout learning. They designed a compressor neural network to produce dropout probability for each layer in the original network. By optimizing the compressor network and the original network jointly through the compressor-critic framework, DeepIoT can outperform other baseline compression algorithms by a large margin. Another dropout-based method employs the variational dropout technique to sparsify both fully connected and convolutional layers [112]. However, the authors only focus on sparsifying the network weights (which successfully reduces the number of parameters up to 280 times on LeNet and 60 times on AlexNet), without necessarily achieving a decrease in computation time.

2.4.1.3 Network Decomposition

The decomposition-based approach reduces the neural network complexity by exploiting low-rank constraints on the network weights. Bhattacharya et al. [11] proposed “SparseSep” to separate a fully connected or a convolutional layer into two weight
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Figure 2.6: In pruning based on magnitude, the network needs to be trained iteratively to avoid accuracy loss [58].

matrices through matrix factorization. Singular Value Decomposition (SVD) is used to factorize the weight matrices such that the reconstruction error is minimized. In the case of convolutional layers, the separation process decomposes the original filter into two vertical and horizontal filters. By using this factorization technique, the number of matrix multiplications becomes smaller than the original network although the network is essentially deeper. However, the obtained compression is generally lower than that achieved by the pruning based approach and the low-rank constraint that is imposed on the network might impair the network performance.

2.4.2 Knowledge Distillation

Instead of compressing the network structure, Hinton et al. [62] proposed Knowledge Distillation (KD) as an approach to transfer the knowledge of a large teacher network to a smaller student network. The main idea of KD is to allow the student to capture the finer structure learned by the teacher instead of learning solely from the true labels. Let $T$ be the teacher network where $O_T = \text{softmax}(a_T)$ is the teacher output probability and $a_T$ is the teacher’s logits (pre-softmax output). A student network $S$ with $O_S = \text{softmax}(a_S)$ as the prediction and $a_S$ as the logits is trained to mimic $O_T$. Since $O_T$ is usually very close to the one-hot representation of the class labels, a temperature $\tau > 1$ is used to soften the output probability distribution of $T$. The same temperature is used for training $S$ such that $O_T^\tau = \text{softmax}(\frac{a_T}{\tau})$ and $O_S^\tau = \text{softmax}(\frac{a_S}{\tau})$, but $\tau = 1$ is then used for testing $S$. The KD objective function is
formed by minimizing both hard label (one-hot encoding of class labels) error and soft label error) as follows

$$
\mathcal{L}_{KD} = \alpha \mathcal{H}(y, O_S) + (1 - \alpha) \mathcal{H}(O_T, O_S)
$$

where $\mathcal{H}$ is the cross-entropy, $y$ is the one-hot encoding of the true labels, and $\alpha$ is a parameter to balance both cross-entropies. Figure 2.7 illustrates how KD is applied to classification problem.

The KD formulation with softened outputs ($\tau > 1$) in Equation (2.16) gives more information for $S$ to learn, as it provides information about the relative similarity of the incorrect predictions, which is called dark knowledge [62], [132]. For example, $T$ may mistakenly predict an image of a car as a truck, but that mistake still has a much higher probability than mistaking it for a cat. These relative probabilities of incorrect prediction convey how $T$ tends to generalize to new data [62]. By training using this KD objective, $S$ can emulate the generalization capability of $T$.

Extending Hinton’s work, Romero et al. proposed “FitNets” [132] as a way to train a student network that is deeper but thinner than the teacher network by using a hint training approach. Hint training utilizes the intermediate representations learned by the teacher to teach the intermediate hidden layer of the student network. This technique allows one to train deeper students that can run faster or generalize better than the teacher network, a trade-off that is controlled by the chosen student capacity.

2.5 Curriculum Learning

Curriculum Learning (CL) was proposed by Bengio et al. [9] to formalize the idea of learning through a meaningful order of examples or concepts, which mimics how humans and animals learn. However, the basic idea of starting small or simple actually dates back to 1993 when Elman [35] successfully trained a DNN to recognize a simple grammar by increasing the complexity of the task. Bengio’s work [9] confirmed Elman’s findings and showed that a well chosen CL strategy can improve the generalization ability of a DNN model. This idea was further improved by [89] through
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Figure 2.7: The illustration of how standard KD is applied to classification problem. Note that in classification KD can take advantage of “dark knowledge” provided by soft teacher labels.

Self-Paced Learning (SPL), in which the curriculum is learned during training rather than determined by prior knowledge. Jiang et al. [73] then combined both idea of CL and SPL through Self-Paced Curriculum Learning (SPCL). SPCL takes into account both prior knowledge and the learning progress during training in constructing the curriculum. The application of CL and its improvement includes action detection [72], dictionary learning [151], domain adaptation [150], and object tracking [147], but none of them tackle VO estimation where it is more difficult to differentiate between easy and hard examples or tasks.

2.6 Summary

In this chapter, we have reviewed existing approaches to visual odometry estimation, either based on geometry or based on machine learning. While geometry-based approaches show good accuracy and consistency in their estimation, they are not robust to outliers, noisy correspondences, dynamic scenes, and the effect of rolling shutters,
or they require good initialization. They also face difficulty in abrupt motion especially when the camera has limited field of view. On the other hand, DNN-based approaches can be more robust to those issues as they do not require explicit feature extraction and matching but implicitly learn features from training with large amounts of data. However, despite being more robust, DNN-based approaches can produce less accurate results compared to geometry-based approaches since they do not apply geometric constraints. They are very slow and inefficient requiring tens or hundred millions of weights, preventing their application in resource-constrained hardware. Moreover, DNN-based VO approaches have not been adequately explored in environments with limited illumination. To the best of our knowledge, there are no DNN-based visual/thermal odometry algorithms that can work well in visually-denied environments.
Chapter 3

Learning Accurate Visual Odometry

3.1 Introduction

As discussed in Chapter 2, visual odometry is a key enabler for many applications, with deep learning techniques emerging as promising approaches. State-of-the-art DNN-based VO \cite{118, 161, 162, 29, 139} typically minimizes the relative transformation loss as the objective function during training. Minimizing the frame-to-frame relative transformation loss generally can provide reasonable trajectory estimation. However, this approach does not guarantee the consistency of the composed transformation when integrating those relative estimates into longer trajectories. Incorporating a compositional transformation loss in the objective function is a natural way to introduce this consistency into the network. However, our experiments suggest that training DNN-based VO using compositional transformation loss is hard to converge. Our intuition is that it is too difficult for the network to directly learn the complex geometry of composing the 6 Degree-of-Freedom (DoF) camera poses since the prediction errors are accumulated.

An intuitive way to reduce the difficulty of training this complex geometry problem is by starting the learning process from an easier task and then gradually increasing the difficulty of the task. The idea of learning from small or easy tasks and progressively increasing the difficulty has been studied in the context of Curriculum Learning
Inspired by the cognitive process of humans and animals, Bengio et al. [9] proposed CL as a strategy to improve the convergence speed and generalization ability of a machine learning model by learning through highly organized or meaningful order of examples. In this chapter, we study whether a similar learning strategy can be applied for estimating the complex geometry of monocular VO.

Another perspective to alleviate the lack of accuracy in existing DNN-based VO is to focus on a set of information in the input space that are more useful for VO estimation. Our understanding from geometry-based approaches tells us that not all information in the image space is equally important. For instance, some areas are texture-less which makes feature matching difficult and noisy, or some parts belong to dynamic objects which violate the epipolar constraints [137]. This motivates the need to treat the information in the image space with varying importance of relevant features. To this end, in this chapter, we also propose an attention network as an alternative way to improve the accuracy of DNN-based VO.

The rest of this chapter is organized as follows. Section 3.2 introduces the main contributions of presented in this chapter. Section 3.3 elaborates on the first contribution of this paper, explaining how to improve the accuracy of DNN-based VO from an optimization point of view. Section 3.4 introduces the attention network as another perspective to improve the accuracy of DNN-based VO from a network architecture perspective. Section 3.6 concludes this chapter.

### 3.2 Contributions

We summarize the research questions we tackle in this chapter as follows: (1) how can we improve the accuracy of DNN-based VO from the optimization perspective, by focusing on the design of the objective function? (2) Can the attention mechanism help to increase the accuracy of DNN-based VO? If so, what type of visual attention could work effectively for VO? Our specific contributions that arise from these questions are listed below:
• We propose a novel geometry-aware objective function by jointly optimizing relative transformation and its composition over small windows via bounded pose regression loss.

• We present a curriculum learning strategy to train the network using bounded pose regression loss by gradually making the learning objective more difficult during training.

• We design a visual attention network by generating the attention map conditioned on the current latent poses and performing a spatial-wise attention operation on the feature map.

• We explore different ways to incorporate the visual attention, either via a joint attention network or via a decoupled attention network for translation and rotation components. We show that the decoupled attention network is superior to the joint attention network.

Some technical contributions and experimental results in this chapter have been described in the following published paper:


3.3 Geometry-Aware Curriculum Learning

In this section, we describe the first part of our contribution, namely improving the accuracy of DNN-based VO from an optimization perspective. In particular, we employ bounded pose regression loss to train the network in an end-to-end manner and adopt the CL strategy to gradually learn the proposed objective from a simpler objective. We call the network as CL-VO and refer to the optimization approaches as
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Geometry-Aware Curriculum Learning (GA-CL). We start this section by discussing the general approach to learning the camera ego-motion using a DNN, followed by describing the technique we proposed and the experimental results.

### 3.3.1 Approach

#### 3.3.1.1 Learning Ego-motion with DNNs

Conventional VO methods require the use of hand-crafted features and multiple view geometry techniques. On the other hand, DNN approaches work directly with raw image sequences by training the network in an end-to-end manner. Formally, given two concatenated images \( I_{t-1,t} \in \mathbb{R}^{2 \times (w \times h \times c)} \) at times \( t - 1 \) and \( t \), where \( w \), \( h \), and \( c \) are the image width, height, and channels respectively, DNNs learn the following mapping function to regress the 6-DoF camera pose:

\[
\text{DNNs} : \{(\mathbb{R}^{2 \times (w \times h \times c)})^{1:N} \} \rightarrow \{(\mathbb{R}^{6})^{1:N}\} \tag{3.1}
\]

where \( N \) is the total number of consecutive image pairs. The 6-DoF camera poses represent relative pose transformation \( \{\hat{p}_{t-1}^t\} \subset \text{SE}(3) \) from pairs of consecutive images \( \{I_{t-1}, I_t\} \). The cumulative composition of these estimations generates a global trajectory with respect to the starting position

\[
\hat{p}' = \hat{p}_{t-1}^t \oplus ... \oplus \hat{p}_2^1 \oplus \hat{p}_1 \tag{3.2}
\]

where \( \oplus \) represents the \( \text{SE}(3) \) pose composition operation.

#### 3.3.1.2 Enforcing Geometric Constraints

During the training process, standard DNN-based VO typically minimize the relative pose transformation error between two consecutive frames. However, the ground truth pose is usually available as the composition of these relative pose transformations defining a sequence of global poses. In order to fully exploit both relative and composite pose transformation information, we need to jointly optimize these terms. Instead of directly placing relative and composite terms together in the objective...
function, we propose to utilize the composed transformation as a constraint for the relative loss term. We only add the composite loss when its value at time $t$ is larger than it was at time $t - 1$. This means that the network does not have to minimize the composite transformation loss when the integration of relative poses at time $t$ yields an accurate absolute pose transformation. Moreover, in order to reduce the accumulative errors, we only minimize the composite loss over small, bounded windows. We refer to this loss function as *bounded pose regression loss*.

Equations (3.3)-(3.6) show this bounded loss where $N$ is the number of images. $L_{rel}$ is the relative transformation loss that measures pose errors between consecutive frames, while $L_{com}$ is the composite transformation loss which accounts for errors over a small window. The coefficient $\alpha$ is used to balance both terms. The pose error defined in Equation (3.6) compares the estimated translation $\hat{t}$ and rotation $\hat{r}$ vectors (encapsulated in $\hat{p}$) with their respective ground truth values. We also use $\delta$ and $\zeta$ to weigh the translation and rotation terms in relative loss as in [77, 161].

\[
L_{total} = \sum_{t=1}^{N} \alpha L_{rel} + (1 - \alpha) L_{com} \tag{3.3}
\]

\[
L_{rel} = L(\hat{p}_t^{t-1}) \tag{3.4}
\]

\[
L_{com} = \begin{cases} 
L(\hat{p}_t^{t-w}), & \text{if } L(\hat{p}_t^{t-w}) > L(\hat{p}_t^{t-1-w-1}) \\
0, & \text{otherwise} 
\end{cases} \tag{3.5}
\]

\[
L(\hat{p}_t^j) = \delta \left\| \hat{t}_t^j - t_t^j \right\|^2 + \zeta \left\| \hat{r}_t^j - r_t^j \right\|^2 \tag{3.6}
\]

### 3.3.1.3 Curriculum Learning

The bounded pose regression loss blends together relative and composite transformation loss. However, we discover in our experiments that training DNN-based VO using composite transformation loss is difficult to converge due to the accumulative nature of prediction errors. Figure 3.1 shows normalized translation and rotation pose errors for different values of $\alpha$ in Equation (3.3) in the first training stage. It can be seen that training a DNN-based VO using only composite transformation loss...
(\alpha = 0) leads to very large translation and rotation errors compared to when relative transformation loss is also incorporated (\alpha > 0). The best performance is even achieved by training using relative transformation loss only (\alpha = 1), which indicates the difficulty in training with relative and composite losses right from the start. This motivates the utilization of Curriculum Learning (CL) where the learning process starts from the simplest objective and then increasing its difficulty. We refer to this mechanism as Geometry-Aware Curriculum Learning (GA-CL).

In the first stage of GA-CL, we start the training process by predicting a reasonable relative transformation (as suggested from Figure 3.1). This can be seen as minimizing the bounded pose regression loss from Equations (3.3)-(3.6) with \( \alpha = 1 \). During the second stage, once the network has learned to produce reasonable relative transformations (as the validation loss no longer decreases), we may reveal more information to the network by gradually decreasing \( \alpha \) so as to equalize relative and composite transformation loss (\( \alpha = 0.5 \)). In the final stage, we put more emphasis on the composite loss \( 0 < \alpha < 0.5 \) such that the network can learn consistent composite transformation.

3.3.1.4 Network Architecture

The network architecture, dubbed CL-VO, is depicted in Figure 3.2 and is mainly composed of a feature extractor and a pose regressor. The feature extractor is essentially a CNN designed to learn dense optical-flow for VO estimation. We construct
Figure 3.2: CL-VO architecture consists of cascade optical-flow networks followed by recurrent networks and fully connected layers.

a cascade optical flow network which refines optical flow estimation subsequently from the previous sub-network for providing more accurate flow estimation. To avoid training the network from scratch, we adopt FlowNet2-C [69] for the first network and FlowNet2-S [69] for the second and the third network. The output for each network is a dense optical flow in which the estimation is refined in subsequent network. However, for producing the latent variables that can be directly consumed by the pose regressor, we remove the refinement part from the last optical flow network.

The pose regressor part consists of two recurrent layers, in particular two Long Short Term Memory (LSTM) [63] layers, followed by fully connected layers to estimate 6-DoF camera poses. Compared to directly using a fully connected layer for pose regressor, as seen in [118] and [77], LSTM is more suitable to learn the long term dependencies of camera pose since it can maintain its hidden state over time. The LSTM operation can be formulated as follows:

\[
\begin{align*}
\begin{bmatrix}
i_f & o_g
\end{bmatrix} &= \begin{bmatrix}
\text{sigm} & \text{sigm} \\
\text{sigm} & \text{tanh}
\end{bmatrix}
W_{\text{lstm}}^{(l)} \begin{bmatrix}
h^{(l-1)}_t \\ h^{(l)}_{t-1}
\end{bmatrix}, \\
\mathbf{c}^{(l)}_t &= f \odot \mathbf{c}^{(l)}_{t-1} + i \odot \mathbf{g}, \\
\mathbf{h}^{(l)}_t &= o \odot \text{tanh}(\mathbf{c}^{(l)}_t),
\end{align*}
\]

where \(W_{\text{lstm}}^{(l)} \in \mathbb{R}^{4n(l) \times (n(l-1) + n(l))}\) is the weight matrix for layer \(l\), \(n\) is tensor dimension, \(t = 1, \ldots, T\) is the timestep, and the vector \(\mathbf{h}^{(l)}_t \in \mathbb{R}^{n(l)}\) is its hidden state at step \(t\).
and layer \( l \). Vector \( \mathbf{h}_t^{(0)} \) is equal to the input \( \mathbf{x}_t \) at step \( t \). Operators \( \text{sigm}, \text{tanh}, \) and \( \odot \) denote sigmoid function, hyperbolic tangent, and element-wise multiplication respectively. For composing the relative transformation from a certain number of previous frames, we construct a differentiable custom \( \text{windowed composition layer} \) as seen in Figure 3.3. A windowed composition layer concatenates the current frame-to-frame camera ego motion with the previous ego motion for a predefined number of window \( w \) as follows

$$
\hat{\mathbf{p}}_t^w = \hat{\mathbf{p}}_{t-1} \oplus \ldots \oplus \hat{\mathbf{p}}_{t-w+1} \oplus \hat{\mathbf{p}}_{t-w}.
$$

(3.10)

![CL-VO architecture with a windowed composition layer to integrate relative estimates over small windows](image)

Figure 3.3: CL-VO architecture with a windowed composition layer to integrate relative estimates over small windows \( w \).

### 3.3.2 Experimental Results

#### 3.3.2.1 Datasets

We employ three datasets for the experiments which consist of two public datasets (i.e. KITTI and Malaga dataset) and one self-collected dataset imitating firefighter walking pattern.

1. **KITTI Dataset.** KITTI dataset [45] is a well-known autonomous driving dataset for evaluating VO and visual SLAM algorithms. KITTI dataset contains 21 tra-
jectories in which ground truth poses are provided for Sequences 00-10 while the remaining sequences (11-21) are typically used for benchmarking the algorithms. For all sequences, stereo images captured by Point Gray Flea2 color cameras (10 Hz, resolution: $1392 \times 512$ pixels, field of view: $90^\circ \times 35^\circ$) are provided. The ground truth trajectory is generated by the GPS/IMU localization unit projected into the coordinate system of the left camera after performing rectification. Although the dataset provides stereo imagery, we only use the left image for testing monocular VO algorithms. In general, we use KITTI odometry data Sequences 00-10 for quantitative evaluation and Sequences 11-21 for qualitative evaluation.

2. **Malaga Dataset.** The second dataset is the Malaga urban dataset [13], which is also collected in a driving scenario. Similar to KITTI, stereo images are provided by using Point Grey Research Bumblebee 2 stereo camera with $1024 \times 768$ image resolution, $100^\circ$ horizontal field of view, and running at 20 fps. The ground truth path is generated by the GPS data. Similar to KITTI, we only utilize the left camera for testing monocular VO methods. We only use this dataset to test a pre-trained model without training or fine-tuning.

3. **Firefighter Walking Pattern.** The last dataset is our self-collected human motion data imitating a firefighter walking pattern. This dataset was collected in an indoor environment that consists of a corridor and a large room for approximately 1.5 hours. We used uEye global shutter camera mounted in a helmet, with VGA resolution ($640 \times 480$), $65^\circ \times 45^\circ$ field of views, and runs at 30 Hz. The ground truth was taken from a ViCon Motion Capture system with approximately 1mm accuracy. The firefighter walking motion contains sweeping hand and foot for inspecting obstacles in front of the user, which is very challenging for monocular VO since it creates a zigzag motion pattern. Moreover, the moving hand occasionally obstructs some parts of the image.
3.3.2.2 Competing Techniques

To evaluate the performance of CL-VO, we compare our method with the state-of-the-art feature-based and learning-based VO methods, namely VISO2 [46], ORB-SLAM [119], and DeepVO [161]. For VISO2, we use the monocular version (VISO2-M) for quantitative evaluation while we utilize the stereo version (VISO2-S) for qualitative comparison. We set the height of the camera in VISO2-M as described on each dataset paper to estimate the scale of the prediction. For ORB-SLAM, we used the result from [162] for quantitative evaluation. As for DeepVO, we constructed the DeepVO model with the same architecture and parameters as described in the paper. For each dataset, we trained DeepVO with the same settings as CL-VO (e.g. total training sequences, validation data, total epochs, optimizer, learning rate, etc.). We also train DeepVO with GA-CL to see how much improvement GA-CL can bring to DeepVO.

3.3.2.3 Implementation and Augmentation

We implemented CL-VO using Tensorflow and Keras, and ran the training code on a NVIDIA TITAN V GPU. Before training, we computed the dataset mean and used it to normalize the image intensity. In order to provide more trajectory variations, we generated sequences with random start and end points, and random lengths. In every epoch, we constructed 10 random trajectories for each training sequence. The training can extend to 200 epochs for each training stage which takes around 10 hours, or can be stopped earlier if the validation loss shows no improvement. We used the Adam optimizer with \(10^{-3}\) as the initial learning rate. We also applied Dropout with 0.2 dropout rate for regularizing the network. For parameter in Equations (3.3)-(3.6), we set \([\delta; \zeta] = [1; 100]\) for the KITTI dataset, and \([\delta; \zeta] = [1; 0.001]\) for the human motion dataset. For GA-CL setting, we mostly set the window \(w = 2\) or \(3\) and \(\alpha = 1\) for the 1st stage, \(\alpha = 0.5\) for the 2nd stage, and \(\alpha = 0.1\) for the 3rd stage as it get the best performance in KITTI dataset.
Figure 3.4: (a) Qualitative results from Sequences 05 and 07 and (b) Sequences 11 and 18 on KITTI dataset. Note that the ground truth pose is not available for KITTI Sequences 11-20.

3.3.2.4 Tests on KITTI Dataset

We performed two experiments on the KITTI dataset. The first experiment is conducted for KITTI Sequences 00-10 where precise ground truth is available such that quantitative evaluation can be conducted. The second experiment is aimed to test further the generalization of the network on KITTI testing Sequences 11-20. Since there is no ground truth available for KITTI Sequences 11-20, no quantitative evaluation is performed.

For the first experiment, we trained CL-VO on KITTI Sequences 00, 01, 02, 08, and 09, and tested on KITTI Sequences 03, 04, 05, 06, 07, and 10 as seen in [161]. Figure 3.4 (a) shows the qualitative results from Sequences 05 and 07. It can be seen
that all CL-VO predictions are relatively accurate and consistent against the ground truth. CL-VO significantly outperforms VISO2-M and DeepVO. As for VISO2-M, the VO estimation in Figure 3.4(a) suggest that the scale estimation using fixed camera height is not robust against noise due to car jolts during driving [162]. Note that neither scale estimation nor post alignment to ground truth is conducted for CL-VO. The quantitative results can be seen in Figure 3.5 where CL-VO consistently yields better performance for both translation and rotation against the path length compared to VISO2-M and DeepVO. Table 3.1 details the frame-to-frame relative transformation errors of the compared algorithms for each testing sequences. The result indicates that CL-VO achieves more robust outputs than VISO2-M, ORB-SLAM, and DeepVO, although the performance is, as expected, worse than the stereo algorithm, i.e. VISO2-S. The table also shows that GA-CL can boost the performance of DeepVO by 21% and 16% for translation and rotation respectively. CL-VO achieves higher accuracy than DeepVO+GA-CL as it estimates more accurate optical flow through the cascade optical flow networks.

For the second experiment, we trained CL-VO on KITTI Sequences 00-10 and tested on KITTI testing Sequences 11-20. Qualitatively, we can see from Figure 3.4(b) that CL-VO predictions are more similar to the stereo algorithm (VISO2-S) estimation than VISO2-M and DeepVO. This confirms that CL-VO can generalize well in new scenarios with different motion patterns and environments although it suffers from drift over time.

Figure 3.5: Translation and rotation errors against path length on KITTI dataset.
Table 3.1: Frame-to-frame relative translation and rotation errors on KITTI dataset among the competing approaches.

<table>
<thead>
<tr>
<th>Seq</th>
<th>Monocular VO</th>
<th>Stereo VO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VISO2-M</td>
<td>ORB-SLAM</td>
</tr>
<tr>
<td></td>
<td>trans(%)</td>
<td>rot(°)</td>
</tr>
<tr>
<td>03</td>
<td>28.14</td>
<td>0.0230</td>
</tr>
<tr>
<td>04</td>
<td>33.92</td>
<td>0.0177</td>
</tr>
<tr>
<td>05</td>
<td>14.65</td>
<td>0.0397</td>
</tr>
<tr>
<td>06</td>
<td>19.54</td>
<td>0.0249</td>
</tr>
<tr>
<td>07</td>
<td>12.69</td>
<td>0.0647</td>
</tr>
<tr>
<td>10</td>
<td>30.39</td>
<td>0.0306</td>
</tr>
<tr>
<td>avg</td>
<td>23.22</td>
<td>0.0334</td>
</tr>
</tbody>
</table>

3.3.2.5 Generalization in Malaga Dataset

In order to further test the generalization ability of the proposed framework, we tested CL-VO on the Malaga dataset without any further training or fine-tuning. We used the CL-VO model which is trained on KITTI dataset Sequences 00-10 and tested directly on the Malaga image data. Since the image resolution in the Malaga dataset is different from KITTI, we cropped the images to the KITTI image size. Some image information is expected to get lost during this cropping process which might affect the final predictions.

Figure 3.6 depicts the test results on Malaga dataset Sequences 03, 04, and 09, superimposed on Google Map. Since the Malaga dataset does not have ground truth, a quantitative evaluation cannot be conducted. However, since frequent GPS data is available, we still can perform qualitative comparison. Moreover, since the dataset also contains stereo images, we can generate VO estimation from VISO2-S for comparison with stereo algorithms. As we can see from Figure 3.6, CL-VO predictions are close to GPS and VISO2-S in those three sequences. It is significantly better than VISO2-M and DeepVO, although it suffers from drift. This experiment further confirms that CL-VO generalizes to other datasets which are collected with different...
cameras in different environments. This also shows that CL-VO generalizes better than DeepVO as the drift of DeepVO is larger on the test sequences.

Figure 3.6: Generalization tests on Malaga Dataset from Sequences 03, 04, and 09 respectively, superimposed on Google Map. DeepVO and CL-VO are only trained on KITTI dataset Sequences 00-10 and tested it directly without fine-tuning.

Figure 3.7: Test on human walking data in an office building. (a) Test with the human walks in and out of room. (b) Test in corridor involving U-turn motion.

3.3.2.6 Tests on Human Motion Dataset

We divided the human motion dataset into train and test sets: 1 hour and 15 minutes for training and the remaining 15 minutes for testing. We subsample one frame for every six images to provide sufficient displacement between consecutive frames.

Figure 3.7 shows the qualitative results on one of the test sequences. It can be seen that CL-VO performs better than DeepVO as the prediction is closer to the ground truth. While CL-VO successfully tracks the camera movement, DeepVO fails to
perform turning accurately which leads to much larger drift. In particular, Figure 3.7 (b) shows that DeepVO prediction can drift quite significantly as the trajectory moves in the wrong direction. This indicates that training using relative transformation only without injecting any information about geometric (e.g. composite loss), can produce bias in pose estimation especially when there is not enough training data. Figure 3.8 shows the 6-DoF translation (x, y, z) and orientation (roll, pitch, yaw) of CL-VO compared with DeepVO and ground truth. It is clear that CL-VO tracks the changes on translation and orientation accurately. Figure 3.9 illustrates the distribution of the absolute errors (RMSE). CL-VO significantly outperform DeepVO, achieving less than 2 meters errors during 100% of testing time.

3.3.2.7 The Impact of Geometry-Aware Curriculum Learning

We performed an ablation study to understand the impact of the geometry-aware curriculum learning (GA-CL). We compare the performance of the proposed network when it is trained with curriculum, with reversed curriculum (anti-curriculum), and without curriculum. For training without curriculum, we use two loss functions, namely the standard relative loss and the bounded pose regression loss with $w = 2$ and $\alpha = 0.5$. For the anti-curriculum, the stages described in Section 3.3.1.3 are
Figure 3.9: CDF of RMS absolute errors for all test sequences in human walking data. All competing networks are trained with the same setting except GA-CL and anti-curriculum changes the parameter of the objective function at the end of each training stage.

Figure 3.10 depicts the key results of this study. As expected, directly training the network with the bounded loss is more difficult to converge although the performance gradually improves in later stages of training. On the other hand, the network trained with the relative loss already reaches a stable state in the first stages of training. It only improves slightly afterwards or can even lead to overfitting as the accuracy of the rotation part decreases. The anti-curriculum gets very low accuracy in the beginning although the performance improves after training with relative loss. Finally, the network trained with GA-CL can converge and generalize better which results in significantly lower translation and rotation errors in each training stage.

Figure 3.10: The impact of GA-CL algorithm on translation and rotation errors.
One possible explanation for this performance gain is that GA-CL can be regarded as a special form of transfer learning, where the initial tasks (i.e. minimizing relative transformation loss) are used to guide the learner such that it can perform better on the final task (i.e. minimizing bounded pose regression loss). While the motivation of conventional transfer learning is to improve the generalization by sharing model weights across tasks, GA-CL introduces the idea of guiding the optimization process, either for faster convergence or better local minima [9]. Another perspective is GA-CL can be seen as a way of gradually injecting domain knowledge into DNNs by progressively revealing more information to the network over time via objective function alteration.

3.4 Attention Network

In this section, we describe an alternative way of improving the performance of DNN-based VO by only processing important information from the input image through an attention network. We call the proposed network as SalientDVO. We first explain in detail the structure of the attention network, followed by the experimental results to validate the devised attention network.

3.4.1 Approach

As stated in Section 3.3, the standard DNN architecture for VO estimation typically consists of a feature extractor and a pose regressor network. The former extracts features by employing CNN as the main building blocks. The latter regresses the 6-DoF camera poses through fully connected or recurrent layers. We will first describe the feature extractor and the pose regressor of SalientDVO, followed by the proposal of the attention mechanism.

3.4.1.1 Feature Extractor and Pose Regressor Network

The feature extractor network is designed to automatically learn geometric features necessary for estimating VO. Inspired by [102], we utilize FlowNet [34] to extract
optical flow-like features since they are more suitable for tackling geometry problems that do not rely on appearance. We directly use the FlowNet model except that we remove the refinement part since we want to produce the latent fatures that can be directly consumed by the pose regressor network. For the input, we concatenate two consecutive images such that the network can learn pixel displacements. Formally, given input image $I_t \in \mathbb{R}^{w \times h \times 2c}$ at time $t$, where $w$, $h$, and $c$ are the image width, height, and channels respectively, the feature extractor network performs the following operation:

$$x_t = cnn(I_t)$$

where $cnn(.)$ is a series of convolutional operations and $x_t \in \mathbb{R}^{\hat{w} \times \hat{h} \times \hat{c}}$ is the output feature map at time $t$. $\hat{w}$, $\hat{h}$, and $\hat{c}$ are the feature map weight, height, and channels respectively. As we use FlowNet, $\hat{c}$ is equal to 1024 and $\hat{w} = w/64$ and $\hat{h} = h/64$.

The pose regressor part consists of Fully Connected (FC) layers and optionally RNN layers to model long-term motion dynamic of the camera. The output features $x_t$ will be fed to a series of FC layers to produce 6-DoF poses as follows:

$$O_t = f_c(x_t)$$

where $f_c(.)$ is a series of linear operation performed by the FC layers and $O_t = [t; r] \in \mathbb{R}^6$. Terms $t$ and $r$ are the translation and rotation of the camera represented in Euler angle. The main difference from standard DNN-based VO is that we add attention network that will be described in the following section.

### 3.4.1.2 Network Architecture

The main objective of the attention network is to improve the network performance by placing relative importance on image features. For the network to generate this meaningful attention, our insight is to generate an attention map by conditioning on the previous camera poses. However, instead of directly using the camera poses, we propose to use the latent features that represent the sequential motion dynamics of the
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poses from current sequences using ConvLSTM [167]. Unlike a standard LSTM which eliminates the spatial structure of the data, ConvLSTM keeps the spatial structure of the input by replacing FC layers inside the network with convolution operation. Keeping the spatial structure of the input is important to generate a meaningful attention map. Given the input features $x_t$ at time $t$, the previous hidden state $h_{t-1}$ and memory cell $C_{t-1}$, the ConvLSTM updates can be formulated as:

$$i_t = \sigma(W_{xi} * x_t + W_{hi} * h_{t-1} + W_{ci} \circ C_{t-1} + b_i)$$
$$f_t = \sigma(W_{xf} * x_t + W_{hf} * h_{t-1} + W_{cf} \circ C_{t-1} + b_f)$$
$$g_t = \tanh(W_{xg} * x_t + W_{hg} * h_{t-1} + b_g)$$
$$C_t = f_t \circ C_{t-1} + i_t \circ g_t$$
$$o_t = \sigma(W_{xo} * x_t + W_{ho} * h_{t-1} + W_{co} \circ C_t + b_o)$$
$$h_t = o_t \circ \tanh(C_t)$$

(3.13)

where $*$ is the convolution operation and $\circ$ is the hadamard product. The attention map is then learnt from the concatenation of the hidden state of ConvLSTM with the current, reshaped feature vectors $\hat{x}_t \in \mathbb{R}^{\hat{w} \hat{h} \times \hat{c}}$. However, for ease of modelling and weight efficiency, we transform $\hat{x}_t$ into $v_t$ through a single layer perceptron. The full steps to generate the attention map $\alpha_t \in \mathbb{R}^{\hat{w} \hat{h}}$ is described as follows:

$$v_t = \text{relu}(W_{xv} \hat{x}_t)$$
$$z_t = \text{relu}(W_z \text{merge}(h_t, v_t))$$
$$\alpha_t = \text{sigmoid}(W_{\alpha} z_t)$$

(3.14)

where $W_{xv}$, $W_z$, and $W_{\alpha}$ are the learnt weights.

In image captioning problems [168], [104], $\alpha_t$ is usually used to blend together the feature maps via a weighted average operation. However, performing weighted average operations on the feature maps might erase the spatial information related to salient and non-salient regions which is important for VO. Thus we instead propose a spatial-wise attention mechanism which performs an element-wise multiplication $\otimes$ across all channel dimensions as follows:

$$c_t = \alpha_t \otimes v_t$$

(3.15)
where \( c_t \) are the output context features (borrowing the term from image captioning). The final pose is learnt from these context features such that Equation (3.12) becomes \( O_t = f_c(c_t) \).

Figure 3.11 shows the architecture of the proposed attention network (SalientDVO) which also describes all formulations to generate context features. Figure 3.11 (a) describes the network with joint attention network for translation and rotation estimation (denotes SalientDVO-j), while Figure 3.11 (b) shows parallel attention network which decouples the attention for translation and rotation (denotes SalientDVO-
We propose the decoupled attention network as we conjecture that the network might need to learn different attention maps for translation and rotation. This conjecture is supported by previous works for conventional VO (e.g. ORB-SLAM2 [120]) which states that salient features in the image space have different sensitivity with respect to translation and rotation. For the parallel attention network, the final output pose is generated by $t = f_c(c_{1,t})$ and $r = f_c(c_{2,t})$ where $c_{j,t}$ are the context features for sub-network $j \in \{1, 2\}$.

### 3.4.1.3 Objective Function

As the network is trained by supervision, the objective is to minimize the relative error between the prediction and the ground truth. The loss function is usually composed of Mean Square Error (MSE) of translations $t$ and rotations $r$ as follows:

$$
\mathcal{L} = \frac{1}{N} \sum_{i=1}^{N} \left( \|\hat{t}_i - t_i\|^2 + \zeta \|\hat{r}_i - r_i\|^2 \right)
$$

(3.16)

where $\hat{t}$ and $\hat{r}$ are the ground truth translation and rotation respectively, and $\zeta$ is a weight used to balance translation and rotation terms as in [77, 161].

### 3.4.2 Experimental Results

#### 3.4.2.1 Implementation and Training Details

We implemented SalientDVO using Keras with Tensorflow backend and ran the training code on a NVIDIA TITAN V GPU. We trained and evaluated the network on the KITTI VO/SLAM benchmark, which consists of 11 sequences with ground truth. Before training, we scaled each image into $192 \times 640$ and subtracted the dataset mean. We used sequences 00, 01, 02, 08, and 09 for training and sequences 03, 04, 05, 06, 07, and 10 for testing. The training runs for up to 200 epochs or can be stopped earlier if the validation loss does not improve anymore. Since we employed FlowNet as the feature extractor, we only trained the pose regressor network. We used Adam optimizer with $1e-3$ learning rate and Dropout [144] with 0.2 dropout rate for reg-
K = 10 is used for the parameter of MDN. To balance the translation and rotation term during training, we set ζ to 100.

3.4.2.2 Competing Algorithms

We compare SalientDVO with state-of-the-art monocular VO algorithms that use geometry-based and learning-based approaches. For conventional geometry-based approaches, we use the monocular version of VISO2 [46], ORB-SLAM2 [120], and DynaSLAM [10]. We employ VISO2 as the most basic but popular implementation of feature-based monocular VO. For VISO2’s scale estimation, we set the height of the camera as 1.65m. We choose ORB-SLAM2 and DynaSLAM as the representation of visual SLAM system that performs clustering of the image features based on how they effect translation and rotation components. DynaSLAM is the improvement of ORB-SLAM2 by incorporating a mechanism to segment dynamic objects. For both SLAM systems, we turned off the loop closure function to enable fair comparison with VO. For learning methods, we compare with DeepVO [161] model that we trained with the same setting as our SalientDVO.

3.4.2.3 The Impact of Attention Network

To inspect the impact of the attention network, we compare the performance of the network with attention (where \( O_t = f_c(c_t) \)) and without attention (where \( O_t = f_c(v_t) \)). We measure the performance using Root Mean Square (RMS) Relative Pose Error (RPE) and Absolute Trajectory Error (ATE) [146]. Table 3.2 shows the average results for all test sequences. It can be seen that incorporating relative importance among image features (as \( c_t = \alpha_t \otimes v_t \)) boosts significantly the network performance either on RPE or ATE as the network harnesses more important features for VO estimation. In particular, it improves translation and rotation estimation by 27.8% and 43.1% respectively.
Table 3.2: The Impact of Attention Network on Accuracy

<table>
<thead>
<tr>
<th>Methods</th>
<th>RMS RPE t (m)</th>
<th>RMS RPE r (°)</th>
<th>RMS ATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Attention</td>
<td>0.1434</td>
<td>0.1879</td>
<td>43.14</td>
</tr>
<tr>
<td>With Attention</td>
<td><strong>0.1035</strong></td>
<td><strong>0.1069</strong></td>
<td><strong>26.11</strong></td>
</tr>
</tbody>
</table>

3.4.2.4 Comparison with State-of-the-art

Figures 3.12 and 3.13 depict the qualitative evaluation of the proposed and the competing approaches. As it can be seen, SalientDVO produces a trajectory closer to the ground truth than the competing approaches. Table 3.3 shows the comparison of SalientDVO with the competing approaches in terms of ATE. As ORB-SLAM2 and DynaSLAM do not have a way of estimating scale, we need to align and scale with respect to the ground truth using the closed-form Horn approach as in [146]. To perform a fair comparison with other competing approaches, we also perform alignment and scaling for other approaches. It can be seen that SalientDVO-p considerably outperforms competing approaches. Without loop closure, ORB-SLAM2 and DynaSLAM experience a large drift and require a large scaling value to fit the ground truth. Note that as seen in Table 3.3 both ORB-SLAM2 and DynaSLAM require a large scaling value (around 13.5 multiplier) to align with the ground truth. On the contrary, SalientDVO implicitly learns the scale from the training data such that the predicted scale of the estimated trajectory is already very close to the ground truth (consistently uses small scaling multiplier) and generalizes very well. VISO2 also requires a reasonable scaling factor as the scale of the prediction can be calculated based on the height of the car that has been specified before. The result in Table 3.3 also shows that performing attention separately for translation and rotation yields better performance (by 26.87%) than performing it jointly. This confirms our conjecture that each component of translation and rotation require different parts of the image to attend.
3.4.2.5 Visualization of the Attention Mask

To better understand the network behaviour, we visualize the attention map by up-sampling and overlaying it on the input image. Table 3.4 (row 1) shows the attention produced by SalientDVO-p when the camera moves forward. In this condition, despite the presence of some noise, the translation network places attention on the lower part
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Table 3.3: Absolute Trajectory Errors (ATE) among Competing Methods

<table>
<thead>
<tr>
<th>Methods</th>
<th>S</th>
<th>03</th>
<th>04</th>
<th>05</th>
<th>06</th>
<th>07</th>
<th>10</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>VISO2</td>
<td>1.2</td>
<td>2.05</td>
<td>2.34</td>
<td>63.17</td>
<td>28.05</td>
<td>19.93</td>
<td>52.08</td>
<td>28.01</td>
</tr>
<tr>
<td>ORB-SLAM2</td>
<td>13.5</td>
<td>1.06</td>
<td>1.21</td>
<td>42.66</td>
<td>47.32</td>
<td>15.26</td>
<td>5.99</td>
<td>18.92</td>
</tr>
<tr>
<td>DynaSLAM</td>
<td>13.5</td>
<td><strong>0.86</strong></td>
<td><strong>1.20</strong></td>
<td>36.17</td>
<td>46.62</td>
<td>16.54</td>
<td><strong>4.81</strong></td>
<td>17.69</td>
</tr>
<tr>
<td>DeepVO</td>
<td>1.11</td>
<td>7.55</td>
<td>3.45</td>
<td>22.14</td>
<td>28.77</td>
<td>21.37</td>
<td>13.08</td>
<td>16.06</td>
</tr>
<tr>
<td>SalientDVO-j</td>
<td><strong>1.01</strong></td>
<td>5.33</td>
<td>4.59</td>
<td>22.03</td>
<td>36.59</td>
<td>19.17</td>
<td>21.90</td>
<td>18.27</td>
</tr>
<tr>
<td>SalientDVO-p</td>
<td>1.03</td>
<td>6.07</td>
<td>3.45</td>
<td><strong>19.63</strong></td>
<td><strong>27.19</strong></td>
<td><strong>11.67</strong></td>
<td>12.17</td>
<td><strong>13.36</strong></td>
</tr>
</tbody>
</table>

*S indicates the average scale multiplier required to fit the ground truth. The colour in red shows approaches that require large scaling multiplier.

of the image which corresponds to closer feature points. These close feature points are important for accurate translation estimation as found by ORB-SLAM2 [120] or [94]. On the other hand, the rotation network attends to the top area around the vanishing point (boundary between sky and buildings). These points are usually further apart and good for rotation estimation which is consistent with the findings in the feature-based approach [120]. Table 3.4 (row 2) depicts the attention when the camera turns left. In the top figure, the camera rotates and translates at the same time such that the translation network attend to almost all area of the images as translational flow is observed in the whole image. The rotation network, however, still attends to distant points on the top image although it also focuses the attention to the left area which is the direction of where the camera moves. Nevertheless, we also observe some conditions when the translation network produces zero attention everywhere as seen in Table 3.4 (row 3). This happens mostly in conditions when the camera performs pure rotation or with very small changes of translation such that the pose is sufficiently determined by the rotation network. This also indicates that the network has the capability to selectively choose features from translation or rotation networks depending on the input.
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Table 3.4: Visualization of Attention Map

<table>
<thead>
<tr>
<th>Motion</th>
<th>Translation Sub-Network</th>
<th>Rotation Sub-Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward</td>
<td><img src="image1" alt="Attention Map" /></td>
<td><img src="image2" alt="Attention Map" /></td>
</tr>
<tr>
<td>Left</td>
<td><img src="image3" alt="Attention Map" /></td>
<td><img src="image4" alt="Attention Map" /></td>
</tr>
<tr>
<td>Pure Rotation</td>
<td><img src="image5" alt="Attention Map" /></td>
<td><img src="image6" alt="Attention Map" /></td>
</tr>
</tbody>
</table>

3.5 Discussion

Despite its great performance, our model seems to produce larger error in particular scenarios. Fig. 3.14 shows that the model tends to generate higher error when part of images are obstructed by dynamic objects. This happens in the human motion data with head-mounted camera in which we try to imitate firefighter walking pattern by sweeping feet and hand to inspect obstruction. While in most cases only small part of images are obstructed by the hand, in some conditions the hand precludes a significant part of images as seen in Fig. 3.14, making the relative pose estimation erroneous. Nevertheless, the errors are still considerably small such that an accurate trajectory can be generated as depicted in Fig. 3.7 (a).

Another limitation is related to domain adaptation. It is widely known in machine learning community that deep learning has some sort of domain adaptation problem. The same problem also found in our model. The model that we trained on KITTI dataset will not work well when we test it on our human walking dataset. Because of this reason, we trained the model separately for KITTI and human walking dataset. On the other hand, conventional approaches do not have this problem when the algorithm will be implemented to different environment although the camera intrinsic and extrinsic parameters have to be re-calculated.
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3.6 Conclusion

In this chapter, we have presented a novel optimization strategy for DNN-based VO using Geometry-Aware Curriculum Learning (GA-CL). We have shown that better objective function (GA-CL) which explicitly incorporates geometric consistency among window of frames is one of the key success to realize accurate DNN-based VO. In particular, we have shown that GA-CL can blend together the windowed-based composite loss and relative transformation loss in one objective function, and can train them successfully using the principle of curriculum learning. We show that this strategy can significantly improve the generalization ability of the network for both translation (by 21%) and rotation (by 16%), compared to a network that is trained...
without GA-CL. We have also presented a novel attention network for odometry estimation by conditioning the attention network on the current latent poses. We showed that decoupling the attention network for translation and rotation gives better results (by 26.87%) than joining them. Visualization of the attention map gives insight into what the network learn to attend during training and what the network actually sees when making predictions. Our experiments show that we are one step forward to achieve robust and accurate DNN-based VO. However, the limitation of this method is that the DNN-model is not transferable to different domains (e.g. the model trained on autonomous car motion will be largely drifted when it is tested in human motion). This will be addressed in the future work.
Chapter 4

Efficient Deep Neural Odometry

4.1 Introduction

In Chapter 3, we have shown that the accuracy of DNN-based VO can be significantly improved by training the model using Geometry-Aware Curriculum Learning (GA-CL) or by incorporating visual attention in the network. Despite this success, the proposed networks typically require tens or even hundreds of million weights. This huge computational and space requirement brings the efficiency problem to the table. If not addressed, DNN-based VO models cannot be widely implemented in resource-constrained environments (e.g. mobile phones, robotic platform, quadcopter, etc.). To compound the issue, these applications typically require near real-time inference.

Within the last few years, there have been tremendous efforts towards compressing DNNs. State-of-the-art approaches for network compression such as quantization [49, 31, 67], pruning [57, 54, 169], or low-rank decomposition [148, 11] can yield significant speed-ups but at the cost of accuracy. On the other hand, an approach called Knowledge Distillation (KD) proposed by Hinton et al. [62] offers to recover the accuracy drop by transferring the knowledge of a large teacher model to a small student model. Some recent works show that a small network trained by KD could match or even exceed the accuracy of a large network if it is trained with careful optimization [132]. Moreover, the compressed network typically has similar characteristics to the original network except it has fewer layers or less weights. This makes KD a
compelling approach as the distilled network can be further compressed with other compression techniques.

In this chapter, we will explore the KD approach in order to resolve the efficiency problem of DNN-based VO. While other compression techniques have shown great results in reducing the network size, each of them has its own drawbacks. Network quantization can dramatically reduce the number of weights but at the cost of significant reduction in accuracy [23]. Pruning requires additional implementation of sparse matrix multiplication which needs more resource consumption and specialized hardware and software [107]. Low-rank decomposition generally obtains lower compression ratio although extreme decomposition can be performed with high reduction in accuracy. In this sense, we choose KD over other compression techniques as it has been shown in [62] that KD could reduce the network weights dramatically while at the same time be able to keep the performance similar to the original network or sometimes even surpass them as displayed by [132]. Moreover, all other compression approaches are orthogonal (independent) methods compared to KD, in which each of them technically can be combined with KD. However, state-of-the-art KD approaches [62, 101, 170, 160, 127] typically demonstrated the performance only for classification problem which raises a question as to whether KD can be applied to VO, a regression problem. Finally, we also investigate whether KD can be fused with other compression techniques such as factorization.

The rest of this chapter is organized as follows. Section 4.2 introduces the research problem we tackle in this chapter. Section 4.3 present the research questions and contributions. Section 4.4 explains the proposed approach to apply KD to pose regression. Section 4.5 describes the implementation details of the proposed KD approach. Section 4.6 evaluates the performances and provides the comparison with competing approaches. Section 4.8 concludes this chapter.
4.2 Research Problem

Most KD approaches [62, 132, 101, 170, 160, 95, 127] and other compression techniques [156, 31, 58, 107, 131] focus on the problem of classification. KD works very well in the context of classification since it has the advantage of “dark knowledge” which refers to the softened logits output of the teacher. This provides more information than mere one-hot encoding of the class label and contains hidden knowledge about the correlations of class labels [62]. By using the logits output for training, the student network can emulate the generalization capability of the teacher network. However, this advantage does not exist in pose regression, or even regression problem in general. In the regression problem, a deep regression network predicts sequential, continuous, values which have the exact same characteristics as the ground truth, with the exception of being plagued with an unknown error distribution. Without access to any dark knowledge, it is unclear how KD could help in compressing a regression network. In recent surveys, it is even stated that the main drawback of KD is that it only works for classification problems [23].

KD methods for classification rely solely on the teacher prediction without considering the error made with respect to the ground truth. In regression however, the real-valued predictions are unbounded, and hence the teacher network can give highly erroneous guidance to the student network. Previous work [22] alleviated this issue by using teacher loss as an upper bound. However, it was designed for standard bounding box regression which has different characteristics to pose regression as it belongs to $SE(3)$ (Lie Groups). Moreover, they directly transferred the knowledge from the teacher network to the student network without filtering good and bad example.

4.3 Contributions

Based on the research problem elaborated in the previous section, we define the following research questions: (1) Can Knowledge Distillation (KD) be applied to the DNN-based pose regression problem despite the apparent lack of dark knowledge? If
yes, what kind of KD approach is suitable for DNN-based VO? (2) How much efficiency can KD bring to DNN-based VO? (3) Can we fuse KD with another compression technique such as factorization? The following contributions explain at a high level how the questions above have been addressed:

- We study different ways to apply KD to DNN-based VO by investigating various methods to blend the loss of the student both with respect to ground truth and with respect to teacher.

- We propose to transfer the knowledge from the teacher network to the student network only when we trust the teacher. We achieve this by using the normalized teacher loss as a confidence score to attentively learn from examples that the teacher is good at predicting. We apply this in the final objective function as Attentive Imitation Loss (AIL) and in the intermediate layer as Attentive Hint Training (AHT).

- We perform extensive experiments on KITTI and Malaga datasets which show that our proposed approach can reduce the number of student parameters by up to 92.95% (2.12× faster) whilst keeping the prediction accuracy very close to that of the teacher.

- We demonstrate that our proposed distillation approach can be combined with other compression techniques, such as low-rank factorization, to further boost the parameter reduction. In our experiment on KITTI dataset, we showed that this combination can reduce the teacher parameters by up to 97.39% with the same or even slightly better performance.

Some part of the contributions and experimental evaluations in this chapter have been described in the following published paper:
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4.4 Approach

4.4.1 Blending Teacher, Student, and Imitation Loss

As mentioned above, it is unclear how KD can be applied to the pose regression problem. In classification problems, KD only takes into account the teacher prediction in the knowledge transfer. It does not consider the teacher’s prediction error since all information are already available in the teacher (logits) prediction. Since this is not the case for the pose regression problem, our intuition tells us that we should utilise the teacher’s error with respect to ground truth to provide more information during the knowledge transfer. To this end, we study different ways to blend together the loss of the student’s prediction both with respect to ground truth and with respect to the teacher’s prediction. For simplicity, we refer to the teacher network as $T$ and to the student network as $S$. We refer to the error of $S$ with respect to ground truth as student loss and the loss of $T$ with respect to ground truth as teacher loss. We refer to imitation loss ($L_{imit}$) for the errors of $S$ with respect to $T$ because $S$ tries to imitate $T$’s prediction. The following outlines different formulations and rationale of blending teacher, student, and imitation loss.

1. **Minimum of student and imitation loss.** In the first formulation, we make a strong assumption that teacher network $T$ has good prediction accuracy in all conditions. In this case, as $T$’s prediction will be very close to the ground truth, it does not really matter whether we minimize error of student network $S$ with respect to ground truth or with respect to $T$. However, since we do not know whether $S$’s prediction will be closer to $T$’s prediction or to the ground truth, the simplest way to improve $S$’s prediction is to minimize whichever one is smaller as follows:

$$L_{reg} = \frac{1}{n} \sum_{i=1}^{n} \min \left( \|p_S - p_{gt}\|_i^2, \|p_S - p_T\|_i^2 \right)$$ (4.1)

where $p_S$, $p_T$, and $p_{gt}$ are $S$’s prediction, $T$’s prediction, and ground truth labels respectively. Note that $i = 1, \ldots, n$ indicates the image sample.
2. **Imitation loss as an additional loss.** Instead of seeking the minimum between the student and imitation loss, we can use the imitation loss as an additional loss term for the student loss. In this case, we regard the imitation loss as another way to regularize the network and prevent the network from overfitting [62]. Then, the objective function becomes

\[
\mathcal{L}_{reg} = \frac{1}{n} \sum_{i=1}^{n} \left( \alpha \left\| \mathbf{p}_S - \mathbf{p}_{gt} \right\|_i^2 + (1 - \alpha) \left\| \mathbf{p}_S - \mathbf{p}_T \right\|_i^2 \right)
\] (4.2)

where \(\alpha\) is a scale factor used to balance the student and imitation loss. This formulation is similar to the original formulation of KD for classification as seen in Equation (2.16) except the cross-entropy loss is replaced by the regression loss.

3. **Teacher loss as an upper bound.** Equations (4.1) and (4.2) assume that \(T\) has very good generalization capability in most conditions. However in practice, \(T\) can give very erroneous guidance for \(S\). There is a possibility that in adverse environments, \(T\) may predict camera poses that are far from to the ground truth pose. Hence, instead of directly minimizing \(S\) with respect to \(T\), we can utilize \(T\) as an upper bound. This means that \(S\)'s prediction should be as close as possible to the ground truth pose, but we do not add additional loss for \(S\) when its performance surpasses \(T\) [22]. In this formulation, Equation (4.2) becomes the following equation

\[
\mathcal{L}_{reg} = \frac{1}{n} \sum_{i=1}^{n} \left( \alpha \left\| \mathbf{p}_S - \mathbf{p}_{gt} \right\|_i^2 + (1 - \alpha) \mathcal{L}_{imit} \right)
\] (4.3)

\[
\mathcal{L}_{imit} = \begin{cases} 
\left\| \mathbf{p}_S - \mathbf{p}_T \right\|_i^2, & \text{if } \left\| \mathbf{p}_S - \mathbf{p}_{gt} \right\|_i^2 > \left\| \mathbf{p}_T - \mathbf{p}_{gt} \right\|_i^2 \\
0, & \text{otherwise}
\end{cases}
\] (4.4)

4. **Probabilistic imitation loss (PIL).** As stated before, \(T\) is not always accurate in practice. Since there is some degree of uncertainty in \(T\)'s prediction, we can explicitly model this uncertainty with a parametric distribution. For
example, we can model the imitation loss using Laplace’s distribution

$$P(p_s|p_T, \sigma) = \frac{1}{2\sigma} \exp \left( -\frac{\|p_s - p_T\|}{\sigma} \right)$$  \hspace{1cm} (4.5)

where $\sigma$ is an additional quantity that $S$ should predict. In this case, the imitation loss is turned into minimizing the negative log likelihood of Equation (4.5) as follows

$$-\log P(p_s|p_T, \sigma) = \frac{\|p_s - p_T\|}{\sigma} + \log \sigma + \text{const.} \hspace{1cm} (4.6)$$

The final objective is obtained by replacing $L_{imit}$ in Equation (4.3) with Equation (4.6) as follows:

$$L_{reg} = \frac{1}{n} \sum_{i=1}^{n} \left( \|p_s - p_{gt}\|^2_i + \frac{\|p_s - p_T\|}{\sigma} + \log \sigma \right)$$ \hspace{1cm} (4.7)

The constant $\alpha$ in Equation (4.2) is removed in Equation (4.7) as its function to balance the hard and soft loss can be substituted with $\sigma$. We can view Equation (4.7) as a way for $S$ to learn a suitable coefficient (via $\sigma$) to down-weigh unreliable predictions of teacher network $T$. Besides Laplacian distribution, other parametric distributions like Gaussian could be used instead.

5. **Attentive imitation loss (AIL).** The main objective of modeling the uncertainty in the imitation loss is that we could then adaptively down-weigh the imitation loss when a particular $T$ prediction is not reliable. However, modeling $T$’s predictions with a parametric distribution may not accurately reflect the error distribution of $T$’s prediction. Hence, instead of relying on $S$ to learn a quantity $\sigma$ to down-weigh unreliable $T$ predictions, we can use the empirical error of $T$’s prediction with respect to ground truth (which is the teacher loss)
to do the job. Then, the objective function becomes

$$
L_{\text{reg}} = \frac{1}{n} \sum_{i=1}^{n} \alpha \|p_S - p_{gt}\|^2_i + (1 - \alpha) \Phi_i \|p_S - p_T\|^2_i 
$$  \hspace{1cm} (4.8)

$$
\Phi_i = \left(1 - \frac{\|p_T - p_{gt}\|^2_i}{\eta}\right) \hspace{1cm} (4.9)
$$

$$
\eta = \max(e_T) - \min(e_T) \hspace{1cm} (4.10)
$$

$$
e_T = \{\|p_T - p_{gt}\|^2_j : j = 1, \ldots, N\} \hspace{1cm} (4.11)
$$

where $\Phi_i$ is the normalized teacher loss for each $i$ sample, $e_T$ is a set of teacher loss from entire training data, and $\eta$ is a normalization parameter that we can retrieve from subtracting the maximum and the minimum of $e_T$. Note that $\|\cdot\|_i$ and $\|\cdot\|_j$ are not $p$-norm symbol. Instead we use $i$ and $j$ in $\|\cdot\|_i$ and $\|\cdot\|_j$ as index to differentiate which loss is computed from the batch samples ($i = 1, \ldots, n$) and which loss is calculated from the entire training data ($j = 1, \ldots, N$).

Figure 4.1 shows how each component in Equations (4.8)-(4.11) blends together. Note that we still keep $\alpha$ to govern the relationship between student and imitation loss. In this case, $\Phi_i$’s role is to place different relative importance, hence it is called attentive, for each component in the imitation loss as seen in the weighted sum operation. Notice that Equation (4.8) can be rearranged into the following equation

$$
L_{\text{reg}} = \frac{\alpha}{n} \sum_{i=1}^{n} \|p_S - p_{gt}\|^2_i + \frac{1 - \alpha}{n} \sum_{i=1}^{n} \Phi_i \|p_S - p_T\|^2_i . \hspace{1cm} (4.12)
$$

As $\Phi_i$ is computed differently for each image sample and is intended to down-weigh unreliable $T$ prediction, we could also say that by multiplying the imitation loss with $\Phi_i$, we rely more on the example data which $T$ is good at predicting in the process of knowledge transfer between $T$ and $S$.

### 4.4.2 Learning Intermediate Representations

In the previous section, we have set the objective function for the main KD task by blending the teacher, student, and imitation loss. Another important aspect in KD’s
Figure 4.1: Our KD approach applied to regression problem. Note that in regression, we are unable to use the “dark knowledge” provided by soft teacher labels.

transfer process is Hint Training (HT). HT is the process of training the intermediate representation of \( S \) such that it could mimic the latent representation of \( T \). It was designed as an extension of the original KD [62] and formulated by [132] to transfer the knowledge of \( T \) to \( S \) with deeper but thinner architecture. Even if it is devised to help training \( S \) with deeper layers than \( T \), we would argue that it is also an important step for training a regressor network with a shallow architecture. HT could act as another way to regularize \( S \) such that it could better mimic the generalization capability of \( T \) [132].

In Hint Training, a hint is defined as a layer in \( T \) that is used to train a guided layer in \( S \). Let \( W_{\text{guided}} \) and \( W_{\text{hint}} \) be the parameters of \( S \) and \( T \) up to their guided and hint layers respectively. With the standard HT formulation, we can train \( S \) up to the guided layer by minimizing the following objective function

\[
\mathcal{L}_{\text{hint}} = \frac{1}{n} \sum_{i=1}^{n} \left\| \Psi_T(I; W_{\text{hint}}) - \Psi_S(I; W_{\text{guided}}) \right\|_i^2
\]

(4.13)

where \( \Psi_T \) and \( \Psi_S \) are \( T \)'s and \( S \)'s deep neural functions up to their respective hint or guided layers. The drawback with this formulation is that it does not take into account the fact that \( T \) is not a perfect function estimator and can give incorrect
guidance to $S$. While in Section 4.4.1 we describe how to tackle this issue through down-weighing unreliable $T$ predictions by multiplying with the normalized teacher loss, we argue that this step is also required for HT. Then, we propose a modification of HT termed Attentive Hint Training (AHT) as follows:

$$L_{hint} = \frac{1}{n} \sum_{i=1}^{n} \Phi_i \| \Psi_T(I; W_{hint}) - \Psi_S(I; W_{guided}) \|_2^2 \quad (4.14)$$

where $\Phi_i$ is the normalized teacher loss as seen in Equation (4.9). While Equations (4.8) and (4.14) can be trained jointly, we found out that training separately yields superior performance especially in absolute pose error. Then, the knowledge transfer between $T$ and $S$ becomes a two stages optimization process. The first stage trains $S$ up to the guided layer with Equation (4.14) as the objective. The second stage trains the remaining layer of $S$ (from guided until the last layer) with Equation (4.8) as the objective.

4.4.3 Compressing Distilled Networks with Low-Rank Factorization

Since $S$ has similar characteristics with $T$ with the exception of the depth of the network, $S$ could be further compressed with other compression techniques. We propose to further reduce the parameters of $S$, especially the CNN weights, with a factorization technique. We employed Singular Value Decomposition (SVD) to factorize the CNN weights of $S$ as seen in [131] and [71], termed Low-Rank Separable Filters (LRSF). This decomposition yields a deeper network since the original filter at layer $k$ becomes a horizontal and vertical filter as follows

$$g_k * I = v_k * (h_k * I) \quad (4.15)$$

where $*$ is convolutional operation, and $g_k \in \mathbb{R}^{f \times f}$, $v_k \in \mathbb{R}^{f \times 1}$, $h_k \in \mathbb{R}^{1 \times f}$. Using this filter factorization, the convolutional operation can be performed in $O(2fhw)$ instead of $O(f^2hw)$ [71].
Let $W^k_{S_{\text{cnn}}} \in \mathbb{R}^{c \times f \times f \times d}$ be the weight tensor of CNN in $S$ for layer $k$, where $c$, $f$, and $d$ are output channel, filter, and input channel dimension respectively. To decompose $W^k_{S_{\text{cnn}}}$, we reshape it into a matrix (2-D tensor) $\hat{W}^k_{S_{\text{cnn}}} \in \mathbb{R}^{(cf) \times (fd)}$ where $(cf)$ and $(fd)$ are the row and column size respectively. Then, by applying SVD, we get $\hat{W}^k_{S_{\text{cnn}}} = USV^T$ where $S \in \mathbb{R}^{(cf) \times (fd)}$ is diagonal matrix containing singular values of $\hat{W}^k_{S_{\text{cnn}}}$, and $U \in \mathbb{R}^{(cf) \times (cf)}$ and $V \in \mathbb{R}^{(fd) \times (fd)}$ are their respective eigenvectors. To obtain parameter efficiency, we select the $m$ highest singular values to approximate $\hat{W}^k_{S_{\text{cnn}}} \approx \tilde{U}\tilde{S}\tilde{V}^T$, in which $\tilde{U} \in \mathbb{R}^{(cf) \times (m)}$, $\tilde{S} \in \mathbb{R}^{(m) \times (m)}$, and $\tilde{V} \in \mathbb{R}^{(m) \times (fd)}$. Now, we can construct two weight tensors from $W^k_{S_{\text{cnn}}}$ as

$$v_k = \tilde{U}\tilde{S}^{\frac{1}{2}}, h_k = \tilde{S}^{\frac{1}{2}}\tilde{V}^T.$$ (4.16)

After this factorization process, we usually need to fine-tune the decomposed filters to recover from a loss in accuracy.

4.5 Implementation Details

4.5.1 Camera Pose Regression with DNNs

DNN-based VO learns the camera ego-motion directly from raw image sequences by training the network in an end-to-end manner. Let $I_{t-1,t} \in \mathbb{R}^{2 \times (w \times h \times c)}$ be two concatenated images at times $t-1$ and $t$, where $w$, $h$, and $c$ are the image width, height, and number of channels respectively. DNNs essentially learn a mapping function to regress the 6-DoF camera poses $\{(\mathbb{R}^{2 \times (w \times h \times c)})_{1:N}\} \rightarrow \{(\mathbb{R}^6)_{1:N}\}$, where $N$ are the total number of image pairs. In the supervised case, learning 6-DoF camera poses can be achieved by minimizing the discrepancy between the predicted poses $p_{pr} \in \mathbb{R}^6$ and the ground truth poses $p_{gt} \in \mathbb{R}^6$ as follows

$$\mathcal{L}_{\text{reg}} = \frac{1}{n} \sum_{i=1}^{n} \|p_{pr} - p_{gt}\|_i^2,$$ (4.17)
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given $n$ number of sample images. However, since translation and rotation have different constraints, we usually decompose $L_{reg}$ into

$$L_{reg} = \frac{1}{n} \sum_{i=1}^{n} \left( \beta \| t_{pr} - t_{gt} \|_2^2 + (1 - \beta) \| r_{pr} - r_{gt} \|_2^2 \right)$$

(4.18)

where $t \in \mathbb{R}^3$ and $r \in \mathbb{R}^3$ are the translation and rotation components in $x$, $y$, and $z$ axes. $\beta \in \mathbb{R}$ is used to balance $t$ and $r$. Here the rotation part is represented as an Euler angle. Another representation such as quaternion or rotation matrix can be used as well [161].

In order to apply our distillation approach to DNN-based VO, we decompose each translation and rotation component in Equation (4.18) into Equation (4.8) such that it becomes the following formula

$$L_{reg} = \frac{1}{n} \sum_{i=1}^{n} \left( \alpha_t \| t_{S} - t_{gt} \|_2^2 + (1 - \alpha_t) \Phi_{t}^i \| t_{S} - t_{T} \|_2^2 \right) + (1 - \beta)(\alpha_r \| r_{S} - r_{gt} \|_2^2 + (1 - \alpha_r) \Phi_{r}^i \| r_{S} - r_{T} \|_2^2).$$

(4.19)

Note that with Equation (4.19), we have different $\alpha$ and $\Phi_i$ for each translation (i.e. $\alpha_t$, $\Phi_t^i$) and rotation (i.e. $\alpha_r$, $\Phi_r^i$) components. For the hint training, we also require to decompose AHT formulation in Equation (4.14) into translation and rotation representation as in Equation (4.19). As the teacher loss distribution is also different for translation and rotation (as seen in Figure 4.2), $\eta$ in Equation (4.9) is computed differently for each of them.

4.5.2 Network Architecture

We employ ESP-VO [162] for the teacher network $T$ in which the architecture is depicted in Figure 4.3 (left part). It consists of two main parts, namely the feature extractor network and the pose regressor network. The feature extractor is composed from a series of Convolutional Neural Networks (CNNs) to extract salient features for VO estimation. Since VO estimates the camera pose between consecutive frames, optical-flow like feature extractor network (FlowNet [34]) is used to initialize the
Figure 4.2: Empirical error distribution of the teacher network for translation and rotation on KITTI dataset Seq 00-08.

CNNs. The pose regressor consists of Long-Short Term Memory (LSTM) Recurrent Neural Networks (RNNs) and Fully Connected (FC) Layers to regress 6-DoF camera poses. The LSTM is utilized to learn long-term motion dependencies among image frames [161].

Figure 4.3 (right part) depicts $S$ with 92.95% distillation rate ($d_{rate}$). The main building blocks of $S$ are essentially the same as $T$ except we remove a number of layers from $T$ to construct a smaller network. To specify the structure of $S$, in general, we can remove the layers from $T$ which contribute the most to the number of weights, but $S$ should still consist of a feature extractor (CNN) and a regressor (LSTM/FC).

In the feature extractor, the largest number of weights usually corresponds to the few last layers of CNNs, while in the regressor part it corresponds to the LSTM layers. Thus, for $d_{rate} = 92.95\%$, we remove the last five layers of the CNN and the two RNN-LSTM layers. However, we still initialize the CNN with the FlowNet’s weight as in ESP-VO. To compensate for the loss of removing the CNN and LSTM layers, we add 1 FC layer in the regressor part for $d_{rate} < 75\%$ and 2 FC layers for $d_{rate} > 75\%$. This corresponds to fewer than 1% additional parameters.

4.5.3 Training Details

As stated in Section 4.4.2, we employ two stages of optimization. The first stage is training the intermediate representation of $S$ through AHT. As seen in Figure 4.3, we
select the 1st FC layer of $T$ as a hint and the 3rd FC layer of $S$ (or the 2nd FC layer for $d_{\text{rate}} < 75\%$) as the guided layer. We used the FC layer of $T$ as a hint not only to provide easier guidance for training $S$, since both FC layers in $T$ and $S$ have the same dimensions, but also to transfer the ability of $T$ to learn the long-term motion dynamics of camera poses as the FC layer of $T$ is positioned after the RNN-LSTM layers. In the second stage, we freeze weights of $S$ trained from the first stage and train the remaining layers of $S$ using Equation (4.8) as the objective. After transferring the
knowledge from $T$ to $S$, we can optionally compress $S$ further with LRSF as described in Section 4.4.3. For this training stage, we first decompose $S$ using SVD. Then, we fine tune the decomposed filter while freezing the pose regressor. We also experiment with reversing the order to see whether this combination of distillation and LRSF is commutative.

4.6 Experimental Results

4.6.1 Experiment Environments

We implemented $T$ and $S$ in Keras. We employed NVIDIA TITAN V GPU for training and NVIDIA Jetson TX2 for testing. The training for each stage goes up to 30 epochs. For both training stages, we utilize Adam Optimizer with $1e-4$ learning rate. We also applied Dropout [144] with 0.25 dropout rate for regularizing the network. For the data, we used KITTI [45] and Malaga odometry dataset [13]. We utilized KITTI Seq 00-08 for training and Seq 09-10 for testing. Before training, we reduced the KITTI image dimension to $192 \times 640$. We only use Malaga dataset for testing the model that has been trained on KITTI. For this purpose, we cropped the Malaga images to the KITTI image size. Since there is no ground truth in Malaga dataset, we perform qualitative evaluation against GPS data. For data augmentation, we randomly generated sequences with different starting and ending points.

4.6.2 Metrics

In this work, we want to measure the trade-off between accuracy and parameter reduction. In VO, accuracy can be measured by several metrics. We use Root Mean Square (RMS) Relative Pose Error (RPE) for translation ($t$) and rotation ($r$) and RMS Absolute Trajectory Error (ATE) as they have been widely used in many VO or SLAM benchmarks [146]. For parameter reduction, we measure the percentage (%) of $S$’s parameters with respect to $T$’s parameters. We also measure the associated computation time (ms) and the model size (MB) for each reduction rate.
4.6.3 Training Time and Convergence

The training time for our approach takes around 3.5 hours for each stage in TITAN V (2x faster than training $T$). The training time is relatively the same for different $d_{rate}$ as we initialize $S$ with FlowNet [34] and only train the remaining layers using our proposed approach. Figure 4.4 shows the validation loss during training between supervised $T$ and distilled $S$ for the second stage of training. Note that we can only show the validation loss for the second stage of training as the first stage of training is intended to learn the intermediate representation which is not comparable with the validation loss for the final task. Note also that $T$ was trained for a maximum of 200 epochs or was stopped earlier if validation loss showed no improvement, while $S$ was only trained for 30 epochs for each stage. Figure 4.4 shows that $S$ converges faster than $T$ as the knowledge is transferred effectively from $T$ using attentive knowledge transfer.

4.6.4 Sensitivity Analysis

The Impact of Different Methods for Blending Teacher, Student, and Imitation Loss. In this experiment, we want to understand the impact of different approaches to blending teacher, student, and imitation loss as described in Section
4.4.1 We used $S$ with $d_{rate} = 72.78\%$ constructed from removing the last 3 CNNs and replacing 2 LSTMs with 1 FC layer. In order to get a fair comparison without having bias from the AHT process, we trained $S$ with standard HT approach in the first stage. Then, we trained the remaining layer(s) with all formulations described in Section 4.4.1 in the second stage. For additional comparison, we add a baseline approach, in which we only minimize the student loss.

Figure 4.5: The impact of different ways in blending teacher, student, and imitation loss to (a) RPE and (b) ATE. Same legend is used for both graphs.

Figure 4.5 (a) and (b) depicts the RPE and the CDF of ATE of different methods in blending the losses. It can be seen that AIL has the best accuracy in both RPE and ATE. This indicates that distilling knowledge from $T$ to $S$ only when we trust $T$ does not reduce the quality of knowledge transfer, but instead improves the generalization capability of $S$. The two approaches (minimum of student and imitation loss; imitation loss as additional loss) that rely on the assumption that $T$’s prediction is always accurate have inferior performance even if compared to the baseline. PIL, either using Laplacian or Gaussian, yields good accuracy in RPE, but lacks robustness since they have larger overall drift (as seen in Figure 4.5 (b)). This is probably
Table 4.1: The impact of using Attentive Imitation Loss (AIL) and Attentive Hint Training (AHT) algorithm

<table>
<thead>
<tr>
<th>Network Architecture</th>
<th>Distillation Rate ($d_{rate}$)</th>
<th>HT</th>
<th>Final Objective</th>
<th>Reconstruction Error$^b$</th>
<th>ATE (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 6 CNN - 2 FC</td>
<td>72.88%</td>
<td></td>
<td>student loss</td>
<td>0.6242</td>
<td>80.842</td>
</tr>
<tr>
<td>2 6 CNN - 2 FC</td>
<td>72.88%</td>
<td>HT</td>
<td>student loss</td>
<td>0.0252</td>
<td>65.251</td>
</tr>
<tr>
<td>3 6 CNN - 2 FC</td>
<td>72.88%</td>
<td>HT</td>
<td>AIL</td>
<td>0.0252</td>
<td>36.459</td>
</tr>
<tr>
<td>4 6 CNN - 2 FC</td>
<td>72.88%</td>
<td>AHT</td>
<td>student loss</td>
<td>0.0166</td>
<td>52.320</td>
</tr>
<tr>
<td>5 6 CNN - 2 FC</td>
<td>72.88%</td>
<td>AHT</td>
<td>AIL</td>
<td>0.0166</td>
<td>32.259</td>
</tr>
<tr>
<td>6 5 CNN - 3 FC</td>
<td>79.69%</td>
<td></td>
<td>student loss</td>
<td>0.1341</td>
<td>68.350</td>
</tr>
<tr>
<td>7 5 CNN - 3 FC</td>
<td>79.69%</td>
<td>HT</td>
<td>student loss</td>
<td>0.0177</td>
<td>53.661</td>
</tr>
<tr>
<td>8 5 CNN - 3 FC</td>
<td>79.69%</td>
<td>HT</td>
<td>AIL</td>
<td>0.0177</td>
<td>29.751</td>
</tr>
<tr>
<td>9 5 CNN - 3 FC</td>
<td>79.69%</td>
<td>AHT</td>
<td>student loss</td>
<td>0.0168</td>
<td>37.645</td>
</tr>
<tr>
<td>10 5 CNN - 3 FC</td>
<td>79.69%</td>
<td>AHT</td>
<td>AIL</td>
<td>0.0168</td>
<td>25.857</td>
</tr>
</tbody>
</table>

$^a$ Total FC layers until intermediate layer used for HT and AHT.

$^b$ Reconstruction error of $S$’s output intermediate representation with respect to $T$’s output intermediate representation.

Due to the failure of the parametric distribution function to model the teacher error distribution accurately. The upper bound objective has good balance between RPE and ATE but the performance is inferior to AIL.

**The Impact of Attentive Hint Training.** As we want to inspect the effect of the proposed AHT approach, we trained the model with 3 different procedures: without HT, with HT, and with AHT. We also alternate between using the student loss and AIL to see the effect of applying the attentive transfer mechanism in both intermediate (as AHT) and final layer (as AIL), or only in one of them. We used the same model architecture as the previous ablation to conduct this experiment. We compare the RMS Reconstruction Error of $S$’s output latent representation with respect to $T$’s representation and ATE with respect to ground truth.

Table 4.1 lists the results of this study which clearly show that as soon as HT is applied, $S$’s reconstruction error with respect to $T$ reduces dramatically (see rows [1, 2] or [6, 7]). This shows that without having guidance in the intermediate layer, it is very difficult for $S$ to imitate the generalization capability of $T$. AHT then further reduces the reconstruction error of HT by giving different relative importance to $T$’s representation and placing more emphasis on representations that produce accurate
$T$ predictions. Figure 4.6 visualizes the output latent representation for different training procedures. It can be seen that AHT’s output representation is very close to that of $T$. Slight differences with $T$’s representation are due to different relative importance placed on $T$’s predictions. However, even if AHT does not try to blindly imitate $T$’s representation, the average reconstruction error is still lower than the HT approach which attempts to perfectly imitate $T$’s representation (see Table 4.1 rows [2, 4] or [7, 9]).

The last column of Table 4.1 shows ATE for different combinations of applying attentive knowledge transfer. As it can be seen in rows [2, 4] (or [7, 9]) that applying attentive loss in the intermediate layer (AHT) can significantly reduce the ATE of $S$. However, the reduction rate is not as large as when applying it in the final task (AIL) (see Table 4.1 rows [2, 3] or [7, 8]) as it can reduce the ATE up to $1.8 \times$ smaller. This is sensible because the accuracy of a DNN model depends on the output from the final task. Better guidance in the final layer (main task) can yield stronger performance than better guidance in the intermediate layer. Finally, applying attentive loss in both intermediate (AHT) and final layers (AIL) consistently gives the best result for 6 and 5 CNNs architecture (see Table 4.1 row 5 and 10).

![Figure 4.6](image)

Figure 4.6: The difference of latent feature representation between $T$ and $S$, trained without HT, with HT, and with AHT.
Figure 4.7: RMS absolute pose errors between Supervised and Distilled Student for different $d_{rate}$. Note that we trained the supervised student from scratch.

Figure 4.8: Trajectory prediction from $T$ and $S$ trained with various distillation approaches in KITTI Seq 09. The number in the bracket indicates the percentage of $S$ parameters with respect to $T$. 
4.6.5 Trade-off between Accuracy, Model Size, and Execution Time

In this experiment, we want to understand the trade-off between the model size, execution time, and accuracy for different distillation/compression rate values \(d_{rate}\). We compare our distillation with the student network \(S\) trained from scratch to understand how much improvement our method can bring. It can be seen in Figure 4.7 that our proposed distillation approach always improve the performance of student network \(S\) by large margin for every \(d_{rate}\). Figure 4.7 also shows that our proposed distillation approach can keep \(S\) very close to \(T\) up to \(d_{rate} = 92.95\%\). It can even achieve better performance than the teacher for \(d_{rate} = 65.77\%\) and 79.69\% as \(T\) might be over-parameterized (see also the output trajectory in Figure 4.8). For \(d_{rate} > 92.95\%\), the performance starts to degrade more rapidly as it becomes too difficult to transfer the knowledge from \(T\) to \(S\) without other constraints. It can also be seen that if \(S\) is trained directly to fit the ground truth with hard loss (supervised student), it shows very poor performance.

Table 4.2 shows the comparison between \(T\) and \(S\) in terms of number of parameters, model size, and computation time. As we can see, with \(d_{rate} = 92.95\%\) we can reduce the model size from 286.9MB to 7.3MB (2.5\%). Removing 2 LSTMs, which are responsible for 44.72\% of \(T\)'s parameters can already reduce \(T\)'s model size to
Figure 4.9: Distribution and histogram of ATE between distilled $S$ and supervised $T$ with image sampling.

78MB (27%) but it has less impact in the computation time as the LSTM has been implemented efficiently for NVIDIA cuDNN. With $d_{rate} = 92.95\%$, we reduce the computation time from 87ms to 41ms ($2.12\times$), effectively doubling the frame rate. This has significant practical implication. If we re-train $T$ given subsampled images such that the frame rate is similar to $S$ with $d_{rate} = 92.95\%$, $T$’s prediction accuracy will degrade 160% (see the trajectory in Figure 4.8). This is probably due to the difficulty of estimating accurate optical flow representation in large stereo baseline. Meanwhile with the same computation budget, the distilled $S$ yields stronger performance than the subsampled $T$ with only 8.63% accuracy drop with respect to supervised $T$ as seen in Figure 4.9.

### 4.6.6 Comparison with Other KD Approaches

Since there is no specific KD for pose regression, to compare our proposed KD with other related works, we used some well known KD approaches for classification and object detection. However, we modify their objective function to fit our regression problem. We used three baselines for this experiment: KD [62], FitNets [132], and Chen’s Object Detection (OD) model [22]. For KD [62], we trained the network with standard training procedure (without HT or AHT) and replaced the objective function with Equation (4.2). For FitNets [132], we used HT approach for the first
stage of training and utilize Equation (4.2) as the objective in the second stage. For Chen’s OD Equation [22], we also used standard HT for the first stage and employ Equation (4.3) as the objective in the second stage. For all competing models, we used two compression rates for the comparison, namely $d_{rate} = 65.77\%$ which represents condition when the networks are expected to maximally perform (it can be seen from Figure 4.7 that our proposed approach reaches the maximum performance with $d_{rate} = 65.77\%$) and $d_{rate} = 92.95\%$ which represents extreme condition with large compression. We also compared using $d_{rate} = 92.95\%$ to show that even in extreme conditions (large compression), our proposed approach still yields reasonable performances for VO, and better than the competing approaches.

Table 4.3 shows the result of this experiment with $d_{rate} = 92.95\%$. It can be seen that our proposed approach have better accuracy for both RPE and ATE. Even if most of the competing approaches have better RPE than the supervised $T$, it has huge bias in the relative pose prediction such that the integration of these relative poses yields very large ATE. $T$ tackle this bias to some extent by using LSTM layers
which are supposed to learn the long-term motion dynamic of the camera poses \[161\]. Since \( S \) removes the LSTM layers, most approaches fail to recover this knowledge from \( T \) but our proposed approach is able to reduce ATE by focusing to learn the good predictions from \( T \). Table 4.4 shows the result when the competing methods are expected to maximally perform \( (d_{rate} = 65.77\%) \). It can be seen that our proposed approach also yields the best performance both in terms of RPE or ATE although the competing approaches also show improvement compared to the result in Table 4.3. Figure 4.8 shows the comparison of the output trajectory between the competing approaches on KITTI dataset. It can be seen that our distillation output trajectory is closer to \( T \) than the competing approaches.

Figure 4.10 depicts the qualitative evaluation in Malaga dataset. Note that we have not trained on this dataset, demonstrating generalization capacity. We can see that our proposed approach yields a closer trajectory to GPS, even when it is compared to \( T \). This signifies that our distillation approach yields good generalization ability even when it is tested on a different dataset. This result also shows that \( T \) may overfit the training data as it has many redundant parameters. However, this redundancy seems necessary for the initial stage of training as a DNN requires large degree-of-freedom to find better weights and connections \[62\]. Meanwhile, directly training \( S \) without any supervision from \( T \) seems to be very difficult. Our results show that we can have better generalization when distilling large degree-of-freedom \( T \) to small degree-of-freedom \( S \) if we transfer the knowledge from \( T \) to \( S \) only when we trust \( T \).

### 4.6.7 Results on Fusing Distillation and LRSF

In this experiment, we investigated whether we could gain additional parameter reduction without sacrificing accuracy by further compressing \( S \) using LRSF. To understand whether this fusion between distillation and LRSF is sensitive to order, we performed two experiments. The first is distillation-LRSF: we trained \( S \) with
Figure 4.10: Qualitative evaluation in Malaga dataset Seq 04 and Seq 09. All models are only trained on KITTI Seq 00-08.

\[ d_{rate} = 92.95\% \] using our distillation approach, factorized the distilled \( S \) using LRSF \((d_{rate} = 97.39\%)\), and finally fine-tune the decomposed filters. The second is LRSF-distillation: we decomposed \( S \)'s CNN which has been initialized with FlowNet, trained the whole network to fine-tune the CNN, and finally applied distillation to the network.

\[ d_{rate} = 92\% \]

Figure 4.11: RMS absolute pose errors between Supervised and Distilled Student for different \( d_{rate} \) (left). Results on fusing distillation and LRSF (right).

Figure 4.11 depicts the result of this study. As we can see, distillation-LRSF clearly has better accuracy than LRSF-distillation. When we apply LRSF after distillation, we already have a good regressor such that we can recover the loss from the decomposition process through fine-tuning the filters while freezing the regressor. On the other hand, when we performed LRSF first, we alter the FlowNet weights significantly without having the ability to recover the weights from a good regressor.
which results in suboptimal performance. Since applying LRSF to either supervised $S$ or distilled $S$ improves the performance (up to 18.41% as seen in Figure 4.11), this also indicates that low-rank factorization could improve the generalization of $S$ as the low-rank constraints force the network to extract more effective and generalized features for VO estimation. Figure 4.12 depicts the predicted trajectory of $S$ trained with distillation-LRSF approach which clearly shows the superior performance than $T$. Despite having more parameter reduction and increased accuracy, applying LRSF to distilled $S$ does not improve the actual computation time (as seen in Table 4.2) as the depth of $S$’s CNN is doubled. If we performed factorization aggressively (labelled as extreme in Figure 4.11 with $d_{rate} = 97.54\%$) we get some improvement in computation time but at the cost of larger accuracy reduction.

![Figure 4.12: Trajectory prediction between $T$, $S$, and distilled $S$.](image)

4.7 Discussion and Limitations

Our experiments show that our approach is an effective approach to compress deep visual odometry model while at the same time maintaining the accuracy. However, we note that our approach might not be the only solution to compress visual odometry model. Other compression techniques such as pruning or quantization can be explored in the future research directions to compress deep pose regressor network. Nonetheless, our distillation approach is an orthogonal (independent) method compared to
pruning and quantization, which means that our method can be easily combined with other compression technique. For example, we can use binarization to compress the deep visual odometry model but the training stages and objective functions follow our attentive KD approach. Note that some other distillation approaches can also perform very well by surpassing the teacher as described in [132]. However, it is demonstrated only for classification problem and it is not necessarily transferable to pose regression problem as we have been described in our experiments in Section 4.6.6.

4.8 Conclusion

In this chapter, we present an approach to distill the knowledge from a deep pose regressor network to a smaller network (92.95% fewer parameters) with a small loss of accuracy. We have shown that distilling a pose regressor network is possible if we emphasize the knowledge transfer only when we trust the teacher. We have also shown that the teacher loss can be used as an effective attentive mechanism to transfer the knowledge between teacher and student. We have displayed that we could compress further the distilled network (up to 97.39% parameter reduction) through the combination of distillation and Low-Rank Separable Filters (LRSF) while at the same time recovering the accuracy loss or even achieving better performance than the teacher. Possible future research directions include combination with other compression techniques (e.g. pruning, quantization, etc.) to boost further the actual computation time. Investigation of whether a distillation approach can also transfer the capability of the teacher to estimate uncertainty is also another interesting research direction.
Chapter 5

Alternative Odometry Modalities in Visually-denied Environment

5.1 Introduction

In Chapters 3 and 4, we have seen that we can improve the accuracy and efficiency of DNN-based VO in a principled way. With this improvement, DNN-based VO can be practically applied in a wide range of applications in robotics and computer vision. However, the applications will still be limited to those with sufficient illumination. DNN-based VO systems will not work if they are deployed in visually-denied environments such as in underground tunnels (as had been demonstrated by [76]) or in environment filled with airborne particulates (e.g. smoke and soot). In this scenario, alternative modalities, e.g. based on thermal imaging cameras, are required to enable accurate odometry estimation. Unlike conventional RGB cameras, thermal cameras are illumination-agnostic since they are not affected by lighting conditions or airborne particulates. With this characteristic, thermal cameras become a promising sensing alternative to the standard RGB cameras.

In this chapter, we will investigate the usage of thermal camera for odometry estimation in visually-denied environment. We also explore a fusion mechanism between thermal and other environment-agnostic sensing modality such as Inertial Measurement Unit (IMU) to improve the robustness of the system. In particular, we investigate a suitable DNN model architecture for accurate odometry estimation using
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thermal and inertial data.

The rest of this chapter is organized as follows. In Section 5.2 we introduce the research problem we try to solve in this chapter. Section 5.3 formulates the research questions and contributions. Section 5.4 explains the proposed approach, consisting of the description of the network architecture and the learning mechanism. Section 5.5 provides the experimental results and the comparison with competing approaches. Finally, Section 5.6 concludes this chapter.

5.2 Research Problem

Thermal cameras have been commonly used in visually-denied environments, although their usage is largely limited to perception and inspection [126, 130]. The main hindrance preventing their use in odometry estimation is the lack of features (e.g. edges and textures) in the imaging system. Thermal cameras capture the radiation emitted from objects in the Long-Wave Infrared (LWIR) portion of the spectrum. These raw radiometric data are then converted to a temperature profile represented in a visible format (e.g. grayscale) to ease human interpretation [172]. As the camera captures the environmental temperature rather than the scene appearance and geometry, it is difficult to extract sufficient hand-engineered features to accurately estimate pose. Moreover, even for the same scene, the extracted features are dependent on the temperature gradient. This issue is further compounded by the fact that every thermal camera is plagued with fixed-pattern noise and requires frequent re-calibration during operation through Non-Uniformity Correction (NUC) which periodically freezes the images for about half to one second [4] every 30-150 seconds.

The last decade has witnessed a rapid development in the use of deep learning for automatically extracting salient features by directly learning a non-linear mapping function from abundant data. We believe that, with sufficient training data, a DNN can also learn to infer the 6 Degree-of-Freedom (DoF) camera poses from a sequence of thermal images. However, despite the DNN’s ability to model this complexity, as
stated before, thermal images are largely textureless and inherently lack sufficient features for accurate odometry estimation. A novel DNN model that can harness the limited information from thermal data is desirable to enable accurate ego-motion estimation.

5.3 Contributions

Based on the research problem we previously mentioned, we can define our research questions as follows: (1) What kind of DNN architecture is suitable to exploit thermal data effectively for odometry estimation? (2) How do we effectively fuse all available information from the sensing modalities (e.g. thermal, IMU, etc.) for accurate 6-DoF pose calculation? (3) How accurate is the devised DNN-based thermal-inertial odometry when it is tested in various scenarios and environments? In summary, we made the following key contributions to answer those research questions:

- We present a novel deep neural odometry architecture by incorporating a hallucination network which forces the network to not only extract features from thermal images, but to additionally learn to hallucinate visual features similar to the ones extracted from a DNN-based VO, which have been proven to work well. The hallucination network acts as complimentary information provider for the thermal network.

- We present a new application of selective fusion to fuse effectively the input from three feature channels (i.e. thermal, IMU, and hallucinated visual features).

- Putting together thermal, hallucinated visual, and IMU network together, we believe that this is the first end-to-end trainable Deep Thermal-Inertial Odometry (DeepTIO) model.

- We perform extensive experiments and analysis in our self-collected hand-held and mobile robot dataset in benign and smoke-filled environments. We show
that DeepTIO is comparable with state-of-the-art visual-inertial odometry algorithms when it is tested in benign environment and outperforms them when it is tested in environment with low visibility (e.g. darkness, smoke-filled).

Parts of this work have been described in the following paper:


5.4 Approach

In this section we describe our proposed DeepTIO model for estimating thermal-inertial odometry. We start this section by describing the overall network architecture including the proposed hallucination network. Then, we will explain how to train this network effectively to generate accurate ego-motion estimation.

5.4.1 Network Architecture

Figure 5.1 illustrates the general architecture of DeepTIO model at inference time. It is composed by a feature encoder, a selective fusion module, and a pose regressor. The feature encoder extracts salient features from each modality. We use a CNN for encoding thermal data and hallucinating visual features from thermal images. To extract features from the IMU data stream we employ a RNN, as RNN works better to model temporal dependencies of time-series data \[28\]. The feature vectors generated from the IMU, thermal, and hallucination encoder networks are input into the selective fusion module, attentively selecting certain features that are necessary for pose regression. The reweighted features are further fed into the pose regression module to infer 6-DoF relative camera poses. The details of each module are described below.
Figure 5.1: The architecture of DeepTIO at test time. DeepTIO not only extracts thermal features but also hallucinates visual features to provide additional information for accurate odometry.

5.4.1.1 Feature Encoder

Given a pair of consecutive thermal images $x_T \in \mathbb{R}^{2 \times (w \times h \times c)}$, the purpose of the thermal encoder network is to extract geometrically meaningful features for movement estimation (e.g. optical flow captured between moving edges). To this end, both thermal encoder $\Psi_T$ and hallucination encoder $\Psi_H$ are implemented and pre-initialized with FlowNetSimple structure [34]. As the observed temperature profile (in grayscale) fluctuates when the camera captures hotter objects, we directly use the 16 bit raw radiometric data to obtain more stable inputs. Since raw radiometric data are only represented by one channel, we duplicate it into three channels for feeding into the FlowNet structure. We use the last output activation from both $\Psi_T$ and $\Psi_H$ as our thermal $a_T$ and visual hallucinated $a_H$ features

$$a_T = \Psi_T(x_T), \quad a_H = \Psi_H(x_T).$$

We employ a single LSTM layer with 256 hidden states as IMU encoder $\Psi_I$. The 6-dimensional inertial data with a sequence of 20 frames $x_I \in \mathbb{R}^{6 \times 20}$ are fed into IMU...
encoder $\Psi_I$ to produce IMU features

$$a_I = \Psi_I(x_I).$$

(5.2)

To balance the number of features, we perform average pooling for $a_T$ and $a_H$, such that the final dimensions for all features are $a_T \in \mathbb{R}^{2048}$, $a_H \in \mathbb{R}^{2048}$, and $a_I \in \mathbb{R}^{5120}$.

### 5.4.1.2 Selective Fusion

In DNN-based VIO, a standard way to fuse feature vectors coming from different modalities is by concatenation. However, a direct fusion of all feature modalities using concatenation results in sub-optimal performance, as not all features are useful and necessary [21]. The situation is even more emphasized by the intrinsic noise distribution of each modality. In our case, thermal data are plagued by fixed-pattern noise, while IMU data are affected by white random noise and sensor bias. On the other hand, the hallucination network might produce erroneous visual features. Moreover, in real applications there is high chance that different modalities, as well as the ground truth poses, will not be tightly synchronized.

To this end, we employ selective fusion [21] to let the network automatically learn the best suitable feature combination given feature inputs. Specifically, a deterministic soft fusion is employed to attentively fuse features from three sources with compensation for possible misalignment between inputs and ground truth. The fusion module will learn to re-weight each feature by conditioning on all channels. The corresponding mask for thermal $m_T$, hallucination $m_H$, and inertial feature $m_I$ are learnt via:

$$m_T = \sigma(W_T[a_T; a_H; a_I])$$

$$m_H = \sigma(W_H[a_T; a_H; a_I])$$

$$m_I = \sigma(W_I[a_T; a_H; a_I]),$$

(5.3)

where $[a_T; a_H; a_I]$ denotes the concatenation of all channels features, $\sigma(x) = 1/(1 + e^{-x})$ is the sigmoid function and $W_T$, $W_H$, and $W_I$ are the learnable weights for each feature modality. These masks are used to weight the relative importance of
the features modalities by multiplying them via element-wise operation $\odot$ with their corresponding masks:

$$a_{fused} = [a_T \odot m_T; a_H \odot m_H; a_I \odot m_I].$$  \hspace{1cm} (5.4)

Finally, the merged features $a_{fused}$ are fed to the pose regressor network to estimate 6-DoF poses.

### 5.4.1.3 Pose Regressor

The pose regressor consists of LSTM layers followed by two parallel Fully Connected (FC) layers that estimate relative translation and rotation respectively. We use an LSTM to model the long-term temporal dependencies of camera ego-motion as seen in [161, 136]. Each LSTM has 512 hidden states and takes the reweighted features $a_{fused}$ as input. The output latent vectors from the LSTMs are then fed into three parallel FC layers with 128, 64, 3 units respectively. We decouple the FC layers for translation and rotation as it has been shown to work better separately as in [163]. We also use a dropout [144] rate of 0.25 between FC layers to help regularization.

### 5.4.2 Learning Mechanism

This section introduces the mechanism to train the hallucination network and learn odometry regression.

#### 5.4.2.1 Learning Visual Hallucination

The visual hallucination network $\Psi_H$ is intended to provide additional information along with the thermal encoder $\Psi_T$. Given original thermal images $x_T$ as an input, this module produces visual hallucination vectors $a_H$ that imitate the visual features $a_V$ from real RGB image input encoded by a visual encoder $\Psi_V$. To train the hallucination network, we use the output embedding vectors from a deep Visual-Inertial Odometry (VIO) model as the pseudo ground truth. In this case, we employ a modified VINet [27] architecture for the VIO model. The only difference is that we utilize
Figure 5.2: The architecture of DeepTIO at training time. Note how RGB images are used to guide the visual hallucination.

FlowNetSimple as the feature extractor instead of FlowNetCorr [34] used in the original VINet. This modification allows hallucination features $\mathbf{a}_H$ and visual features $\mathbf{a}_V$ to have the same dimension, simplifying the training process. After training the VINet model, the weights $\mathbf{W}_V$ in the visual encoder $\Psi_V$ are frozen during the training of the hallucination network, while the hallucination encoder $\Psi_H$’s weights $\mathbf{W}_H$ are trainable.

Figure 5.2 illustrates the architecture of our visual hallucination model in the training process. We train the hallucination network by minimizing the discrepancy $\xi$ between the output activation from $\Psi_H$ and $\Psi_V$. Standard $L_2$ norm is generally used for minimizing $\xi$ in benign cases [64, 135]. However, thermal camera requires
periodic NUC calibration, during which time the same image will be output for between half to one second. NUC will force several identical thermal features to be matched with different visual features during network training. This process might produce an erroneous mapping between $a_H$ and $a_V$ and contaminate $\xi$ with outliers. Since the $L_2$ loss is very sensitive to outliers, encountering some during training will impact gradient back-propagation as the outliers will dominate the loss, impacting convergence. To improve robustness against outliers, we instead propose to use the Huber Loss $H_{[68]}$ to minimize $\xi$. Then, our hallucination loss $L_{\text{hallucinate}}$ is formally defined as follows:

$$L_{\text{hallucinate}} = \frac{1}{n} \sum_{i=1}^{n} H_i(\xi),$$

with $\xi = \Psi_H(x_T; W_H) - \Psi_V(x_V; W_V)$, (5.5)

and $H(\xi) = \begin{cases} 
\frac{1}{2} \|\xi\|^2 & \text{for } \|\xi\| \leq \delta, \\
\delta(\|\xi\| - \frac{1}{2}\delta) & \text{otherwise} 
\end{cases}$

where $\delta$ is a threshold and $n$ is the batch size during training. By using Huber loss, when $\xi$ is larger than $\delta$, it will have a linear effect instead of quadratic, making it less sensitive to outliers. Loss values below $\delta$ will still be minimized using quadratic loss to enable fast convergence. During training, we use $\delta = 1.0$.

5.4.2.2 Learning Odometry Regression

We train the network to estimate odometry by minimizing the loss between the predicted pose and the ground truth pose. This task is essentially learning a mapping function from the input to the output $\{(x_T; x_I)_{1:N}\} \rightarrow \{\mathbb{R}^6\}_{1:N}$ where $N$ is size of the whole training data. The pose regressor network, together with all other networks except the hallucination part, are trained using the following regression loss

$$L_{\text{regress}} = \frac{1}{n} \sum_{i=1}^{n} H_i(\hat{t} - t) + \alpha H_i(\hat{r} - r)$$

(5.6)

where $H$ is the Huber Loss as in Equation [5.5]. $[t, r]$ and $[\hat{t}, \hat{r}]$ are a pair of translation and rotation component for the predicted poses and the ground truth.
poses respectively. We use Euler angles to represent rotation since it is faster to converge as it is free from constraints unlike other representations (e.g. rotation matrix or quaternion). We also use $\alpha = 0.001$ to balance the loss between translation and rotation.

### 5.4.2.3 Training Details

The network is trained in two stages. In the first stage we train the hallucination network, while in the second stage we train the remaining networks. Note that, in the second stage, we freeze the hallucination network such that the unstable learning process in the beginning of training the other networks does not alter the learnt hallucination weights that have been trained in the first stage. We use the Adam optimizer with a 0.0001 learning rate to train the hallucination network for 200 epochs. For training the remaining networks in the second stage we employ RMSProp with a 0.001 initial learning rate, dropping by 25% every 25 epochs for a total of 200 epochs. We normalize the input radiometric data by subtracting the mean over the dataset. We randomly cut the training sequence into small batches of consecutive pairs ($n = 8$) to obtain better generalization. We also sub-sample the input such that the frame rate is around 4-5 fps to provide sufficient parallax between consecutive frames. To further fine-tune the network, we alternately freeze and train the selective fusion and the pose regressor.

### 5.4.3 Relation to Learning with Side Information

Related to our work is the concept of learning with side information. Hoffman et al. [64] introduced this concept by incorporating a depth hallucination network to increase the accuracy of object detection in RGB images. This concept was then adopted in other applications such as learning hand articulations [25] or face recognition [97]. Our work introduces this concept to odometry regression and trains the whole network with the non-trivial Huber loss. We are the first to hallucinate visual features from thermal images for odometry regression.
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5.5 Experimental Results

5.5.1 Dataset

We collected our data in two different scenarios. In the first scenario, the sensors are placed in a mobile device such that human can easily carried it as seen in Figure 5.3 (a). In the second scenario, the thermal and IMU sensors are placed in a mobile robot as seen in Figure 5.3 (b). The tools and the dataset for both scenarios are described as follows:

1. **Hand-held data.** The thermal images in hand-held data were collected using FLIR E95 camera at 60 fps with 464×348 image resolution and 24 × 18° field of view. We use a XSens MTI-1 Series for the IMU data. We collected RGB-D data to train the hallucination network using Intel RealSense D435 depth camera at 30 fps and at 848×480 image resolution. We place the thermal and RGB-D camera at a spacing of 2.5 cm such that there is sufficient overlap between the thermal and RGB image. The setup can be seen in Figure 5.3 (a). In total, we collected 19 sequences in five different buildings including a library, open office, apartment, underground storage, and an actual smoke-filled environment in firefighter training facility. We use 13 sequences for training and use the remaining data for testing. As we gathered the data mostly in public spaces, real ground truth poses are not available. Instead, we utilize VINS-Mono (visual-inertial SLAM) [129] for the comparison with the expectation that DeepTIO at least can be as accurate as visual-inertial system.

2. **Mobile robot data.** The mobile robot data was collected using a Turtlebot 2. Thermal images are captured from a Flir Boson 640 thermal camera operating at 60 fps with spatial resolution of 640×512 (95° field of view), while we utilize the same IMU device as with the hand-held data. We equip the robot with a Velodyne HDL-32E LiDAR (captures around 60,000 3D points) and an Intel RealSense Depth Camera with 680 × 480 RGB resolution. The distance
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between thermal and RGB camera is 11 cm (see Figure 5.3 (b)) and there is at least 2/3 spatial correspondence. In total, we have 30 sequences collected in three different buildings. We use 23 sequences for training and 7 sequences for testing. For training, we employ inertial-assisted wheel odometry (from the Turtlebot) as the pseudo ground truth. For testing, we use VICON Motion Capture system (1mm accuracy) as the ground truth for the data collected at Oxford Cyber Physical Systems (CPS) Lab while Lidar Gmapping\(^1\) is used for other sequences. For data collected in CPS Lab, we decorated the room with several obstacles, used different lighting condition (sufficient lighting, poor, or dark), and occasionally had a person walking in the camera frame. Figure 5.4 depicts the sample images collected by our mobile robot.

Figure 5.3: The setup of (a) hand-held device and (b) mobile robot platform for data collection and testing.

5.5.2 Evaluation Metrics

To evaluate the proposed model, we utilize Mean Square (MS) of Relative Pose Error (RPE) and Absolute Trajectory Error (ATE), since they have been widely used for measuring VO or visual SLAM accuracy \[^{146}\]. As we have different (pseudo) ground

\(^1\)https://openslam-org.github.io/gmapping.html
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Figure 5.4: Sample images from the dataset. From top to bottom: RGB images, raw radiometric thermal images (14 bit), and normalized thermal images (8 bit).

Figure 5.5: The hallucination network is validated by feeding the fake RGB features to VINet and measuring the pose estimation discrepancy.

truth format to compare with (VICON, Lidar Gmapping, or VINS-Mono), we align the predicted poses with the (pseudo) ground truth using Horn approaches and evaluate only the poses that are closest in time. We use the evaluation tools from the TUM RGB-D dataset to do this.

5.5.3 Sensitivity Analysis

To understand the influence of the hallucination network, we perform a sensitivity analysis in the following section.

https://vision.in.tum.de/data/datasets/rgbd-dataset
Figure 5.6: Relative Pose Error (RPE) distribution between VINet and Fake VINet for both translation and rotation.

5.5.3.1 Validating the Hallucination Network

To validate the hallucination network, we replace the visual decoder network from VINet with the hallucination network from DeepTIO as seen in Figure 5.5. By feeding the hallucinated visual features (fake RGB features) to the original VINet, we can measure how accurate the learnt representation produced by the hallucination network is. Figure 5.6 shows the distribution of RPE between VINet and Fake VINet (VINet with input from fake RGB features). It can be seen that the error distribution for both translation and rotation are very similar, showing the success of training the hallucination network. Table 5.1 shows how close the average RPE between VINet and Fake VINet are. Surprisingly, the Fake VINet got a slightly better result for rotation estimation, showing the efficacy of training using Huber Loss. Figure 5.7 illustrates the visualization of the output features from VINet and from hallucination network in the test sequence. It can be seen that the network can hallucinate visual features accurately (top) despite the lack of features in thermal domain. We presume that as long as there are spatial correspondences between thermal and RGB image, the network will learn to associate similar features and interpolate the missing ones. However, there are also cases when the hallucination network produces erroneous features (bottom) due to blurriness or lack of thermal edges. In this case, selective fusion plays an important role for selecting only relevant information from the hallucination network. It can be seen that in the erroneous case example, the DeepTIO’s selective
Table 5.1: RPE between VINet and Fake VINet

<table>
<thead>
<tr>
<th>Model</th>
<th>t (m)</th>
<th>r (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VINet</td>
<td>0.1124</td>
<td>5.1954</td>
</tr>
<tr>
<td>Fake VINet ($L_2$)</td>
<td>0.1197</td>
<td>5.1926</td>
</tr>
<tr>
<td>Fake VINet (Huber)</td>
<td>0.1128</td>
<td>5.0739</td>
</tr>
</tbody>
</table>

fusion produces less dense fusion masks, indicating less features are being used.

Figure 5.7: Comparison between RGB features produced by VINet and fake RGB features produced by DeepTIO’s hallucination network in Corridor 2. Top: example of accurate hallucination. Bottom: example of erroneous hallucination. From left to right: RGB image, thermal image, original RGB features, hallucinated RGB features, and fusion mask for the hallucination features generated by DeepTIO.

5.5.3.2 The Influence of Each Feature Modality

To understand the influence of each feature modality, we decouple each feature modality, train it separately, and measure accuracy. The result can be seen in Table 5.2 and shows that thermal alone achieved the worst accuracy, implying the difficulty of estimating odometry solely based on temperature profile information. IMU alone clearly shows much stronger performance although the optimal solution may only produce only 3-DoF poses (instead of 6-DoF) as seen in [20] since there is not enough information from the IMU data to produce accurate 6-DoF poses. Incorporating IMU with thermal features or fake RGB features improves the accuracy (ATE) as the thermal or the visual features constrain the IMU error growth. Adding Fake RGB features to the model with IMU+Thermal further reduces the ATE, indicating
Table 5.2: The Impact of Each Feature Modality and Selective Fusion

<table>
<thead>
<tr>
<th>Features</th>
<th>SF†</th>
<th>t (m)</th>
<th>r (°)</th>
<th>ATE (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal</td>
<td>-</td>
<td>0.1497</td>
<td>6.5839</td>
<td>6.8347</td>
</tr>
<tr>
<td>IMU</td>
<td>-</td>
<td>0.1204</td>
<td>5.0151</td>
<td>1.7779</td>
</tr>
<tr>
<td>IMU+Thermal*</td>
<td>-</td>
<td>0.1133</td>
<td>5.3112</td>
<td>1.4731</td>
</tr>
<tr>
<td>IMU+Thermal+</td>
<td>✓</td>
<td>0.1192</td>
<td>5.0461</td>
<td>0.7122</td>
</tr>
<tr>
<td>IMU+Fake RGB*</td>
<td>-</td>
<td>0.1153</td>
<td>5.2378</td>
<td>1.5021</td>
</tr>
<tr>
<td>IMU+Fake RGB+</td>
<td>✓</td>
<td>0.1090</td>
<td>5.2300</td>
<td>1.0280</td>
</tr>
<tr>
<td>IMU+Thermal+Fake RGB*</td>
<td>-</td>
<td>0.1080</td>
<td>5.2127</td>
<td>1.2824</td>
</tr>
<tr>
<td>IMU+Thermal+Fake RGB+</td>
<td>✓</td>
<td>0.1074</td>
<td>4.8826</td>
<td>0.5267</td>
</tr>
</tbody>
</table>

* has 52 M weights, while † has 136 M weights.
† Whether Selective Fusion (SF) is employed or not.

that the hallucinated visual features help generate more accurate poses. Note that all feature fusions (with the same mark in Table 5.2) have the same network capacity, indicating that the improved accuracy is due to more useful information, rather than increased network capacity.

5.5.3.3 The Influence of Selective Fusion

As seen in Table 5.2, incorporating selective fusion to the combined features consistently reduces the ATE over the network without selective fusion. This shows that selective fusion plays an important role in producing accurate results as each feature modality comes with intrinsic noises, the hallucination network may produce erroneous visual features, and there is time misalignment between the sensors and the ground truth. Finally, putting together all feature modalities with selective fusion yields the strongest performance for both RPE and ATE.

5.5.4 Evaluation on Hand-held Data

5.5.4.1 Test in Benign Environment

We test our model across different buildings and compare it with the state-of-the-art VIO frameworks to show that our DeepTIO solution is comparable. For comparison
with a conventional approach we employ ROVIO [14], which tightly fuses IMU and visual data with an iterated extended Kalman filter. For comparison with deep learning based approaches, we use VINet [27] which fuses IMU and visual features in the intermediate layer. Both ROVIO and VINet use RGB as the input as they easily lose
track when we use thermal as the input. We also compare with Vanilla DeepTIO, a version of DeepTIO without the visual hallucination network. Figure 5.8 (a)-(e) depicts the qualitative results in this scenario.

Table 5.3 shows the numerical evaluation results in terms of ATE. ROVIO provides good accuracy in Corridor 2, although it suffers from the scaling problem and loses tracking in Corridor 1 due to lack of visual features when the camera faces white, flat walls. In misaligned sequences, ROVIO completely fails to initialize, since it requires tightly synchronized inputs. VINet also performs well when good alignment is available but suffers from large drift in presence of time misalignment. This shows that directly concatenating features may lead to sub-optimal performance. Nevertheless, VINet can still produce odometry where ROVIO completely fails, showing that deep learning approaches are more robust to the sensor alignment issue. However, the best results are achieved by Vanilla DeepTIO and DeepTIO as they employ selective fusion which is proven to be more robust to time synchronization issues [21]. Note that Vanilla DeepTIO and DeepTIO use a smaller thermal image resolution (464x348) compared to the RGB images used by ROVIO and VINet (848x480).

Vanilla DeepTIO achieves excellent results in Corridor 2, Large Office, and Library 2, but suffers from drift in Corridor 1 and Library 1. DeepTIO, on the other hand, produces better results due to the additional information provided by the hallucination network. Nonetheless, estimating an accurate scale is a problem in some sequences. As seen in the Large Office sequence, both Vanilla DeepTIO and DeepTIO give inaccurate scale, possibly due to a large variation of walking speeds. This scaling problem is very common in VO or VIO (as seen in ROVIO test in Corridor 1) and remains an open problem. Overall, DeepTIO yields the best ATE against the competing approaches, with an average ATE of 1.67 m.

5.5.4.2 Test in Smoke-filled Environment

In the smoke-filled environment, none of the VIO frameworks can work as the camera only captures black frames. Even Lidar odometry does not work well as near-visible
light is blocked by the smoke \cite{12}. In this case, we cannot provide quantitative evaluation with any (pseudo) ground truth. We instead provide a qualitative comparison with a zero-velocity-aided Inertial Navigation System (INS) \cite{159}, which is not impacted by visibility. This navigation system utilizes foot-mounted inertial sensors to detect Zero Velocity Updates (ZUPT) and thereby mitigates the fast error growth of stand-alone inertial navigation. Figure 5.9 shows the output trajectory together with the floor plan generated by FARO Lidar collected before the experiment with smoke. It can be seen that DeepTIO yields a similar trajectory shape to ZUPT. This shows that our model, despite being trained in a benign environment, can generalize to a smoke-filled environment as the thermal camera is not affected by the smoke. However, there is scaling issue which probably due to different speed of the camera (as an effect of different walking speed) or different temperature profile compared to the one observed in the training data. If we adjust the scale of DeepTIO, it can be seen that the prediction is very close to ZUPT. This shows that our model is promising for odometry estimation in smoke-filled environments.

### 5.5.4.3 Memory and Execution Time

The network was trained on an NVIDIA TITAN V GPU and required around 6-18 hours for training the hallucination network and 6-20 hours to train the remaining networks. The network contains around 136 millions weights, requiring 847 MB of
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Figure 5.9: Test in real emergency scenario with smoke-filled environment. We qualitatively compared DeepTIO with ZUPT aided INS as VIO, VI-SLAM, or even Lidar odometry does not work in this visually-denied scenario.

Figure 5.10 (a)-(f) depicts the test results of mobile robot data collected in two different buildings. As can be seen, DeepTIO yields very accurate result in all test sequences, outperforming VINet and generating a similar trajectory to inertial-assisted wheel odometry which we use as pseudo ground truth in training. In difficult motion when the mobile robot stops for short period of time (Figure 5.10 (a) and (b)), DeepTIO can still produce a relatively accurate trajectory. In the sequence with poor to no lighting (Figure 5.10 (c) and (d)), VINet experiences significant drift due to the low RGB illumination. On the contrary, DeepTIO can produce an accurate trajectory despite varying lighting conditions. DeepTIO also works very well in long sequences with challenging motions involving U-turns and with people walking within the camera frame as can be seen in Figure 5.10 (e) and (f). It indicates that using three modalities (although the RGB is a fake one) can yield more robust predictions in challenging environments compared to just using two modalities (e.g. VINet).

space. Neglecting the time to load and normalize the input, the model can run at 40 fps on a TITAN V and 5 fps on a standard CPU.

5.5.5 Evaluation on Mobile Robot Data

Figure 5.10 (a)-(f) depicts the test results of mobile robot data collected in two different buildings. As can be seen, DeepTIO yields very accurate result in all test sequences, outperforming VINet and generating a similar trajectory to inertial-assisted wheel odometry which we use as pseudo ground truth in training. In difficult motion when the mobile robot stops for short period of time (Figure 5.10 (a) and (b)), DeepTIO can still produce a relatively accurate trajectory. In the sequence with poor to no lighting (Figure 5.10 (c) and (d)), VINet experiences significant drift due to the low RGB illumination. On the contrary, DeepTIO can produce an accurate trajectory despite varying lighting conditions. DeepTIO also works very well in long sequences with challenging motions involving U-turns and with people walking within the camera frame as can be seen in Figure 5.10 (e) and (f). It indicates that using three modalities (although the RGB is a fake one) can yield more robust predictions in challenging environments compared to just using two modalities (e.g. VINet).
Table 5.4 describes the quantitative result for all test sequences. DeepTIO achieves a very low ATE (around 0.5 m in average). Comparing this result with the hand-held data, it implies that learning mobile robot odometry is easier than learning hand-held odometry. This is most likely because the robot movement is more stable in terms of
Table 5.4: ATE (m) For Experiment with Mobile Robot Data

<table>
<thead>
<tr>
<th>Sequences</th>
<th>VINet</th>
<th>DeepTIO (ours)</th>
<th>Inertial +Wheel</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPS Lab 1</td>
<td>1.3619</td>
<td><strong>0.3824</strong></td>
<td>0.0931</td>
</tr>
<tr>
<td>CPS Lab 2</td>
<td>1.1440</td>
<td><strong>0.2785</strong></td>
<td>0.0805</td>
</tr>
<tr>
<td>CPS Lab 3 (poor lighting)</td>
<td>1.2225</td>
<td><strong>0.2250</strong></td>
<td>0.0033</td>
</tr>
<tr>
<td>CPS Lab 4 (darkness)</td>
<td>1.8379</td>
<td><strong>0.3807</strong></td>
<td>0.0036</td>
</tr>
<tr>
<td>Corridor 1</td>
<td>2.4497</td>
<td><strong>0.8988</strong></td>
<td>0.1279</td>
</tr>
<tr>
<td>Corridor 2</td>
<td>0.8294</td>
<td><strong>0.7433</strong></td>
<td>0.3595</td>
</tr>
<tr>
<td>Corridor 3</td>
<td>1.4629</td>
<td><strong>0.7307</strong></td>
<td>0.2927</td>
</tr>
<tr>
<td>Mean</td>
<td>1.4726</td>
<td><strong>0.5199</strong></td>
<td>0.1282</td>
</tr>
</tbody>
</table>

speed and planar constraints.

### 5.5.6 What the Hallucination Network Learns

In the previous section, we have shown that the hallucination network still produces very similar feature maps to the ones generated by the RGB network (e.g. from VINet) despite the fact that there are many objects (e.g. poster, signage) in the RGB image that are not differentiable from the background (e.g. wall) in the thermal domain. We presume that, via the hallucination loss, the hallucination network learns to associate similar features in the training data, amplify weak gradients, and probably interpolate missing features such that the two feature maps (i.e. thermal and visual) become very similar. During training, as long as the hallucination network still can find similar features (e.g. edges) between RGB and thermal (although it is just a fraction), it will interpolate the remaining differences. Note that this is possible as not all feature information in the early layers of CNN is useful, since the CNN structure (Flownet) gradually performs subsampling/pooling, leaving only the most important features in the final layer. In the earlier layers, the hallucination network might produce less similar hallucinated features. However, the final output from the hallucination network is very similar to the original RGB network as the pooling layers retains only the strongest features that are important for the task.
5.5.7 Interpreting Selective Fusion

In order to have better understanding of what the selective fusion module learns, we plot the total number of fusion masks for each feature modality with value higher than 0.5. We set 0.5 as the limit to determine the importance of each feature modality. The higher the number of masks with value $> 0.5$, the more important that feature modality is in that particular setting. The result can be seen from Figure 5.11. As we can see, in most cases, both thermal and hallucination features are usually more important for 6-DoF camera pose estimation than the IMU features. However, everytime the camera rotates sharply, more IMU features are used and the importance of IMU surpasses that of other modalities. This can be seen clearly in Figure 5.11 (a). Note that the total number of peaks in Figure 5.11 (a) is the same as the number of times the robot makes a sharp turn (around 90°) in the corresponding trajectory, indicating more information is required to generate accurate odometry in difficult motion cases. In a case when the camera moves more randomly as seen in the Sequences CPS Lab 1, the hallucination features show their dominance, even demonstrating higher importance than thermal and IMU. This possibly happens as there are times when the camera views an area with less thermal gradient. In that case, the hallucination network clearly can provide complementary information alongside the other modalities.

5.5.8 Limitations

Despite the fact that DeepTIO can work well in our test scenarios, there are some limitations:

1. Sensitivity to abrupt motion and thermal reflection. Similar to other odometry techniques applied to RGB camera, when the camera moves abruptly, the images blur and it does impact the accuracy of the model. As you can see in Figure 5.12 DeepTIO produces the largest rotational errors when the robot performs abrupt U-turn, blurring the images. This is compounded by thermal reflection.
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Figure 5.11: Selective fusion mask for mobile robot data in Sequences (a) CPS Lab 3 and (b) CPS Lab 1. We plot the total number of masks for each feature modality with value higher than 0.5, indicating the importance of the features. Left figures indicates the corresponding trajectories.

From a glass surface which can be regarded as dynamic objects (noise). This is interesting case which only happens in thermal imaging as the glass surfaces block infrared signals yielding reflection of the object temperature while at the same time allow the visible light to go through. However, note that even if the network typically produces larger error in this challenging scenario, the network still generates reasonably accurate odometry estimation as seen in Figure 5.10.

2. Sensitivity to sampling rate. As we trained DeepTIO with a frame rate of 4-5 fps, the network will only perform well by using that frame rate. When inferring with lower or faster fps, the accuracy will degrade as seen in Figure
Training with multiple fps at the same time might be possible to obtain robustness against different sampling rates. This may also alleviate the problem of scaling as the network would be trained with more variations of parallax. However, this might require a (pseudo) ground truth with constant fps, i.e. not irregularly sampled by a key frame selection process as in VINS-Mono.

3. Robustness against distributional shift. DNNs are usually vulnerable to distributional (covariate) shift which occurs when the test data are sampled from a different distribution than the training data. As we train our model in a benign environment, when we test it in smoke-filled environment, it is expected that we will experience some covariate shift as the temperature profile will be different. Development of an odometry approach robust against this distributional shift might be necessary to enable practical odometry in adverse environments.

Figure 5.12: DeepTIO produces the largest relative rotational error when the camera moves abruptly in U-turn while at the same time there is thermal reflection from the glass surface (as it blocks infrared signals) which can be regarded as dynamic objects. Note that the reflection is not visible in RGB image. The relative rotational error is taken from mobile robot data in Corridor 1 sequence.
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Figure 5.13: Sensitivity towards sampling rate (fps). By using 14 sampling distance between two frames (optimum performance), it keeps the prediction rate around 4.2 (for 60 thermal fps), which is still in the range of 4-5 fps used during training.

5.6 Conclusion

In this chapter, we have presented a novel DNN-based method for thermal-inertial odometry, termed DeepTIO, using hallucination networks. We demonstrated that the hallucination network can provide side information for the thermal network and, combined with a selective fusion mechanism, is able to produce accurate odometry estimation. We have also shown that DeepTIO can work well in various scenarios and environment conditions including smoke-filled environment. We note that our model still have some limitations with respect to abrupt motion, thermal reflection, distributional shift, or sensitive towards sampling rate variation. For future works, we can incorporate other sensor modalities to estimate more accurate scale in diverse scenarios and developing robust techniques to cope with thermal reflection or distributional (covariate) shifts in the test data. Another interesting future development includes the development of loop closure detection or a thermal SLAM system to alleviate the problem of drift in longer sequences.
Chapter 6
Conclusion and Future Work

In this chapter, we conclude the thesis and discuss possible future research directions. We summarize the main contributions and the conclusions that can be drawn from this work in Section 6.1. The directions for future research will be discussed in Section 6.2.

6.1 Conclusion

In this thesis, we have tackled the complex problem of odometry estimation using deep neural networks. Different vision-based modalities and techniques are explored for a variety of scenarios including application in visually-denied environments. We summarize the conclusions of this work as follows:

1. We introduced an optimization strategy for DNN-based visual odometry in Chapter 3 by incorporating a windowed-based composite transformation loss to the standard relative transformation loss via bounded pose regression loss. We trained the bounded pose regression loss by gradually increasing the difficulty of the objective function through Geometry-Aware Curriculum Learning (GA-CL). We have shown that GA-CL can improve the translation and rotation estimation of standard DNN-based visual odometry by around 21% and 16% respectively. From this result, we now understand that an objective function that enforces consistency in the estimated poses can improve the accuracy
of DNN-based visual odometry. We also proposed an attention network for DNN-based visual odometry by using the current latent poses to help generate sensible attention mask. We have shown that decoupling the attention network for translation and rotation yields 26.87% improvement than joining them, supported by a better interpretation of the attention masks when we visualize them. From this experiments, we also understand that we can selectively use the most important features from DNN-based visual odometry to generate more accurate trajectory.

2. In Chapter 4, we presented the first successful distillation approach to the pose regression problem by emphasizing the knowledge transfer between the teacher and the student network only when we trust the teacher network. We have shown that the normalized teacher loss can be used as an effective attentive mechanism in this knowledge transfer. We demonstrated this attentive mechanism via Attentive Imitation Loss (AIL), which is applied in the last layer as the final objective function, and via Attentive Hint Training (AHT) approach, which is applied in the intermediate layer. With this mechanism, we can keep the student prediction accuracy close to the teacher (or even better) for up to 92.95% parameter reduction. We also proposed a fusion mechanism between distillation and Low-Rank Separable Filters (LRSF) to further reduce the number of network weights. We concluded that performing decomposition via LRSF after distillation can improve the generalization capability of the network while enabling further compression of the network parameters for up to 97.39%. From this result, we know that distilling pose regressor network is possible if we emphasize the knowledge transfer only when we trust the teacher.

3. In Chapter 5, we proposed the first DNN-based thermal-inertial odometry, termed DeepTIO, which incorporates a visual hallucination network to alleviate the lack of robust features in thermal images. We have shown that the
hallucination network can provide side information for the thermal feature extractor network. By combining the hallucination network with selective fusion over three modalities (i.e. thermal, hallucinated visual, and IMU features), we can generate accurate odometry estimation for two different scenarios (i.e. hand-held motion and mobile robot) in diverse environment conditions (i.e. good illumination, darkness, and smoke-filled environments). The experimental results indicate that DeepTIO has comparable performance with visual-inertial odometry algorithms when they are tested in benign environments and better performance than them when the evaluations are performed in dark or smoke-filled environments. From this experiments we know that we can generate accurate odometry from thermal images if we incorporate the network with hallucinated visual features.

6.2 Directions for Future Work

The work in this thesis opens many interesting future research directions including:

1. A Deep Multi-body Motion Estimation. We have shown that accurate and consistent odometry estimation can be realized with DNNs. However, the current application is limited to static scenes or low dynamics (i.e. small number of dynamic objects in front of the camera). In the case of highly dynamic scenes, it might be very challenging for the current approach to generate accurate pose estimation. In conventional Structure from Motion (SfM) techniques, there are a category of algorithms called multi-body SfM (e.g. [30], [157], [90]) which try to not only calculate the camera ego-motion but also to estimate the motion of dynamic objects in front of the camera. This multi-body motion estimation is not only helpful to improve the accuracy of the visual odometry system in dynamic environments but also useful when developing obstacle avoidance and path planning algorithms for autonomous vehicles and mobile robots. Devising
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a deep multi-body motion estimation is a natural progression to improve the DNN-based visual odometry estimation in highly dynamic environments.

2. Distillation for Multi-modal Sensor Fusion. In this thesis, we have demonstrated the first distillation approach for the pose regression problem with a single modality. Future work could consider designing a distillation approach that can transfer the knowledge from a large, multi-modal teacher network, to a small, multi-modal student network. This is a challenging problem especially when the teacher network is equipped with a selective fusion module. It will be interesting to explore if we can eliminate selective fusion from the student network (as it contributes to almost half of the total weights in DeepTIO) without compromising the student performance. Designing a knowledge transfer mechanism that can mimic the ability to attentively fuse multi-modal sensor data without actually including the selective fusion module might be the key to achieve this goal. A sophisticated hint training approach might need to be developed to enable this knowledge transfer.

3. Thermal-Inertial Re-localization and SLAM. This thesis focuses on developing a DNN-based thermal-inertial odometry (DeepTIO). While the trajectory estimation from DeepTIO is quite accurate, it is still subject to cumulative drift, especially if it is tested in long sequences. A potential solution to alleviate the drift problem is to develop a full thermal-inertial SLAM system equipped with re-localization or loop closure detection capability. By incorporating loop closure detection, the SLAM back-end can further optimize the estimated trajectory, correcting the accumulated drift. Both odometry estimation and loop closure detection might be constructed based on DNNs, while existing graphical model-based optimizers, such as g2o [91], can be used for the SLAM back-end.

Finally, in this thesis, we have demonstrated that accurate and efficient odometry estimation can be realized with carefully crafted deep neural networks. Advances in
this area are and will continue to fuel a range of exciting applications from autonomous robotic systems to location-based services for humans in both benign and challenging emergency environments.
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