Chapter 5

Magnetic Data and Interpretation

5.1 Introduction

Magnetic data are important in constraining marine geophysical models in continental margin environments due to the fundamentally different magnetic signature of continental and oceanic crust. Their greatest importance, however, is in dating oceanic crust through the identification of seafloor spreading anomalies and the correlation of these anomalies to the geomagnetic time-scale (e.g. Vine & Matthews [1963]). Identification of seafloor spreading anomalies on the Wilkes Land sector of the Antarctic margin, however, is difficult, primarily because of the slow and variable spreading rates at the South-East Indian Ridge (SEIR) between Australia and Antarctica prior to the onset of fast spreading in the Eocene [Cande & Mutter, 1982; Tikku & Cande, 1999].

A slow mid-ocean ridge spreading rate causes several normal and reverse polarity periods to occur in a spatially limited area. This results in the complex superposition of anomalies associated with each switch from normal to reverse field polarity. The anomaly sequence between breakup and the Eocene on the Antarctic and southern Australian margins is difficult to model and interpret. Hence, a number of questions remain regarding the identification of the oldest seafloor spreading anomaly on the Antarctic margin. Recent studies on the conjugate southern Australian margin indicate that anomaly 33o represents breakup at 83 Ma [Sayers et al., 2001]. This interpretation, however, conflicts with previous interpretations by Tikku & Cande [1999], Veevers [1986], and other workers as discussed below.

Magnetic data were acquired along each multi-channel seismic (MCS) line of surveys GA-228 and GA-229. An Elsec 7706 proton precession magnetometer was utilised throughout surveying. Both total magnetic field and magnetic anomaly values (calculated using IGRF2000 [IAGA, 2000]) were provided by the geophysical contractor. The data have been filtered using a three point de-spiking and interpolation process to smooth

\[ \text{subscripts } o \text{ and } y \text{ refer respectively to the old and young edges of the normal polarity period of an individual geomagnetic chron. Normal polarity periods are indicated by the subscript } n, \text{ e.g. } 33n \text{ refers to the entire normal polarity period of Chron 33.} \]
irregular ‘drop-outs’, but have not been diurnally corrected. Accordingly, temporal magnetic field variations as well as remanent and induced magnetisations are included in the total magnetic field measurements.

Marine geophysical surveys in the Southern Ocean have been acquiring magnetic data since the 1950’s. Although not as thoroughly surveyed as other ocean regions there is relatively good data coverage between the SEIR (which runs approximately east-west at 50°S) and 60°S. However, south of 60°S the coverage is much sparser. This is particularly unfortunate given that this is the region of most ambiguous seafloor spreading anomaly identification. All data used in this study are corrected to IGRF2000 [IAGA, 2000] to assure uniformity in anomaly calculation. Data are projected onto a north-south azimuth to allow consistent comparison. This orientation was chosen as it is approximately orthogonal to the trend of the SEIR between the Australian and Antarctic Plates.

The acquisition of ∼10,000 km of magnetic anomaly data along the Wilkes Land margin represents a major increase in available data in this region. The early spreading history of Wilkes Land and southern Australia, based on previously available data, remains uncertain (e.g. Tikku & Cande [1999]). Hence, spreading rate modelling was undertaken to constrain the identification of seafloor spreading anomalies in GA-228 and GA-229 data and investigate the timing of breakup between Antarctica and Australia.

5.2 Magnetic Modelling

Introduction

Magnetic modelling is crucial in the testing of seafloor spreading models, and therefore in dating sections of oceanic crust. As a potential field method it can not provide a unique solution as there are infinite source distributions possible for any given magnetic anomaly data. However, it remains a means of testing geologically reasonable hypotheses and constraining important variables, namely spreading rate and age of oceanic crust.

The magnetism of the rocks that comprise the Earth’s crust is highly variable and can be acquired in a variety of ways. Magnetisation can be transient (i.e. dependent upon the presence of an ambient magnetic field), this is known as induced magnetisation. It can also be permanent (i.e. unaffected by changes in ambient field strength), this is known as remanent magnetisation. The relative importance of these two types of magnetisation is primarily a function of the local geological environment, e.g. rock type, cooling history, grain-size, metamorphic/alteration history.

When placed in a magnetic field, rocks and sediments may become magnetised by induction, a result of dipoles aligning under the presence of an ambient field. The dipole
moment per unit volume is defined as the induced magnetisation \((J_i)\), this quantity is proportional to the strength of the ambient field \((F)\). The constant of proportionality is defined as the magnetic susceptibility \((k)\) such that,

\[
J_i = kF
\]

Susceptibilities of common minerals vary significantly, from -0.0001 (quartz) to 6 (magnetite) SI units, depending on their proportional content of paramagnetic, diamagnetic, ferromagnetic and ferrimagnetic material. Studies of induced rock magnetism primarily consider induced magnetisation of ferrimagnetic mineral grains [Dunlop, 1995].

The magnetism of the Earth’s crust is largely controlled by ferrimagnetic mineral distribution. There are two such important mineral groups; the titanomagnetite series and pyrrhotite. In most rocks, particularly oceanic basalts, titanomagnetites are the primary source of magnetisation (e.g. Smith & Banerjee [1986]). Titanomagnetites exhibit a continuous solid solution between the \(Fe\) rich endmember (magnetite) and the \(Ti\) rich endmember (ulvöspinel) [Blanchard et al., 1976]. The susceptibility of common rocks tends to be proportional to magnetite content and typically decreases with decreasing grain size [Stacey, 1967; Kent & Gee, 1994].

As magnetite and other ferrimagnetic minerals cool to below the Curie temperature \((T_c)\) a large proportion of magnetic domains come to have moments which are aligned in the ambient field direction. This produces a permanent natural or Thermal Remanent Magnetisation (TRM) that persists in the absence of any external field. Many rocks with high titanomagnetite content, such as oceanic crust basalts, acquire a remanent magnetisation \((J_r)\) as they cool. However, as oceanic crust ages, layer 2 basalts are altered and their magnetisation is reduced, although a record of the geomagnetic field is retained [Kent & Gee, 1994].

Total magnetisation \((J)\) (i.e. the quantity measured by total field magnetometers) is the sum of induced and remanent magnetisation,

\[
J = J_i + J_r
\]

the induced and remanent components are both vectors and must be added accordingly. The magnitude \(J\) controls anomaly amplitude and its direction controls the anomaly shape. The ratio of the magnitude of \(J_r\) to \(J_i\) (i.e. \(J_r / J_i\)) is defined as the Königsberger ratio \((Q)\).

Linear magnetic anomalies in oceanic crust that record seafloor spreading (e.g. Vine & Matthews [1963]) result almost entirely from TRM. Induced magnetisation associated with the present-day ambient geomagnetic field is also present, but the Königsberger ratio of oceanic crust tends to be large [Dunlop, 1995]. The fine grain size of titanomagnetites
in oceanic crust, resulting from initial quenching and later surface oxidation, inhibits any motion of magnetic domains within the crystal lattice and, therefore inhibits induced magnetisation. Hence, only remanent magnetisation is usually taken into account in analysis of magnetic anomalies in ocean basins.

Gee et al. [1989] investigated the contribution of induced magnetisation at seamounts and concluded that although remanent magnetisation is dominant, up to one-sixth of the total magnetisation may be accounted for by induced magnetisation. It is difficult to determine any departures from the assumptions regarding Königsberger ratios in oceanic basalts at passive margins as no drill-holes have as yet penetrated deeply into oceanic crust beneath thick marginal sediments. Therefore, at continental margins and other environments possibly affected by hydrothermal alteration and structural deformation, the relative contribution of remanent and induced components is less certain than in deep ocean basins.

5.2.1 Previous Work

The most detailed study of magnetic anomalies in the southeast Indian Ocean was undertaken by Weissel & Hayes [1972]. Weissel & Hayes [1971] and Weissel & Hayes [1972] divided the region south of Australia into three longitudinal zones on the basis of contrasts in magnetic, morphologic, and seismologic parameters (Figure 5.1). They investigated asymmetry in spreading, the effect of variable palaeoinclinations, and magnetic anomaly amplitude variations. Weissel & Hayes [1972] noted distinct amplitude differences among, 1. magnetic anomalies of different ages,
2. magnetic lineations of the same age but located on opposing ridge flanks, and
3. magnetic anomalies of the same age and on the same ridge flank but from the different longitudinal zones.

The oldest magnetic anomaly sequence identified by Weissel & Hayes [1972] was 19-21, with “perhaps an indication of anomaly 22” in the Great Australian Bight and near the Antarctic continent. Hence, they interpreted Australia-Antarctic separation to have occurred in the Early Eocene (53 Ma), based on the Heirtzler et al. [1968] geomagnetic reversal time scale. However, a relative paucity of data on the Antarctic margin forced interpretations of Weissel & Hayes [1972] to include unconstrained interpolations of great distance (>150 km) between shiptrack data.

The lineation identified as anomaly 22 by Weissel & Hayes [1972] does not lie adjacent to the coast on either the southern Australian or Antarctic margin, due to the presence of Magnetic Quiet Zones (MQZ) [Weissel & Hayes, 1972]. The spreading rate model of Weissel & Hayes [1972], for their zone A (128-138°E), is shown in Figure 5.2. Variable
half spreading rates of between 22 mm/yr and 38 mm/yr were interpreted based on this model. The fit between the observed and modelled profiles is good from the spreading centre to approximately anomaly 18. Spreading rate differs by only 2 mm/yr for north and south flanks (faster to the south) after anomaly 5 time. From anomaly 5 to anomaly 13 time, modelled spreading rates are faster to the north by between 5 mm/yr and 9 mm/yr. Spreading rates prior to anomaly 13 are, again, almost the same on both flanks.


In particular, Cande & Mutter [1982] questioned aspects of the identification of anomaly 22 south of Australia and the fit of the model and observed data for the older
Figure 5.2: Spreading rate model of Weissen & Hayes [1972] and two-dimensional synthetic magnetic anomalies for zone A computed for selected sequences of anomalies. Representative observed profiles (indicated by arrows) shown for comparison with synthetic profiles. Note that spreading rates are in cm/yr.

part of the anomaly sequence (anomalies 19-22). On re-examination of the magnetic anomaly pattern, Cande & Mutter [1982] concluded that anomalies 19-22 were better modelled as anomalies 20-34 using a variable spreading rate, Figure 5.3. Accordingly, Cande & Mutter [1982] interpreted that breakup occurred between 86-110 Ma, during the Cretaceous Long Normal Polarity epoch (KLN), based on the Heirtzler et al. [1968] geomagnetic reversal time scale. The anomaly sequence interpreted by Weissen & Hayes [1972] subsequent to anomaly 18n time was accepted by Cande & Mutter [1982].

Although the revised interpretation of the magnetic anomaly sequence suggested that breakup occurred at or before anomaly 34 time, the actual age of breakup remained uncertain. Due to the presence of the broad MQZ, of enigmatic origin, the age of breakup was difficult to estimate [Cande & Mutter, 1982]. Two alternative age constraints were suggested by Cande & Mutter [1982] based on two different geological scenarios:

1. "If the MQZ is floored by subsided continental crust or perhaps remnants of the original pre-breakup rift valley, and if the basement high at its southern side marks the ocean/continent boundary, then we date the age of this boundary as approximately 90
2. If the MQZ is formed in part by seafloor spreading during the Cretaceous long normal polarity period (KLNPR) then “the age of breakup could be anywhere between 112 m.y. (the age of M0) and 90 m.y.”

The revised anomaly identifications and seafloor spreading model of Cande & Mutter [1982] included an interval of slow-spreading from 90-43 Ma. They cite the correlation of the boundaries of this period with times of global plate reorganisations, as a possible catalyst for significant spreading rate changes.

Modelling by Cande & Mutter [1982] indicated that anomalies that had been interpreted as anomalies 20-22 closely resembled a very slow spreading rate (4.5 mm/yr) model of anomalies 21-34. The key to this model was that each anomaly corresponds to the combined effect of several polarity reversals. A comparison of the models of Weissel & Hayes [1972] and Cande & Mutter [1982] is shown in Figure 5.3.

The image originally presented here cannot be made freely available via ORA because of copyright.
with a eustatic sea level change. They correlate the unconformity with a lowering of eustatic sea level at the base Tertiary as inferred by both Vail et al. [1977] and Pitman [1978].

Veevers [1986] accepted the major points of the Cande & Mutter [1982] model but believed it was possible to further constrain the broad breakup age implied by the limits of the KLPN, 86-112 Ma. Veevers [1986] reinterpreted the positive magnetic anomaly that marks the oceanward edge of the MQZ, interpreted previously as anomaly 22 by Weissel & Hayes [1972] and anomaly 34 by Cande & Mutter [1982], as an edge-effect, caused by magnetic oceanic crust abutting essentially non-magnetic continental crust (i.e. the COB). Based on this interpretation of the COB location, consistently approximately 45 km landwards of anomaly 34y, and a spreading half-rate of 4.5 mm/yr, Veevers [1986] interpreted the age of breakup as 96 Ma. This age was "...rounded to 95±5 Ma to account for uncertainties in the initial rate of spreading and the exact location of the COB".

The notion of a mid-Cretaceous breakup age persisted throughout the 1990s and was used ubiquitously as a basis for interpretation. Tikku & Cande [1999] reinvigorated the debate over the age of breakup for Australia-Antarctica and refined further the spreading rate model for the southeast Indian Ridge since initial separation. Reconstructions based on the revised anomaly identifications of Tikku & Cande [1999] also encountered problems involving large amounts of continental overlap involving the South Tasman Rise (STR), Tasmania, and Victoria Land (Antarctica). They offered two alternative hypotheses to account for this overlap:

1. Continental extension and/or deformation of oceanic crust in the Australia-Antarctic Basin, or
2. That magnetic anomalies older than anomaly 31 in the Australia-Antarctic Basin are not isochrons.

Tikku & Cande [1999] question the validity of the suggestion by Veevers [1986] that the seaward edge of the MQZ is the COB anomaly, since it is unclear that this distinctive magnetic anomaly is associated directly with the COB for the entire span of the Australia Antarctic Basin (AAB). Tikku & Cande [1999] also introduce a new spreading rate model, based on Cande & Mutter [1982], of the SEIR for the Late Cretaceous to early Tertiary. The major departure from the earlier model of Cande & Mutter [1982] is the introduction of a period of "ultra-slow spreading" (~1.5 mm/yr) between anomaly 31o and 24o time. The inclusion of this period further improved the fit of the modelled and observed magnetic anomaly profiles. The Tikku & Cande [1999] model includes a continental edge-effect at 95 Ma, similar to that modelled by Veevers [1986], however, they do not necessarily suggest that this is representative of the COB.

Reconstructions carried out by Tikku & Cande [1999], based on their revised anomaly
and rotation interpretation, provides two particularly important indications:

1. The quiet zone boundary (QZB) anomaly is not an isochron as its rotation pole is inconsistent with those of later spreading anomalies.

2. That reconstructions using rotation poles based on anomalies 34y, 33o, and 32y result in continental overlap between Tasmania and the western STR.

Tikku & Cande [1999] suggest a number of possibilities to explain these problems:

1. The western STR is incorrectly located in recent reconstructions (e.g. Royer & Rollet [1997]).

2. There may have been substantial northeast-southwest extension in the Bass Strait region or in the conjugate area of Wilkes and Victoria Land since 80 Ma. It is also possible, though difficult to assess, that the required extension may have occurred in the poorly known Wilkes Land interior basins.

3. Like the QZB anomaly it is possible that anomalies 32y, 33o and 34y are not isochrons.

The most recent geophysical and geological interpretation of data from the southern margin of Australia, [Sayers et al., 2001] further revised the Australia-Antarctica breakup age. Sayers et al. [2001] identify a 50-120 km continent-ocean transition (COT) zone in the Great Australian Bight using recently acquired deep seismic reflection, and gravity and magnetic data. The COT is characterised by a thin apron of post-breakup sediments overlying complexly deformed sediments and intruded crust that is bounded landward by a basement ridge and seawards by rugged basement, interpreted as oceanic crust. The COT is interpreted to be floored by extended continental lithosphere and accordingly the COB is defined between the COT and oceanic crust, the model proposed by Sayers et al. [2001] is shown in Figure 5.4.

In the model of Sayers et al. [2001], the COB is located seaward of anomaly 34y and just landward of anomaly 33o as interpreted by Tikku & Cande [1999]. Sayers et al. [2001] therefore conclude that the anomaly interpreted previously as 34y is not a seafloor spreading anomaly and that breakup occurred around 33o time. It should be noted, however, that the magnetic models created by Sayers et al. [2001] are not referenced in any way to a geomagnetic reversal time scale. Oceanic crustal segments are given positive or negative “apparent susceptibilities” to simulate normal or reverse remanently magnetised blocks. The block edges are “...placed where the data demands a change in magnetic properties”. The model includes only six reversely polarised blocks, however, the labelled anomalies (18 to 33o) corresponds to at least 15 magnetic field reversals. Despite the shortcomings of this magnetic model, the important result from this study is that anomaly 34y is interpreted to overlie stretched continental, rather than oceanic, crust.
Figure 5.4: Structural model of Sayers et al. [2001] (Figure 7) across the Ceduna Sub-basin in the Great Australian Bight. Stretched continental crust is interpreted to underlie the magnetic anomaly previously interpreted as a seafloor spreading anomaly associated with Chron 34.
Methodologies: Previous Studies

Conventional sea floor spreading anomaly modelling was undertaken by Weissel & Hayes [1972], Cande & Mutter [1982], Veevers [1987] and Tikku & Cande [1999]. Each of these studies utilised a constant thickness (0.5 km) magnetic source layer to represent layer 2 of oceanic crust. The upper surface of this source layer was based either on bathymetry filtered of short-wavelength features (e.g. Weissel & Hayes [1972]), or an assumed constant, crustal depth (e.g. Cande & Mutter [1982]).

The magnetic source layer was assumed by each of the above workers to be 500 m thick. This assumption is based on studies that indicate the source of magnetic anomalies over young oceanic crust is predominantly the upper 500-1000 m of oceanic layer 2 (e.g. Irving [1970] and Levi [1983]). Source layers comprised blocks of alternately normal and reverse TRM of equal magnitude. The polarities of model blocks are constrained by the geomagnetic time scale and an assumed spreading rate model. There is an assumption of zero magnetisation due to induction. This conforms to the generally valid assumption that the remanent magnetisation component is the first order control on the measured total magnetisation vector in oceanic crust.

Modelling with a flat source body of constant thickness (and constant susceptibility) results in no lateral variation in susceptibility. Accordingly the modelled induced magnetisation component is non-variable. The modelled magnetic anomalies due to such a model are entirely a result of the juxtaposition of remanently magnetised blocks with opposing directions of polarity. Weissel & Hayes [1972] explicitly state and justify using only the TRM, citing the lack of significant crustal topography and the typically high Königsberger ratios of oceanic basalts.

The rationale behind this methodology, which has been successfully applied in many of the world’s ocean basins, is that a unique pattern of magnetic lineations can be generated and preserved at an active spreading ridge, and that this sequence of anomalies can be matched by a simple model based on a geomagnetic time scale and assumed spreading rates. In the simplest case where no induced component is included, a single Königsberger ratio or remanent magnetisation vector amplitude is utilised, and sharp block edges are juxtaposed, there will be a degree of misfit between the simple model and the observed data. However, even in this situation there typically exist characteristic anomalies that can be matched between the modelled and observed data.

The relatively simple methodology outlined above was not followed by Sayers et al. [2001], they instead follow an object-oriented approach to modelling. Sayers et al. [2001] base their models on seismic interpretations and good fits between observed and modelled profiles that are achieved. In the Sayers et al. [2001] model, magnetic source bodies within
the oceanic crust are "...inferred from changes in the magnetic signal alone, in accord with standard practice". The magnetic sources in the models of Sayers et al. [2001] exhibit variable depth, thickness, susceptibility, and TRM magnitude. However, there is no basis to infer changes in magnetic properties of rocks on the basis of seismic character, and there is very little variability of seismic character in oceanic crust. Accordingly, this methodology is poorly constrained and not suited to the modelling of seafloor spreading.

Spreading around the SEIR has been primarily north-south (relative to present-day pole locations) since very early separation [Weissel & Hayes, 1972; Cande & Mutter, 1982]. If the SEIR maintained an east-west trend and the Earth’s magnetic field was described by a geocentric axial dipole through the Cainozoic, then the declination of the ambient field should have been near zero throughout rifting [Weissel & Hayes, 1972]. Accordingly Weissel & Hayes [1972] assumed a direction of $0^\circ$ for the horizontal component of the TRM in their modelling, this assumption has been accepted in subsequent modelling studies. [Weissel & Hayes, 1972] calculated anomalies assuming remanent inclinations of $\pm 85^\circ$, $\pm 74^\circ$, and $\pm 59^\circ$, which correspond to latitudes of formation of $80^\circ$, $60^\circ$, and $40^\circ$ respectively (assuming an axial dipole field). Subsequent studies by Cande & Mutter [1982] and Tikku & Cande [1999] assume a remanent inclination of $\pm 74^\circ$.

5.2.2 Methodology: This Study

A conventional sea floor spreading modelling methodology was utilised in this study. However, as seismic reflection data constrains basement topography, the effect of including variable depth source layers was tested. Tikku & Cande [1999] were restricted to assuming a constant depth magnetic source layer at 5.5 km, as they did not have constraints on basement topography. Variations in both the remanent and induced magnetisations are introduced by including a variable magnetic source layer.

The computational method of Talwani & Heirtzler [1964] was used to compute the magnetic anomalies associated with two-dimensional irregular polygons, extending to infinity in the positive-$x$ direction (Figure 5.5). The horizontal ($\Delta X$) and vertical ($\Delta Z$) magnetic field strength at any given point, associated with an arbitrary polygon, are given by,

$$\Delta X = 2(M_x.P - M_z.Q) \quad (5.1)$$

$$\Delta Z = 2(M_x.Q - M_z.P) \quad (5.2)$$

where $M_x$ and $M_z$ are the components of the magnetisation resolved in the $x$ and $z$ directions respectively, and where

$$P = \frac{(z_2 - z_1)^2}{(z_2 - z_1)^2 + (x_1 - x_2)^2}(\phi_1 - \phi_2) + \frac{(z_2 - z_1)(x_1 - x_2)}{(z_2 - z_1)^2 + (x_1 - x_2)^2}\log\frac{r_2}{r_1} \quad (5.3)$$
\[ Q = \frac{(z_2 - z_1)(x_1 - x_2)}{(x_2 - x_1)^2 + (x_1 - x_2)^2} (\phi_1 - \phi_2) + \frac{(z_2 - z_1)^2}{(x_2 - x_1)^2 + (x_1 - x_2)^2} \log \frac{r_2}{r_1} \]  

where \( x_1, x_2, z_1, z_2, r_1, r_2, \phi_1 \) and \( \phi_2 \) are illustrated in Figure 5.5.

Similarly to Weissel & Hayes [1972], remanent inclinations of ±85° to ±65° were tested during modelling. A remanent inclination of ±80°, similar to the present-day inclination for the Wilkes Land margin sector of the Southern Ocean, was selected for further modelling. Remanent declination was assumed to be 0°, in accord with previous studies based on the analysis and assumptions of Weissel & Hayes [1972]. An ambient field strength of -66,000 nT was assumed, based on IGRF models [IAGA, 2000]. A remanent magnetisation amplitude of \( 4 \text{ Am}^{-1} \) and magnetic susceptibility of 0.05 SI units were assumed throughout modelling, these are within the ranges specified by Telford et al. [1990] and typical of oceanic crust. For this ambient field, and the selected remanent magnetisation palaeoinclination and amplitude, and magnetic susceptibility, the Königsberger ratio of remanent to induced magnetisation is \( \sim 2 \). The magnitude of the Königsberger ratio alters only the amplitude of calculated anomalies.

The geomagnetic reversal time-scale of Cande & Kent [1995] was used for all modelling. The age bounds of the normal polarity chron important in discussing magnetic anomalies from the AAB, from the mid-Oligocene to the KLP (Chron 11 to Chron 34), are detailed in Table 5.1.
### Magnetic Data and Interpretation

**Table 5.1**: Normal magnetic polarity intervals important in the discussion of magnetic anomalies from the AAB. Intervals are from the geomagnetic reversal time-scale of Cande & Kent [1995].

<table>
<thead>
<tr>
<th>Magnetic anomaly</th>
<th>Period (Ma)</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>29.4 - 30.1</td>
</tr>
<tr>
<td>12</td>
<td>30.5 - 30.9</td>
</tr>
<tr>
<td>13</td>
<td>33.1 - 33.5</td>
</tr>
<tr>
<td>18</td>
<td>38.4 - 40.1</td>
</tr>
<tr>
<td>20</td>
<td>42.5 - 43.8</td>
</tr>
<tr>
<td>21</td>
<td>46.3 - 47.9</td>
</tr>
<tr>
<td>22</td>
<td>49.0 - 49.7</td>
</tr>
<tr>
<td>24</td>
<td>52.4 - 53.3</td>
</tr>
<tr>
<td>27</td>
<td>60.9 - 61.3</td>
</tr>
<tr>
<td>31</td>
<td>67.7 - 68.7</td>
</tr>
<tr>
<td>33</td>
<td>73.6 - 79.1</td>
</tr>
<tr>
<td>34</td>
<td>83 - 118</td>
</tr>
</tbody>
</table>

Model Constraints

As there exists a greater quantity of data across the young oceanic crust flanking the SEIR relative to the older oceanic crust at the Wilkes Land margin, and as the magnetisation of oceanic crust is reduced with time (e.g. Kent & Gee [1994]), magnetic anomaly identification is easier in the central AAB relative to its margins. Accordingly, determining spreading rate variations is also easier in the central AAB. Figure 5.6 shows shiptrack plots of five separate cruises by the *R/V Eltanin* which cross the SEIR at least once. The observed magnetic anomaly and bathymetry profiles (projected as north-south profiles) for each of these crossings of the SEIR are shown in Figure 5.7. It is possible to correlate characteristic magnetic anomalies based on amplitude and form (i.e. amplitude and shape) between the profiles. These anomalies can be correlated to modelled anomalies of a synthetic profile created using an assumed spreading rate (31 mm/yr) and the geomagnetic reversal time-scale.

Characteristic magnetic anomalies are most readily correlatable on profiles acquired between 125°E and 140°E (Figure 5.7). Lack of data continuity and changes in anomaly form make it difficult to correlate anomalies east and west of the central AAB. Anomaly amplitude differs significantly between profile ELT35 (western AAB) and ELT41A (eastern AAB). Peak-to-peak amplitudes of anomalies across the SEIR and the adjacent flanks
Figure 5.6: Shiptrack plot of Eltanin cruises ELT34, ELT35, ELT37, ELT41 and ELT44, each which cross the SEIR at least once. The satellite derived bathymetry [Smith & Sandwell, 1994], illuminated from the north, illustrates the position of the current spreading ridge system.

in ELT41A data reach up to 600 nT, whereas the largest amplitude anomalies in ELT35 data are \( \sim 300 \) nT.

The depths to the ridge crest (and hence the minimum depth of the magnetic source layer) are not significantly different between zones A, B, and C. Likewise, the present-day ambient magnetic field is approximately equal in magnitude and inclination in each zone. Hence, it is unlikely the variable along-ridge anomaly amplitude is a function of source depth variation or differences in the present-day magnetic field. Weissel & Hayes [1972] attributed the variation in amplitude to either a thinner magnetic source layer beneath the ridge crest of zone C and/or, a contrast in the magnetic properties of the crust extruded at the ridge crest in the different zones. Weissel & Hayes [1972] provide a detailed analysis of anomaly characteristics as they relate to constant spreading rate episodes and to intervals of asymmetric spreading in the different longitudinal zones.

Despite the lateral variations in anomaly patterns, an ordered anomaly pattern oc-
Figure 5.7: Observed magnetic anomaly and bathymetry profiles (located in Figure 5.6) across the SEIR, projected onto a north-south section and correlated to a synthetic model. Symbols and solid linking lines indicate confidently correlatable magnetic anomalies. Dashed light blue line indicates local zero age oceanic crust at the centre of the spreading ridge. Model assumes a half spreading rate of 31 mm/yr, constant depth and thickness of source layer, and a remanent magnetisation of 4 Am$^{-1}$. 
curring north and south of the current SEIR is evident. Figure 5.8 illustrates the detailed
correlation of observed and modelled anomalies for the southern flank of the SEIR from
the present-day to anomaly 13n time (∼33Ma). The model was created assuming a
spreading rate of 31 mm/yr, which was selected after a number of iterations with dif-
ferent spreading rates. The characteristic form of the anomalies labelled in Figure 5.8
are well simulated by the modelled profile, providing a high level of confidence in the
spreading rate assumed in creating the model. This indicates spreading has proceeded at
an average half-rate of ∼31 mm/yr since at least anomaly 13n (∼33Ma). To assess the
spreading rates between anomaly 13 time and breakup, profiles extending further south
are required.

To test the fit of a spreading rate model with the anomaly sequence prior to anomaly
13n, an end point within the geomagnetic time scale is required. What factors influence
the choice of such an endpoint? Stratigraphic evidence of early rift basin development
allows an upper (older) temporal limit for the onset of seafloor spreading. Commercial
drilling results from the southern rift system of Australia (e.g.

Between 160 Ma and 118 Ma the longest single normal or reverse polarity period (i.e.
time period with no reversals) is less than 2 My. 118 Ma marks the onset of the KLNP in
the geomagnetic time scale (anomaly 34n), a period of ∼35 My of normal polarity with no
reversals. If seafloor spreading initiated prior to this period, then an extent of relatively
magnetically featureless oceanic crust flanked by positive edge-effect anomalies would be
expected in observed magnetic data from the southeast Indian Ocean. No magnetic data
from the southern Australian or Wilkes Land margins include evidence of such a long
period without reversals. Accordingly, the oldest probable seafloor spreading anomaly is
likely to be anomaly 34n, clearly this logic does not rule out that the oldest anomaly is
not younger than anomaly 34n. An age of 90 Ma is assumed as a provisional endpoint
here, this may be revised upwards or downwards depending on modelling results.

Extending a magnetic model to 90 Ma with a spreading rate\(^2\) of 31 mm/yr results in,
1. a very poor anomaly fit between modelled and measured sections for the sequence
of anomalies older than 17o, and
2. the southern extent of the modelled seafloor anomaly sequence (34o) occurring at
a latitude of ∼74°S.

At a latitude of 74°S, anomaly 34n occurs approximately 900 km south of the Antarctic
coastline. The obvious implications of this model being that spreading rates much lower
than 31 mm/yr prevailed from breakup to anomaly 17o time (∼38 Ma), and/or that
breakup occurred much later than 90 Ma.

\(^2\)spreading rate implies half rates only unless explicitly stated otherwise
Figure 5.9 shows that reducing the modelled spreading rate by a factor of about two, from 31 mm/yr to 15 mm/yr, prior to 18y time still provides a poor fit between modelled and observed anomalies for the sequence older than anomaly 17, and predicts anomaly 34n to occur landward of the Antarctic coast. An average spreading rate of 6 mm/yr is required between 90 Ma and anomaly 18y time to limit the landward extent of the modelled profile to the base of the continental slope (Figure 5.9b). For the model illustrated in Figure 5.9b the positive anomaly associated with Chron 34 is aligned with the anomaly (labelled A in Figure 5.9) that has been previously been identified as anomaly 22 (e.g. Weissel & Hayes [1972]) and anomaly 34 (e.g. Cande & Mutter [1982]).

The A anomaly is a common feature in magnetic profiles from the Wilkes Land margin. It is characterised by a relatively broad (∼50 km) wavelength positive anomaly with an average peak-to-peak amplitude of 200 nT. Tikku & Cande [1999] question the interpretation of this feature as a seafloor spreading anomaly, whether the anomaly is caused by remanently magnetised oceanic crust has not been unequivocally resolved.

The indication from these relatively simple models, and assuming breakup at ∼90 Ma, is that a change in spreading rates occurred at the SEIR after anomaly 17 time. An average spreading rate of ∼6 mm/yr is implied for the interval from breakup to anomaly 17 time, whereas an average spreading rate of ∼31 mm/yr is implied from anomaly 17 time to the present-day.
Figure 5.8: Comparison of observed and calculated magnetic anomalies over the southern flank of the SEIR. Characteristic anomaly sequences can be confidently correlated between observed and modelled profiles. Model parameters as for Figure 5.7.
Figure 5.9: Comparison of observed and modelled magnetic anomaly profiles across the Wilkes Land margin. The anomaly sequence younger than $\sim 17^o$ is well modelled by a spreading rate of 31 mm/yr. b) A spreading rate of 15 mm/yr prior to $17^o$ results in the model terminating south of the Antarctic coastline.

c) For a spreading rate of 6 mm/yr prior to $17^o$ the model terminates at the base of the continental slope. Bathymetry profile is from Smith & Sandwell [1994]. Model parameters as for Figure 5.7.
5.2.3 Variable Spreading Rate Modelling

In an attempt to improve the fit between the modelled and observed anomaly sequence older than anomaly 17o, variable spreading rates were introduced. By varying modelled spreading rates, for specific intervals of the geomagnetic time-scale, it is possible to alter the width of modelled anomalies. Hence, it is possible to improve the fit between modelled and measured magnetic anomalies. As the modelling above illustrates, spreading rates are much lower from breakup to anomaly 17o relative to anomaly 17o to the present-day. Slow spreading rates result in the interference of anomalies associated with each magnetic polarity reversal. It is possible that for very slow spreading rates, a single anomaly peak or trough may be caused by multiple bodies of alternating TRM polarity.

Initial models were extended to a time point within 34n that created a positive source body (for a given spreading rate) capable of producing an anomaly similar in character to the observed anomaly A. Figure 5.10 shows confidently correlated anomalies as solid lines and more contentious correlations as dashed lines for a number of lines that traverse the Wilkes Land margin. Correlation of modelled anomalies to GA-228 and GA-229 data is difficult as these survey lines terminate northwards at ∼61°S, which is ubiquitously south of the recent (∼17o to the present day) well formed anomaly sequence. The modelled data is Gaussian filtered with a 15 km full width filter (1σ ∼2.5 km) to account for the smearing effects of very slow spreading rates [Schouten & McCamy, 1972].

The spreading rate model illustrated in Figure 5.10 extends to approximately 89 Ma. The temporal end point is somewhat unconstrained in these models, as by increasing or decreasing the spreading rate before 34y (for a constant width body) the time end point can be moved back or forward in time. The spreading rate for 34y time and older is assumed to be the same as for the reversal period between 34y and 33o, which can be constrained by the modelling process.

This spreading rate model is broadly consistent with the model of Tikku & Cande [1999]. The decrease to 22 mm/yr between 18y and 18o and then 10 mm/yr from 18o to 21y mimics their spreading rate model. This model introduces a spreading rate of 7.5 mm/yr for the period between 21y and 22y, a period modelled with a spreading rate of 6.5 mm/yr by Tikku & Cande [1999]. This spreading rate model results in a modelled profile that simulates accurately observed data from anomalies 11 to 21. Survey GA-228 data terminate northwards at approximately the expected location of anomaly 18. A well-developed anomaly sequence is observed from ∼61-62°S. This sequence is characterised by a small positive anomaly on the seaward flank of the younger of two similar amplitude and wavelength, positive anomalies, which are separated by a distinct trough. This sequence can be confidently correlated with the modelled sequence for Chrons 19-20-21.
Figure 5.10: Comparison of observed and modelled magnetic anomaly profiles for a variable Half-Spreading Rate (HSR) model. The spreading rate of 31 mm/yr from present to anomaly 18y aligns the modelled characteristic sequence of anomalies 11-12-13 relative to the observed data. The 19-20-21 anomaly sequence is the oldest confidently identified sequence along the margin. Confident correlations are indicated by solid lines and estimated correlations by dashed lines.
This is the oldest anomaly sequence that can be confidently correlated for the full width of the AAB.

A very slow spreading rate of 1.5 mm/yr is introduced from 22y to 32y. This differs from the model of Tikku & Cande [1999], which only introduced such a slow rate between 24o and 31o. This spreading rate change was introduced to try and better fit the modelled and observed profiles. The model comprises a distinct double anomaly that matches the form of the observed data. However, south of anomaly 21 it becomes increasingly difficult to simulate the observed data and the quality of fit decreases significantly. Given the very slow spreading rate (1.5 mm/yr) modelled during this interval, it is not surprising that the fit is less well-developed between observed and modelled data. When such slow spreading rates occur, multiple periods of reversal are essentially ‘piggy-backed’ or stacked onto a relatively narrow section of oceanic crust and the complex interference of individual anomalies results.

South of the region modelled with a very slow spreading rate, the modelled spreading rate is increased to 7.5 mm/yr, which contrasts with a rate of 5 mm/yr in Tikku & Cande [1999]. The higher spreading rate improves the fit and alignment of the observed and modelled profiles south of the region of very slow spreading. The modelled positive anomaly associated with Chron 33n can be correlated to observed data on relatively few profiles, e.g. GA-228_25 (Figure 5.10). However, the trough observed at \( \sim 62.5^\circ S \) can be correlated confidently between many profiles and is well simulated by the modelled trough associated with the reverse polarity interval of Chron 33 (i.e. 33r). Landward of this trough, anomaly A can be correlated across a number of lines. However, a large degree of variation in the form of the anomaly is observed. In this model, anomaly A correlates to the positive anomaly associated with Chron 34n. However, the modelled anomaly only simulates the form of a limited number of the anomalies labelled A, e.g. GA-228_24 and th83a.8 (Figure 5.10).

The broad correlation between modelled and observed anomalies supports the proposed spreading rate model. However, it does not vindicate the assumption that breakup occurred during Chron 34n. The next test applied to constrain breakup age is to assume breakup occurred during 33n. This would imply a breakup age of between approximately 80My and 74My. In suggesting breakup during Chron 33n, it is necessary to assess whether the full anomaly sequence, from anomaly A in the south through to the well constrained anomaly 21 in the north, can be modelled utilising 33n as a temporal starting point. It has already been shown that if anomaly A is not a seafloor spreading anomaly then the sequence of anomalies northward of this anomaly could be modelled using the spreading rate distribution outlined above.

To align the positive anomaly associated with Chron 33n to the observed anomaly
A, without shifting the well fit 19-20-21 anomaly sequence, requires increased spreading rates from anomaly 21o to 33o. Figure 5.11 shows two variable spreading rate models, both of which terminate at 33o. In the first of these models a spreading rate of 5 mm/yr is introduced between anomaly 22y and 32y, this spreading rate increase is sufficient to locate modelled anomaly 33 in line with anomaly A. However, the modelled trough associated with the reversal period between 32y and 31o is too narrow relative to the trough observed immediately northward of anomaly A. The fit of modelled to observed anomalies between this trough and anomaly 21 is also not very good. In the second spreading rate model, the spreading rate between anomaly 31o and 32y is increased to 12 mm/yr, this increases the modelled trough width to more closely approximate the observed trough. However, the fit of other anomalies is not improved relative to the first model. As the spreading rate is progressively increased, the number of individual modelled anomalies increases (i.e. there is less interference due to greater source separation), however, the observed sequence typically contains only 2-3 positive anomalies from Chron 21o to 32y.

Subsequent modelling with progressively younger terminations encounter the same problems as are evident for the 33n time ending model. The total number of anomalies modelled when spreading rates are increased (necessary to force younger age crust to reach a southern termination that allows anomaly A to be modelled) increases as individual anomalies begin to become distinct, this results in a calculated profile containing more anomalies than the measured profiles. In conjunction with this problem is the lack of a reversal period of great enough temporal extent (or spatial extent with reasonable spreading rates) to model the distinctive trough northward of anomaly A. Hence, it is possible to model anomaly A using several starting points, however, such starting points poorly simulate the remainder of the anomaly sequence.

This stepwise process, which has sought as much to eliminate possibilities as to vindicate any given age of breakup and temporal distribution of spreading rates, has illustrated that if anomaly A is a seafloor spreading anomaly, then it is associated with seafloor spreading commencing during late 34n time (approximately 90 Ma). Profiles calculated using this time point as the model terminus simulate relatively closely observed profiles, indicating that anomaly A is likely either associated with seafloor spreading anomaly 34, or remanently magnetised intrusive and volcanic rocks of 34n age.

Modelling thus far has assumed a constant depth to the top and bottom of the magnetised source layer. Seismic reflection data, however, reveals the actual crustal topography, showing trough to peak elevations of up to 2000 m are relatively common. One possible source of error therefore in the modelling is the contribution of a varying depth to the magnetised source layer.
Figure 5.11: Modelled magnetic anomalies for two variable half spreading rate models. Model endpoint is anomaly 33n. There is a poor fit between observed and calculated profiles for these models. a) Modelled 31r trough is too narrow relative to observed data. b) Modelled 31r trough wavelength has been increased by increasing the spreading rate for the reversal period between 32y and 31o time, however, the overall correlation between modelled and observed anomalies is not improved. Model parameters as for Figure 5.7.
5.2.4 Variable Crustal Topography Modelling

For a variable depth magnetic source layer, lateral variations in susceptibility are introduced that did not exist in previous models. This results in an induced magnetisation component in the modelled total magnetisation. This component will remain very small, relative to the remanent component of total magnetisation, where the Königsberger ratio is large (i.e. $\geq 2$). Lateral variation in the remanent component of the total magnetisation results from juxtaposed blocks of reverse and normal polarity as modelled above, however, further variation, and associated changes in the remanent magnetisation component of the modelled total magnetisation, is also introduced by the variable source depth.

The effect of incorporating basement topography on the remanent component of the total magnetisation was tested by creating a model that included both variable source depth and TRM polarity reversals. This approach requires the simple block bodies created in earlier models to have surfaces controlled by the observed crustal topography. To create models for each GA-228 and GA-229 line the interpreted basement depth was combined with the optimal spreading rate model determined previously (e.g. Figure 5.10). To minimise edge effects, a flat extension with no remanent magnetisation was added to the southern termination of the model. Figure 5.12 illustrates the small changes in the modelled field associated with a non-uniform source depth model, the topographic effect on the remanent component (that is, the effect of changing the surface of a block of any polarity) is minor. The depth variation of the crustal layer is negligible relative to the distance between the measurement surface and source layer. Accordingly, the dominant remanent magnetisation component is that resulting from the juxtaposition of remanently magnetised blocks with opposing polarity.

The induced magnetisation field component in oceanic crust is minor relative to remanent magnetisation, as the Königsberger ratio is typically large in oceanic crust as discussed previously. However, the relationship between remanent and induced magnetisation of continental crust is far more variable and complicated (e.g. Dunlop [1995]). As continental margins represent the boundary between oceanic and continental crust, variation in the magnitude of the $K$

To investigate the induced magnetisation associated with crustal topography, source bodies were created utilising an upper surface constrained by the depth converted basement surface (as interpreted from MCS data). The magnetic source layer was assumed to be 500 m thick and comprise a constant magnetic susceptibility. To avoid large-amplitude edge-effects, the source layer was extended to the north and south as a flat continuous body. An example of the induced magnetisation component associated with basement
Figure 5.12: Comparison of modelled anomalies for constant and variable depth magnetic source layers. The introduction of a variable depth introduces very little variation, as illustrated by the very small signal amplitude in the residual profile. The depth variation is insignificant relative to the distance between the measurement surface and source layer. Model parameters as for Figure 5.7.

Modelled induced magnetisation anomalies for susceptibilities of 0.05 and 0.1 SI are of negligible amplitude relative to observed anomalies (Figure 5.13). Only for an unrealistically large susceptibility of 0.5 SI do modelled anomalies exceed 40 nT. However, for this susceptibility, the two positive anomalies observed at ∼62.5°S are well simulated by modelled anomalies. Modelling of other lines, however, provides no further evidence of a
correlation between basement topography and observed magnetic anomalies.

Increasing the thickness of the magnetic source layer does not produce modelled anomalies of similar amplitude to observed anomalies, as it does not increase lateral variation in susceptibility. The depth of the source layer (~7 km) relative to the topographic variation is such that a constant susceptibility and constant thickness source layer does not produce large amplitude anomalies. It is possible to produce induced magnetisation anomalies of greater amplitude, however, this requires variations in source layer thickness and/or susceptibility to be introduced. Unlike depth to basement, neither magnetic susceptibility or source layer thickness can be independently constrained from seismic reflection data. Other than variation in the observed magnetic data, there are no constraints on how these parameters vary, and there is no a priori reason to assign different susceptibility values to any specific section of oceanic crust (other than to improve the fit of a model). As there is an infinite number of source distribution solutions for any observed anomaly sequence, changing parameters such as susceptibility with no geological or geophysical basis provides no insight into anomaly identification or breakup age determination.

Modelling of the induced field component indicates that induced magnetisation anoma-

![Image of Figure 5.13: Modelled induced magnetisation anomalies and observed magnetic anomalies. Model geometry from basement depth of the continent-ocean transition zone, as interpreted from MCS data on line GA-228_24. Three values of magnetic susceptibility (k) were modelled to assess the sensitivity of the induced magnetisation to k.](image-url)
lies associated with topographic variations represent a negligible component of the measured total magnetisation, for constant susceptibility and source layer thickness. However, the correlation of basement topographic highs with observed positive anomalies on Line GA-228.24 indicates that induced magnetisation components of the total magnetisation may be important for transition zone crust and/or altered oceanic crust in isolated instances.

5.3 Interpretation and Discussion

5.3.1 Magnetic Anomaly Compilation and Correlation

Figure 5.14 shows a compilation of open file, GA-228, GA-229, and JNOC magnetic anomaly data from $105^\circ$E and $140^\circ$E. The observed magnetic anomalies are correlated to modelled anomalies based on the spreading rate model in Figure 5.10. The variation in modelled and observed spreading rates (i.e. based on anomaly identification) since breakup is also illustrated graphically in Figure 5.16 for a number of profiles across the margin.

Figure 5.16 clearly illustrates the ultra-slow spreading rates prior to anomaly 18 time. In $\sim 40$ My, less than 250 km of oceanic crust was created between the SEIR and Antarctica. The AAB, accordingly, was narrow (relative to its present-day width) for over 40 My following breakup. The close temporal correlation of the distinct change in spreading rates across the SEIR and the initial collision of Greater India with the Eurasian plate has been noted by previous workers, this major tectonic event may have been a catalyst for changes in spreading rate along strike of the spreading ridge system encircling the Antarctic continent.
Figure 5.14: (Previous page) All GA-228, GA-229, JNOC, and Eltanin magnetic anomaly profiles across the Wilkes land margin correlated to a modelled profile. Anomaly correlations are less distinct in the eastern sector of the AAB (Zone A of Weissel & Hayes [1972]). Numerical identifiers for each profile correspond to location of profile in Figure 5.15.

Figure 5.15: Location of GA-228, GA-229, JNOC, and Eltanin survey lines across the Wilkes land margin shown as profiles in Figure 5.14. Zones A, B and C are after Weissel & Hayes [1972] and are defined by zones of distinct morphologic, seismologic, and magnetic anomaly character at the SEIR.

The most strike continuous anomaly sequences are 11-12-13, 16-17, 18, and 19-20-21, these anomalies typically correlate very well along the margin (in all zones) and with the modelled profile for the variable spreading rate model illustrated (Figure 5.14). The anomaly sequence associated with oceanic crust emplaced between breakup and anomaly 21 time is significantly more enigmatic. The positive anomaly correlated with polarity reversals 27-31 in Figure 5.14 is continuous only in the central Wilkes Land margin sector from $\sim$117-130°E. Landward of this peak, the negative anomaly associated with the reverse polarity interval of Chron 33 (i.e. 33r) is continuous along the width of the margin west of $\sim$130°E, although the wavelength and amplitude of the anomaly is variable. The final anomaly identified as possibly of seafloor spreading origin is anomaly 34 (observed anomaly A).
Figure 5.16: Distance of well correlated magnetic anomalies as a function of time for six observed magnetic anomaly profiles from the Wilkes Land margin (located in Figure 5.15). Profiles are normalised to anomaly 11. The almost identical trends of the modelled distance-age profile (solid circles) relative to observed trends indicates the applicability of the spreading rate model. Note that normal polarity periods are denoted by black blocks in this figure.

The location of confidently correlated magnetic anomalies on the Wilkes Land margin are shown in Figure 5.17 along with the extent of the Continent-Ocean Transition Zone (COTZ) interpreted from seismic reflection data (Chapter 4, Figure 4.23). Anomaly 34y, where it is identified in the western and central Wilkes Land sector of the AAB is located within the COTZ. The seaward edge of the COTZ off east Wilkes Land and the Adelie Rift Block (ARB) extends as far north as the Chron 21 lineation. This indicates that the earliest oceanic crust seaward of the ARB was emplaced during the Middle Eocene (∼45 Ma), ∼35-40 My later than in the central AAB. The onset of seafloor spreading
between the ARB and the conjugate southeastern Australian margin correlates to the end of ultra-slow spreading based on the spreading rate model presented here.

Figure 5.17: Correlatable magnetic anomaly lineations for the Wilkes Land margin and the continent-ocean transition zone (COT) as interpreted from seismic reflection data (Figure 4.23).

Anomaly '34' exhibits variable form across the margin, hence it is difficult to confidently identify it as a seafloor spreading anomaly. If it is not an anomaly associated with emplacement of oceanic crust, it is likely associated with either a regional magmatic pulse or exhumed upper mantle peridotites, which recorded the TRM of Chron 34n, prior to final breakup. An anomaly of similar form and relative location (i.e. landward of 33°) is also observed on the southern Australian margin (e.g. Vevers [1987] and Tikku & Cande [1999]).

In the central Wilkes Land sector of the AAB, anomaly 34 is most consistently formed and the fit of the modelled anomaly 34 with the observed anomaly is best. Seismic reflection data at the approximate latitude of this anomaly indicate a transition-zone not typical of continental or oceanic crust. However, given the modelled spreading rates of ∼7.5 mm/yr and the subsequent hiatus in spreading, typical oceanic crust acoustic character should not be entirely expected.

The absence of correlatable magnetic anomalies over the ARB is further evidence that it comprises stretched continental crust, as suggested in Chapter 4. The magnetic anomaly pattern from the conjugate sector of the southern Australian margin is also interpreted to be devoid of anomalies older than anomaly 20 (Figure 5.18).

The more extensively studied southern Australian margin exhibits a very similar
magnetic anomaly pattern to the Wilkes Land margin, a complete discussion of these data is provided by Weissel & Hayes [1972], Veevers [1986], Veevers et al. [1990], and Tikku & Cande [1999]. Figure 5.19 illustrates the similarities in the anomaly pattern on the conjugate margins. Despite the greater data density from the southern Australian margin, the origin of anomaly 34 is still not conclusively established.

The image originally presented here cannot be made freely available via ORA because of copyright.

Figure 5.18: Interpretation of magnetic anomaly data on the southern Australian margin from Veevers et al. [1990]. The oldest anomaly sequence identified in the central southern Australian margin (30-34) is not evident east of $\sim 132^\circ$E. This termination of the magnetic anomaly sequence remains, however, more than 250 km west of the Spencer fracture zone, indicating that extended continental crust is likely to abut the eastern extent of the oldest oceanic crust in the central sector of the margin.

5.3.2 Magnetic Anomaly Variability

As outlined above the magnetic anomaly sequence recorded in oceanic crust emplaced between breakup and the Middle Eocene is far from ideal. It is generally poorly repeated on profiles separated by more than a few 10s of kilometres. The variation in form along strike indicates that either this oceanic crust did not acquire strong TRM during emplacement or processes have acted to alter the original TRM since emplacement.

As oceanic crust basalt ages it is altered such that its magnetisation becomes substantially reduced [Kent & Gee, 1994]. The process of maghemitisation of titanomagnetite on the seafloor occurs throughout Layer 2A [Smith & Banerjee, 1986], generally within a few million years of extrusion. As a result, the amplitude of linear magnetic anomalies falls by about an order of magnitude from the central anomaly over an active spreading centre to older lineations over oxidised seafloor [Dunlop, 1995]. The correlation of
anomalies older than a few million years in all ocean basins indicates that some memory of the primary TRM is retained during this alteration.

Remanent magnetisation that remains following alteration is known as Chemical Remanent Magnetisation (CRM) (e.g. Özdemir & Dunlop [1985]). CRM is phase-coupled to TRM (i.e. retains the direction of the TRM during alteration/oxidation) for fine-grained rocks only, and this explains the survival of linear magnetic anomalies [Özdemir & Dunlop, 1985; Dunlop, 1995]. Clearly then, for oceanic crust to retain an accurate geomagnetic record it must be sufficiently fine-grained.

Although young oceanic crust is typically accompanied by large-amplitude, linear magnetic anomalies, there are examples of young oceanic crust that is not. They include the northeast Pacific Ocean (e.g. Davis & Riddihough [1982], the northern Juan de Fuca Ridge (e.g. Davis & Lister [1977], and the Guaymas Basin in the Gulf of California (e.g.
Larson et al. [1972]). In addition to the absence of interpretable magnetic anomalies, each of these areas is overlain by sediments up to 1 km thick [Levi & Riddhough, 1986]. Larson et al. [1972] suggested a causal relationship between the sediment cover and the low-amplitude of observed magnetic anomalies.

Vogt et al. [1970] suggested that magmas crystallising under sediment will not form extrusive pillow lavas, but will cool more slowly and comprise larger grain-size and correspondingly lower TRM and CRM intensities. However, Levi & Riddhough [1986] suggest that primary cause of low-amplitude magnetic anomalies is pervasive hydrothermal alteration, which is encouraged by the blanketing of sediments over very young oceanic crust. Faults and contraction fractures typically provide pathways for sea water to interact with hot, young oceanic crust at spreading centres and encourage cooling (e.g. Lister [1972]). Sea water and magmatic fluids interact to create hydrothermal fluids that circulate and, in the absence of extensive sediment cover, vent directly into overlying cold sea water. Levi & Riddhough [1986] define this as an "open" system. In contrast, if there is extensive sediment cover at a spreading centre the hydrothermal circulation system is not open, and this is defined by Levi & Riddhough [1986] as a "closed" system.

In a closed system, hydrothermal fluids have a comparatively long residence time within the basalt, and cool more slowly while they thermally and chemically equilibrate with the basalt and overlying sediment Levi & Riddhough [1986]. This results in pervasive alteration and leaching of iron-oxides, and therefore diminishes the amplitude of lineated magnetic anomalies. Clearly, a closed system must allow sea water interaction with hot, young basalt and magmatic fluids while also preventing open circulation of these fluids.

The lack of continuity of lineated magnetic anomalies on the Wilkes Land margin is interpreted to indicate a closed system of hydrothermal circulation, at the SEIR, from breakup to the Middle Eocene. Due to the very slow spreading rates during this interval, the basin separating Australia and Antarctica would have been relatively narrow for a period of 10s of My. If sediment flux was sufficient during this interval of slow spreading, young oceanic crust, and possibly even the spreading centre itself, could have been capped by detrital sediments from the adjacent continents. Hydrothermal alteration of oceanic crust in the AAB from breakup to the Middle Eocene may, therefore, contribute to the discontinuity in lineated magnetic anomalies and the associated difficulties in interpreting the observed anomalies.

5.4 Summary

The ultra-slow early spreading rates modelled here (Figure 5.14) and the associated likely hydrothermal alteration, explains, at least in part, the variability in the observed anomaly
sequence 34-21. On the strength of magnetic evidence alone a breakup age of $\sim 90$Ma is indicated for the central sector of the Wilkes Land margin. However, uncertainty in the correlation of the observed anomaly $A$ to modelled anomaly 34 prevents this being conclusively determined from magnetic anomaly data alone. The absence of the anomaly sequence 34-21 off eastern Wilkes Land, within the ARB, indicates that breakup, whenever it did initiate, was not synchronous along the extent of the margin.
Chapter 6

Gravity, Flexure and Backstripping

6.1 Gravity

6.1.1 Introduction

Observations of the Earth’s gravitational field provide an important means of investigating the structure of the crust and lithosphere. Gravity observations are sensitive to both static mass distribution and dynamic processes. Gravity data interpretation suffers, however, from problems of non-uniqueness. The ambiguity of gravity interpretations can be reduced by considering independent geophysical and geological information in conjunction with gravity data. Most commonly, seismic data are used to provide constraints on model geometry and physical properties.

Two approaches to gravity interpretation of gravity data are the forward and inverse modelling methods. Inverse gravity modelling calculates body parameters directly from the observed anomaly, without requiring rigorous external constraints on source geometries. Forward modelling techniques require the definition of source geometries and properties, from which gravity anomalies can be calculated and compared to observed data.

Gravity data were acquired coincident with all GA-228 MCS survey lines using a LaCoste and Romberg air-sea gravimeter. A sample interval of 1 s was maintained throughout surveying. Cross-coupling corrections were calculated from beam position, beam slope, and cross and long accelerometers that were also logged using a 1 s sample rate. Drift corrections were applied based on ties to land gravity base stations in Cape Town, South Africa, and Hobart, Australia. Eötvös corrections, accounting for the vector addition of gravity meter’s velocity and the Earth’s rotational velocity, were applied according to,

\[
E = 7.503 V \cos \theta \sin \nu + 0.004154 V^2
\]

where \(E\) is in mGal, \(V\) is speed in knots, \(\theta\) is latitude, and \(\nu\) is the heading.
The satellite derived free air gravity field of Sandwell & Smith [1997] has been utilised to extend line data where necessary. No Bouguer Anomaly (BA) data is available for the onshore Wilkes Land margin, or indeed for much of the Antarctic continent. Accordingly, gravity models were terminated at the Antarctic coast and compared to FAA data only.

Traditionally, gravity modelling of continental margins has utilised seismic data to constrain a model geometry comprising water, sedimentary, crustal and mantle bodies. These bodies are assigned average density values based on available geophysical data (e.g. refraction velocity, stacking velocity, and well-log data). Models have typically been created assuming either Airy or flexural isostatic conditions. Models created without consideration of isostatic balance that comprise bodies of varying densities and geometry are referred to herein as object-oriented. Object-oriented models attempt to represent the current state of a margin and provide information on the applicability of the defined density distribution only. These models rarely represent a state of stable equilibrium and therefore implicitly argue against the theory of isostasy.

Forward modelling techniques were employed extensively throughout this study, however, inverse modelling of specific gravity anomalies was also completed to aid final interpretation. Gravity models were constrained by Multi-Channel Seismic (MCS) data, and refraction data where available. The unsurveyed margin portion, extending from the southern termination of GA-228 and GA-229 survey lines to the Antarctic coast, was modelled using extrapolated source geometries constrained with other data where possible as outlined in Chapter 4. Two-dimensional gravity methods form the basis of interpretation for this study due to the nature of the MCS data distribution (approximately parallel line data separated by up to 90km). Three-dimensional methods are investigated also, but provide for more qualitative interpretation only.

### 6.1.2 Parameterisation

Initial model parameters were chosen following the method of Cochran [1981]. Using a reference column through a mid-ocean ridge crest (defined as a 5 km thick crust under 2.5 km of water, underlain by 1,333°C mantle) Cochran [1981] demonstrated that the crustal parameters required to provide an internally consistent, isostatically balanced system (assuming a linear thermal gradient) for a lithospheric thickness of 125 km, were as summarised in Table 6.2. These parameters provided a defensible starting point for forward modelling, however, parameters were varied in accord with standard forward modelling practice.

Crustal thickness is poorly constrained by seismic and gravity studies for the Antarctic continent as a whole, however, where data does allow this parameter to be tested,
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Table 6.1: Crustal parameters demonstrated by Cochran [1981] to provide an isostatically balanced system with a reference column through a mid-ocean ridge crest.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>mantle density at 0°C ($\rho_m$)</td>
<td>3330 kg/m$^3$</td>
</tr>
<tr>
<td>crustal density at 0°C ($\rho_c$)</td>
<td>2800 kg/m$^3$</td>
</tr>
<tr>
<td>water density ($\rho_w$)</td>
<td>1030 kg/m$^3$</td>
</tr>
<tr>
<td>initial crustal thickness ($T_c$)</td>
<td>31.2 km</td>
</tr>
<tr>
<td>coefficient of thermal expansion</td>
<td>$3.4 \times 10^{-5} \text{C}^{-1}$</td>
</tr>
<tr>
<td>asthenospheric temperature</td>
<td>1,333°C</td>
</tr>
<tr>
<td>thermal diffusivity</td>
<td>0.008 cm$^2$/s</td>
</tr>
<tr>
<td>thermal conductivity</td>
<td>0.0075 cal/deg cm s</td>
</tr>
</tbody>
</table>

values of 30-40 km have been determined for the East Antarctic craton [Bentley, 1991]. Accordingly a range of values of 35±5 km were tested through the modelling process. It can be shown that the modelled gravity anomaly is relatively insensitive to initial crustal thickness (where crustal and mantle density are held constant) for a range of initial values, accordingly it is only possible to assess the accuracy of the initial crustal thickness value where seismic reflection and refraction data image the Moho discontinuity. Where large sediment accumulations occur, a lower limit of crustal thickness can be determined by establishing the minimum initial crustal thickness that requires a Moho depth shallower than basement depth to maintain isostatic equilibrium. For lines off west Wilkes Land, where sediment thickness is greatest, GA-228_18 to GA-228_21, a minimum initial crustal thickness of ~35 km is necessary to ensure the modelled Moho remains deeper than the top of basement.

As the density of seawater is well known (1030 kg/m$^3$), the remaining input parameter to any gravity model is the sediment density; this varies primarily as a function of porosity and grain composition. The porosity is controlled by diagenetic processes, depth of burial, and compaction. For gravity modelling, sediments can either be decompacted and modelled with a correspondingly lower density, or considered in their compacted state and modelled with a higher density.

Seismic velocity (P-wave or interval) is known to correlate to density in a predictable fashion (e.g. Hamilton [1976], Hamilton & Bachman [1982]). Empirical relationships, calibrated with well-log data, provide a means of estimating density from interval velocities (determined through moveout correction of reflectors in MCS data or from refractor velocities in wide-angle data) for different marine environments and sediment compositions. Broadly, increased seismic velocity corresponds to an increase in density (Figure...
6.1a). However, seismic velocity is also a function of grain-size (Figure 6.1b). The predictions of Hamilton [1976] have been confirmed to be very accurate by well-log sediment density data (e.g. Jarrard et al. [1989]).

Figure 6.1: Seismic or sound velocity is related to both a) density, and b) grain size for continental shelf and slope sediments. Figure from Hamilton & Bachman [1982].

Velocity-density relationships must be applied with some caution on the Wilkes Land margin, however, as the composition of sediments is inferred almost entirely from MCS data and very little well data is available to confirm interpreted lithologies. It is reasonable to assume that post-rift sediments are almost entirely siliceous (clastic near margin grading to pelagic in the abyssal plain). Due to the relatively high latitude of Antarctica since rifting, it is unlikely that there are significant carbonate reef platforms or salt layers. The range of observed interval velocities for the post-rift sediment sequence on the Wilkes Land margin is 1700-3600 m/s (Figure 6.2) this corresponds to a density range of ~1600-2400 kg/m$^3$. Typically only the very upper layers exhibit interval velocities less than 2000 m/s. This full range of inferred sediment density values was tested during the modelling procedure, however, examination of interval velocity profiles indicate a mean sediment density of between 2100 and 2350 kg/m$^3$ is most applicable across and along the margin. The sensitivity to variations in sediment, crustal and mantle density, and initial crustal thickness is examined to ensure a procedure robust to reasonable levels of variation.

6.1.3 Gravity Anomaly Computation

Two-Dimensional Modelling

The line integral method of Talwani et al. [1959] is used to calculate gravity anomalies of two-dimensional bodies throughout this thesis. In this method, the contributions of
Figure 6.2: Interval velocities, converted from original seismic stacking velocities using Dix’s equation, for Line GA-228,24. Base of the post rift sequence, the Eocene unconformity and the water bottom as interpreted in MCS data are superimposed (black solid lines).

a number of thin, horizontal layers, that extend infinitely in the positive-x direction, are summed to calculate the gravity anomaly of an arbitrary polygon (Figure 6.3). The gravity anomaly, $\Delta g$, of any single layer or interface, in the $x,z$ coordinate system at point $P$ is described by the equation,

$$\Delta g = 2G\Delta \rho [x_1 \sin i + z_1 \cos i (\sin i \log \frac{r_2}{r_1} + \cos i(\phi_2 - \phi_1))] + z_2\phi_2 - z_1\phi_1$$

where $G$ is the universal gravitational constant, $\Delta \rho$ is the density contrast across the interface, and $x_1, x_2, z_1, z_2, r_1, r_2, \phi_1$ and $\phi_2$ are shown in Figure 6.3.

As the gravity field is sensitive to lateral density contrasts, the gradient of the interface between two elements is significant. For the case of $i = 0$ in Figure 6.3, no lateral density contrast exists between layers BB’ and CC’, and no gravity anomaly results. The wavelength of a gravity anomaly, however, is primarily controlled by the depth to a causative source body. The field strength associated with a wavenumber component ($k$) of the measured gravity decreases by a factor of $e^{-kh}$, where $h$ is the height above the density interface. Hence, the higher frequency field components diminish as the height of observation increases. Therefore, the gravity anomaly associated with the Moho/crust interface has a much longer wavelength relative to anomalies associated with anomalous masses of identical dimensions closer to the surface (or level of measurement).
Three-Dimensional Modelling

Direct methods of calculating gravity anomalies associated with three-dimensional bodies are computationally intensive and time consuming [Parker, 1972]. Therefore, the method of Parker [1972] for the rapid calculation of potential anomalies is utilised here to calculate the gravity anomaly associated with density contrasts across three-dimensional surfaces, in this way bodies are simulated by two or more surfaces. Parker [1972] demonstrates that for the gravity anomaly, $\Delta g$,

$$
\mathcal{F}[\Delta g] = -2\pi Ge^{-|k|z_0} \sum_{n=1}^{\infty} \frac{(|k|)^{n-1}}{n!} \mathcal{F}[\Delta \rho(z_1^n - z_2^n)]
$$

(6.1)

where $\mathcal{F}[\ ]$ represents the Fourier transform of the enclosed variable, $G$ is the universal gravitational constant, $k$ is the wavenumber and $\Delta \rho$ is the density contrast across the surface. The gravity anomaly is calculated at some surface, $z = z_0$, where $z$ is depth, and the upper and lower surfaces of the body of anomalous mass are at depths of $z = z_1$ and $z = z_2$ respectively (Figure 6.4). Although the Fourier transform comprises infinite terms of Taylor’s expansion series, terms for $n>4$ are of negligible magnitudes and are disregarded in gravity anomaly calculation.

6.1.4 Data

The marine satellite derived gravity field of Sandwell & Smith [1997] is routinely used in geophysical studies. However, special consideration must be given to the use of these data at high latitudes because, i) shiptrack data is sparse, providing less possibilities
for calibration with measured data, and ii) the perennial coverage of the ocean (at polar latitudes) with ice. Complex radar echoes from sea ice confuse trackers onboard altimeter satellites and produce noisy height estimates [McAdoo & Laxon, 1996].

McAdoo & Laxon [1997] derived a high-resolution gravity grid for the poorly charted and ice covered oceanic sector of West Antarctica, from 145-360°E. They incorporated ERS-1 altimetry data, which has a more steeply inclined orbit relative to Geosat and is therefore capable of observing to higher latitudes, in their grid. McAdoo & Laxon [1997] utilised the full 20 Hz ERS-1 wave-form (WAP) data set rather than the ocean product (OPR) data set. This allowed the data to be reprocessed and the height noise significantly reduced [Laxon & McAdoo, 1994]. However, no equivalent data is available for the Wilkes Land sector of East Antarctica.

Comparison of free-air satellite derived gravity anomaly data with GA-228 shiptrack data illustrates the close similarity of the two fields (Figure 6.5a). The close correlation of shiptrack and satellite derived free-air anomaly (FAA) data decreases at higher latitudes (Figure 6.5b). Data acquired by the R/V S.P. Lee (survey L184) extends as far south as 66°S, at these latitudes shorter wavelength anomalies observed in shiptrack data are not observed in satellite derived data. This is a function of the problems associated with high latitude satellite altimetry data and the complexities associated with sea ice, as outlined
above. The extents of ice during the austral winter and summer, as shown in Figure 6.6, illustrate that even during times of minimum ice extent, much of the positive peak of the edge-effect anomaly remains ice covered.

Figure 6.5: Profile comparisons of shiptrack observed (solid) and satellite derived (dashed) free air gravity anomaly data off the Wilkes Land margin for, a) GA-228 survey data, b) R/V S.P. Lee survey L184 data, c) R/V Eltanin survey 37 data (grey dashed line is shiptrack measured data following correction as discussed in text), and d) Location of profiles for a, b and c, and the August (austral winter) and February (austral summer) ice extents (from R. Larter, BAS).

The most striking feature of Figure 6.5a is the shift between satellite derived and shiptrack data of 5-10 mGal. Comparison of satellite derived FAA data with shiptrack data from survey of L184 [Childs & Stagg, 1987] exhibits the converse relationship (Figure 6.5b). Further confusion is added by the fact that McAdoo & Laxon [1997] demonstrated that L184 shiptrack gravity anomaly data is offset by ∼+30 mGal relative to their high-resolution grid; thus, data that is negatively offset relative to satellite derived data on the Wilkes Land margin is positively offset relative to the high-resolution satellite derived data on the West Antarctic margin. Earlier surveys by the R/V Eltanin (1968-1972) measured gravity anomaly data that, similarly to the GA-228 and GA-229 data, is shifted positively relative to the satellite derived FAA data (Figure 6.5c). However, the Generic
Figure 6.6: August (winter) and February (summer) ice extents (from R. Larter, BAS) for the Wilkes Land margin in solid black. Dashed black represents the 500 m bathymetric contour (GEBCO 1m), and white lines are GA-228 survey lines from 18 (west) to 29 (east). The 500 m contour correlates to the location of the steepest gradient of the edge-effect positive anomaly and also to the minimum (February) ice extent also. Gravity data from Sandwell & Smith [1997].

Mapping Tools (GMT\(^1\)) default (version 3.4) correction file\(^2\) provides corrections for many of the *R/V Eltanin* data, which decrease the magnitude of the positive shift relative to satellite FAA data (Figure 6.5c).

As no tie-line exists between the GA-228 survey lines there are no internal cross over errors, therefore, external cross over error analysis provides the only means of assessing the accuracy of gravity data acquired during the GA-228 survey. Figure 6.7a illustrates the location of shiptrack gravity data for the Wilkes Land margin, a total of 940 external cross over errors were determined between all datasets, the mean value of which was 0.07 mGal with a standard deviation of 11.58. Figure 6.7b illustrates their distribution. Figures 6.7c-f illustrate the external cross over error distribution between groups of surveys (e.g. all *USNS Eltanin* survey data) and all other data. Predictably (given the offsets relative to satellite FAA data) the *USNS Eltanin* and *R/V S.P. Lee* data are respectively positively and negatively shifted relative to the mean for all external cross over errors. *USNS Eltanin* data is corrected where possible. Only 47 cross over errors

\(^1\)http://www.soest.hawaii.edu/gmt

\(^2\)The GMT database contains open-file marine geophysical data. This data can be extracted in ‘raw’ or ‘corrected’ format, however, details of the correction are not provided, likely they are associated with different theoretical gravity formulae used in data reduction and referencing to the Potsdam network rather than to the IGSN71 network of base stations.
were determined for GA-228 gravity data, the mean of these errors is 0.93 mGal with a standard deviation of 12.72.

The JNOC survey dataset represents the closest analogue to the GA-228 survey in terms of navigation (i.e. both are GPS controlled) and exhibits a similar mean external cross over error and standard deviation. By examining internal cross over errors for the JNOC cruises we can therefore make some inferences about the level of accuracy achieved by survey GA-228. Internal cross over error analysis of the JNOC cruises of 1983, 1993, and 1994 indicates that mean errors are less than 0.47 mGal for each survey and standard deviations range from 2.06 to 3.65. These low standard deviations, relative to external cross over errors, indicates that the data acquired in each of these surveys is of high quality. A similar reduction in standard deviation could be expected for GA-228 internal cross over errors, were they to exist, and accordingly we can infer an accuracy of better than $\pm 5$ mGal in GA-228 gravity data.

**Long Wavelength Analysis and Removal**

Gravity models created throughout this study include upper mantle and shallower bodies only, therefore gravity anomalies of very long wavelengths are not modelled. Measured gravity data, however, comprises both the shorter wavelength signals due to crustal density anomalies and longer wavelengths due to density anomalies within the mantle and the curvature of the geoid. If long wavelength anomalies contribute unequally across the study area then it is necessary to remove these from observed data to allow direct comparison with modelled gravity anomalies. Utilising the geopotential coefficient model of Rapp & Pavlis [1990] it is possible to isolate gravity anomaly data of any given waveband by using the simple (and approximate) relationship between spherical harmonic degree and order (of the coefficient model) and gravity signal wavelength by

$$\lambda = 360 \times \frac{111}{n}$$

(6.2)

where $\lambda$ is wavelength in km, and $n$ is the spherical harmonic degree and order.

The threshold value over which all greater wavelengths are removed is ultimately a subjective choice. The gravity field for a number of degree and order values equivalent to wavelengths from $\sim 5000$-2000 km are shown in Figure 6.8. The magnitude of the long wavelength components illustrated do not exceed 25 mGal, but are almost entirely negative. The negative regional FAA reflects the negative depth anomalies associated with the $\sim 2000$ km wide Australia-Antarctica Depression (AAD), which extends at least 900 km from the ridge crest.

Hayes & Conolly [1972] suggested that the AAD and observed depth anomalies are associated with a downwelling convective current in the asthenosphere. To remove the deep,
Figure 6.7: External cross over error analysis of shiptrack gravity data for the Wilkes Land margin. a) Shiptrack plot of all open access, JNOC and GA-228 (bold) gravity data. Distribution of cross over error magnitudes for b) all data, c) Eltanin data (after correction where possible), d) USGS S.P. Lee data, e) Japanese National Oil Company (JNOC) data, and f) Geoscience Australia survey GA-228.
asthenospheric contribution to the regional negative gravity field, wavelengths greater than \(\sim 3333 \text{ km} \ (n = 12)\) were subtracted from the total field satellite derived FAA data. All subsequent analysis and comparisons of observed gravity data (shiptrack and satellite derived), throughout this study, have had components equal and greater to degree and order 12 removed.

Figure 6.8: Comparison of the long wavelength gravity field [Rapp & Pavlis, 1990] in the Wilkes Land margin region, for four different degree and order values, \(n\). Approximate minimum included wavelengths are bracketed. The long wavelength fields are almost entirely negative for the extent of the Wilkes Land margin.

**Wilkes Land Edge Effect Gravity Anomaly**

A number of features of the edge effect anomaly, as imaged in the satellite derived FAA gravity data, are worthy of note prior to quantitative analysis and modelling. One of the most prominent features of the marine free-air gravity field (e.g. Figures 6.6 and 6.9b) is the edge effect observed at the continental margin. This anomaly typically consists of a gravity high over the shelf break and a low over the continental slope/rise. This high-low 'couple' is observed along much of the Wilkes Land margin. The edge effect high exceeds 60 mGal in the eastern sector only and the low is typically no more negative than -40 mGal. North-south profiles extracted from the satellite FAA field (Figure 6.10) illustrate the variation in the edge effect anomaly along the margin.

In the central sector the edge effect anomaly is relatively consistent in form and magnitude. To the west and east, however, significant departures from this form are evident. In the western sector, at \(\sim 112^\circ\), the edge effect high is shifted abruptly southwards by
more than 100 km. This edge effect discontinuity occurs at the prominent Budd Coast headland, formed by the Law Dome. The physiography of this margin sector is unusual, it is characterised by a very narrow continental shelf and an absence of a clear shelf-break. The absence of a shelf break explains the discontinuity in the edge effect high.

The outer continental rise sector of the Budd Coast Basin (BCB), as defined in Chapter 4, broadly correlates to the east-west positive FAA at \(\sim 62.5^\circ\)S, from \(\sim 115-130^\circ\)E (Figure 6.11). This indicates that the basin sediments are, at least in part, uncompensated.

To the east, between \(\sim 132-142^\circ\)E, the relatively broad edge effect low is replaced by an outer high and the low is split into two limbs encircling this anomalous high. This anomaly was discussed in Chapters 4 and 5 due to its coincidence with anomalous seismic reflection and magnetic anomaly data. The eastern sector of the Wilkes Land margin is characterised by much thinner sediment loads, decreasing to less than 1 km in some areas.
Figure 6.10: Four north-south profiles extracted from satellite derived free air gravity anomaly data, located as per black solid lines on map above. The edge effect anomaly is best developed in the central sector (profile 3) between 122-132°E.

Figure 6.11: Total sediment isopach overlain by satellite derived FAA contours [Sandwell & Smith, 1997]. The edge effect low is deflected by the thick sediments off the western sector of the Wilkes Land margin. The correlation between sediment thickness and positive gravity anomalies indicates that the sediments are, at least in part, uncompensated.
6.2 Backstripping, Flexure and Process-Oriented Modelling

6.2.1 Backstripping and Flexure

Backstripping is a method developed by Watts & Ryan [1976] to “correct” a stratigraphic sequence for the disturbing effects of sediment and water loading, and hence isolate the unknown tectonic driving forces responsible for the rift basin subsidence. By applying this technique Watts & Ryan [1976] were able to determine the depth at which basement would be in the absence of the driving loads of water and sediments (i.e. the tectonic subsidence). Sawyer [1985] defined the Total Tectonic Subsidence (TTS) as the difference between the pre-rifting continental crust elevation and the present, sediment unloaded or backstripped basement depth.

To determine the TTS we consider the deflection of an elastic plate in response to the loading effect of a sediment layer (\(S\)) and the loading effect of water due changes in sea level (\(\Delta_{sl}\)), Figure 6.12. The general equation for the deflection of an elastic plate (Equation 1.1), therefore, becomes

\[
D \frac{d^4w}{dx^4} + (\rho_m - \rho_{infill})gw = (\rho_s - \rho_w)gS + \rho_w g \Delta_{sl}
\]  
(6.3)

where \(D\) is the flexural rigidity (Equation 1.2), \(w\) is the deflection of the plate (i.e. flexure), \(\rho_m\) and \(\rho_{infill}\) are the densities of the mantle and the material that infills the deflection respectively, \(\rho_s\) is the average density of the sediment load, and \(\rho_w\) is the density of water. Solving this equation using Fourier transforms provides,

\[
\hat{W}[Dk^4 + (\rho_m - \rho_{infill})g] = (\rho_s - \rho_w)g\hat{S} + \rho_w g\hat{\Delta}_{sl}
\]

\[
\hat{W} = \phi \left[ \frac{\hat{S}(\rho_s - \rho_w)}{(\rho_m - \rho_{infill})} + \frac{\hat{\Delta}_{sl} \rho_w}{(\rho_m - \rho_{infill})} \right]
\]  
(6.4)

where the hat above an upper-case variable denotes the Fourier transform of the lower case variable, \(k\) is wavenumber, and \(\phi\) is the flexural parameter,

\[
\phi = \left[ 1 + \frac{Dk^4}{(\rho_m - \rho_{infill})g} \right]^{-1}
\]  
(6.5)

For the case of Airy isostasy (i.e. \(D=0\)), \(\phi = 0\), and the solution to Equation 6.4 reduces to,

\[
w = S \left[ \frac{\rho_s - \rho_w}{(\rho_m - \rho_{infill})} \right] + \Delta_{sl} \left[ \frac{\rho_w}{(\rho_m - \rho_{infill})} \right]
\]  
(6.6)

Figure 6.12 illustrates that a sedimentary layer (\(S\)) may be considered as the sum of a load (\(y\)) and its flexure (\(w\)), i.e. \(S = y + w\). We also see that the TTS (\(Y\)) is the sum of the load and water depth, i.e. \(Y = y + W_d\). Therefore, by setting \(\rho_{infill} = \rho_w\), the
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Figure 6.12: Schematic representation of the backstripping process. A sedimentary layer of thickness $S$ can be considered as the sum of a load, $y$, and its flexure, $w$. The total tectonic subsidence ($TTS$), $Y = y + W_d$, is shown as a dashed line.

$TTS$ for Airy isostasy ($D = 0$) is given by,

$$Y = S - w + W_d$$

$$= S - \left[ S \left( \frac{\rho_s - \rho_w}{\rho_m - \rho_w} \right) + \Delta_{sl} \left( \frac{\rho_w}{\rho_m - \rho_w} \right) \right] + W_d \quad (6.7)$$

The $TTS$ for the flexural case is, following the logic above, given by,

$$Y = S - \mathcal{F}^{-1} \left[ \hat{\phi} \hat{S} \left( \frac{\rho_s - \rho_w}{\rho_m - \rho_w} \right) + \hat{\Delta}_{SL} \left( \frac{\rho_w}{\rho_m - \rho_w} \right) \right] + W_d \quad (6.8)$$

where $\mathcal{F}^{-1}$ represents the inverse Fourier transform.

6.2.2 Stretching Factor ($\beta$) and Rifted Crust Structure

Combining the backstripping process with kinematic rift models (e.g. McKenzie [1978]) allows a quantitative estimation of crustal thinning in rift basins. Crustal structure and the stretching factor ($\beta$) can be determined from the backstripped basement ($TTS$) by assuming a state of isostasy during rifting.

For Airy isostatic compensation during rifting, subsidence is compensated locally by crustal thinning, and conversely uplift is compensated by crustal thickening. Assuming Airy isostasy during rifting implies a zero-strength lithosphere. Strength, or layers of increased strength, within the lithosphere introduce a flexural component to the compensation of a rift basin.

Dynamic modelling of Braun & Beaumont [1989], using a finite element model with a depth dependent rheology, showed that thinning or necking occurs preferentially at the depth of the lithospheric strength maxima. Kooi et al. [1992] define the depth of
*necking* as a surface which, in the absence of gravity or buoyancy forces, would not move vertically during extension. For a given depth of necking ($Z_{\text{neck}}$) and stretching factor ($\beta$), Weissel & Karner [1989] showed that the kinematic rift basin depth ($S_t$), as shown in Figure 6.13, is given by

$$S_t = \left(1 - \frac{1}{\beta}\right)Z_{\text{neck}}$$

(6.9)

and that the *Moho* occurs at a depth of $T_c/\beta$ below $S_t$, where $T_c$ is the initial, zero-elevation, crustal thickness.

Figure 6.13: Schematic illustration of the effect of including a depth of necking, $Z_{\text{neck}}$, in rift modelling. The forces associated with an a) oversized, and c) undersized basin, and their effects on the initial and final rift topography and gravity anomaly are illustrated. b) shows the Airy or $Z_{\text{neck}} = Z_{\text{neutral}}$ solution for comparison. Reproduced from Watts [2001] after Watts & Stewart [1998].

The isostatic inequilibrium associated with the initial, kinematic basin depth causes vertical forces which act to restore isostatic equilibrium. The balance of upward and downward forces, $q_{\text{net}}$, associated with the replacement of crust by mantle and air/water respectively, is given by (for a water filled basin),

$$q_{\text{net}} = [S_m(\rho_m - \rho_c) + S_t(\rho_w - \rho_c)]g$$

(6.10)
where $\rho_m$, $\rho_c$, and $\rho_w$ are the densities of the mantle, crust and water respectively. The final basin depth ($R_t$) and Moho upwarp ($R_m$) is controlled by the distribution of $q_{net}$ and the strength of the lithosphere during rifting.

For any given combination of crust, mantle, and infill density, and initial crustal thickness, there exists a unique $Z_{neck}$ for which $q_{net} = 0$, we call this $Z_{neutral}$. For $Z_{neck} = Z_{neutral}$, the basin geometry is equivalent to that predicted by Airy compensation. For $\rho_c = 2800 \text{ kg/m}^3$, $\rho_m = 3300 \text{ kg/m}^3$, $\rho_w = 1030 \text{ kg/m}^3$, and $T_c = 35 \text{ km}$, $Z_{neutral} = \sim 7.7$ km. Weissel & Karner [1989] demonstrated that for $Z_{neck} < Z_{neutral}$ a shallow basin with increased Moho relief forms, and conversely for $Z_{neck} > Z_{neutral}$ a deep basin with subdued Moho relief forms (Figure 6.13).

Watts & Stewart [1998] directly related the TTS to $\beta$, accounting for both $Z_{neck}$ and a finite syn-rift strength ($T_{e, Rift}$),

$$\beta^{-1} = \frac{q_{net}(x) - |Y - Z_{neck}(x)| \psi(x)}{Z_{neck} \psi(x) + q_0}$$  \hspace{1cm} (6.11)

where

$$\psi(x) = Dk^4 + (\rho_m - \rho_w)g$$

Equation 6.11 allows the $\beta$ distribution to be determined directly from the backstrip, taking into account the possibility of strength during rifting. Once $\beta$ is determined, it is a simple matter to compute the Moho configuration [Watts & Stewart, 1998].

### 6.2.3 Process-Oriented Modelling

The observed gravity anomaly at a continental margin can be considered as the result of all dynamic and geological processes that have shaped it through time. These include rifting, volcanism, sedimentation, and magmatic underplating [Watts & Fairhead, 1999]. The ‘Process-oriented’ method models the gravitational contribution of individual geological processes, with an aim of better understanding the causes of edge-effect variations. This method contrasts with object-oriented modelling, where the density structure that best explains the observed gravity anomaly is determined.

Object-oriented modelling is useful in determining the physical properties of the lithosphere, however, the non-uniqueness of any model is amplified by the sensitivity to user input. Object-oriented methods also provide little insight into the effect that geological processes may play in the evolution of a margin. The process-oriented method is a powerful forward modelling technique as it allows the long term mechanical properties of the lithosphere to be constrained, by considering the geological processes that have shaped the margin through time. Additionally, the direct methods by which the process-oriented
method models the gravity anomalies, using defined formative processes, helps to address
the problems of non-uniqueness inherent to gravity modelling.

Process-oriented modelling describes a three-stage process (Figure 6.14) that is par-
ticularly applicable in rifted continental margin environments where spectral techniques
are incapable of extracting $T_e$ estimates due to large sedimentary accumulations. The
foremost and most basic assumption of this technique is that prior to rifting there ex-
isted a crust of uniform average thickness, $T_c$, that was stretched during rifting to create
a subsided and water filled, rift basin.

![Flow chart of the three stages involved with process-oriented modelling.](image)

The first stage of the process-oriented method involves backstripping sediments within
the rift basin to determine the $TTS$. The second stage requires the determination of the
stretching factor ($\beta$), assuming either Airy or flexural isostasy during rifting. The third
stage involves the calculation of gravity anomalies that can be summed and compared to
the observed gravity anomaly. The model gravity anomaly is considered to be the sum
of the gravity effects of all the processes operating at the margin. The three-stages of the process-oriented method are iterated until an optimal fit between modelled and observed gravity anomalies is achieved.

The third stage of the process-oriented method applied here models the competing gravity effects of rifting and sedimentation. Hence, the gravity anomalies associated with rifting, the rift anomaly, and sedimentation, the sediment anomaly, are calculated independently and summed to create the sum anomaly.

The rift anomaly (Figure 6.15a) is the anomaly associated with the changes in crustal thickness resulting from the rifting process, without the disturbing effect of sediment loading. It comprises the negative contribution of water replacing crust ($\rho_w - \rho_c$) and the positive contribution of mantle replacing crust ($\rho_m - \rho_c$). The depth of the basin is defined by the TTS surface and the depth to the Moho by the $\beta$ factor distribution determined in stage 2. The anomaly is characterised by a landward high, over the seaward edge of unstretched crust, and a flanking low, over the stretched crust. The geometry of this anomaly represents the greater wavelength of the positive mantle anomaly due to its greater depth.

The sediment anomaly (Figure 6.15b) is the anomaly associated with sedimentation within the rift basin and its compensation. It comprises a positive component due to the replacement of water by denser sediments (i.e. $\rho_s - \rho_w$) and negative components due to their compensation, which occurs at the basement (i.e. $\rho_s - \rho_c$) and at the Moho (i.e. $\rho_c - \rho_m$). As the compensation occurs at greater depths than the sediment load, the wavelengths of the corresponding gravity anomalies (flexure and Moho flexure anomalies in Figure 6.15b) are greater relative to that of the sediment load. Hence, the sedimentation anomaly comprises a single high with flanking, lower amplitude, lows.

The sum anomaly (6.15d) is simply the sum of the rift and sediment anomalies. This is because the sum anomaly is a result of mass additions (or subtractions) to the original, uniform thickness crust and the gravity effect of these anomalies have been calculated in situ. The sum anomaly represents the gravity contribution of the crustal thickness changes associated with a dynamic rifting process, and the subsequent modification of the rift structure by sedimentation. The addition of the sediment anomaly to the rift anomaly shifts the positive peak oceanward over the new prograded shelf break. The relative importance of the component anomalies depends upon the thickness and geometry of the sedimentary sequence and on the $T_e$ structure.

The form of the sum anomaly can differ significantly for low and high $T_e$ margins. Figure 6.16 illustrates two simple margin models with different $T_e$ structures. The "weak" margin is characterised by a double edge effect anomaly, comprising two relatively lower amplitude and shorter wavelength positive anomalies over the original and new shelf
Figure 6.15: Schematic representation of important components and principles of process oriented gravity modelling. a) Original rift margin structure and associated rift anomaly. b) Present day margin structure, loaded with flexurally compensated sediments, and the sediment anomaly. The Total Tectonic Subsidence (TTS), determined from backstripping, is the crucial surface for defining load and flexure in the process-oriented method. c) Detailed section of sediment sequence and the relationship between load and flexure. d) Sum gravity anomaly (solid black) and component rift and sediment anomalies (dashed black).

breaks. Whereas the ”strong” margin exhibits the more typical single edge effect anomaly, of greater amplitude and wavelength, with the peak amplitude reached over the locus of the thickest sediments [Watts & Marr, 1995]. The terms strong and weak here are not meant to characterise the actual margin strengths, which requires knowledge of the maximum stresses required to cause failure. Rather, the terms are used to describe the
lithosphere’s ability to support long term loads. In the case of the strong margin, much of the load is supported by lithospheric strength. In contrast, the load at a weak margin is primarily supported by the underlying fluid substratum [Watts & Marr, 1995].

The above simple examples demonstrate that the form of the edge effect anomaly is a strong function of the strength of the underlying lithosphere. Although the gravity signal of the original margin structure is modified by sediment loading for both the weak and strong cases, the strength of the lithosphere determines the form of this modification [Watts & Marr, 1995].

Figure 6.16: Simple models of a) weak, low $T_e$, and b) strong, high $T_e$ - margins and their associated process oriented, sum free air gravity anomalies. A marked difference in the modelled gravity anomaly is observed for these two models, indicating a strong dependence of the gravity signal on $T_e$.

6.2.4 Isostatic Anomalies

Residual gravity anomalies that remain after subtracting the isostatically modelled gravity field from the observed field are labelled *Isostatic Anomalies* (IA). If Airy isostasy is
assumed in modelling, then the term Airy isostatic anomaly is used. If regional isostatic compensation is assumed in modelling, then the residual anomalies are labelled flexural isostatic anomalies.

If geometries and properties of a model are perfectly constrained, but isostatic anomalies remain, it indicates that a load is somehow "undercompensated" or "overcompensated" in the sense that there is a deficiency or excess of mass involved in its compensation [Stewart, 1998]. If Airy isostatic anomalies remain it may indicate that loads are supported by the flexural strength of the lithosphere so that compensating masses may be offset from the load, however, integration of such isostatic anomalies over the region of compensation should tend to zero. Two further explanations of both Airy and flexural isostatic anomalies are.

1. A load may not have been present or absent for a sufficient period to allow a region to achieve isostatic equilibrium, accordingly isostatic gravity anomalies will be measured over the region. For example, areas subject to Pleistocene glaciation not completely adjusted to the removal of ice loads (e.g. Walcott [1973]).

2. The presence of density anomalies within the lithosphere, even if compensated, can also cause isostatic anomalies (Figure 6.17). A mass excess within the crust may be completely locally compensated, however, if there is no associated topographic expression then neither the mass or its compensation is accounted for in an isostatic model. Hence, an isostatic anomaly exists despite perfect isostatic balance within the lithosphere.

The process-oriented method allows isostatic anomalies to be computed that account for flexural compensation, accordingly we take isostatic anomalies to represent density anomalies or departures from the assumed isostatic regime. Density anomalies in the post-rift sedimentary sequence are likely to be directly resolved by changes in reflection character and/or by zones of anomalous seismic velocity. In the absence of such observations it is reasonable to assume that inferred density anomalies are intra- or sub-crustal. Typically, the wavelength of an isostatic anomaly will indicate whether it is likely that the causative source is at crustal or mantle levels. The process-oriented method, therefore, allows the density structure of the crust to be interrogated without the interfering effects of other geological processes (e.g. rifting, sediment loading).
Figure 6.17: a) A mass anomaly ($\rho_l$) within the crust ($\rho_c$), that is perfectly locally compensated at the crust/mantle ($\rho_m$) boundary. b) the free-air anomalies associated with the mass anomaly (solid) and its compensation (dashed). c) The isostatic anomaly that exists in this situation despite perfect local isostatic compensation.
6.3 2-Dimensional Gravity Modelling on the Wilkes Land Margin

6.3.1 Airy Isostatic Models

Classic Airy Modelling

The conceptually simplest gravity model utilised in margin studies is the "classic-Airy" model which considers the observed basin topography to be supported by crustal thickness variations. The crustal thinning required to Airy compensate a basin is calculated, assuming some initial, zero-elevation crustal thickness ($T_c$), from the observed water depth ($T_w$). This is achieved by mass balancing the base of an unstretched crustal column with a water, stretched-crust, and mantle column (Figure 6.18). That is,

$$\rho_c T_c = \rho_w T_w + \rho_c t_c + \rho_m T_m$$  \hspace{1cm} (6.12)

Where $\rho_w$, $\rho_c$ and $\rho_m$ are the densities of water, crust and mantle respectively. Solving this for either $T_m$ or $t_c$ allows the Moho geometry to be defined, e.g.

$$T_m = T_w \frac{\rho_c - \rho_w}{\rho_m - \rho_c}$$  \hspace{1cm} (6.13)

The gravity effect of the topography is calculated, using a density contrast of $\rho_w - \rho_c$, for the water filled rift basin. The gravity effect of the compensation is calculated assuming a density contrast of $\rho_m - \rho_c$. These competing gravity contributions are summed to calculate the classic-Airy gravity anomaly.

As this type of model makes no corrections for the effects of sedimentation on the total gravity field, it is more likely to yield close fits to observed data for regions of low sediment thickness. The difference between the observed FAA and the gravity effect of the topography and its Airy-type compensation is the Airy isostatic anomaly, as discussed previously.

The Airy isostatic anomaly was used by early workers as a means of identifying the COB location in a number of rift margin basins, [Rabinowitz & LaBrecque, 1977; Talwani & Eldholm, 1973], although it was subsequently demonstrated that the outer
high observed in Airy isostatic anomaly profiles, interpreted to represent the COB, could be explained by considering flexural compensation of sediment loads [Karner & Watts, 1982].

Classic-Airy models were created for survey lines GA-228_18 to GA-228_29 and GA-229_06 using MCS derived bathymetry supplemented by GEBCO 1 minute bathymetry data between the Antarctic coast and the survey line terminations. The models for selected lines and their calculated gravity fields are plotted and compared to the satellite and shiptrack gravity fields in Figures 6.19 and 6.20. The location of the edge effect anomaly is correctly located in the modelled sections. However, the fit between the observed edge effect low and corresponding section of the modelled profile is poor. In general, the long wavelength positive gradient observed seaward of the edge effect low is matched by the modelled profiles, however, the shorter wavelength components included in observed data are not simulated in these simple models.
Figure 6.19: Classic Airy isostatic gravity models for survey lines GA-228_18, GA-228_20 and GA-228_22, and corresponding modelled free air gravity anomalies (solid black) compared to observed free air gravity (dashed black) and satellite derived (dotted black) free air gravity from Sandwell & Smith [1997].
Figure 6.20: Classic Airy isostatic gravity models for survey lines GA-228_24, GA-228_26 and GA-228_28, and corresponding modelled free air gravity anomalies (solid black) compared to observed free air gravity (dashed black) and satellite derived (dotted black) free air gravity from Sandwell & Smith [1997].
Sediment Corrected Airy Modelling

The classic-Airy model can be adjusted to incorporate sediment thickness data where available. This process essentially provides a simple sediment correction by adding a third model body that is assumed to be replacing crust and completely locally compensated (Figure 6.21). Similarly to the classic-Airy approach, the depth to Moho can be calculated to maintain a state of Airy isostatic balance by considering

$$\rho_c T_c = \rho_w T_w + \rho_s t_s + \rho_c t_c + \rho_m T_m$$  \hspace{1cm} (6.14)

where variables are as for Equation 6.12 and $\rho_s$ and $t_s$ are the density and thickness of sediment respectively. Solving this for either $T_m$ or $t_c$ allows the Moho geometry to be defined by

$$T_m = \frac{A(\rho_c - \rho_w) + t_s(\rho_w - \rho_s)}{\rho_m - \rho_c}$$  \hspace{1cm} (6.15)

where $A = T_w + t_s$ (Figure 6.21).

The gravity calculations required for the sediment corrected Airy model are as for the classic-Airy model, with a further negative contribution associated with the sediment body ($\rho_s - \rho_c$). Sediment corrected Airy models were created for survey lines GA-228_18 to GA-228_29 and GA-229_07 using the same procedure as for the classic-Airy case, however, a sediment body defined by depth converted MCS data was included.

In general, the addition of an Airy compensated sediment body does not improve the fit between the calculated and observed FAA relative to the classic-Airy models (Figure 6.22). In each of the sediment corrected Airy model profiles the amplitude of the edge effect anomaly is decreased relative to the classic-Airy models (except for Line GA-228_18). The biggest misfit between calculated and measured gravity anomalies is observed on line GA-228_18, where the locus of thickest sediments corresponds to a large amplitude positive FAA. The classic and sediment corrected Airy models both predict a negative anomaly at this location, this indicates that the sedimentary sequence, at least in part, is not Airy or locally compensated.
Figure 6.22: Sediment corrected Airy isostatic gravity models for survey lines GA-228_18, GA-228_24 and GA-228_29, sediment bodies are shaded grey. Corresponding free air gravity anomalies (solid black), shiptrack (dashed black) and satellite (dotted black) derived free air gravity data are shown above the modelled crustal section. The classic-Airy calculated anomaly profile is illustrated for comparison as a thin, grey line.
Summary of Airy Modelling

Results of classic-Airy modelling indicate that the broad trends of the observed gravity field are controlled by basin topography and its compensation. The results of the sediment corrected Airy models indicate that it is unlikely that sediments are locally compensated, and that flexural compensation of the sediment load is important at the Wilkes Land margin. This is particularly evident for west Wilkes Land, where large misfits between calculated and observed FAA correlate to the locus of the thickest sediments along the Wilkes Land margin.

6.3.2 Two-Dimensional Process Oriented Modelling

Introduction

The correlation of large positive free air gravity anomalies and the locus of thickest sediments off west Wilkes Land is taken to indicate that the sediment load is flexurally compensated, implying a finite crustal strength. Process oriented modelling is used here to investigate the flexural strength of the crust and its relationship with observed gravity anomalies.

Initial process oriented modelling was conducted utilising a single backstrip (i.e. backstripping the entire sediment thickness in a single step), with non varying \( T_e \) values in stage 1. Airy compensation was assumed in determining stretching factors and rifted crustal structure in stage 2 (i.e. no strength during rifting). This makes the implicit assumption that during rifting (i.e. heating and stretching) the lithosphere is massively weakened and local compensation is applicable, and that as the thermal anomaly decays (e.g. McKenzie [1978]) the lithosphere regains strength such that sediment loading may be supported by flexure of the lithosphere. Kusznir & Park [1987] demonstrated that the geothermal gradient exerts the strongest control on lithospheric strength and that a decreasing thermal perturbation correlated to increasing lithospheric strength, which provides support for this assumption in stage 2.

The process-oriented method is illustrated for line GA-228_21 using a constant \( T_e \) of 15 km in Figure 6.23. Each of the component anomalies associated with the rift and sediment anomalies are shown before summing and comparison with the observed signal. The procedure is as for the synthetic example above.

Modelling is repeated for a range of \( T_e \) estimates to determine the \( T_e \) that provides the best fit between calculated and observed gravity anomalies. Specific observed anomalies may be best fit by different \( T_e \) models. This is demonstrated in Figure 6.24 where a star marks regions of best fit on different calculated profiles. Some sections are equally well fit by almost all \( T_e \) values, and others again are not well fit by any of the calculated
profiles. These relationships provide information regarding spatial variation in $T_e$. Spatial variation can be important in defining along margin segmentation (e.g. Watts & Stewart [1998]) or inferring the location of the COB (e.g. Watts [1988]).

A more quantitative way of assessing the fit of calculated and observed anomalies is to calculate and analyse the flexural isostatic anomaly. Where the flexural isostatic anomaly is defined as the difference between the calculated and observed anomalies as outlined previously. Sections of low and high isostatic anomaly indicate good and poor fit between calculated and observed data respectively. Hence, the standard deviation (SD) or root mean square (RMS) of the flexural isostatic anomaly profiles is another means of
determining the best fitting calculated $T_e$ profile.

Figure 6.24: Comparison of observed FAA data to modelled profiles for a range of $T_e$ values. Specific sections of observed data are best fit by different $T_e$ models as marked by a yellow star, the observed data is overlain the modelled to emphasise these correlations (shiptrack = solid, satellite derived = dashed).
Sensitivity Analysis

An analysis of the sensitivity to variations in model parameters, namely $\rho_s$, $\rho_c$, $\rho_m$, $T_c$ and $T_e$ was undertaken. Figure 6.25 illustrates the variation in the RMS of the flexural isostatic anomaly for varying model parameters for lines GA-228_18 and GA-228_29. Lines GA-228_18 and GA-228_29 are subjected to the greatest and smallest magnitudes of sediment loading respectively, and are therefore representative of the extremes of model sensitivity.

Figure 6.25 demonstrates the greater sensitivity to parameter variation for line GA-228_18 models relative to line GA-228_29. Plots of RMS as a function of $\rho_c$, $\rho_s$, $\rho_m$ and $T_e$ illustrate that the model is relatively insensitive to variation in these parameters for $\rho_c < 2900 \text{kg/m}^3$. Except for the case of a low density mantle ($\rho_m < 3200 \text{kg/m}^3$) where the limit of sensitivity for crustal density is $\rho_c = 2800 \text{kg/m}^3$. This indicates an upper bound on crustal density of 2800-2900 kg/m$^3$. The sensitivity of the model, for $\rho_c < 2900 \text{kg/m}^3$ is much higher for variation in $T_e$ relative to density or $T_c$ variation. Although this is more profound for line GA-228_18 it is still evident for line GA-228_29. This indicates that models are more sensitive to parameter variation for greater sediment thicknesses, however, the greater relative sensitivity to $T_e$ variation is evident for the range of sediment thicknesses observed along the Wilkes Land margin.
Figure 6.25: Sensitivity of isostatic anomaly to model parameters for lines GA-228_18 and GA-228_29 (left and right panels respectively) as a function of crustal density ($\rho_c$). Contour interval is 1.5 mGal and RMS values of greater than 30 mGal are excluded. The RMS of the flexural isostatic anomaly is more sensitive to variation in $T_e$ relative to other model parameters (for $\rho_c < 2900 \text{ kg/m}^3$). Mantle, crustal, and sediment density denoted by $\rho_m$, $\rho_c$, and $\rho_s$ respectively, all in units of $\text{kg/m}^3$. 
Modelling

Utilising the parameters constrained via the initial modelling and sensitivity analysis (Table 6.2) process-oriented modelling was completed for lines GA-228.18 to GA-228.29 and GA-229.06. The depth converted MCS reflectors and their landward extrapolations (as detailed in Chapter 4) were used to constrain model geometries. A range of $T_e$ and crustal thickness values were tested for each line and RMS values calculated for each associated isostatic anomaly profile to assess the fit with the observed gravity data. Figures 6.26 to 6.32 shows for each line the model created with $T_e=15$ km and calculated profiles, for a range of $T_e$ values, compared to the shiptrack and satellite free air gravity. The greatest sensitivity to $T_e$ is on the western lines, and specifically over the greatest sediment thicknesses associated with the Budd Coast Basin. The calculated profiles for lines GA-228.27 to GA-228.29 are similar for all $T_e$ values tested, this is not surprising given that the $T_e$ is extracted by analysing load induced flexure. Where the crust has not been significantly loaded (sediment thickness of these eastern-most lines rarely exceeds 2 km) the backstrip is relatively insensitive to $T_e$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range and Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial crustal thickness, $T_c$</td>
<td>29 - 35 km</td>
</tr>
<tr>
<td>Crustal density, $\rho_c$</td>
<td>2800 kg/m$^3$</td>
</tr>
<tr>
<td>Sediment density, $\rho_s$</td>
<td>2300 kg/m$^3$</td>
</tr>
<tr>
<td>Mantle density, $\rho_m$</td>
<td>3330 kg/m$^3$</td>
</tr>
<tr>
<td>Water density, $\rho_w$</td>
<td>1030 kg/m$^3$</td>
</tr>
</tbody>
</table>

Table 6.2: Parameters utilised in process oriented modelling.

The initial crustal thickness parameter, $T_c$, was varied to comply with two simple principles. Firstly, the $T_c$ must be great enough such that the $TTS$ surface remains shallower than the modelled $Moho$ surface, i.e. there are no negative $\beta$ values. Regions where the present day basement is at great depth or the sea floor is anomalously deep require greater values of $T_c$ as a significant shallowing of the $Moho$ is necessary to compensate for deep, water filled basins. Secondly, that the modelled flexed $Moho$ depth correlates with any $Moho$ velocities extracted from refraction data and also to the depth of inferred $Moho$ reflections from MCS data. Less confidence can be placed in $Moho$ depths indicated by MCS reflections as the conversion of these from time to depth could introduce errors of up to several km due to poor constraints on velocity models, used for depth conversion, at greater depth. The refraction and reflection inferred $Moho$ horizons are overlain on the models in Figures 6.26 to 6.32. A summary of the characteristic features
of models from the western, central and eastern Wilkes Land margin sectors, and their associated gravity anomalies follows.

Figures are constructed as follows: Models constrained by MCS data (lower panels), which include mantle (red), water (blue), sediment load (olive), crustal flexure (green) and *Moho* flexure (purple) bodies. MCS inferred *Moho* depths are indicated by thick blue lines, sonobuoy (SB) inferred mantle velocity refractor depths are indicated by a thick black line over the width that the sonobuoy recorded. Calculated gravity anomalies for a range of $T_e$ values (red = 0 km to blue = 45 km) are compared to shiptrack (black solid) and satellite derived (black dashed) gravity anomaly data (middle panels). The isostatic anomaly (IA) for each $T_e$ estimate is calculated for the length of shiptrack constrained data (upper panels). The RMS of the isostatic anomaly is plotted as a function of $T_e$ (inset graphs), this provides an indication of the fit between calculated and observed anomalies.

**West Wilkes Land**

Lines GA-228.18 to GA-228.22 (Figures 6.26 to 6.28):

The observed edge effect anomaly is distorted off west Wilkes Land due to the lack of a distinct shelf break and the presence of uncompensated sediment banks as noted previously. This explains the poor fit between the modelled and satellite derived edge effect anomalies for Line GA-228.18. The poor fit between modelled and satellite derived edge effect anomalies on Lines GA-228.19 and GA-228.20 is more likely a function of uncertainties in sediment thickness and bathymetry, and poor quality satellite derived FAA data (due to the perpetual ice coverage of the continental shelf in this region). The edge effect is better modelled on Lines GA-228.21 and GA-228.22, however, the modelled edge effect is insensitive to $T_e$ for these lines so no inferences regarding $T_e$ are possible.

Broadly, models of Lines GA-228.19, GA-228.20 and GA-228.22 are relatively insensitive to variations in $T_e$, as demonstrated by the lack of clear minima in the RMS $v T_e$ plots. However, for Line GA-228.19, models for higher $T_e$ estimates (30-45 km) predict a positive anomaly over the locus of thickest sediments that simulates the peak amplitude and negative gradient flank of the broad positive observed anomaly. Seaward of this, the peak-trough-peak at $\sim 62^\circ$S is almost perfectly matched by the $T_e=0$ km profile, indicating the presence of a $T_e$ discontinuity at approximately this location.

Lines GA-228.18 and GA-228.21 are for more sensitive to $T_e$ variations, as demonstrated by the RMS $v T_e$ plots, and the observed data are well fit by calculated anomalies relative to other lines. A wide (>200 km), positive anomaly, with a peak amplitude of $\sim 60$ mGal, is located at the southern end of Line GA-228.18, over the locus of thickest
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Sediments. Calculated anomalies are very sensitive to $T_e$ variation in this region. Low $T_e$ estimates predict no anomaly, whereas for $T_e = 45$ km the calculated anomaly exhibits a peak amplitude $\sim 30$ mGal greater than the observed anomaly. For $T_e = 30$ km, however, the calculated anomaly is almost identical to the observed anomaly in both shape and amplitude, and there is a clear minima in the RMS for this $T_e$. This high sensitivity to $T_e$ and good fit between observed and calculated anomalies indicates that flexural compensation is important in this region and that the lithosphere is characterised by $T_e = 30$ km.

A clear minima in the RMS is evident for $T_e = 15$ km for models of Line GA-228. However, variations in $T_e$ can be inferred across the margin. Seaward of the edge effect low, three distinct positive anomalies, of varying amplitude and width, are evident in observed data. The first (most landward) of these peaks is relatively narrow ($\sim 50$ km) and has an amplitude of almost 20 mGal, calculated profiles fail to predict this anomaly for any $T_e$ estimate. The next distinct observed anomaly comprises a smaller peak amplitude of $\sim 10$ mGal and a width of $\sim 75$ km, this anomaly is matched very well by the $T_e = 0$ km modelled profile, which predicts both the amplitude and width very closely. Higher $T_e$ profiles exhibit no predicted anomalies in this section. Further seaward is the broadest ($\sim 120$ km) and largest amplitude ($> 25$ mGal) of the three anomalies. The observed anomaly is only fit in amplitude and width by the $T_e = 15$ km modelled profile, lower and higher $T_e$ values lead to under and over estimations of amplitude respectively.

Crustal thickness is not constrained by seismic data in this region. The only interpreted Moho reflections occur on Line GA-228.22, where a laterally non-continuous reflector is observed beneath the outer continental rise at a depth of $\sim 15$ km. For an initial crustal thickness ($T_c$) of 32 km, the depth of the modelled flexed Moho occurs within 1 km of the interpreted Moho reflector depth. Lines to the west of GA-228.22 are modelled with a $T_c = 35$ km, a lower $T_c$ requires mantle compensation to occur at a shallower depth than basement, which violates the modelling principles outlined previously.
Figure 6.27: Lines GA-228_20 and GA-228_21 process-oriented modelling.
Central Wilkes Land

Lines GA-228.23 to GA-228.26 (Figures 6.29 to 6.30):

The edge effect anomaly is characterised by a consistent amplitude and wavelength high-low couple in central Wilkes Land relative to the western and eastern sectors. Although not traversed by GA-228 and GA-229 shiptracks, some constraint on sediment thickness was provided by data from the S. P. Lee L184 survey data. The satellite derived edge effect anomaly is well simulated by calculated anomalies for each of the models from this margin sector. However, the peak positive amplitudes are only modelled for Line GA-228.23. This may be a function of incorrect assumptions regarding sediment thickness or uncertainties in the satellite derived FAA data. The edge effect is ubiquitously best modelled using high $T_e$ estimates.

Broadly, the $T_e = 30$ km models provide the best simulation of observed anomalies in this sector. The fit of the observed positive anomalies seaward of the edge effect
low on Lines GA-228_23 and GA-228_24 is very sensitive to $T_e$, providing a high level of confidence in the inference of a high $T_e$. Additionally, the RMS v $T_e$ plots exhibit clear minima for $T_e = 30$ km for all lines except Line GA-228_26, for which models are relatively insensitive to $T_e$.

The flexural isostatic anomaly profiles for Lines GA-228_23, GA-228_25 and GA-228_26 are characterised by a positive anomalies at the location of greatest crustal thinning. The origin of these anomalies is discussed further in Chapter 7.

Crustal structure and Moho depth is better constrained by seismic data for this sector relative to the western margin sector. Moho reflections are interpreted in seismic reflection data from all lines in this sector except Line GA-228_23. Although of limited lateral extent, their depths correlate to the depth of the modelled flexed Moho for $T_e = 31$ km.

Mantle velocities were also modelled from two sonobuoy stations in this sector on Lines GA-228_25 and GA-228_26. On Line GA-228_25, modelled sonobuoy data indicates a Moho depth of $\sim 12.5$ km, which correlates almost exactly with the depth of both the seismic reflection interpreted Moho and the modelled flexed Moho. This further supports that $T_e = 31$ km for this margin sector. The sonobuoy modelled Moho depth for Line GA-228_26 correlates to the flexed Moho depth at its landward extent, however, the sonobuoy is located in a region of high Moho gradient according to Airy isostasy. The depth of the sonobuoy inferred Moho may be predicted too deep due to a dipping refractor, or alternatively the compensation may not be entirely local in this region. The misfit between modelled and observed gravity anomalies in this region would be improved if the mantle peak implied by Airy isostasy, but not supported by the limited seismic data, was not actually present.
Figure 6.29: Lines GA-228_23 and GA-228_24 process-oriented modelling.
Figure 6.30: Lines GA-228_25 and GA-228_26 process-oriented modelling.
Eastern Wilkes Land

Lines GA-228.27 to GA-228.29 (Figures 6.31 to 6.32):

A relatively consistent edge effect anomaly extends along the margin in the eastern sector. The satellite derived edge effect anomaly is best simulated by models for $T_e$ estimates of 30-45 km, particularly along the landward projections of Lines GA-228.27 and GA-228.28, which both exhibit $T_e$ sensitivity in the region of the edge effect.

Calculated anomalies (for the shiptrack data constrained portion of the model) are relatively insensitive to $T_e$ for Lines GA-228.27 and GA-228.28. The calculated anomalies, however, do account for most of the observed anomalies. Similarly to lines from the central sector, a positive isostatic anomaly is observed on Line GA-228.28 just seaward of the point of greatest crustal thinning.

A greater sensitivity to $T_e$ is evident for models of Line GA-228.29, however, it is difficult to infer which $T_e$ provides for the best fit between calculated and observed anomalies. This is primarily due to large amplitude basement topography and a relatively thin sediment cover. The positive anomaly immediately seaward of the edge effect low on this line is best modelled for a high $T_e$. However, the observed positive anomaly further seaward (at $\sim 62.5-62^\circ S$), which correlates to a basement high, is poorly simulated for high $T_e$. This poor fit is a result of the negative gravity effect of a deepening Moho to compensate for the basement high. If the basement high is not locally compensated then the observed anomaly is well simulated by the high $T_e$ calculated anomaly. Additionally, the seismic reflection interpreted Moho correlates well for most of this line with the modelled flexed Moho, however, it does not predict a crustal thickening associated with this basement high.

The correlation between seismic constraints on Moho depth and the modelled flexed Moho is excellent in this margin sector for $T_e = 29$ to 30 km. The sonobuoy derived Moho depth over oceanic crust on Lines GA-228.27 and GA-228.29 correlates very closely to the modelled flexed Moho depths. The seismic reflection interpreted Moho on Line GA-228.27 correlates closely to the depth of the modelled flexed Moho, except for at the point of maximum crustal thinning where the model predicts a mantle peak that is not observed in seismic data. This may indicate that the corresponding basement feature is not locally compensated, this would account for the negative isostatic anomaly that is associated with the elevated Moho. The geometry of the modelled flexed Moho and the seismic reflection interpreted Moho on Line GA-228.28 is remarkable, providing a high level of confidence in the assumed $T_e$ and the assumption of Airy isostasy during rifting.

One exception in this margin sector, to the generally close correlation between the depth of the modelled flexed Moho and the seismic reflection inferred Moho, occurs on
Line GA-228-29. The basement high at \(~62.5^\circ\)S corresponds to a modelled increase in crustal thickness, however, the interpreted \textit{Moho} reflections do not deepen beneath this basement feature. This misfit in modelled and observed \textit{Moho} depth and the positive isostatic anomaly that correlates to this feature may indicate non-local compensation.
Adélie Rift Block

Line GA-229-06 (Figure 6.32):

The satellite derived edge effect high is modelled equally well for all $T_e$ estimates for this line, however, the edge effect low is poorly modelled. A positive anomaly seaward of the edge effect low correlates to the point of maximum crustal thinning interpreted from seismic reflection data. Seaward of this anomaly, over the basement high interpreted as the western edge of the Adélie Rift Block, a broad negative gravity anomaly is observed. The calculated anomaly is very sensitive to $T_e$ in this region. This broad negative is very well simulated by the calculated anomaly profile for $T_e = 45$ km. However, similarly to Line GA-228-29 this is largely due to the negative gravity effect of crustal thickening associated with the basement high. There is no constraint on Moho depth from sonobuoy data and only a very limited seismic reflection interpreted Moho reflection for this line. Hence, it is difficult to assess whether the best fit for the high $T_e$ model is actually representative of a rigid lithosphere, or simply an artifact of the assumption that basement features on all scales are locally compensated. A $T_e$ of 30 km was assumed for this line.
Figure 6.31: Lines GA-228_27 and GA-228_28 process-oriented modelling.
Figure 6.32: Lines GA-228_29 and GA-229_06 process-oriented modelling.
6.3.3 Strength During Rifting

The initial modelling detailed above assumed Airy isostasy during rifting, i.e. stretching factors were determined in stage 2 assuming local compensation. We now test the effect of incorporating strength during rifting ($T_{\text{erift}}$) and a depth of necking ($Z_{\text{neck}}$) in the determination of stretching factors in stage 2 of process-oriented modelling. As outlined in section 6.2.2, $T_{\text{erift}}$ and the depth of $Z_{\text{neck}}$ controls the rift crustal structure, and hence effects the rift and sediment anomalies in process oriented modelling.

Whereas $Z_{\text{neck}}$ describes the depth to the strength maxima, $T_{\text{erift}}$ defines the ‘strength’ of the lithosphere during rifting. This strength controls the distribution of restoring forces associated with kinematic isostatic inequilibrium. For $T_{\text{erift}} = 0$ km, the crust does not resist the restoring forces and the observed gravity anomaly is identical to the Airy case regardless of $Z_{\text{neck}}$. If there is strength during rifting (i.e. $T_{\text{erift}} > 0$), then the basin geometry is modified by flexure.

Process oriented modelling was repeated for each of the survey lines on the Wilkes Land margin utilising strength during rifting. A range of parameters were tested during this process to assess if the fit between calculated and observed gravity anomaly profiles could be improved by the introduction of strength during rifting. It is clear, however, that no combination of model parameters would produce improved results by incorporating strength during rifting. The modelled gravity anomaly profiles for a range of $T_{\text{erift}}$, $Z_{\text{neck}}$ and $T_{\text{erift}}$ values for line GA-228,25 are illustrated in Figure 6.33. We see that the $T_{\text{erift}} = 0$ km is identical for all depths of $Z_{\text{neck}}$ tested, as predicted by the theory. A $Z_{\text{neck}}$ depth of less than $\sim 7.2$ km predicts a subdued edge effect and a large positive anomaly over the deepest section of the rift basin due to an elevated Moho. For $Z_{\text{neck}} = 7.2$ km the modelled anomaly profile does not vary with $T_{\text{erift}}$ due to the equal magnitude upward and downward restoring forces. For $Z_{\text{neck}} 7.2$ km the predicted amplitudes and wavelengths of the edge effect high and low anomalies are greatly increased. There is also a poor correlation between refraction and MCS reflection inferred Moho depths and the flexed Moho determined for models incorporating $Z_{\text{neck}}$ and $T_{\text{erift}}$.

These tests incorporating strength during rifting and depth of necking indicate that the Antarctic-Australia breakup is more likely to have occurred under Airy state isostatic balance, and that there was no specific zone of lithospheric strength that mechanically resisted the rifting process. This is somewhat surprising given the geological evidence that suggests a relatively low geotherm during breakup (e.g. lack of evidence of volcanism, low magma discharge rates associated with slow seafloor spreading, low strain rates associated slow extension).
6.3.4 Multi-Layer Backstripping

Until this point, sediment loads have been backstripped in one step. However, typically seismic stratigraphy allows any sedimentary sequence to be divided into distinct strati-
graphic units. In many margin environments well-log and core data can then be used to constrain the physical properties of each unit. It is possible to test temporal variations in $T_e$ by backstripping individual stratigraphic units, and summing the subsidence due to each layer to determine the TTS. By backstripping layers individually it is also possible to use different sediment density parameters for each layer. Multi-layer backstripping produces a significantly different TTS only if $T_e$ changes are introduced for each layer backstrip and if the depositional geometry varies for each or some of the individual units backstripped.

The crust may respond to post-rift cooling, associated with the increased distance to the spreading centre, by increasing in strength and accordingly $T_e$ as in oceanic crust (e.g. Watts [1978]). Alternatively, sediment blanketing during thermal subsidence may result in a reduction in lithospheric strength, as suggested by Beaumont et al. [1982]. Hence, sediments may be loaded on crust that comprises a $T_e$ that varies with time since rifting.

The only regionally correlatable stratigraphic horizons, for which age estimates are constrained, on the Wilkes Land margin are the Turonian and Eocene unconformities, as outlined in Chapter 4. The sedimentary sequence is, therefore, most logically divided, for backstripping purposes, into two units by the Eocene unconformity. Two-layer backstripping and process oriented modelling was undertaken for each of the Wilkes Land seismic transects to test whether varying the backstrip $T_e$ and/or the densities of the two units improved the fit of calculated and observed anomalies.

Process-oriented modelling utilising a two-layer backstrip provides negligible improvement in the fit between calculated and observed gravity anomalies. A range of $T_e$ estimates and sediment densities were tested for each backstrip and the calculated gravity anomaly compared to observed data. Results did not suggest any systematic variation in $T_e$ between the time of loading of Sequence 1 and Sequence 2 (where Sequences 1 and 2 are as defined in Chapter 4). Additionally, no systematic spatial variation in $T_e$ was evident from backstripping with a spatially varying $T_e$. Initial variable $T_e$ functions tested were based on inferred $T_e$ structure from single-layer backstrip process-oriented modelling. Additionally, $T_e$ functions which followed the depth to oceanic isotherms from 150-600°C were tested, as studies of flexure in the oceans demonstrate that $T_e$ follows the depth to the 450°C [Watts, 1978].

These results do not directly indicate that $T_e$ has not changed through time or that the density of the two sediment layers is equal, it simply indicates that the average values assumed in the single backstrip case were representative of the average margin $T_e$ and sediment density, and that as a result the TTS is not significantly different for a one- or two-layer backstrip. Another significant factor controlling the similar results from
the two approaches is the sediment load distribution, on most lines the thickness of the Sequence 1 is much greater than the Sequence 2 thickness. Hence, the sediment load driven subsidence of Sequence 1 contributes most strongly to the total sediment driven subsidence, and the $TTS$ is not significantly altered by backstripping Sequence 2 with a different $T_e$. Also due to the greater average thickness of Sequence 1, the best fitting average $T_e$ for a single-layer backstrip will be approximately equal to the best fit $T_e$ for Sequence 1 in the multi-layer backstrip.

The consequences of calculating the gravity anomaly associated with each loading step for the multi-layer backstrip were also investigated. This requires the calculation of many more individual sediment anomaly components and therefore allows greater flexibility with regards to the density of individual loading events and water/sediment/crustal replacements. Again the differences were negligible, primarily as the overall geometry is not altered significantly (for the same reasons as outlined for the multi-layer backstrip). Also, the density differences can only be varied intuitively, and therefore are difficult to alter significantly without violating the simplicity of the process oriented method by introducing arbitrary density anomalies.

### 6.3.5 Two-Dimensional Modelling Summary

The models illustrated here represent simplified geological models that include a limited number of bodies and uniform density contrasts. These models have been constructed utilising knowledge of the processes that have shaped the margin through time, but no attempt has been made to find by "trial and error" the number of bodies of variable density that will best fit the observed gravity anomaly. Two-dimensional process-oriented models account for a significant component of the observed gravity anomaly and provide insights into the structure and strength distribution of the Wilkes Land margin.

A relatively consistent spatial trend of crustal strength variations is indicated, these are summarised in Table 6.3 and illustrated in Figure 6.34. Although across margin variation in $T_e$ can be inferred, there is little evidence for along margin segmentation of $T_e$. The edge effect anomaly is best fit by models of higher $T_e$ ($\sim 30$ km) for all lines in central and east Wilkes Land, indicating that the relatively unstretched continental crust has either retained strength during the rifting process or regained strength since rifting. The poor fit between calculated and observed edge effect anomalies and the relative insensitivity to $T_e$ variation on western Wilkes Land models (lines GA-228_18 to GA-228_20) makes it difficult to determine if the $T_e$ is systematically lower relative to the east as inferred on lines GA-228_21 and GA-228_22.

Tests incorporating strength during rifting do not support the maintenance of crustal
rigidity during rifting. Therefore the high $T_e$ estimates of $\sim 30$ km inferred for much of the Wilkes Land margin are interpreted to indicate that rigidity or strength has been recovered over time since rifting. It is also evident that the greater thickness of Sequence 1 sediments results in a $T_e$ estimate from backstripping that is representative of margin strength some 30-40 Ma after rifting. Multi-layer backstrips are, therefore, relatively insensitive to temporal $T_e$ variations.

Zones of low $T_e$ are inferred on a number of lines. This is interpreted to indicate that sections of continental and/or transitional crust have been weakened significantly by the rifting process and failed to regain strength since rifting. The consistency of these zones along the margin supports the interpretation of a zone of weakened transitional crust, defined on the basis of flexural rigidity, interleaving continental and oceanic crust.

Although the most oceanward sections of observed data are generally most poorly fit by calculated anomalies, the gradients observed are simulated most accurately by modelled data for higher $T_e$ values (15-30 km). The inferred oceanward increase in $T_e$ is representative of the transition to oceanic crust which is known to exhibit a simple relationship of increasing $T_e$ and increasing age of the lithosphere at the time of loading [Watts, 1978].

Table 6.3 also summarises the $T_e$ inferred for each line, although these initial average crustal thicknesses are approximate only, they indicate a distinct trend of decreasing crustal thickness from west to east. Although there are no independent constraints on Moho depth for western Wilkes Land, the thick sedimentary sequences observed require a compensation depth of at least 35 km to prevent rift models inferring that there was significant amount of mantle material shallower than the water bottom of the initial rift basin. Moho depth is better constrained for east Wilkes Land where MCS and sonobuoy refraction data provide an independent indication of depth on a number of lines. If initial crustal thickness is held at 35 km for east Wilkes Land, then there is a poor correlation between the modelled and observed/inferred Moho depths. The correlation is improved if initial crustal thickness is reduced to between 29 and 32 km. More seismic refraction data is required to confirm this trend, however, it seems clear that there is a distinct change in the depth of compensation and the initial, pre-rift crustal thickness between east and west Wilkes Land.
Table 6.3: Summary of interpreted $T_e$ structure and $T_c$ based on process-oriented modelling results.

*Distance from shelf break (km), width (km)

A relatively consistent trend of $T_e$ distribution is exhibited northward from the margin, however, it is difficult to confidently infer east-west segmentation of crustal strength or rigidity.

The greatest sensitivity to $T_e$ is exhibited by lines west of GA-228_24. Although lines east of GA-228_24 exhibit lower sensitivity to variation in $T_e$, the RMS of the flexural isostatic anomalies for these lines is significantly lower than for free air gravity anomaly data. This indicates that even if process-oriented modelling does not allow the crustal
rigidity distribution to be uniquely determined, it remains a useful means of further reducing free air anomaly data in a geologically rigourous manner that is not overly sensitive to user input. The isostatic anomaly profiles exhibit a number of features that correlate between survey lines, further gravity modelling using seismic and magnetic data constraints may provide insight to the origin, geometry, depth and physical properties of the causative features of these isostatic anomalies.

6.4 3-Dimensional Gravity Modelling on the Wilkes Land Margin

6.4.1 Introduction

Three-dimensional (3D) modelling, in general, offers some advantages over two-dimensional (2D) modelling. Typically in 2D models, bodies are assumed to extend infinitely out of plane. No such assumptions are made in 3D modelling. This may be significant in regions of rapid lateral change of bathymetry, sediment thickness, basement depth, or crustal thickness. However, for the Wilkes Land margin the sediment isopach is not truly 3D, but rather a gridded series of widely spaced, parallel line data. Hence, it is difficult to assess the accuracy of 3D process-oriented modelling as there exist large uncertainties in the along margin variation in sediment thickness. However, analyses of 3D flexural isostatic anomalies provides a useful tool for qualitative interpretation.

6.4.2 Airy Isostatic Model

As for the 2D case, the conceptually and computationally simplest type of 3D isostatic anomaly is the classic-Airy isostatic anomaly. The GEBCO 1M data [IOC et al., 2003] is the most extensive bathymetric data compilation that is not supplemented by satellite derived bathymetry estimates for the Wilkes Land margin, and, therefore, is used as the basis of the 3D classic-Airy model.

The modelling methodology is identical to the 2D classic-Airy model considered previously. The calculated gravity anomaly is simply the sum of the anomalies resulting from the replacement of crust by water and mantle, where the model geometry is constrained by the present-day bathymetry and its Airy-type compensation. The 3D calculations were carried out in the Fourier domain as outlined previously, accordingly care was taken to ensure that the input grids extended far enough in every direction such that spurious edge effects associated with tapering of data were not superimposed on data in the region of interest. The Airy isostatic anomaly was calculated by subtracting the calculated gravity anomaly data from the satellite derived free air gravity grid of Sandwell & Smith.
The calculated classic-Airy model FAA, satellite derived FAA, and Airy isostatic anomaly maps are shown in Figure 6.35. The amplitude of the edge effect anomaly is significantly reduced in the isostatic anomaly map, particularly in the central Wilkes Land area, relative to the satellite derived free air data. There is a large amplitude positive isostatic anomaly situated off the west Wilkes Land margin between ∼112°E and ∼120°E, this anomaly correlates to the location of uncompensated sediment banks and the thick sediments of the Budd Coast Basin. Similarly to the 2D case, the classic-Airy model does not predict the complexity of observed gravity anomalies, and large isostatic anomalies remain oceanward of the edge effect low.

### 6.4.3 3D Process Oriented Modelling

Three-dimensional process-oriented modelling is identical in methodology to 2D process-oriented modelling, except that it is carried out using a sediment thickness grid rather than a sediment thickness profile. Hence, any errors introduced in the creation of the 3D sediment thickness grids, associated with the large line spacing and lack of data from the upper continental rise to the continental shelf, are propagated through the backstripping and gravity modelling process. Uncertainty in the sediment thickness grid introduces the largest source of unconstrainable error. Despite this obvious limitation, there is still significant benefit in calculating 3D flexural isostatic anomalies as they provide a means of quantitative and qualitative interpretation of the crustal structure of the Wilkes Land margin.

Three-dimensional modelling was undertaken using a single backstrip of the post-rift sediment thickness grid (Chapter 4) assuming a range of constant $T_e$ values. Densities of water, sediment, crust and mantle are as for 2D modelling (Table 6.2). An initial crustal thickness of 35 km was assumed. However, tests indicate that the isostatic anomaly is relatively insensitive to variation of this parameter.

Figure 6.36 illustrates the rift, sediment and sum anomalies calculated for $T_e = 30$ km, compared to satellite derived FAA data. The right hand panels in Figure 6.36 show profiles extracted through the corresponding grid, along line GA-228_25, compared to the 2D solution obtained earlier using the line integral method. The profiles extracted compare almost exactly to the 2D profiles illustrating the assumptions of loads and bodies of infinite lateral extent in the 2D modelling introduced only negligible error. The slight differences that are apparent result from the resampling of the 2D data during gridding. Data spacing along the 2D profiles is ∼0.05 km, whereas the 3D grid spacing is 5 minutes (∼9 km in the north-south plane and between ∼4 to 4.5 km in the east-west plane). It
Figure 6.35: a) Classic-Airy model FAA. b) Satellite derived FAA from Sandwell & Smith [1997]. c) Classic-Airy isostatic anomalies for the Wilkes Land margin, the edge effect anomaly has been decreased in amplitude, however, large amplitude isostatic anomalies remain oceanward of the edge effect low. The Budd Coast Basin is circled in (c).
is necessary to alias the data during resampling to some degree due to the asymmetry in the north-south (\(~0.05\) km shot point spacing) and east-west (\(~90\) km line separation) data spacing. If gridding is completed using the maximum north-south data resolution then spurious interpolations are introduced in the east-west direction.

Flexural isostatic anomaly grids for \(T_e=0,5,10,20,30\) and \(45\) km were created by subtracting the calculated sum anomalies from the satellite derived FAA. Flexural isostatic anomaly maps for \(T_e=0,5,10,20,30\) and \(45\) km are displayed in Figure 6.37, some isostatic anomalies are common to each isostatic anomaly map indicating an insensitivity to \(T_e\). The anomaly associated with the Adélie Rift Block (\(132-140^\circ\)E) and the large positive amplitude anomaly off the west Wilkes Land margin are examples of isostatic anomalies that are not reduced more efficiently by any particular \(T_e\). It must be noted that both these areas of large amplitude isostatic anomalies are outside the extents of MCS data, hence the errors are possibly related to insufficient data constraints. The positive isostatic anomaly off West Wilkes Land is located immediately landward of the southern extents of lines GA-228.19 and GA-228.20, where large sediment accumulations are observed. If the assumed landward extrapolations of these sediments are inaccurate then errors are introduced and isostatic anomalies result.

Isostatic anomalies within the areas directly constrained by MCS data are most effectively reduced for higher \(T_e\) estimates (\(30-45\) km). The positive isostatic anomalies along \(\sim65^\circ\)S are associated with misfit between calculated and observed edge effect anomalies. These isostatic anomalies are most reduced for high \(T_e\). The isostatic anomalies outlined in Figure 6.37 are interpreted to represent flexurally compensated sediments of the BCB. These anomalies are relatively large for low \(T_e\) (\(0-10\) km), however, they are effectively reduced for higher \(T_e\) estimates. Therefore, 3D modelling results accord with those of 2D modelling and indicate that the Wilkes Land margin is, in general, characterised by a high (for a rifted margin) \(T_e\). The results of 3D modelling do not indicate any along margin segmentation of \(T_e\).

The correlation between thick sediments and high \(T_e\) indicates that there is not necessarily a positive correlation between zones of weakened lithosphere and large scale sediment accumulation. This positive correlation has been suggested by Beaumont \textit{et al.} [1982] and demonstrated for the northeast U.S. margin by Wyer [2003].
Figure 6.36: Gravity anomaly maps of the process oriented, $T_c=30$ km, a) rift anomaly, b) sediment anomaly, c) sum modelled free air anomaly, and d) the satellite derived free air gravity anomaly data. Right hand panels show profiles extracted through the associated grid (red) along line GA-228_25 compared to the 2D line integral solutions (black). Profile location is plotted on each map (black solid line) and the location of MCS data is plotted on the rift anomaly map.
Figure 6.37: Isostatic anomaly maps for $T_e$ as labelled. The amplitude of isostatic anomalies associated with the Budd Coast Basin (BCB) and the edge effect (as outlined for $T_e = 0, 30$ and $45$ km) are most effectively reduced for the high $T_e$ estimates. MCS line data locations are overlain on the $T_e = 45$ km isostatic anomaly map.
6.4.4 Spectral Analysis

Computing the power spectra of the satellite derived FAA and isostatic anomaly data provides another technique of analysing gravity anomalies. By transforming the space domain anomaly data into the frequency domain (i.e. Fourier transform), power spectra can be analysed as a function of frequency or wavelength. Power spectra illustrate the wavelengths at which the greatest power or energy (spectral peaks) of a signal are associated. The differences in power spectra can be interpreted in terms of the applicability of $T_e$ estimates and the fit between calculated and observed anomalies.

As no data is available for onshore Wilkes Land it is necessary to restrict the spectral analysis to the offshore region only. The southern limit of data included in spectral analyses can be considered as the Antarctic coastline or the extent of sea ice due to uncertainty in satellite derived free air gravity anomaly data over ice covered regions (section 6.1.4), both possibilities were tested.

Figure 6.38 illustrates the three-dimensional power spectra of the satellite derived FAA, classic-Airy isostatic anomaly, and flexural isostatic anomalies for $T_e=0$, 15 and 30 km. The spectra were calculated for both the entire offshore region (i.e. limited by the coastline) and also for the region offshore of the austral summer ice extents. The correlation between the shelf break, edge effect high and sea ice extent is significant with regards to inclusion in spectral analyses. The coastline limited power spectrum of free air anomaly data shows peak amplitudes at wavelengths of $\sim 300$ and $500$ km, the ice extent limited spectrum illustrates peaks at identical wavelengths, however, the amplitude of the $\sim 300$ km peak is reduced by more than half. As the ice limited spectrum effectively excludes input from the edge effect high the $\sim 300$ km peak can be correlated with the edge effect high.

The spectra for the coastline limited analyses indicate that power associated with the edge effect high is reduced in both the classic-Airy and flexural isostatic anomalies from $\sim 38$ to $\sim 20$ mGal$^2$. The greater amplitude and longer wavelength power peak observed in the FAA spectrum is reduced most efficiently in the classic-Airy isostatic anomaly, from $>40$ to $<10$ mGal$^2$, however, this peak is also reduced by more than half in the flexural isostatic anomaly spectra. This peak is interpreted to correlate to power associated with the edge effect low. The spectra created using the sea ice extent as the basis of data exclusion suggest that the edge effect low power is effectively reduced in both the classic-Airy and flexural isostatic anomalies.
Figure 6.38: Three dimensional (3D) power spectra of satellite free air anomaly (FAA), Airy and flexural isostatic anomaly (IA) data for a) coastline limited analyses, and b) Austral summer sea ice extent limited analyses. Long wavelength power associated with the edge effect anomaly is significantly reduced in IA data relative FAA data.
6.5 Summary

Despite the limitations of gravity data and the extent of seismic reflection data on the Wilkes Land margin, 2D and 3D process-oriented gravity modelling provides important results. The $T_e$ structure of the margin has been, for the first time, estimated and constrained via modelling. The high $T_e$ inferred for most of the margin contrasts with other rift margins, which are typically characterised by low $T_e$. Crustal structure has been constrained and the variation in stretching factor across and along the margin can now be determined. The close correlation between modelled and seismic data inferred Moho depths, and the results of incorporating syn-rift strength and a depth of necking, broadly validate the assumption of Airy isostasy in determining crustal structure.

The results presented here further demonstrate the ability of process-oriented modelling to constrain the gravity anomaly contributions of individual geological processes in a continental margin environment. This, in turn, allows density anomalies and breakdowns in isostatic assumptions to be investigated without the interfering effects of other geological processes.
Chapter 7

Discussion

7.1 Introduction

This chapter comprises four main sections. The first two sections address key issues that arise from the studies undertaken in previous chapters. In the first section, one of the main aims of this chapter and thesis is addressed, namely, the integration of the results of interpretation and modelling of the seismic reflection and refraction, magnetic and gravity data. The interpretation of these data has led to a number of questions with regard to the location of the COB and the nature of the COT. Here we use combined magnetic and gravity modelling to infer serpentinised peridotites associated with exhumed mantle within the COT.

In the second section we summarise the subsidence history of the margin. Following backstripping, the pattern of crustal thinning can be inferred. Oceanic crust is observed to occur at anomalously great depth off the Wilkes Land margin, even once adjusted for the thick sediment load associated with Tertiary glaciation. The effect of ice-induced subsidence is also discussed with regards to alteration of the continental shelf, and possibly continental rise, morphology.

The third section comprises a study of the conjugate margin structure. A fundamental question of rift studies is to determine whether conjugate margins can be classified as symmetrical or asymmetrical with regard to crustal thinning patterns, width of extended crust, volcanism, subsidence history, segmentation, and long-term thermo-mechanical properties. Process-oriented gravity modelling is undertaken on the southern Australian margin to allow comparison with interpretation of the Wilkes Land margin.

The strength of extended continental crust is discussed in the fourth section of this chapter. The permanent mechanical alteration of continental crust and the transient changes in the geotherm associated with rifting alter the YSE of the extended continental crust and, therefore, potentially its $T_e$ structure.
7.2 Mantle Exhumation in the Continent-Ocean Transition Zone

The existence of serpentinised mantle peridotites in the Continent-Ocean Transition (COT) zone at the West Iberian rifted margin has been established through dredging and drilling (e.g. Boillot et al. [1980], Pinheiro et al. [1996]). Seismic refraction data have also been used to constrain the presence and extent of serpentinised peridotite (e.g. Dean et al. [2000]). Serpentinised peridotites have also been interpreted within the COT zone of the southwest Greenland (e.g. Chian & Louden [1994]). Figure 7.1, a schematic cross-section through the south-west Greenland margin, illustrates the suggested mode of occurrence of serpentinised mantle within the COT zone. At this margin, serpentinised mantle is interpreted beneath thinned continental crust and as top basement where total crustal separation has occurred [Pérez-Gussinyé et al., 2001].

A basement ridge complex, interpreted as a combination of serpentinised peridotites and mafic rock associated with mantle upwelling, has also been identified off the Great Australian Bight (GAB) margin of southern Australia [Sayers et al., 2001]. However, the interpretation of this basement ridge, which is only based on seismic character and gravity and magnetic modelling, is yet to be tested by drilling or seismic refraction.

Minshull et al. [1998], Dean et al. [2000] and other workers suggest that serpentinisation is facilitated if there are readily available pathways for seawater to reach the upper mantle, and if the upper mantle is cool. These conditions are commonly satisfied at fracture zones on slow spreading ridges, in COT zones, and at the axes of extinct rifts. However, in each of these environments Minshull et al. [1998] observe that serpentinisation sufficient to significantly lower the seismic velocity and density of mantle peridotites

Figure 7.1: Cross-section through the south-west Greenland margin illustrating the presence of serpentinised peridotites within the COT zone. Figure from Pérez-Gussinyé et al. [2001], after Chian & Louden [1994].
does not penetrate beyond $\sim 5$ km into the crust. The slow spreading ($< 10$ mm/yr HSR) and inferred low-temperature (as evidenced by a lack of volcanic rocks and the great depth of the AAB oceanic crust) breakup of Australia and Antarctica, therefore, makes the Wilkes Land margin a likely location for the occurrence of serpentinised peridotites.

A number of basement highs, characterised by a relatively transparent internal acoustic character, were identified in seismic reflection data from the COT zone off the Wilkes Land margin (as discussed in Chapter 4). Some of these basement highs protrude through the post-rift sediments and have a bathymetric expression off east Wilkes Land and Terre Adélie, where they correlate to positive free air gravity anomalies.

In-situ, but altered, peridotite blocks have been dredged from one of the basement highs that forms a seamount at the seaward extent of the Adélie Rift Block (ARB) (Seamount B, Figures 4.24 and 4.25). Geochemical analyses of these dredged peridotite samples indicate the seamount comprises upper-mantle peridotites that have a fertile, sub-continental mantle origin [Yuasa et al., 1997].

Sediment-covered basement features in central and eastern Wilkes Land, similar to the seamounts dredged in the ARB, correlate to Flexural Isostatic Anomalies (FIA), and in some cases, magnetic anomalies also. Forward modelling and inversion of FIA and forward modelling of magnetic anomalies was undertaken to constrain the geometry and physical properties of the possible sources of these anomalies and determine if exhumed and potentially serpentinised mantle peridotites could be inferred outside of the ARB.

The density and seismic velocity, and magnetic susceptibility, of mantle peridotites varies with degree of serpentinisation (e.g. Horen et al. [1996], Oufi & Cannat [2002]). The relationship between density and degree of serpentinisation being far more systematic than variations in magnetic susceptibility. Table 7.1 summarises the density and seismic ($P$ wave) velocity of variably serpentinised peridotite samples recovered from ophiolites. The density and seismic velocity of peridotites decreases systematically as the degree of serpentinisation increases.

<table>
<thead>
<tr>
<th>% serpentinisation</th>
<th>$\rho$ (kg/m$^3$)</th>
<th>$V_p$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3260</td>
<td>7759</td>
</tr>
<tr>
<td>15</td>
<td>3200</td>
<td>7346</td>
</tr>
<tr>
<td>35</td>
<td>3030</td>
<td>6744</td>
</tr>
<tr>
<td>45</td>
<td>2930</td>
<td>6355</td>
</tr>
<tr>
<td>75</td>
<td>2710</td>
<td>5864</td>
</tr>
</tbody>
</table>

Table 7.1: Relationship between degree of serpentinisation, density, and seismic velocity. After Horen et al. [1996].
The magnetic susceptibility ($k$) of serpentinised peridotites does not linearly correlate to degree of serpentinisation [Oufi & Cannat, 2002]. Instead, $k$ remains subdued in partially serpentinised peridotites and then increases rapidly as a threshold degree of $\sim 75\%$ alteration is reached. This is related to the formation of magnetite during the serpentinisation process. A wide range of $k$ and Königsberger ratios ($Q$) were determined by Oufi & Cannat [2002] based on the analysis of samples from ODP drilling. A $k$ range of 0.01 to 0.15 is demonstrated and a $Q$ range from 0 to 10. The grain size distribution and serpentinite micro-structure controls the importance of remanent magnetisation, for larger grain-size the contribution of remanence after alteration is decreased [Dunlop, 1995; Oufi & Cannat, 2002].

Figure 7.2 illustrates the spatial correlation on Line GA-228_22 of a COT zone basement high, a FIA, and a large amplitude magnetic anomaly that occurs on the 'anomaly 34y' lineation (see Figure 5.14). The FIA and observed magnetic anomalies are well fit by the calculated anomalies for the two-dimensional body illustrated, constrained by the depth to basement interpreted from depth converted seismic reflection data. A positive density contrast of 300 kg/m$^3$ (equivalent to an absolute density of 3100 kg/m$^3$ as the FIA was calculated assuming a crustal density of 2800 kg/m$^3$). A density of $\sim 3100$ kg/m$^3$ correlates to a serpentinisation of $\sim 25\%$. A magnetic susceptibility of 0.1 SI units was assumed in modelling. The calculated magnetic anomalies are assumed to be due to induction in the present-day geomagnetic field only (i.e. very low Königsberger ratio). Ambient magnetic field properties assumed in modelling are as for the present day Wilkes Land margin, i.e. field strength = 66,000 nT, inclination = $-80^\circ$, and declination = $-3^\circ$ [IAGA, 2000].

The base of the body illustrated in Figure 7.2 does not correlate with the depth to the flexed Moho from process-oriented modelling. By lowering the density of the body and increasing its thickness these surfaces can be forced to correlate more closely without altering the quality of fit between calculated and observed anomalies. However, as there is no constraint on depth to Moho in the COT zone and we infer higher density basement in the COT, the depth to the flexed Moho calculated assuming a crustal density of 2800 kg/m$^3$ is likely too deep. Therefore, this apparent ‘misfit’ is not corrected here. Without further constraint on depth to Moho it was considered arbitrary to alter density or thickness of bodies to conform to a flexed Moho calculated assuming Airy isostasy.

A similar spatial correlation of FIA and magnetic anomalies, and rugged COT zone topography, occurs close to the point of maximum crustal thinning on Line GA-228_23 (Figure 7.3). The geometry of the bodies required for calculated gravity anomalies to fit the FIA correlate closely to the basement surface and flank a shallow point in the modelled flexed Moho. Densities of 3120 and 3100 kg/m$^3$ were assumed for the two bodies, again
suggesting ~25% serpentinisation of exhumed peridotites. The geometry of these bodies do not provide a calculated magnetic anomaly that accurately fits the observed magnetic anomaly. However, slight variations of the body geometries assumed in the gravity model, with an upper surface still constrained by the basement depth, provides for an accurate fit between calculated and observed anomalies assuming magnetic susceptibilities of 0.09 and 0.04 SI. The magnetic sources required to predict calculated anomalies of similar magnitude to observed anomalies, assuming induction only, are of much greater thickness.
(\sim 2 \text{ km}) \) than the typical thickness of layer 2 oceanic crust.
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Figure 7.3: a) Seismic reflection data from Line GA-228_23. b) Crustal structure from process-oriented modelling (dashed black) and modelled body geometries for gravity (red) and magnetic (blue) modelling with density ($\rho$) and magnetic susceptibility (k) as labelled. c) FIA and calculated gravity anomaly for red bodies in (b). d) Observed magnetic anomalies compared to calculated anomalies assuming induction only for blue bodies in (b).

Figure 7.4 illustrates the coincidence of an interpreted zone of COT zone crust and a positive FIA for Line GA-228_26. Forward modelling of the FIA indicates the presence of a relatively broad mass excess in the upper crust with a density of 3100 kg/m$^3$. Again, this is interpreted to indicate the presence of serpentinised peridotites associated with exhumation of the upper mantle within the COT zone. The magnetic anomaly pattern
for this line is very complex landward of 62.5°S (see Figure 5.14). The FIA at this location does not occur on the lineation of 'anomaly 34y', rather it occurs within the COT zone interpreted from seismic reflection data. Results from modelling of Line GA-228.27 are very similar (Figure 7.5). There is no spatial correlation of magnetic and FIA, but a mass excess correlated to the basement surface, with a density of 3050 kg/m³, is inferred from gravity modelling.
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Figure 7.4: a) Seismic reflection data from Line GA-228.26. b) Crustal structure from process-oriented modelling (dashed black) and modelled body geometry (red) with density (ρ) as labelled. c) FIA and calculated gravity anomaly for body in (b).

A FIA occurs over the basement high located at the seaward limit of the interpreted COT zone for Line GA-228.29 (Figure 7.6). No observed magnetic anomalies correlate
Figure 7.5: a) Seismic reflection data from Line GA-228,27. b) Crustal structure from process-oriented modelling (dashed black) and modelled body geometry (red) with density ($\rho$) as labelled. c) FIA and calculated gravity anomaly for body in (b).

to this basement high and FIA. Forward modelling, constrained by the geometry of the basement high, indicates a density for this feature of 3100 kg/m$^3$.

The consistency of the spatial correlation of positive FIA and basement features within the COT zone, which modelling indicates have a density of $\sim$3100 kg/m$^3$, indicates the presence of serpentinised upper-mantle peridotites. This has already been established for the ARB off the eastern Wilkes Land margin, however, these results indicate their presence along margin from the ARB. The serpentinised, peridotite ridges occur both at the landward (e.g. Lines GA-228,22 and GA-228,23) and seaward extents (e.g. Line GA-228,29) of the COT zone. Despite variation in the geometry of the interpreted COT zones and ridges, the gross structure is similar to the schematic section from the south-west Greenland margin discussed above (Figure 7.1).

Coincident magnetic and gravity modelling indicates that magnetic anomalies that occur on the ‘anomaly 34y’ lineation (Figure 5.14) are likely not associated with normal
oceanic crust. It was demonstrated in Chapter 5 that the observed magnetic anomalies did not correlate to basement topography for a constant thickness magnetic source layer. However, it is clear from the modelling undertaken here that there is a strong correlation between basement topography and the observed magnetic anomalies for a non-constant thickness source body. The additional correlation with positive FIA provides for greater confidence in reinterpreting the magnetic anomalies previously identified as anomaly 34y to be associated with serpentinised upper-mantle peridotites, exhumed during continental extension. The observed magnetic lineation is likely a function of the approximately contemporaneous exhumation of upper mantle segments along the Wilkes Land margin.

The massive extension and rupture of the upper- and lower-crust is indicated by the presence of exhumed, altered mantle at the base of the post-rift sediments for much of the
COT zone off the Wilkes Land margin. As outlined previously, many of the factors considered important in allowing mantle serpentinisation and exhumation at rifted margins occur at the Wilkes Land margin. Namely, low extension rates and low mantle temperatures, which both contribute to low melt generation, a key factor in allowing mantle exhumation [Pérez-Gussinyé et al., 2001]. Figure 7.7 illustrates the temporal evolution for a 'West Iberia type' margin and the mode of mantle hydration and serpentinisation suggested by Pérez-Gussinyé et al. [2001]. However, a décollement surface at the crust-mantle boundary (CMB), similar to that suggested by Pérez-Gussinyé et al. [2001] (for which there is evidence in seismic reflection and refraction data at the Iberian margin [e.g. Krawczyk et al. [1996]]), is not apparent in seismic data from the Wilkes Land margin. This indicates that mantle exhumation may occur due to crustal separation without full-crust penetrating detachment surfaces.

The image originally presented here cannot be made freely available via ORA because of copyright.

Figure 7.7: Schematic representation of the temporal evolution at a central rift zone for a 'West Iberia Type' margin. For stretching factors of 4 or greater the whole crust is brittle and crust-cutting faults allow hydration and serpentinisation of the upper mantle. A similar mechanism is interpreted at the Wilkes Land margin, however, no evidence of major detachment or décollement surfaces are evident in seismic reflection data from the Wilkes Land margin. Figure from Pérez-Gussinyé et al. [2001].

Further investigation with wide-angle seismic refraction techniques are required to determine if the COT zone inferred here shares the same characteristic velocity structure as observed off the Iberian margin. However, the presence of exhumed mantle peridotites at the Wilkes Land margin can be interpreted on the basis of seismic reflection data interpretation and, gravity and magnetic modelling.

These results provide further support to the suggestions of Tikku & Cande [1999] and Sayers et al. [2001] that 'anomaly 34y' and its interpreted lineation (e.g. Figures 5.10 and 5.14) is not a seafloor spreading anomaly as it overlies extended continental crust.
and exhumed upper-mantle lithosphere. This has a number of important implications for the breakup history of Australia and East Antarctica. Due to the lack of a confidently identifiable magnetic anomaly sequence prior to the Eocene, and the recognition that 'anomaly 34y' may not be a seafloor spreading anomaly, it is very difficult to constrain the timing of the onset of seafloor spreading between Antarctica and Australia. Additionally, it is apparent that a boundary between continental and oceanic crust is not present at the Wilkes Land margin, arguably a COB should therefore be defined at the boundary between exhumed continental lithosphere mantle and oceanic crust. Although the COB can be defined in this fashion, determination of a stretching factor ($\beta$) within the COT has little meaning as a total absence of continental crust is inferred within this zone.

The re-interpretation of the genesis of 'anomaly 34y' does not, however, require the interpreted COT zone to be re-assessed. This is because it was originally defined herein (Figure 4.23) as the zone interleaving crust of clear continental and oceanic affinity. The presence of exhumed mantle, interpreted to represent continental lithosphere, does not constitute unequivocable continental crust, therefore, the interpreted COT zone is robust to the results of the above modelling.

### 7.3 Extension and Subsidence at the Wilkes Land margin

#### 7.3.1 Extension and Crustal Thinning

Thermal contraction, following heating of the lithosphere, and crustal thinning associated with erosion have been demonstrated to contribute to subsidence at rifted margins (e.g. Sleep [1971]). However, lateral extension of the crust and upper-mantle is now believed to be the primary causative process responsible for the creation of rift-type basins in passive margin settings. McKenzie [1978] developed a model in which extension is responsible for both the thermal anomaly and crustal thinning necessary for a sedimentary basin to form (as discussed in Chapter 1). McKenzie [1978] defined the ratio of initial to extended crustal and lithospheric-mantle thickness as the stretching factor ($\beta$). In this uniform stretching model, there exists a unique subsidence history for any given value of $\beta$. Accordingly, defining $\beta$ at rifted margins has important consequences for understanding the subsidence history and margin evolution.

The McKenzie [1978] model, however, does not account for lateral heat conduction or lithospheric flexure associated with syn- and post-rift processes, and assumes instantaneous rifting. These processes were demonstrated to alter the theoretical subsidence and evolution of a basin beyond the simple controls that the degree of stretching imparts (e.g. Steckler & Watts [1981], Watts et al. [1982], Cochran [1983]).
Modelling by Cochran [1983] demonstrated that incorporating a finite rift interval in concert with the effects of lateral heat conduction and lithospheric flexure predicted markedly different subsidence and uplift histories relative to the uniform stretching model of McKenzie [1978]. Specifically, Cochran [1983] predicted that post-rift subsidence could be as much as 25% less than predicted by the method of McKenzie [1978] for a rift interval of 20 Ma.

The subsidence history at rifted margins is usually constrained by backstripping sedimentary sequences, observed in core and well-log data, in conjunction with palaeontological data that provides information on water depth through time (e.g. Steckler & Watts [1978]). By comparing backstripped curves of tectonic subsidence through time with theoretical curves based on the models of, for example, McKenzie [1978] and Cochran [1983], it is possible to deduce information on basin forming mechanisms. However, as no well data is available on the Wilkes Land margin, this is not possible here.

Stewart et al. [2000] used pseudo-well analyses, to supplement data from a single well, to investigate the subsidence history and palaeowater depths at the Namibian rift margin. Pseudo-wells can be ‘created’ at any point where the sediment thickness is constrained, and can be flexurally or Airy backstripped if a sediment thickness profile or grid is available. In this way each seismic-stratigraphic unit is backstripped and the cumulative backstrip compared to theoretical subsidence plots to infer palaeowater depths.

The tectonic subsidence can be calculated for only three points at the Wilkes Land margin, as there are age constraints on only two seismic-stratigraphic sequences. Therefore, the resulting tectonic subsidence ‘curve’ is poorly defined (Figure 7.8). Figure 7.8 compares the cumulative backstrip and TTS, for two pseudo-wells on Line GA-228,23, to theoretical curves of tectonic subsidence based on the model of Cochran [1983]. An initial crustal thickness of 31 km, a rift age of 100 Ma, and a rift duration of 15 Ma were assumed in the calculation of the theoretical tectonic subsidence curves, based on subsidence curves inferred from wells on the southern Australian margin (e.g. Hegarty et al. [1988]). The difference between the cumulative backstrip and the theoretical subsidence curve can be inferred to represent palaeowater depths. For the margin region constrained by seismic reflection data, pseudo-well analyses indicate that the water depth has exceeded 1.5 km since at least 83 Ma.

Although the subsidence history can not be constrained in detail, the TTS is constrained from backstripping. Studies of TTS are advantaged relative to studies of crustal thinning as they involve no assumption about initial crustal thickness. Henning et al. [2004] use variations in TTS depth to infer the presence and thickness of serpentinised mantle in the COT zone off west Iberia. In their study, local compensation of sediments is assumed. Additionally, complete alteration to serpentinite is assumed for the zone of
altered mantle (i.e. a density of 2550 kg/m$^3$). Despite these limitations, they find a correlation between TTS and the presence of serpentinised peridotites determined from drilling, dredging, and seismic refraction experiments. Analysis of the TTS off Wilkes Land do not show any clear correlation between TTS and the COT zone. Given the lack of seismic refraction data to independently constrain the extent of exhumed mantle and the degree to which it has been serpentinised, it is not possibly to quantitatively analyse the TTS data with regard to possible thicknesses of serpentinised mantle.

In addition to the importance in understanding basin evolution, the $\beta$ distribution at rifted margins is one of the most useful parameters by which dynamic models of rifting can be constrained (e.g. Bassi [1991], Bassi [1995], Pérez-Gussinyé et al. [2001]). Whether or not lithospheric necking occurs and the degree to which conjugate margins are symmetrical is a strong function of the crustal thinning pattern (e.g. Buck et al. [1999]). Additionally, estimates of $\beta$ are integral to inferring strain rate during rifting at ancient passive margins, a parameter believed to strongly influence the final width of extended continental crust (e.g. Bassi [1995]). Pérez-Gussinyé et al. [2001] also demonstrate that

---

Figure 7.8: The difference between the cumulative backstrip curve (solid) and the theoretical subsidence curve (dashed) provide an estimate of palaeowater depth for two pseudo-wells on Line GA-228_23. The observed $\beta$ values are taken from the gravity model crustal structure for this line and correlate very closely to the theoretical subsidence predicted by the model of Cochran [1983].
\( \beta \) is a critical factor in the serpentinisation of the upper-mantle during rifting.

The pattern of thinning at the Wilkes Land margin has been investigated by using the crustal structure parameters determined from process oriented modelling (i.e. TTS and initial crustal thickness), which were demonstrated to correlate closely to the independent crustal structure data available (i.e. seismic reflection and sonobuoy refraction inferred Moho depths). Figure 7.9 plots \( \beta \) as a function of distance from the landward or inner limit of the COT zone (herein referred to as the Continent-Transition Boundary [CTB]), as defined from seismic reflection data interpretation (Figure 4.23). The dashed lines beyond the inner limit of the COT zone show the \( \beta \) distribution as far as the outer limit of the COT zone. It is not clear, however, that \( \beta \) has any physical meaning in a COT zone where top basement comprises, in part, exhumed mantle peridotite and there is a complete absence of continental crust. Evidence from the West Iberian margin suggests that there is a gradation in the vertical seismic velocity in the COT zone, rather than a sharp change associated with a continental or oceanic lithosphere crust-mantle boundary [Dean et al., 2000]. This further suggests that the determination of \( \beta \) within the COT zone is of limited value.

Bathymetry profiles for each \( \beta \) profile are included to allow any relationships with the present-day margin morphology to be assessed. The 13 GA-228 and GA-229 lines are divided into western, central, and eastern sectors for analysis in Figure 7.9. Although this is partly undertaken to improve the clarity of the images, these regions are also distinct in terms of free air gravity anomaly patterns, post-rift sediment distribution and, more importantly, inferred initial crustal thickness as outlined in Chapter 6.

The greatest amount of crustal extension in the western margin sector is inferred for Lines GA-228_18 and GA-228_19. However, there are no independent constraints on crustal thickness for this sector and the greatest sediment thickness is also observed. Due to the large sediment thickness a deep basement is observed and, therefore, a large degree of crustal thinning is required to compensate for this. Therefore, large \( \beta \) values are inferred, however, if a greater initial crustal thickness value was assumed (i.e. >35 km) the points of maximum necking would not be as radically thinned.

The pattern of crustal thinning for Lines GA-228_20 to GA-228_26 are very similar. A total width of extended continental crust of \( \sim 350 \) km is observed, and the distance from the shelf-break to the inner limit of the COT is \( \sim 150-200 \) km. The \( \beta \) increases approximately linearly from unity at the coast, to \( \sim 2.5 \) at 100 km landward of the CTB. A sharp increase in \( \beta \) occurs towards the CTB, and maximum values of \( \sim 5 \) are reached at or just landward of the CTB.

The pattern of crustal thinning in the eastern Wilkes Land and Terre Adélie margin sector is far more variable. Lines GA-228_27 and GA-228_28 exhibit a relatively similar
Figure 7.9: Degree of crustal stretching ($\beta$) as a function of distance from the inner limit of the COT zone (Figure 4.23) a) western, b) central, and c) eastern Wilkes Land. Bathymetry data are illustrated in the lower panels beneath the $\beta$ profiles.

pattern to central Wilkes Land transects, except that peak $\beta$ values exceed 6 and 8 on these lines respectively. Both these lines also indicate a zone of increased crustal thinning ($\beta > 4$) at ~100 km landward of the CTB. The peak $\beta$ on Line GA-228_29 (~8) occurs coincident with this zone of increased crustal thinning, not at the CTB. The total width of extended continental crust for Lines GA-228_27 to GA-228_29 is almost 400 km, and the shelf-break to CTB distance is 225-275 km.

The $\beta$ distribution for Line GA-229_06, across the ARB, is markedly different relative to the transects from margin sectors to the west. The total width of extended continental crust on this line is over 500 km, and the shelf-break to CTB separation is almost 400 km. The width of crust characterised by $\beta > 4$, almost 200 km, is also much greater than in other margin sectors. The region of maximum $\beta$ occurs more than 150 km landward of the inferred CTB. A $\beta < 4$ characterises the limit of extended continental crust, lower than for all other lines except GA-228_29. This indicates that the point of eventual
crustal rupture for eastern most Wilkes Land and Terre Adélie occurred seaward of the point of maximum crustal extension.

Figure 7.10 compares the $\beta$ distribution inferred for the central Wilkes Land margin (Line GA-228-24) with the inferred $\beta$ results of backstripping, gravity modelling and crustal restoration studies at other passive, rift-type margins. Results from the margins of South Africa, Nova Scotia, Gabon, eastern U.S.A., Brazil (Campos Basin), Goban Spur, Carolina, and Valencia Trough (western Mediterranean) are included from a compilation by Watts & Fairhead [1997]. Results from the Otway Basin are after the published wide-angle refraction data of Finlayson et al. [1998]. Results from West Iberia are courtesy of T. Cunha (unpubl., Uni. of Oxford), and results from the Great Australia Bight (GAB) margin are from this study.

Figure 7.10: Comparison of crustal extension, as determined from a variety of methods, as a function of distance from the COB. a) Rifts where extended crust occurs up to and beyond 200 km landward of the COB, and b) narrow rifts where extension is focused within 100 km of the COB. The results from West Iberia and Gabon indicate that the locus of extension can occur at large distances from the point of eventual crustal rupture.

The results in Figure 7.10 are broadly divided on the basis of width of extended crust. The crustal thinning pattern from Wilkes Land is clearly more comparable to the patterns observed for the wider rift margins. The results from the West Iberia, Nova
Scotia, and Gabon margins indicate that crustal thinning is not confined to the region of the COB, but can occur up to 150-200 km landward of the COB. These results are similar to the observed crustal thinning pattern for eastern Wilkes Land and Terre Adélie.

The two examples of conjugate margin pairs included in Figure 7.10 (i.e. Brazil-Gabon and West Iberia-Nova Scotia) are all wider rifts that exhibit non-uniform stretching. The reasons for the large variations in crustal thinning patterns at rifted margins are not well understood. As outlined in Chapter 1, rift margin evolution is a complex function of the geotherm, rheology, lithospheric strength, extension and strain rates, and thermal processes.

Modelling (e.g. Bassi [1991], Bassi [1995], Buck et al. [1999]) and geological observations (e.g. Taylor et al. [1995], Pérez-Gussinyé et al. [2001]) indicate that wider rifts, with variable loci of extension, and a broad COT zone are associated with lower strain rates, which allow greater heat loss and, therefore, rheological hardening during rifting and a corresponding increase in strength. Whereas, narrow rift margins are associated with rapid extension, high strain rates, and, therefore, less heat loss and a greater propensity for melt generation and magmatism. Davis & Kusznir [2002], however, demonstrate that there is a continuum of rifted margin widths from ~50 km to almost 500 km. This emphasises that the large number of factors involved in controlling rift margin formation can interact over a wide range and produce the great variety of rifted margin styles and structures observed.

### 7.3.2 Oceanic Crust Depth Anomalies

The rate and magnitude of oceanic crust subsidence does not depend on extension, as for rifted continental crust, but rather on thermal contraction and, therefore, time since emplacement or age (e.g. Sclater & Francheteau [1970]). Therefore, where the age of oceanic crust is constrained, normally by the correlation of magnetic anomalies with the geomagnetic reversal time scale, its depth can be relatively accurately predicted.

Parsons & Sclater [1977] demonstrated a linear relationship between the depth to oceanic crust and $\sqrt{t}$, where $t$ is the age of the oceanic crust, which applies for $t < 60$ Ma. They showed that for older crust that this relationship breaks down, and that depth decays exponentially with age toward a constant asymptotic value. Parsons & Sclater [1977] predict oceanic crust to subside according to the following relationship for $0 < t < 60$ Ma,

$$D_t = 2500 + 350\sqrt{t}$$  \hspace{1cm} (7.1)

and for $t > 60$ Ma,

$$D_t = 6400 - 3200e^{\left(-\frac{t}{62}\right)}$$  \hspace{1cm} (7.2)
Where $D_t$ (metres) is the depth of oceanic crust at time $t$. The data used by Parsons & Sclater [1977] to derive these relationships were taken from the Atlantic and north Pacific Oceans only. However, Marty & Cazenave [1989] demonstrated that data from almost all oceanic plates are characterised by similar trends for young oceanic crust. In contrast to Parsons & Sclater [1977], they suggest that there is no asymptotic flattening and that oceanic crust continues to subside proportional to $\sqrt{t}$ indefinitely. Using an algorithm to remove small-scale constructional features on oceanic crust, Hillier & Watts [2005], however, confirm the plate-like subsidence of oceanic crust and asymptotic flattening in general accord with Parsons & Sclater [1977].

Where oceanic crust is sediment loaded it will have subsided to a greater depth than predicted by Equations 7.1 and 7.2. Therefore, to compare observed and predicted oceanic crust depths it is necessary to backstrip sediments to determine the depth to which the crust would have subsided in the absence of sediments. The difference in the observed (backstripped where sediment loaded) and predicted depth of oceanic crust is termed a depth anomaly.

Figure 7.11 compares the observed and predicted depths of oceanic crust for western, central and eastern Wilkes Land as a function of crust age. The observed depths are based on the anomaly identifications summarised in Figure 5.14. Predicted depths are calculated for both Equations 7.1 (curve 1) and 7.2 (curve 2), the depths predicted by these two equations do not diverge until after $\sim 60$ Ma. A third predicted depth curve is plotted based on Equation 7.2, with a constant shift of -600 m added (curve 3).

Figure 7.11 illustrates a consistent trend of deeper than predicted oceanic crust for the extent of the Wilkes Land margin. The only data points which do not conform to this trend are for Chron 33r aged crust on Line GA-228,20 and for Chron 20 and 21 aged crust on Line GA-229,06. The spurious result for Line GA-228,20 is likely associated with greater error due to the large sediment accumulation and uncertainty in identifying anomaly 33r on this line, it is possible that basement comprises transition zone rather than oceanic crust at this location. The correlation between the predicted depths for curves 1 and 2 and the observed depth for Chrons 20 and 21 on Line GA-229,06 may indicate that the ARB represents the eastern extent of anomalously deep oceanic crust. However, there is insufficient data to confidently infer this.

The magnitude of depth anomalies range from 200-800 m. There is no clear correlation between the age of the oceanic crust and the magnitude of the depth anomaly. Predicted depth curve 3, shifted -600 m relative to curve 2, provides the best fit to observed depths. This indicates that the depth anomalies are likely associated with a greater depth of zero-age crust at the SEIR relative to the Atlantic mid-ocean ridge and the Pacific spreading ridge system.
Figure 7.12 illustrates the distribution and magnitude of inferred depth anomalies off the Wilkes Land margin. There is no clear correlation between latitude and/or longitude and the magnitude of the inferred depth anomalies. However, the greatest magnitude anomalies are observed from ∼120-136°E.

The results of this study, with regards the magnitude and approximate lateral extent, accord with previous interpretations of depth anomalies in the AAB associated with the Australia-Antarctica Discordance (AAD). The cause of the great depth of oceanic crust associated with the AAD has not been determined absolutely. Hayes & Conolly [1972] suggested that the observed depth anomalies are associated with a downwelling convective current in the asthenosphere. This interpretation was later supported by other workers (e.g. Gurnis et al. [1998] suggest that the great depth of the AAD is associated with the Mesozoic subduction of Pacific ocean crust beneath the eastern margin of Australia. Geochemical data supports the notion of distinct mantle sources east and west of the AAD (Figure 2.16). This is cited by Gurnis et al. [1998] as evidence of the intersection at depth of the present-day SEIR and the ancient subduction zone which is plunging westwards.

Although the origin of the AAD remains enigmatic, the evidence for oceanic crust at anomalously great depths is well established. The results of this study provide some of the first regional estimates of the depth of unloaded oceanic crust along the extent of the Wilkes Land margin. With further improvements in dating of the oceanic crust and definition of the three-dimensional sediment distribution, it will be possible to better constrain the spatial and temporal extents of the AAD.

### 7.3.3 Ice Loading and Flexure

In addition to subsidence associated with the extension of continental crust and the cooling of oceanic crust, and sediment loading, high latitude margins are subject to load induced (e.g. glaciers and ice-sheets) subsidence and uplift. The East Antarctic Ice Sheet (EAIS) covers almost all of East Antarctica. Ice thicknesses of up to 4500 m occur locally and an average of 2500 m is observed for East Antarctica. The EAIS is isostatically supported almost entirely by the continental lithosphere of East Antarctica.

The flexural compensation of the EAIS explains, in part, the great depth of the continental shelf of Antarctica (e.g. ten Brink et al. [1995]). Although the ice sheet does not directly load the continental shelf (except during glacial maxima), the flexural response of the lithosphere results in a deepened continental shelf. Kagami [1995] suggested that the flexural response may extend beyond the continental shelf and manifest itself as crustal
upwarping beneath the continental rise (Figure 7.13).

A domed or upwarped basement has been observed in seismic reflection data off eastern Wilkes Land in a number of studies (e.g. Eittreim & Smith [1987], Tanahashi et al. [1987]). The landward extents of Lines GA-228_23 and GA-228_24 exhibit an upwarp of the tur unconformity that correlates to the doming identified in other studies. Kagami [1995] suggests that the region that is now upwarped originally subsided to a greater depth and was characterised by normal faults and seaward increasing subsidence. He suggested that the weight of the ice sheet was the main factor that contributed to an adjustment in the basement structure and resulted in upwarping.

A simple two-dimensional model, as illustrated in Figure 7.14, demonstrates that the upwarped structure observed in seismic reflection data is not associated with flexure due to ice sheet loading. Three-dimensional models were also tested, however, as the thickness of the EAIS does not vary rapidly laterally, the results are almost identical to two-dimensional models. A range of $T_e$ estimates were tested and a spatially varying $T_e$ model, varying from 100 km inland to 30 km at the margin, was also tested.

The model comprises a 3000 m thick ice sheet that terminates at the inner-limit of a 100 km wide continental shelf. This thickness of ice is representative of the ice-thickness for most of the EAIS in the Wilkes Land region. Ice sheet induced flexure deepens the inner limit of the continental shelf by $\sim$200-400 m depending on the $T_e$ assumed in modelling. Whether or not a landward dipping continental shelf results is a function of the depth assumed for the shelf break. Although the downwarping of the continental shelf is as much as 400 m, the magnitude of the flexural bulge is less than 50 m for all $T_e$ estimates tested. Therefore, it is unlikely that the 1-2 km of doming that is observed on the Wilkes Land margin is associated with ice sheet development in the Tertiary.

Three-dimensional flexural modelling of the Antarctic lithosphere, due to the load of the EAIS, was also carried out. The results of this modelling indicate that due to the long wavelength represented by the load of the EAIS, it is effectively locally compensated. Accordingly, there is very little difference in the modelled flexure predicted for a wide range of $T_e$ estimates. The results proximal to the margins of Antarctica, where variations in flexure occur with changes in $T_e$, are almost identical to the simple two-dimensional model detailed above.
Figure 7.11: Comparison of predicted and backstripped depths of top of oceanic crust layer 2 for a) western, b) central, and c) eastern Wilkes Land. The predicted depth curves are based on Parsons & Sclater [1977] for $0 < t < \sim 70$ Ma (curve 1) and for $t > \sim 70$ Ma (curve 2), where $t$ is the age of oceanic crust. Curve 3 is for $t > \sim 70$ Ma shifted by -600 m, this curve provides a better fit to the observed depths.
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Figure 7.12: Depth anomalies calculated using the theoretical subsidence of Parsons & Sclater [1977] and the backstripped depth of oceanic crust observed on GA-228 and GA-229 survey lines. There is no spatial correlation of depth anomaly magnitude. The COT zone interpreted from MCS data (Figure 4.23) is shown (black solid lines).

The image originally presented here cannot be made freely available via ORA because of copyright.

Figure 7.14: a) Model of ice sheet induced flexure and its modifying effect on a simplified margin morphology. The inset figure demonstrates the minor contribution of ice sheet loading to the great depth of the Antarctic continental shelf, except for the inner shelf. b) The flexure associated with the ice sheet load illustrated in (a), the amplitude of the flexural bulge does not exceed 50 m.
7.4 Conjugate Margin Structure

7.4.1 Regional Setting

Australia is a low elevation, stable continental mass where active volcanoes are absent and large earthquakes rare. The majority of the land mass comprises the Australian Precambrian Shield (e.g. Ludbrook [1980]). The Shield is a composite of blocks that became stable during the Proterozoic and have not been subjected to major tectonism since (Figure 7.15). The oldest rocks occur within the Pilbara and Yilgarn Blocks of Western Australia. The Tasman Line (e.g. Murray et al. [1989]) broadly divides the western terrane of Precambrian blocks from the Phanerozoic fold belt systems of eastern Australia [Direen & Crawford, 2003]. The southern margin of Australia comprises a number of distinct blocks, from the Yilgarn Block in the west to structurally complex Cambrian terranes of western Tasmania in the east (e.g. Meffre et al. [2000]).

The image originally presented here cannot be made freely available via ORA because of copyright.

Figure 7.15: Major structural elements of Australia, from Ludbrook [1980]. The Tasman Line represents the structural boundary between the Australian Precambrian Shield to the west and the Phanerozoic fold belt systems to the east.
The basins of the southern margin are largely a product of protracted extension throughout eastern Gondwana from the Jurassic to the Cretaceous, which led to the development of the Southern Rift System (SRS) [Willcox & Stagg, 1990]. The extension resulted in the final breakup of what are now the Australian and Antarctic Plates in the Late Cretaceous, as discussed previously. The SRS, comprising the Great Australian Bight (GAB), Otway, and Sorell Basins, extends for more than 4000 km, from the Naturaliste Plateau in the west to the South Tasman Rise (STR) in the southeast (Figure 7.16). The Bass Strait region represents a major splay of the SRS that separates the continental crust of the Australian mainland and Tasmania.

The GAB basin, or Bight Basin [Totterdell et al., 2000], is the most areally significant of the SRS basins, extending from the southwest tip of Australia to \(\sim 140^\circ\)E. The Bight Basin contains five main depocentres; they are, from west to east, the Bremer, Recherche, Eyre, Ceduna, and Duntroon sub-basins [Totterdell & Bradshaw, 2004]. The Bight Basin underlies the continental shelf and slope, including two bathymetric terraces, in water depths ranging from 200 to over 4000 m. The largest and thickest depocentre, the Ceduna Sub-basin, comprises a sedimentary sequence of \(>15\) km thickness [Totterdell et al., 2000]. The breakup unconformity within the Bight Basin is interpreted as the approximately Turonian aged base of the Tiger Super-Sequence [Totterdell et al., 2000].

To the east of the Bight Basin are the Otway and Sorell Basins, which are located in
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a region where continental separation failed to continue eastward but was instead offset to the south by the Tasman Fracture System west of Tasmania [Moore et al., 2000]. The breakup unconformity within the Otway and Sorell basins was interpreted as the top of the Sherbrook Group (∼64 Ma) by Moore et al. [2000].

The STR occurs ∼200 km south of Tasmania approximately along strike of the Tasman Fracture System from the Sorell Basin. It consists of a triangular core of Palaeozoic basement, flanked by basins containing up to 6 km of sediments Stagg et al. [1999]. Willcox et al. [1989] correlated the seismic sequences in these basins, on the basis of seismic character, to the Otway Basin. They inferred that the STR may have been conjugate to the Otway Basin prior to the Late Cretaceous.

**Sediment Distribution**

The SRS, particularly the Bight Basin, is characterised by very thin Cainozoic sediments. Because of the arid climate and low elevation of most of southern Australia, the SRS has been sediment starved throughout the Tertiary. Even the great thickness of sediments in the Ceduna Sub-basin was deposited almost entirely throughout the Jurassic and Cretaceous. Figure 7.17 illustrates the thickness of seismic-stratigraphic units, based on the interpretation of Totterdell et al. [2000], for two profiles across the GAB margin.

Both transects are characterised by very thin Tertiary sequences, of less than 1000 m. However, the thickness of Cretaceous sediments on Lines 08 and 09 is markedly different. Line 08, which traverses the Ceduna Terrace and Sub-basin, is characterised by a thick (up to 6000 m) Turonian to Santonian (syn-rift?) sequence, and a similarly thick Santonian to Tertiary, lower post-rift sequence. A hiatus in sedimentation is inferred for most the Palaeocene and the erosional upper surface of the lower post-rift sequence is unconformably overlain by the basal units of the Eocene and younger upper post-rift sediments. In contrast, the maximum syn- and post-rift sediment thickness on Line 08 is less than 2000 m.

Figure 7.18 illustrates the total sediment isopach for the Bight Basin [Totterdell & Krassay, 2003]. The great thickness of sediments in the Ceduna Sub-basin is evident, however, a large proportion of this is pre- and syn-rift. No regional post-rift sediment thickness grid is available for the entire Bight Basin due to data limitations.

The great thickness of sediments within Ceduna Sub-basin is attributed to deposition by high sediment flux, delta progradation [Totterdell et al., 2000; Totterdell & Bradshaw, 2004]. Basins outside of this region received relatively low sediment input throughout the Late Cretaceous. Since the Early Tertiary the entire Bight Basin and the Otway basin have been sediment starved, although sedimentation continues in the Sorell Basin.
Figure 7.17: Seismic-stratigraphy from Totterdell et al. [2000] for two seismic reflection profiles across the Bight Basin, as located in Figure 7.16. Profile 08 traverses the Ceduna Sub-basin, whereas profile 09 is located to the west and is characterised by a much thinner sedimentary sequence.

off western Tasmania.
Figure 7.18: Total sediment isopach (including pre-, syn- and post-rift sediments) for the Bight Basin of the southern Australian margin. The Ceduna Sub-basin is the locus of thickest sediments. Data from Geoscience Australia [Totterdell & Krassay, 2003], resolution is nominally ~3 minute.

**Crustal Structure**

Constraints on crustal structure and thickness for the Australian continent and its margins are sparse. However, Collins *et al.* [2003] estimate that ~73% of onshore continental Australia is characterised by a crustal thickness of 35-41 km using seismic refraction data. Data from the onshore sector of the southern Australian margin is particularly sparse. Figure 7.19 illustrates velocity depth curves from the Yilgarn Block of southwest Australia, and from Tasmania. A shallower depth to *Moho* is inferred for Tasmania relative to the far west of Australia. Crustal thickness estimates for the southern margin vary along-strike from 30-35 km (e.g. Collins *et al.* [2003], Brown *et al.* [2003]).
Estimates of Moho depth offshore of the southern Australian margin are based on sonobuoy refraction and seismic reflection data only. Ocean Bottom Seismometer (OBS) data exists for a small portion of the Otway Basin margin only. Figure 7.20 shows the location of sonobuoy data, where Moho velocities have been interpreted, from Geoscience Australia Survey 199 [Sayers et al., 2001] and Vema Cruise 33 [Talwani et al., 1978]. The depth to the sea floor and Moho are summarised for each of these sonobuoy locations in Table 7.2.

Figure 7.20: Sonobuoy locations for the Bight Basin (circles), with labels referring to Table 7.2. Profiles 08 and 09 are as illustrated in Figure 7.17.

7.4.2 Process-Oriented Modelling

Two-dimensional process-oriented modelling was undertaken for profiles 08 and 09 across the Bight Basin. Three-dimensional modelling was also conducted, on both the total sediment thickness and on sediment thickness grids adjusted to exclude pre- and syn-rift sediments. The applied methodology and parameters were identical to that outlined in Chapter 6, unless specifically stated otherwise (i.e. densities etc. as per Table 6.2).

Two-Dimensional Process Oriented Modelling

Figures 7.21 and 7.22 illustrate the results of process-oriented modelling for Lines 09 and 08 respectively. An initial, zero-elevation, crustal thickness \( T_c \) was selected such that the depth the flexed Moho was broadly in accord with the depth to Moho interpreted from off-line sonobuoys projected onto the 08 and 09 profiles. As the calculated gravity is relatively insensitive to \( T_c \), this is the only constraint available.

Modelling on Line 09 is not sensitive to \( T_c \) as there is only a very thin post-rift sedimentary sequence in this region. The results are not altered by including the syn-
Table 7.2: Sonobuoy (SB) data which have recorded mantle velocities in the Bight Basin, southern Australia, as located in Figure 7.20. wb = water bottom.

rift sediments (Tiger Supersequence Totterdell et al. [2000]), along with the post-rift sediments, in modelling. The edge effect high is well simulated by the calculated profiles for all $T_e$ estimates tested. However, the magnitude of the edge effect low is not reached for any $T_e$ estimate. The positive seaward gradient exhibited by the observed data is simulated by the calculated profiles, however, inferring the $T_e$ via process-oriented modelling is not possible for this line.

Although $T_e$ can not be constrained for Line 09 due to a lack of sediment loading since rifting, the number of sonobuoy stations where mantle velocities have been interpreted in the vicinity (within $\sim$100 km) of this line allow $T_e$ to be constrained. For $T_e > 31$ km the flexed Moho is almost ubiquitously deeper than the sonobuoy inferred Moho depths. For $T_e = 31$ km, the modelled flexed Moho depth occurs within the range of Moho depths inferred from sonobuoys.

Survey 199 Line 08 is much more sensitive to $T_e$ variation in process-oriented modelling. This is primarily because of the greater sediment thickness relative to Line 09 to the west. Due to the relatively shallow submarine extension of the Ceduna Terrace, there are effectively two edge effect anomalies across this line, one at the shelf break proper, and another further seaward at the change in slope across the terrace at $\sim$35°S. The large magnitude positive anomaly that correlates with the change in slope of the terrace.
Figure 7.21: Process-oriented modelling for GA survey Line 09, as located in Figure 7.20. Black squares indicate the depth to *Moho* inferred from sonobuoy data projected laterally onto this section. Observed data is shiptrack measured gravity. Crustal section is for $T_e = 15\text{ km}$. is also coincident with the locus of thickest sediments on this line.

Modelling with low $T_e$ ($\leq 10\text{ km}$) under-estimates the magnitude of the positive anomaly over the thickest sediments and over-estimates the magnitude of the edge effect high. Conversely, for high $T_e$ ($\geq 30\text{ km}$) the edge effect high is under-estimated and the high over the thickest sediments is over-estimated (along with the low seaward of this high). However, for $T_e=15\text{ km}$ a good fit is achieved between calculated and observed anomalies. The shape and amplitude of the observed anomalies are almost perfectly simulated by the calculated profile. This indicates that the lithosphere underlying this region of the Bight Basin is characterised by $T_e=15\text{ km}$.

Although the $T_e$ can be well-constrained for Line 09, it is more difficult to determine $T_c$ due to the lack of seismic refraction and/or reflection data that images the *Moho* in this region. A slightly higher $T_c$ of 33 km was assumed in modelling of this line, however, it is not possible to confidently infer $T_c$ more accurately than by the range of $31 < T_c < 35\text{ km}$. The $T_c$ does not exert a strong influence on the calculated gravity anomaly profile, however, the determination of crustal stretching factors is strongly dependent upon the
Figure 7.22: Process-oriented modelling for GA survey Line 08, as located in Figure 7.20. Black square indicates the depth to *Moho* inferred from sonobuoy data projected laterally onto this section. Observed data is shiptrack measured gravity. The calculated anomaly profile for $T_e=15$ km accurately simulates all features of the observed data. Crustal section is for $T_c=15$ km.

assumed $T_c$. 
Three-Dimensional Process Oriented Modelling

Three-dimensional gravity modelling was undertaken. The classic-Airy model isostatic anomaly was calculated for the entire southern Australian margin region using GEBCO 1 minute bathymetry [IOC et al., 2003]. However, process-oriented modelling was conducted for the Bight Basin region of the margin only, as a sediment thickness grid is not available beyond this region.

Figure 7.23 shows the satellite derived free air gravity field [Sandwell & Smith, 1997] for the southern Australian margin\(^1\), the classic-Airy modelled free air gravity field, and the classic-Airy isostatic anomaly. The free air field is characterised by a continuous, but relatively subdued, edge effect high and a broad, large amplitude edge effect low. The classic-Airy model simulates the broad character of the observed free air gravity field, however, it fails to predict the full extent of the observed edge effect low and some small sections of the edge effect high (e.g. 115-125\(^\circ\)E).

The Ceduna Terrace region correlates to a positive free air anomaly in the classic-Airy model, however, the observed field is largely negative, except for the seaward edge of the Terrace. The classic-Airy isostatic anomaly map illustrates that although a large amount of the observed free air gravity field can be explained by the Airy compensation of the water filled basin, there is sufficient complexity such that a simple Airy model, which does not account for the presence of sediments, is inadequate.

Three-dimensional process-oriented modelling was undertaken for the Bight Basin. However, although the total sediment thickness is known for this region, the relative thickness of pre-, syn- and post-rift sediment is not constrained. Analysis of survey 199 Line 08 illustrated that in the Ceduna Sub-basin, the locus of thickest sediments in the Bight Basin, the pre- and syn-rift sediments comprised up to half of the total sediment thickness. Backstripping and gravity modelling of the total sediment thickness is, therefore, clearly not comparable to the methodology adopted for the Wilkes Land margin where only post-rift sediments were considered.

Process-oriented modelling was initially conducted using the total sediment isopach, clipped to a maximum thickness equivalent to the maximum observed post-rift sediment thickness (~8000 m) (case 1). This is obviously an over-estimation of the average post-rift sediment thickness. Therefore, modelling was subsequently undertaken assuming a ratio of 1:1 for pre- and syn-rift, and post-rift sediment thickness (i.e. half the total sediment thickness was assumed to be post-rift) (case 2). Figure 7.24 illustrates flexural isostatic anomaly maps of the Bight Basin region, for three \(T_e\) estimates, for both

\(^1\)After removal of wavelengths greater than \(~3333\) km \((n = 12)\) according to the geopotential coefficient model of Rapp & Pavlis [1990]
sediment thickness cases considered.

For $T_e=0$ km, the results for sediment thickness cases 1 and 2 are very similar. Neither are fully devoid of the residual edge effect low, and both almost entirely account for the edge effect high. For higher $T_e$ the results for cases 1 and 2 diverge further. The differences are most evident in the region of the Ceduna Sub-basin and the thickest sediments. Larger isostatic anomalies are associated with the greater sediment thickness of case 1. The differences are substantial for $T_e=30$ km, a large amplitude negative anomaly occurs in the region of the Ceduna Sub-basin for both cases, however, the amplitude and size of the anomaly is much greater for case 1. Lower $T_e$ models clearly more accurately simulate the observed gravity data.

Although in general a low $T_e$ ($\sim 15$ km) is inferred for the Bight Basin region, specific regions are best fit by higher and lower $T_e$ estimates. For example, the positive linear FIA off the south-west margin sector is effectively reduced by different $T_e$ estimates in different lateral segments. Circled areas in Figure 7.24 illustrate that the margin may be segmented to some degree with regards to $T_e$ structure. To confirm this, a detailed knowledge of the thickness of post-rift sediments is required for the entire Bight Basin region.

Spectral analyses of flexural isostatic anomalies and the satellite derived FAA (Figure 7.25) confirm that the Bight Basin region is characterised by low $T_e$ ($\leq 15$ km). Two distinct peaks are evident in the FAA power spectrum, at wavelengths of $\sim 400$ and $650$ km, which reach amplitudes 50 and 90 mGal$^2$ respectively. These peaks are reduced in the power spectra of the flexural isostatic anomalies for sediment thickness case 1 for $T_e=0$ and 15 km, however, for $T_e=30$ km the peaks are of greater magnitude relative to the FAA spectrum. This indicates that for the maximum possible post-rift sediment thickness in the Bight Basin region, the $T_e << 30$ km. For sediment thickness case 2, the peaks in the flexural isostatic anomaly power spectra are reduced relative to the FAA spectrum for $T_e=0$, 15 and 30 km. However, the longer wavelength peak amplitude of the $T_e=0$ and 15 km power spectra is less than half that of the $T_e=30$ km spectrum. This indicates that even for the minimum likely post-rift sediment thickness, a $T_e < 30$ km best characterises the Bight Basin.
Figure 7.23: a) Satellite derived free air anomaly map of the southern Australian margin [Sandwell & Smith, 1997]. b) Classic-Airy modelled free air anomaly map based on GEBCO 1 minute bathymetry [IOC et al., 2003]. c) Classic-Airy isostatic anomaly map, which illustrates the failure of the classic-Airy model to predict the large amplitude edge effect low.
Figure 7.24: Flexural isostatic anomaly maps of the Bight Basin region for a) $T_e=0$ km, b) $T_e=15$ km, and c) $T_e=30$ km. Left panels were calculated assuming the maximum possible post-rift sediment thickness. Right panels were calculated assuming that half of the total sediment thickness comprises post-rift sediments, a more realistic assumption. The broad trends for both cases are similar.
Figure 7.25: Spectral analyses of free air anomaly and isostatic anomaly data for the Bight Basin region. Solid and dashed flexural isostatic anomaly (IA) spectra are of data in the left and right panels of Figure 7.24 respectively. Power peaks are observed in the satellite derived free air anomaly (FAA) spectrum at \(\sim 400\) and 650 km, these are effectively reduced for flexural IA spectra for low \(T_e\) estimates (\(\leq 15\) km).
7.4.3 Conjugate Margin Comparisons

Figure 7.26 illustrates the present-day bathymetry of the southern Australian and Wilkes Land margins reconstructed to Chron 18o (≈40 Ma), using the rotation pole of Royer & Rollet [1997]. A tighter closure is not attempted as older anomaly lineations are, in general, poorly defined. The major differences in the conjugate margin morphology primarily reflect the disparate environments dominant on each continent throughout the Tertiary. The rugged and very deep continental shelf of Wilkes Land, for instance, is a function of extensive glacial erosion and flexural downwarping associated with the East Antarctic Ice Sheet.

Figure 7.26: Bathymetry of the Wilkes Land and southern Australian margins reconstructed to Chron 18o (≈40 Ma) and clipped at Chron 20o (≈44 Ma). Reconstruction is based on the rotation pole of Royer & Rollet [1997] (rotation pole: 14.32°N, 31.75°E, and rotation angle: 23.77°).

The abyssal plain of the southern Australian margin occurs at a much greater depth (≈1000 m) relative to the Wilkes Land margin. To determine whether this is a function of crustal structure or sediment thickness, and to assess the symmetry of this conjugate margin pair, conjugate profiles of bathymetry, sediment thickness, TTS, crustal structure, and inferred crustal thinning, also clipped to anomaly 20, are compared in Figure 7.27. Comparisons of the FAA and magnetic anomaly profiles are illustrated in Figure 7.28. We see in Figure 7.26 that survey 199 Lines 08 and 09, across the Bight Basin, are approximately conjugate to Lines from GA-228_22 to GA-228_27 on the Wilkes Land
The difference in abyssal plain bathymetry is, in part, explained by the thinner Tertiary sedimentary sequence on the southern Australian margin Figure 7.27a. Although the bathymetry is deeper on the southern Australian margin, the basement depth is, in general, comparable with or shallower than the sediment loaded basement of the Wilkes Land margin. Comparing the backstripped basement surfaces (i.e. the TTS) in Figure 7.27b, illustrates that the sediment corrected basement depths are comparable across Lines GA-228,22/GA-228,23 and 09. However, the TTS on Lines GA-228,26/GA-228,27 is some 1500 m shallower than the conjugate Line 08. The large calculated TTS may have contributed to the greater thickness of syn-rift and post-rift sediments observed in the region of the Ceduna Sub-basin by allowing greater accommodation space during early rift stages.

Due to the lack of constraints on Moho depth on the southern Australian margin it is difficult to determine the accuracy of the calculated crustal stretching factor (\(\beta\)) profiles (Figure 7.27c). Therefore, establishing whether or not the pattern of extension is symmetrical across the conjugate margin sectors is difficult. Broadly, extension increases relatively linearly towards the COT across Lines GA-228,22/GA-228,23 and 09, whereas across Lines GA-228,26/GA-228,27 and 08 a sharp increase in \(\beta\) is observed close to the COT.

The free air anomaly pattern across this conjugate margin pair is not symmetric as illustrated in Figure 7.28a. The edge effect anomaly is subdued on the southern Australian margin relative to the Wilkes Land margin. Although both margins are characterised by almost entirely negative free air anomalies, the pattern of anomalies is not symmetric. However, this is primarily a function of the differences in the sediment distribution and morphology of the opposing margins.

The inconsistent patterns of magnetic anomaly lineations have been discussed in detail for the Wilkes Land margin in Chapter 5. Similar problems in identification of anomalies older than Chron 21 occur on the southern Australian margin (e.g. Veevers [1986], Tikku & Cande [1999]). There is very poor correlation in the magnetic anomaly pattern between Lines GA-228,26/GA-228,27 and 08 (Figure 7.28b). However, the correlation between Lines GA-228,22/GA-228,23 and their symmetry with Line 09 is improved.

In particular, the large amplitude positive magnetic anomaly at the landward extent of Lines GA-228,22/GA-228,23, attributed to upper mantle peridotite ridges, is mirrored at a similar distance landward from anomaly 20 on Line 09. This magnetic anomaly corresponds to a positive free air gravity anomaly (Figure 7.27d) and the location of the basement ridge interpreted by Sayers et al. [2001] as a serpentinised peridotite ridge. This symmetry indicates that the magnetic anomaly lineations previously attributed to
Chrons 22 [Weissel & Hayes, 1972] and 34 [Cande & Mutter, 1982] likely have a common origin, but one that is not associated with normal seafloor spreading.

The results of this study suggest that the southern Australian and Wilkes Land margins are broadly symmetrical. The total width of extended continental crust at each margin is comparable, as are the basement depths when corrected for sedimentation. This suggests that this conjugate margin pair formed in a similar way to the Iberian non-volcanic rifted margin; that is, via largely pure-shear deformation at the lithosphere scale [Brun & Beslier, 1996]. Additionally, there is no substantial evidence for upper-crustal detachment surfaces and/or lithosphere-penetrating shear zones as predicted by simple shear models which predict asymmetric rifting (e.g. Wernicke [1985]). The inferred widespread presence of upper mantle peridotites in the COT zone, of the Wilkes Land and southern Australian margins, is also analogous to the rifted Iberian margin.

This conjugate margin pair was previously interpreted as asymmetric and the product of a mixed-mode simple and pure shear extension mechanism by Etheridge et al. [1989] and Lister et al. [1991]. They interpreted the southern Australian margin as an 'upper plate' margin and the opposing Wilkes Land margin as a 'lower plate' margin. This interpretation was questioned by Sayers et al. [2001] on the basis of the structure of the Great Australian Bight margin of southern Australia. The additional constraints provided here, through modelling and interpretation of data from the Wilkes Land margin, supports the reassessment of Sayers et al. [2001] that this conjugate margin pair is most appropriately considered as the product of lithosphere-scale pure shear.

Figure 7.27(next page): Comparison of a range of observed and derived parameters for the central Wilkes Land and Bight Basin conjugate margins. Seaward ends of profiles are truncated at anomaly 20. Line labels for (b)-(d) are as in (a). Total tectonic subsidence \( TTS \), crustal structure and \( \beta \) in (b) to (d) are calculated assuming a \( T_e \) of 30 km for the Wilkes Land transects and 15 km for the Bight Basin transects. Blue circles in (b) are the expected depth of Chron 20 (\( \sim 43 \) Ma) aged oceanic crust based on Parsons & Sclater [1977]. The boxed regions in (c) outlines the COT zone.
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Figure 7.27: Caption on previous page.
Figure 7.28: Comparison of a) FAA, and b) magnetic anomaly data across the central Wilkes Land and Bight Basin conjugate margins. Seaward ends of profiles are truncated at anomaly 20. Line labels for (b) are as in (a).
7.5 Strength of Extended Continental Lithosphere

Rifted continental crust is permanently mechanically altered by extensional thinning. A rifted margin comprises not only altered continental crust, but also relatively unaltered continental crust and oceanic crust. Despite the apparent complexity of lithospheric structure at rifted margins, a single $T_e$ estimate, that provides the best overall description of observed flexural behaviour, is normally reported in $T_e$ studies. These $T_e$ estimates typically being based on gravity modelling of the edge effect anomaly or comparison of observed and theoretical flexural subsidence.

Previous estimates of $T_e$ at rifted margins vary widely. They range, for example, from a low of 5-10 km for the Valencia Trough [Watts & Torné, 1992] and Baltimore Canyon Trough [Watts, 1988] to a high of 40-60 km for the West Greenland margin [Keen & Dehler, 1997]. These single $T_e$ estimates at rifted margins represent, however, the average response of the lithosphere to sediment loading. They do not refer to a particular crustal type or time since rifting. These estimates may be biased downwards relative to their present day rigidity if lithospheric rigidity was very low during syn-rift and early post-rift sedimentation.

It is, therefore, difficult to use these data to constrain the $T_e$ structure of stretched continental crust and determine whether or not it is able to recover strength with time. However, it is difficult to constrain $T_e$ for discrete time intervals and therefore assess any possible bias in $T_e$ estimates at rifted margins. The difficulty in constraining discrete $T_e$ estimates is primarily a function of relatively continuous sedimentation, that occurs at almost all continental margins, within the developing rift basin from the onset of subsidence to the present-day. Only where discrete loading events can be identified and timed can estimates of the $T_e$ of the lithosphere during a discrete interval be constrained.

The Amazon Cone is one example of a discrete sediment load where constraints exist on both the magnitude of the sediment load and timing of deposition. ODP results (e.g. Damuth [1975]) indicate a mid- to late-Miocence (8-12 Ma) age for the Cone. This load, therefore, occurs on a rifted margin that formed some 140 Ma previously during the opening of the central Atlantic Ocean [Rabinowitz & LaBreque, 1979]. Cochran [1973] estimated that $T_e = 31.1$ km in the region of the Amazon Cone.

A second and similar example of a large sediment load that was deposited in a discrete interval are the sedimentary basins of the Bay of Bengal, India. Although rifting initiated during the Jurassic, large amounts of the observed sediment thickness have been deposited since the Eocene, due to uplift within the Himalayas [Krishna et al., 2000]. Gravity modelling by Krishna et al. [2000] suggests that $T_e = 30$ km in the Krishna-Godavari Basin region of the Bay of Bengal.
A further example of a discrete loading event on rifted continental lithosphere where \( T_e \) has been estimated is the West Taiwan Basin. Lin & Watts [2002] demonstrated that \( T_e = 13 \) km in this region on the basis of flexural and gravity modelling of the orogenic loading, associated with the development of the basin, on the rifted lithosphere of the South China Sea. They relate this \( T_e \) estimate to the rigidity of the rifted margin lithosphere \( \sim 23-51 \) Ma after rifting.

Process-oriented modelling on the Wilkes Land and Bight Basin margins indicates that they are characterised by a different average \( T_e \). Whereas an average \( T_e \) of 30 km most effectively reduces the magnitude of flexural isostatic anomalies for the Wilkes Land margin, an average \( T_e \) of \( \sim 15 \) km is inferred from modelling at the Southern Australian margin.

The southern Australian-Wilkes Land conjugate margin pair are unique in that they have almost opposite sedimentation or loading histories, i.e. the southern Australian margin has been sediment starved throughout the Tertiary while areas of the Wilkes Land margin were subject to very large sediment loads. The low \( T_e \) inferred for the southern Australian margin, therefore, indicates that immediately following rifting and through the Late Cretaceous, the lithosphere was relatively weak. However, the high \( T_e \) inferred for the Wilkes Land margin indicates that the lithosphere was relatively strong by the mid-Tertiary when the major loading event on this margin occurred. The asymmetry of the southern Australian and Wilkes Land margins, in terms of inferred \( T_e \), may therefore not reflect absolute difference in \( T_e \), rather it demonstrates that the \( T_e \) has increased through time.

The examples of the Amazon Cone, the Bay of Bengal, the Taiwan foreland, and the Wilkes Land-southern Australian margins suggest that continental lithosphere does regain strength with time following rifting. Figure 7.29 illustrates the relationship of increasing \( T_e \) with increasing time elapsed between rifting and load emplacement. A similarly crude positive correlation between \( T_e \) and the age of the lithosphere at time of loading has been established for the continents (e.g. Burov & Diament [1995]). This result accords with the numerical modelling of Burov & Poliakov [1995]. They suggest that lithospheric rigidity initially decreases during rifting but regains strength during the post-rift interval. However, it has proved difficult to assign a single isotherm that describes the rigidity-time relationship as is possible for oceanic lithosphere.

The results compiled here (Figure 7.29) accord approximately with the 450°C isotherm, however, a paucity of data prevents this relationship being defined absolutely. The 450°C isotherm best describes the \( T_e \) evolution of oceanic crust, where \( T_e = 3\sqrt{t} \) and \( t \) is My. This suggests that there may be a thermal control on \( T_e \) in continents and at rifted continental margins, but that other factors (such as post-rift sedimentation, geotherm during
rifting, strain rates, and rheology) may also play an important role.

Figure 7.29: Plot of $T_e$ as a function of elapsed time between rifting and load emplacement for discrete loads on rifted continental margin lithosphere. AC = Amazon Cone, BB = Bay of Bengal, SAM = Southern Australian Margin, SCS = South China Sea, WL = Wilkes Land. See text for references.

It has been suggested that sediment blanketing at continental margins contributes to lithospheric weakening and, therefore, a long-term reduction in $T_e$. The suggested processes by which this occur include (after Wyer [2003]):

1. Increasing the mean crustal temperature through insulation (e.g. Steckler & Ten Brink [1986]).

2. Increasing the depth to the Moho and, therefore, increasing the temperature at the base of the crust (e.g. Lavier & Steckler [1997]).

3. Reducing the lithostatic pressure at brittle depths in the yield strength envelope (e.g. Steckler & Ten Brink [1986]).

The results of Lavier & Steckler [1997] demonstrate that a sediment thickness of 3-5 km is sufficient to reduce $T_e$ significantly. However, Karner [1991] illustrates that only if sedimentation rates are unrealistically high during the rift or early post-rift phase of basin development may $T_e$ be reduced to near zero values by sediment blanketing. Even then, during subsequent cooling, he predicts that $T_e$ will increase with time and that sediment blanketing alone cannot cause $T_e$ to remain low for long (>50 Ma) periods of time. Additionally, a clear correlation of high $T_e$ (~30 km) off west Wilkes Land and the thick sediments of the Budd Coast Basin is indicated in this study. Therefore, the occurrence of thick sediments does not ubiquitously correlate to a low $T_e$.

Whether some rifted margins maintain or regain strength during and after rifting, while others remain weak, has not been firmly established. However, evidence from this
study suggests that the lithosphere does regain strength following rifting, and that low $T_e$ estimates at other margins are biased by analytical methodology. It is possible, however, that the complex interaction of the controlling parameters (e.g. geotherm, rheology, etc.) and post-rift sedimentation could contribute to the wide range of $T_e$ estimates at different rift margins.
Chapter 8

Conclusions and Future Work

8.1 Conclusions

8.1.1 Introduction

The aim of this study has been to present the data acquired during surveys GA-228 and GA-229, and, where appropriate, interpretations and modelling results of these data. This chapter aims to summarise the main results of this work, and suggest possible areas of further research.

The strength of this study is its utilisation of all available data for the Wilkes Land margin, and the application of both process- and object-oriented modelling methods. In Chapter 4, interpretation of deep-penetrating seismic reflection data provide for the first regional seismic stratigraphic summary for this Antarctic margin sector. Magnetic anomaly compilation, modelling and interpretation was undertaken in Chapter 5 to further constrain the breakup age of Antarctica and southern Australia. Due to a number of factors, however, magnetic lineations in the AAB are poorly formed and difficult to interpret for oceanic crust older than $\sim 48$ Ma (Chron 21o). The interpreted and depth converted seismic reflection data provide the key input to process-oriented gravity modelling in Chapter 6. Process-oriented modelling was undertaken to constrain the individual gravity contributions of different geological processes at this rifted continental margin. The process-oriented gravity modelling results have also allowed the long-term rigidity of the Wilkes Land margin lithosphere to be inferred. Chapter 7 integrates the results of the preceding chapters and demonstrates that the geophysical characteristics of the COT zone off Wilkes Land are consistent with the presence of exhumed and partially serpentinised upper-mantle peridotites as top basement. The subsidence history of the margin is also inferred as far as possible in Chapter 7. Finally, a comparison between the conjugate Wilkes Land and southern Australian margins is carried out in Chapter 7.

8.1.2 Conclusions

The primary and most important results of this study are summarised here in conclusion to this thesis.
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- Seismic reflection data indicate the presence of up to 5 s TWT (\(\sim 8-9\) km) of post-rift sediments on the Wilkes Land margin. These sediments are divided into two major sequences by a regional unconformity, interpreted to be Eocene aged (\(\sim 50\) Ma), on the basis of comparison with seismic reflection data from the southern Australian margin.

  1. The younger of the two major post-rift sequences (Sequence 1) comprises a much greater thickness relative to the older Sequence 2. This is interpreted to represent the high sediment fluxes associated with the period of polythermal glaciation from \(\sim 34-9\) Ma.

  2. The asymmetric distribution of Sequence 1 sediments indicates that deep-marine processes were important in lateral, along-margin sediment transport. A west to east direction of movement is inferred by the sediment distribution. This direction is opposite to the present-day marginal currents along the continental slope and rise.

  3. Seismic reflection data also indicate a zone of anomalous crust between unequivocal continental and oceanic crust. This interpreted Continent-Ocean Transition (COT) zone is typically \(< 100\) km wide, and its inner-limit located \(\sim 150-200\) km from the shelf break.

  4. A seaward excursion of \(\sim 200\) km is observed in the COT zone off east Wilkes Land and Terre Adélie. This is based on the identification of stretched continental crust beneath a region of anomalously shallow bathymetry characterised by a number of seamounts at its seaward edge. This region is interpreted to represent a sunken marginal plateau or a microcontinental block.

  5. As the Wilkes Land margin is characterised by a diffuse COT zone, and a lack of volcanic rocks and evidence of magmatic influence during rifting, it can be classified as non-volcanic.

- Interpretation and modelling of magnetic anomaly data demonstrates a complex pattern of seafloor spreading anomalies.

  1. A lineation previously associated with Chron 34 (the Cretaceous Long Normal Quiet period) is interpreted to overlie the COT zone interpreted from seismic reflection data.

  2. Accurately constraining the breakup age of Antarctica and Australia on the basis of seafloor spreading anomaly identification is not possible due to the ambiguity in the magnetic anomaly lineation patterns.

  3. That breakup was not synchronous along the margin is demonstrated by the interpretation of magnetic anomaly data in concert with interpretation of seismic reflection data. The earliest seafloor spreading anomaly seaward of the Adélie Rift Block is anomaly 21. This indicates that east Wilkes Land is characterised by a Tertiary breakup age, whereas, central and west Wilkes Land is interpreted to have rifted from southern
Australia during the Late Cretaceous.

4. Seafloor spreading rates are interpreted to vary between 1.5 and 10 mm/yr HSR prior to Chron 18 time (∼38-40 Ma), when normal seafloor spreading rates (20-35 mm/yr) begin.

- Process-oriented gravity modelling reveals that the Wilkes Land margin lithosphere was characterised by a relatively high $T_e$ (∼30 km) during the loading of sediments associated with polythermal glaciation from ∼34-9 Ma.

- Two-dimensional modelling of coincident flexural isostatic anomalies and magnetic anomalies indicate the presence of high density (∼3100 kg/m$^3$) and susceptibility (0.05-0.1 SI units) source, which is spatially correlated to basement ridge structures within the COT zone. This is interpreted to indicate the presence of partially serpentinised (∼25%) upper-mantle peridotites, which were exhumed during extension prior to the initiation of seafloor spreading. A number of magnetic anomalies that occur on the 'anomaly 34y' lineation are unlikely to be associated with seafloor spreading anomalies, and therefore do not necessarily represent isochrons.

- The pattern of crustal thinning across the central Wilkes Land margin is broadly similar to other passive rift margins from around the world. However, the great width of highly extended crust associated with the microcontinental block off Terre Adélie is unusual in that the locus of greatest extension occurs ∼200 km landward of the point of eventual breakup.

- Depth anomalies are evident for backstripped oceanic crust along the Wilkes Land margin. The magnitude of the depth anomalies varies from 200-800 m. The greatest magnitude depth anomalies are observed to the south and south-east of the present day location of the AAD. The continuity of the depth anomalies to the oldest likely oceanic crust indicates that the cause of the great depth of the AAD is long-lived.

- The conjugate southern Australian margin is characterised by a much thinner Tertiary sediment thickness relative to the Wilkes Land margin. However, large thicknesses of sediment are observed in seismic reflection data from the Ceduna Sub-basin.

1. Two-dimensional process-oriented modelling indicates a $T_e$ of 15 km for the region of the Ceduna Sub-basin.

2. Three-dimensional process-oriented modelling also supports the notion of a low ($\leq15$ km) for the Bight Basin region of the southern Australian margin, conjugate to Wilkes Land.

3. This apparent asymmetry in $T_e$ is interpreted to represent the strengthening of the rifted lithosphere through time. The southern Australian margin was largely loaded in the Late Cretaceous and Early Tertiary, whereas the Wilkes Land margin was loaded from ∼34-9 Ma, some 50 to 70 Ma after rifting. As process-oriented modelling reveals
the $T_e$ at the time of loading, the results from the Wilkes Land and southern Australian margins suggest that the rifted lithosphere was weak initially following rifting, but has regained strength through time.

4. Despite the apparent asymmetry in $T_e$ structure, the Wilkes Land and southern Australian margins are broadly symmetric with regards to width of extended continental crust and inferred crustal structure. Depth anomalies are evident from oceanic crust on both margins, supporting the notion that the cause of the great depth of oceanic crust is imparted at the spreading ridge.

### 8.1.3 Future Work

An essential requirement in improving the understanding of the breakup of Australia and Antarctica is the acquisition of wide-angle refraction data along both margins. The limited constraints on crustal thinning and initial crustal thickness do not allow the ambiguity of gravity models to be reduced to the extent that would be possible if the Moho structure was known from refraction surveying. Also, wide-angle data will allow the velocity structure of the margin to be determined, and the presence of a COT zone and serpentinised mantle rocks within the basement confirmed.

Additionally, a seismic reflection transect that ties the north-south profiles of surveys GA-228 and GA-229 would allow the seismic stratigraphy to be characterised in greater detail. If this was completed in conjunction with a well-placed drilling survey, it would be possible to constrain the ages of the major horizons evident in seismic reflection data. This would also allow constraints on the subsidence history of the margin, which as yet can only be inferred from comparison with the southern Australian margin or through entirely theoretical studies.

A detailed MCS survey off west Wilkes Land would be beneficial as this would allow the three-dimensional geometry of the thick sequence of sediment waves to be constrained. This may be important in understanding the palaeocirculation patterns off East Antarctica.

The acquisition of further magnetic data will allow some improvement in the identification of seafloor spreading anomaly lineations. However, given the complex patterns evident in available data, it is unlikely that magnetic anomaly data will ever allow the unambiguous definition of breakup age and the location of a COB.

Finally, the acquisition of onshore geophysical data, namely seismic refraction, gravity, and magnetic anomaly data, in the Wilkes Land sector of East Antarctica will allow more complete comparison with the conjugate Australian margin. The lack of comprehensive onshore datasets is a problem almost unique to Antarctica.
Despite the obvious need for further data in Wilkes Land, and East Antarctica in general, it is unlikely that a marine geophysical survey on the magnitude of surveys GA-228 and GA-229 will be repeated for several decades. The only likely means of acquiring well and core data from the Wilkes Land margin is through a successful application to the IOPD program. Although site selection will require further surveying, primarily an along-margin tie line, a number of potentially optimal sites for drilling can be identified in GA-228 and GA-229 data.

The lower slope of the central Wilkes Land margin, e.g. landward extents of Lines GA-228.24 and GA-228.25, provides an appealing drilling target. The relatively thin post-rift sequence there and the identification of a number of distinct unconformities would allow the full post-rift stratigraphy to be sampled and described.

Basement highs identified off east Wilkes Land and within the Adélie Rift Block (ARB) also provide drilling targets as they occur under relatively small amounts of post-rift sediments and are of somewhat equivocal composition. The broad high on Line GA-229.06 would also potentially provide greater constraints on the subsidence of the ARB and the final stages of breakup between Australia and Antarctica.
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A.0.4 Processing Sequence Summary

In the following sections a typical processing sequence (e.g. Yilmaz [2001]) is tested and demonstrated on L184 survey data. Data were processed from field SEGY to fully time migrated sections using ProMAX (v1998.6). Acquisition parameters and the original processing sequence applied are outlined in Chapter 3.

A.1 Survey L184 Data Processing

A.1.1 Preprocessing

Data received for this study had been transcribed from field tapes, demultiplexed and re-written as SEGY. Subsequently, the significant preprocessing steps remaining to be applied were field geometry setup, deep-water delay (DWD) correction, trace editing, and geometric spreading correction.

Field Geometry Setup

Limited field geometry information was included within the SEGY headers of these data. Separate navigation files including location and time information were provided separately as ASCII text files. Thus, shot and receiver locations prescribed during the geometry setup were relative only. CMP binning was performed and the relative locations of CMPs assigned based on shot-receiver geometries initialised during setup. The CMP binning process assigns all traces at the midpoint of a given shot-receiver pair to one CMP.

Deep Water Delay Correction

Data were recorded in water depths varying from less than 400 m (~0.5 sec TWT) to over 4000 m (~5 sec TWT) during this survey. Data acquired in deeper water had a deep water delay (DWD) of 1-3 s applied, this simply delays the start of data recording after shot firing. The DWD was recorded in the observer’s log and could be easily confirmed via single trace analyses. A near trace display of the data prior to DWD correction is shown in Figure A.1, the water bottom reflection is offset at a number of shot locations by 1 s intervals.
To correct for the DWD, and ensure that the water bottom was not offset for each change in the DWD, static corrections were applied. The amount of the DWD was added to each section of the line it was applied to, however, firstly the record length was increased by the magnitude of the maximum DWD to ensure that no data were lost once the record start point was reset. The correction transforms the variably offset water bottom reflector to its true TWT position (Figure A.1).

![Figure A.1: Near trace display (channel 1) a) before correction, and b) after correction of the deep-water delay (DWD).](image)

**Trace Editing**

Trace data were edited to remove noisy and/or spiky traces and to check that no traces had been recorded with reverse polarity. Trace statistics were calculated for the entire raw trace dataset to assist in the editing process. They allow statistical outliers, typically associated with traces exhibiting high noise levels and spikes, to be identified without checking every trace individually.

The interactive trace statistic analysis used to locate noisy traces is illustrated in Figure A.2. The histograms represent energy decay, first-break energy, dominant data frequency, frequency deviation, pre first-break average energy, pre first-break average frequency, average trace energy, and spikiness. The mean and standard deviation of these quantities are also displayed on the histograms. The data frequency and average trace energy histograms were most useful in interactively selecting traces which were particularly noisy or spiky. Undesired traces were deleted from the dataset.

**True Amplitude Recovery**

Seismic energy decays as it propagates from its source. In a homogeneous halfspace energy is lost due to both spherical divergence (frequency independent) and attenuation (frequency dependent) [Yilmaz, 2001]. The Earth generally acts as a low pass filter and attenuates higher frequency signals most rapidly. Seismic energy decreases proportional to $1/r^2$ and amplitude proportional
Energy decay rate
Frequency of data
Frequency deviation
Average trace energy

Figure A.2: Analysis of the trace statistics (calculated using the ProMAX database statistics functionality) for the entire seismic line allows statistically outlying traces to be interactively selected and edited. Histograms represent different trace attribute variations of amplitude, frequency and energy as labelled. Vertical green lines represent the mean and horizontal green lines show the standard deviation. The red traces have been selected from the entire dataset (black) and can be viewed in a different but interactively connected window.

$\frac{1}{r}$, where $r$ is the radius of the wavefront. True Amplitude Recovery (TAR) is a process applied to seismic data to compensate for these effects.

For a layered Earth, amplitude decay is a function of the RMS velocity of primary reflections and the two-way travel time (TWT); it can be described approximately by $1/(v^2t)$, where $t$ is the TWT and $v$ is the RMS velocity at time $t$ [Newman, 1993]. This function was used to correct for spherical divergence in this dataset.

TAR was first applied to all shot data using a simple, assumed velocity function. Due to the high energy multiple reflections affecting this dataset TAR was applied to a depth such that amplitude recovery was not performed on or below the water bottom multiple. To apply TAR only above the water bottom multiple ensures that the high energy multiple is not amplified further through the application of this time dependent gain function. Selected shot gathers following the application of spherical divergence correction are shown in Figure A.3. Primary reflection amplitude is increased. However, undesirable noise in the data is also boosted. As
higher frequencies are also subject to greater attenuation by the Earth, the recovery of higher
frequency data is not as successful as for lower frequencies.

This initial TAR function was removed following velocity analysis and repeated with the
interpreted RMS velocity structure. The imaging differences associated with this change are
relatively minor.

A.1.2 Pre-Stack Processing

Deconvolution

The signal recorded in seismic reflection surveying is a function of the source wavelet, the Earth
impulse response function, and random background noise [Yilmaz, 2001]. The convolution model
for seismic reflections can be expressed as,

\[ x(t) = w(t) \ast e(t) + n(t) \]

where \( x(t) \) denotes the recorded seismic signal, \( w(t) \) is the seismic source wavelet, \( e(t) \) is the
Earth response function, \( n(t) \) represents random noise, and the * denotes convolution in the time
domain or multiplication in the frequency domain.

The Earth impulse response function imposes some undesirable effects on the data such as
attenuation (particularly of higher frequencies) and multiple reflections. Deconvolution attempts
to recognise these effects as linear filters and apply appropriate inverse filters to remove them.
Deterministic inverse filtering is only applicable where the form of the seismic source wavelet is
known explicitly and it is assumed to propagate through the subsurface without distortion. When
the form of the source wavelet is unknown more sophisticated deconvolution techniques, such as
predictive deconvolution, are required [Yilmaz, 2001].

Predictive deconvolution attempts to predict repeated sequences in a given time series associ-
ated with the form of the original source signal. It is assumed the components of the signal to
be removed (i.e. original source signature and noise) follow a repeatable pattern with a linear
offset or lag. Applying predictive deconvolution requires the definition of three main parameters
i) one or many time gates over which to apply the deconvolution,
ii) the active operator length, and
iii) the gap or minimum lag.
The choice of the deconvolution gate length defines how much of the original time series is de-
convolved. An optimum time gate excludes the early parts of any record affected by energy from
direct arrivals and also the deeper parts of a record where incoherent noise dominates.

There is no theoretical minimum or maximum operator length which controls the limits
of this parameter [Hatton et al., 1986]. Short operators often yield spikey amplitude spectra.
Whereas, amplitude spectra created with longer operators begin to approximate the spectrum
of the impulse response. However, increasing operator length does not indefinitely improve the
success of deconvolution; typically more and more spurious spikes are actually introduced beyond
some optimum operator length [Yilmaz, 2001]. Selecting an appropriate operator length can
be quantitatively assessed by examining autocorrelograms of the recorded seismic wavelet. The
autocorrelation of the unknown source wavelet should resemble the first transient zone in the
Figure A.3: Comparison of four shot gathers (ffid = field file identifier) a) before any correction for spherical divergence, and b) following the application of true amplitude recovery (TAR) to correct for spherical divergence. Noise and signal are both amplified by this gain function.
autocorrelation [Yilmaz, 2001]. Hence, if the extent of the seismic source wavelet can be inferred
then an operator length can be chosen to include only autocorrelation lags associated with the
seismic source wavelet. In practice then, the operator length is generally chosen to include the
first distinct energy packet in the autocorrelation.

Analyses of autocorrelograms allows an absolute minimum operator length of 100 ms to be
inferred. However, it is likely that in practice the optimal operator length is greater than 100 ms.

Prediction lag controls the resolution of the deconvolution output and the power distribution
of the output frequency spectrum. A unit prediction lag, that is where the prediction lag is chosen
to be equal to the sampling interval (2 ms for this dataset), is equivalent to spiking deconvolution
and implies the highest resolution. Any larger prediction lag implies less than full resolution.
In reality, the signal-to-noise ratio controls how close to unity the prediction lag can be forced
[Yilmaz, 2001]. Deconvolved signals using a unit prediction lag contain high frequencies, this may
actually degrade signal-to-noise ratios in situations where high frequency energy is mostly noise
[ProMAX, 1998b]. As the prediction lag is increased the amplitude spectra become increasingly
band-limited and approximate more closely the input wavelet, i.e. the deconvolution process has
no effect on the data.

The effect of varying the prediction lag from unity to approximately equal to operator length
is demonstrated by the power spectra shown in Figure A.4. A unit lag operator length (2 ms)
creates a very broadband deconvolved power spectrum with significant spikiness. Similarly, a lag
of 6 ms fails to remove major spikes in the output spectrum between 20-40 Hz and fails to preserve
the overall spectral shape of the input data. The very long prediction lag of 90 ms has little effect
on the data, the output power spectrum for this lag resembles the control power spectra. The
optimum prediction lag is ~20-30 ms, for these lag values the high frequency end of the spectrum
is suppressed, spikiness is decreased from the original power spectra, and the overall shape of the
input power spectra is maintained.

Varying the operator length, using a constant prediction lag, has a lesser relative effect on the
deconvolved power spectra. Figure A.5 illustrates the effect of varying the deconvolution operator
length from 100-500 ms. The power spectra indicate that the output is largely insensitive to
changes in operator length between 200-400 ms. An operator length of 100 ms does not boost the
power enough for some mid range frequencies leaving a relatively spikey output spectrum. Opera-
tors of 500 ms and greater begin to alter the input spectral range to an extent where unacceptable
amounts of noise are introduced, boosting the power of higher frequency components.

Predictive deconvolution is required on this dataset as the airgun source signal was not ex-
plcitly recorded. A deconvolution time gate was defined every 25 shots and excludes data deeper
than 8.5 sec TWT in the record and also excludes the earliest part of the signal in shallow water
where direct wave energy is superimposed on primary reflected energy in the recorded signal.
Analysis of the power spectra indicate appropriate parameters for the application of predictive
deconvolution are an operator distance of 200-300 ms and a prediction lag of ~24 ms.

Utilising the parameters indicated by the spectral analyses as initial values, a selection of
CMP gathers were deconvolved and analysed in the time-space (t-x) domain. The imaging of
CMP gathers in the t-x domain shows very little sensitivity to variations in operator length.
Figure A.4: Comparison at CMP 800 of original power spectra and five spectra calculated following predictive deconvolution with different prediction lag values and a constant operator distance of 200 ms. Short lags (i.e. unity) retain the significant spikiness of the original spectra, whereas long lags are band limited and do not significantly alter the original spectra. A lag distance of 24-30 ms is appropriate for these data.
Figure A.5: Comparison at CMP 800 of original power spectra and five spectra calculated following predictive deconvolution with different operator distances and a constant prediction lag of 24 ms.
Figure A.6: Comparison of CMP 800 following deconvolution with prediction lags as labelled and an operator distance of 250 ms. Although imaging of the subtle differences is difficult, analysis of these gathers and corresponding amplitude spectra (Figure A.4) indicate a prediction lag of 24 ms provides the best data enhancement.

Variations in prediction lag have a greater impact on CMP gathers. Figure A.6 illustrates the effect on CMP 800 of varying prediction lag from 2-90 ms for an operator distance of 250 ms. The unity prediction lag does not enhance the signal amplitude relative to the noise and produces a ‘washed-out’ output gather. The 90 ms lag does not alter the imaging relative to the control copy, indicating that this lag is too great. Deconvolution applied with lags between 12-30 ms produce very similar output gathers, from this analysis alone it would be difficult to select an appropriate value for the prediction lag.

Imaging the subtle changes affected by altering prediction lag and particularly operator distance in shot gathers is very difficult. Utilising power spectra calculated for differing parameters provides a far more quantitative assessment of parameter selection. Following the parameter testing process, predictive deconvolution was applied to the entire line using an operator distance of 250 ms and a prediction lag of 24 ms.
Velocity analysis and Normal Moveout (NMO) correction

Semblance velocity analysis [Neidell & Tuner, 1971] was carried out to create stacking velocity sections at regular intervals along each line. Stacking velocities allow correction of moveout associated with the hyperbolic moveout, in t-x space, of events associated with flat reflectors. Velocity analysis using semblance is based on the calculation of a velocity spectrum that represents a measure of signal coherency as a function of velocity and two-way zero offset time. A number of acquisition factors affect velocity analysis. Spread length has a significant control on velocity analysis as short streamers which do not provide far offset information exhibit little moveout and poor resolution in the velocity spectrum, this is particularly problematic at greater seafloor depths where moveout is the smallest. The fold of a dataset also constrains the resolution of the velocity spectrum, lower folds typically allow less accurate stacking velocity determination. Departures from hyperbolic moveout, generally associated with dipping reflectors, also negatively impact on the quality of velocity spectra [Yilmaz, 2001].

Semblance analyses were performed on super-gathers created by combining nine adjacent CMPs at a maximum spacing of four kilometres, more frequent analyses were completed in areas of rapid change in bathymetry or basement depth. The velocity spectrum typically shows high levels of coherence up until the arrival of the first water bottom multiple (Figure A.7). The short streamer of only 2400 m used to acquire this data and the fold of only 24 does not allow significant moveout differences between primary energy reflections and the water bottom multiple which makes accurately defining stacking velocities below this multiple reflection difficult. Refraction and wide-angle reflection velocity data were available on some lines from sonobuoys deployed during surveying [Childs & Stagg, 1987]. Where available these data were considered during semblance analyses to provide improved constraints.

Figure A.7 shows the semblance velocity analysis for CMP 640 without NMO applied, and with NMO applied using the displayed velocity profile. Typically, RMS velocity increases with depth. However, the semblance shows maximum coherence at relatively lower velocities at and below the arrival of the first water bottom multiple due to the greater energy contained in the water bottom multiple relative to primary reflections. Quality control of stacking velocities was carried out by applying NMO to the relevant CMP supergather as the velocities were picked. Further real time quality control was achieved by viewing the two-dimensional velocity field as it was created with a brute stack displayed in the background (Figure A.8). This allows spuriously high or low velocity picks to be readily identified and re-examined where necessary.
Figure A.7: a) Semblance analysis and corresponding CMP super-gather composed of 9 adjacent CMP gathers at CMP 640, and b) estimated velocity function, and NMO corrected CMP super gather. RMS velocity profile (white) and interval velocities, derived from conversion of RMS velocities using the Dix equation, (black) are shown.
Figure A.8: Interactive velocity volume viewer used to quality control stacking velocities picked every 4 km. Colours represent velocity, red = 4000 m/s and blue = 1480 m/s. Brute stack of seismic data (calculated using an assumed velocity-depth profile) is visible as the image background.

The NMO correction was applied using the stacking velocities. The NMO correction applies a time variant stretching to each input trace to correct for offset and simulate a zero offset section. For a single horizontal layer the NMO correction is, after Yilmaz [2001]

\[ \Delta t_{nmo} = t(x) - t(0) \]
\[ = t(0)[(1 + [x/v_{nmo}t(0)])^{0.5} - 1] \]

where \( t(x) \) is the time at offset \( x \), \( t(0) \) is the time at zero offset, and \( v_{nmo} \) is the normal moveout velocity.

As the NMO correction is a time dependent stretching of time data dimension, the frequency content of reflections can be altered, literally stretched from an actual wavelength to a greater apparent wavelength. The adverse effects of stretching are most apparent at early times for larger
offsets. To minimise the stretching effects of the NMO all samples in a gather for which stretching exceeds a threshold value of 30% were muted.

**Dip Moveout**

Dip moveout (DMO) is a form of partial prestack migration whereby each data sample is migrated to its zero offset position. This process collapses the smear associated with CMP stacking of dipping reflectors. Testing of DMO on these data indicates that very little benefit in data imaging is achieved through the application of this process. This is most likely a function of the geometry of the survey. The appropriate offset bin interval of 100 m (2×shot interval) equals the channel spacing for this survey. Typically, offset bins would include more than 3 channels of data. Further DMO processing was not applied due to the minimal impact of this technique.

**Common Mid Point (CMP) Stacking**

Common midpoint (CMP) stacking is the single most important step in improving data imaging. The stacking process takes advantage of the acquisition practice of ‘redundant recording’, a process whereby a single point on any given reflector is imaged by multiple shot-receiver combinations, the number of these combinations is the fold of the data. Theoretically the signal to noise ratio is increased by a factor of $\sqrt{N}$ for a survey with an N-fold stack, however, in practice this value is always somewhat lower than $\sqrt{N}$ [Yilmaz, 2001]. A CMP stack is created by combining traces in each CMP gather to form a stacked trace at the midpoint location of that gather, and then combining (stacking) each of these CMP traces. The fold of the data in this survey was 24.

As well as increasing the signal to noise ratio, CMP stacking also attenuates coherent noise such as multiples. Multiples spend more of their travel time in the low velocity water column relative to primaries with the same arrival time, and hence usually have lower stacking velocities than the primaries and do not align on the NMO corrected gather, subsequently they are severely attenuated by the stacking process [Hatton et al., 1986].
A.1.3 Post-Stack Processing

Post-Stack Deconvolution

Post stack deconvolution can improve data imaging for two main reasons. Firstly, it restores higher frequency components of the data which are attenuated by the CMP stacking process. Secondly, the stacked section approximates a zero-offset section, hence predictive deconvolution has the potential to compress the source wavelet more efficiently than when applied to CMP gathers [Yilmaz, 2001].

Parameter testing demonstrated that post stack deconvolution was again more sensitive to variation in prediction lag relative to changes in operator length. An operator distance of 250 ms was selected following testing of this parameter. A stacked section of 1000 CMP gathers (1500-2500) was deconvolved using a number of prediction lags of 2-90 ms, Figure A.9. It is not possible to optimally display each of the test panels in hardcopy without altering the gain and display settings between each panel, a process that would effectively remove the imaging differences resulting from deconvolution with different parameters. A lag of 2 ms introduces significant amounts of high frequency noise, particularly after the arrival of the first water bottom multiple. The sections deconvolved with lags of 10, 16 and 24 ms have similar results on the imaging quality of the section; the first water bottom multiple is suppressed relative to the control copy and the imaging of reflectors between 4-7 ms is also improved. The 90 ms lag is too long to have any noticeable effect on imaging relative to the control copy. A prediction lag of 16 ms and an operator length of 250 ms were selected for the deconvolution of the entire line.

Frequency Filtering

Application of frequency filtering is standard practice in seismic processing [Yilmaz, 2001]. It is applied here after deconvolution to remove noise introduced by the deconvolution process. Frequencies outside the 5-120 Hz range were not recorded during acquisition, thus, any signal outside of this range must be noise introduced by previous processing steps.

The frequency dependent absorption of seismic energy results in deeper arrivals comprising a lower frequency power peak relative to shallow arrivals. Hence, higher frequency bands of signal are confined to the shallow part of the section. The time-variant nature of the seismic signal bandwidth requires the application of frequency filters that are time variant. Time variant filters allow a band-pass filter with different frequency cut-offs to be applied to the data in different time sections. Typically the high frequency cut-off will be greater for shallow data, relative to deeper data which is subject to greater natural attenuation of high frequency data. Test panels, Figure A.13, illustrate the effect of varying the frequency pass gate of the band-pass filter. The optimally filtered test panel shows much greater reflector fidelity throughout the section. The individual reflectors in the upper sequence are more clearly defined and deep reflectors are much clearer due to the removal of high frequency noise at greater depths.

After analysis of test panels it was evident that a low frequency tapered cut-off from 5-12 Hz was appropriate for both the early and late time gates. The high frequency cut off tapered from 70-77 Hz in the upper time gate for optimal data enhancement. For the later time gate a lower
high frequency cut-off of 40-60 Hz was optimal. When applied to the entire line the filter was
designed to be spatially variant as well as time variant to ensure that as the depth of the water
bottom changed approximately the upper 3 s of data were included in the early time gate.
Figure A.9: Comparison of the effect of predictive deconvolution on a stacked section of line L184-5 utilising varying prediction lag lengths, as labelled. Display settings are equal for each panel resulting in non-optimal imaging for the 2 ms lag panel. A lag of between 10-24 ms provides best data imaging improvements.
Figure A.10: Test panels for band-pass frequency filtering of CMP gathers 1500-2500. T1 and T2 are time gates from 0-6 s and 6-12 s respectively. The optimal frequency gates reduce the high frequency noise at later times without removing the high frequency signal component at early times.
A.1.4 Migration

Migration is typically the final step in a standard seismic processing sequence. The two major aims of migration are, i) to position reflectors in their correct subsurface position in t-x space, and ii) to collapse diffractions associated with geological discontinuities [Yilmaz, 2001]. Migration attempts to correct the position of reflectors by compensating for the assumption in the CMP stacking process that all reflectors are horizontal and continuous. Obviously in a geologic environment all reflectors do not meet these assumptions and are subsequently imaged in an incorrect subsurface location.

Using simple geometric constructions it can be shown that a number of basic principles are always true of migrated data. The dip angle of the reflector in a geological section is greater than in the recorded time section, that is; migration steepens reflectors. The length of a reflector in a geological section is shorter than in a time section, that is; migration shortens reflectors. A reflector in a geologic section is positioned up dip of its image in a time section, hence; migration moves reflectors up dip.

Accurate velocity information is paramount to the effectiveness of the migration process. Typically a means of direct velocity analysis, independent from the indirect velocities of semblance analysis (i.e. refraction or sonic logs) is utilised in creating the velocity field for migration. This is particularly true of depth migration. As semblance analysis was the only major source of velocity information for this data, depth migration was not attempted.

Many algorithms exist for performing time migration. Common migration algorithms include phase shift, Stolt Frequency-Wavenumber (FK), Kirchoff, fast explicit finite difference (FD), and steep dip explicit FD. Important factors in selecting the optimal migration technique include the required computational time (which can differ by factors of more than 20), the accuracy of velocity structure, and expected dip angles (steepness). Detailed descriptions of the technical differences between algorithms are not included here (see Yilmaz [2001] for detailed analysis), however, test panels of a section of the stacked data illustrate the different results obtained via different migration algorithms A.11.

Comparable results were produced by the FK, phase-shift, and reverse-time migration techniques. Whereas Kirchoff and steep-dip algorithms reduced the amplitude of important reflectors significantly. The three former methods collapse diffractions and improve dipping reflector resolution between the sea-floor and the first water-bottom multiple. The phase-shift algorithm provides optimal imaging enhancement.

Below the first water-bottom multiple the improvements introduced by migration relative to the control panel are negligible, this is due to inaccuracies in the velocity function below the very strong water-bottom multiple. The deep reflector between 10-12 sec is over-migrated by each algorithm, indicating that the velocity used for migration at this depth is too high. Phase-shift migration was re-applied with a velocity scaling factor of 80%, Figure A.12. The resulting migration does not over-migrate the deep reflector. Final migration was conducted using the phase-shift algorithm with and without velocity scaling.
A.1.5 Trace mixing and Display

Trace mixing is a technique commonly applied to amplify coherent events in seismic data and improve the signal to noise ratio. It is effective as from trace to trace coherent reflections should interfere more constructively than incoherent noise. Mixing large number of traces causes lateral smearing and provides the practical limitation for the enhancement possible from this technique.

The two important parameters in this processing step are the number of traces being mixed, and the weighting given to each of the mixed traces. After testing several mixing combinations, Figure ??, a three trace mix with a 1:2:1 weighting distribution was deemed most appropriate for maximum imaging improvement. The 5 and 9 trace mixes remove signal as well as noise and smear high-amplitude, non-continuous reflectors.

A comparison of the processed and migrated stacked section, and a pre-processed only stack (after NMO at 1480 m/s) is shown in Figure A.14. Both sections have had automatic gain control (AGC) applied to optimise data imaging. AGC is applied post processing only and prior to display as it can not be removed through the application of any filter-inverse mathematical function as with other types of gain applications. The final stacked section exhibits improved signal to noise ratio and imaging of reflectors relative to the brute stack. Imaging of the sedimentary section is improved and deep reflectors become visible in the migrated section relative to the brute stack.
Figure A.11: Test panels of migration algorithms as labelled with no gain applied before display. Phase-shift, FK, and reverse-time migrations provide similar imaging enhancements. Deep reflectors are all overmigrated as indicated by the introduction of upward-inflceted 'smiles' relative to the control panel.
Figure A.12: Phase-shift migrated section with no and 80% velocity scaling applied as labelled. The scale-reduced velocities do not overmigrate deep reflectors between the first and second water-bottom multiples.
Figure A.13: Test panels for trace mixing stacked data between CMP gathers 1500-2500. 3, 5, and 9 trace mixes are tested with differing weighting distributions. The 3 trace fold with a 1:2:1 weighting provides optimal imaging enhancement.
Figure A.14: Stacked sections of L184-5 data a) after basic pre-processing and NMO correction at water velocity, and b) following the processing sequence outlined herein. Definition of reflectors is greatly improved in the fully processed section and the amplitude of the water bottom multiple is massively reduced.
A.2 Multiple Suppression

Two L184 survey lines, L184-11 and L184-12, traverse the outer part of the continental shelf. Data from both these lines exhibit large amplitude water bottom multiples at similar TWT depths to primary reflectors. A number of processing steps were tested on these lines in an attempt to reduce the amplitude of the water bottom multiple relative to the primary reflectors. Strong multiples are common on the Antarctic margins, MCS data acquired over the Antarctic continental shelf at a number of locations including Prydz Bay [Stagg, 1985], the Ross Sea [Cooper et al., 1987], and the Antarctic Peninsula margins [Larter et al., 1990] are effected by strong water bottom multiples also.

The primary geological factors specific to the Antarctic Margins that cause exceptionally strong water bottom multiples are, after Larter et al. [1990]:

i) The overdeepened continental shelf, a result of isostatic loading by the proximal Antarctic ice sheet, and
ii) Overcompacted sediments on the shelf, a result of loading by grounded ice sheets during periods of glacial maxima and ice sheet migration across the shelf.

The geophysical consequences of these factors are water bottom multiples of longer wavelengths (relative to shallower continental shelves at lower altitudes) and greater amplitude water bottom reflections (and hence multiples also) due to the increased acoustic impedance difference between the water and shallow sediments due to their ice load increased compaction.

Traditional methods of decreasing the amplitude of the water bottom multiple on continental shelves include deconvolution (pre- and post-stack) and CMP stacking. Long predictive deconvolution operators applied pre-stack have little effect except for near channel traces as the multiple is not truly periodic at larger offsets. The stacking process utilising primary velocities distorts the phase of the water bottom multiple and ensures that post-stack deconvolution fails to remove large amounts multiple energy. CMP stacking is typically the most powerful method of removing significant amounts of multiple energy, however, this too fails to remove much of the multiple energy on Antarctic margins [Larter et al., 1990].

A number of multiple suppression techniques were applied to the MCS data from lines L184-11 and L184-12 to investigate possible imaging benefits. These lines had the standard processing sequence outlined above applied, in addition, techniques such as wave equation multiple rejection (WEMR), frequency-wavenumber domain (f-k) filtering, Radon filtering, and near trace mutes (NTM) were tested.

**Wave Equation Multiple Rejection**

Wave Equation Multiple Rejection (WEMR) is designed specifically to attenuate water bottom multiples in marine data. The process uses water depths and f-k extrapolation to model water bottom multiples which can then be subtracted from the original data [ProMAX, 1998a]. This process must be applied prior to TAR as the data can not have had any amplitude altering steps previously applied.

The WEMR algorithm requires water depth information in the trace headers and an accurately picked top mute just above the seafloor. As water depth values were not included in the
trace headers of this dataset they were picked off a near trace stacked section, with normal moveout (NMO) correction applied at water velocity. Water depth values were then projected from the picked horizon file into the trace header, with the application of the appropriate conversion from TWT to depth in metres.

A comparison of a section of stacked data with and without the application of WEMR, Figure A.15, with normal moveout applied at water velocity (1480 m/sec), shows the impact of the WEMR filter. The amplitude of the primary multiple reverberation is reduced somewhat by the process, however, significant multiple energy remains. Although computationally expensive, WEMR was applied to both lines 11 and 12 as they are relatively short and the improvement, although minor, was evident.

Figure A.15: Comparison of a stacked (nmo at 1480 m/sec)section of Line 12, a) with no multiple suppression, and b) following the application of wave equation multiple rejection (WEMR) filtering. The amplitude of the first water bottom multiple is reduced by the application of WEMR, although significant amounts of multiple energy remain.
F-K Filtering

Decreasing the amplitude of the water bottom multiple using f-k filtering was not possible without eliminating important primary data. Far offsets could be filtered with some success, however, the relative benefit of this is much less than that gained by stacking far offsets. The non-zero dip of much of the sedimentary section on the outer-shelf and upper-rise also create difficulties in attempting to apply f-k filtering, because the NMO correction will cause dipping primary events to appear as multiple data when mapped into f-k space. After extensive testing it was evident that f-k filtering was not an appropriate method of multiple suppression for this data set.

Radon Filtering

Radon analysis involves transforming seismic data from time-distance (t-x) space into time-moveout (t-mo) space. Following NMO correction with a primary velocity field all primary reflectors exhibit zero moveout (ideally), that is they are entirely flat in t-x space, however, multiples still exhibit moveout and resemble parabolas in t-x space. Radon analysis models an input gather using the Radon transform, and maps events of an image or data set with different characteristics (in this case curvatures) into different locations of a new space, the Radon model [ProMAX, 1998a]. Accordingly as primaries exhibit zero moveout and multiples exhibit non-zero moveout they are separated in t-mo space. When the modelled data is displayed in t-mo space multiples and primaries plot as points rather than lines, Figure A.16.

Data points occur in the t-mo space at equal times to coherent reflectors in t-x space. Water bottom multiples plot at predictable times after the primary water bottom reflection, and at positive moveouts. The filter in Figure A.16 is designed to remove this multiple energy and pass the primary energy which plots close to the zero moveout axis.

It is difficult to image the minor improvement produced by Radon filtering the data from these two lines in the t-x domain. However, a small reduction in the amplitude of multiples was evident, particularly on the southern end of Line L184-11 on the continental shelf. Accordingly, both lines were Radon filtered prior to CMP stacking.

Near Trace Mute

Far offset multiple energy is far more effectively suppressed by the stacking process and filter application than near offset multiple energy. At near offsets multiple energy is far more difficult to remove as the moveout of the multiple reflections, relative to primary reflectors, is much smaller. A near trace mute can help eliminate remaining multiple energy at near offsets. A surgical mute with an upper surface just above the arrival of the first water bottom multiple is generally most appropriate. For near trace muting to improve imaging, the acoustic source utilised during surveying must have been sufficient to produce coherent, reflectors at far offsets.

Obviously a near trace mute can not distinguish between primary and multiple energy, hence, primary and multiple energy alike are muted. A near trace mute was not necessary for Line L184-12 as the multiple energy was efficiently removed by the previous processing steps and by stacking. However, as Line L184-11 still contained significant multiple energy a near trace
Figure A.16: Five NMO corrected CMP gathers in time-moveout (t-mo) space. Non-zero data in t-mo space corresponds to parabolic/curved events in t-x space, that is multiples. The filter mutes information to the positive direction (right) of the red line.

mute was tested on CMP gathers prior to stack. Significant amounts of multiple energy can be removed, however, the amplitude of important primary reflectors are also significantly reduced by the muting process, particularly in the shallow waters of the continental shelf. The overall signal-to-noise ratio was worsened by the application of the near trace mute, accordingly it was not applied before the final stack.