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Abstract—Algorithmic systems are increasingly deployed to make decisions that people used to make. Perceptions of these systems can significantly influence their adoption, yet, broadly speaking, users’ understanding of the internal working of these systems is limited. To explore users’ perceptions of algorithmic systems, we developed a prototype e-recruitment system called Algorithm Playground where we offer the users a look behind the scenes of such systems, and provide “how” and “why” explanations on how job applicants are ranked by their algorithms. Using an online study with 110 participants, we measured perceived fairness, transparency and trustworthiness of e-recruitment systems. Our results show that user understanding of the data
and reasoning behind candidates’ rankings and selection evoked some positive attitudes as participants rated our platform to be fairer, more reliable, transparent and trustworthy than the e-recruitment systems they have used in the past.

1. INTRODUCTION Algorithmic systems have started to penetrate almost every sector of society, disrupting markets, labour forces and institutions. The dynamics of these systems have an enormous impact on the social, political and economic life of people across the globe. Yet, broadly speaking, users’ understanding of the internal workings of these systems is limited, and consequently, many of them are beginning to express concerns about their fairness, transparency and trustworthiness [4], [5], [13].

In the academic literature, factors such as fairness [13], accuracy [4], transparency [5], and trustworthiness [10] have been highlighted as key in the analysis of such algorithmic systems. For example, according to Silva and Kenney [9], social bias has long been recognised in algorithmic decision making. Barocas et al (as cited in [9]) observed that software developers are not well versed in issues such as civil rights and fairness. Herlocker et al [3] noted that many recommender systems lack transparency in terms of the recommendation process and result generation. Webb and Patel [12] observed that algorithmic processes that filter and personalise the content seen by users may lead to detrimental outcomes such as reinforcement of societal biases and gender or ethnic discrimination among others. Wang et al [14] reported that people rate an algorithm as more fair when the algorithm predicts in their favor, even compensating for the negative effects of algorithms that are biased against particular demographic groups.

In the area of e-recruitment, advances in technology and globalisation have greatly increased the global impact of the use of algorithmic systems. More and more companies rely on e-recruitment systems to recruit qualified personnel, partly because they are cheaper than classical offline recruiting and partly due to competitive pressure. An e-recruitment system is a web-based tool that automates recruiting processes such as job publishing, resume/CV submission, job applicants’ pre-screening and selection. We observe that traditional e-recruitment systems have focused more on making the front-end processes (such as posting of job adverts and filling of online job applications) transparent, while the back-end processes (such as reasoning and data behind candidates’ rankings and selection) are less transparent. We argue that such decision-making processes of e-recruitment systems must be made transparent for users in order for them to trust the process. Such transparency in human-computer interactions is important to facilitate people’s trust in, and attitudes toward, algorithmic decision-making [6]. Thielisch et al [11] show that the perceptions of procedural justice in algorithmic e-recruitment processes can influence applicants’ satisfaction.

In this paper, we investigate users’ perceptions of fairness, transparency, and trustworthiness of e-recruitment systems to gain a better understanding of the expectations everyday users have towards these increasingly important systems. Fairness in the context of algorithmic systems means that algorithmic decisions should not create discriminatory or unjust consequences. Transparency means that users have sufficient understanding of the data and reasoning behind algorithmic decision making. We follow [15] to connect these key concepts to trust in algorithmic systems.

While previous work [5], [6], [10], [13], have shown the importance of these perceptions in rating algorithmic systems, they do not show how the perceptions are connected to the assessment of the inputs of the decision-making process, the processing steps, and the decisions of algorithmic systems. In our study, we introduced a new form of users’ engagement with online platforms by implementing new types of user interfaces that allowed users to assess the input data and how the data is used in the decision-making process of an algorithmic system, and we showed the impact of such assessment on users’ perceptions of the systems. Our study focuses on the following questions:
● What are users’ perceptions of fairness, reliability, transparency, and trustworthiness in e-recruitment systems?
● What are the possible trade-offs that need to be considered when attempting to increase users’ trust in e-recruitment algorithms?

To address these questions, we developed a prototypical e-recruitment system that allows users to look “under the hood” of the workings of such real-world tools, focusing specifically on explaining how job applicants are ranked by the algorithms used. Using this tool, we conducted an online user study to compare our prototype with traditional systems. Participants were presented with a scenario consisting of i) a description of a fictional job advert, ii) fictional profiles of three applicants, iii) three different ranking algorithms varied by the criteria they used to rank the applicants, and iv) explanations on the criteria and algorithmic outcomes. To fully understand the factors that impact users’ perceptions of an e-recruitment system, participants were asked to rate i) the fairness of the presented algorithms based on the outcomes they saw and their expectations of what they think the outcomes should be as shown in Figure 3; ii) their understanding of the internal workings of the algorithms and iii) the impact of the provided explanations on their perceptions. In addition to this, participants were asked to rate our prototype system vis-à-vis the e-recruitment systems they have used in the past.

The main contributions of our article are:
● We developed a prototypical e-recruitment system that offers more explanations on the internal workings of candidate ranking algorithms when compared with traditional e-recruitment systems.
● Using the prototypical system and a mixed-methods research design, we collected a dataset of 110 participants comparing our system with the traditional e-recruitment systems they have used in the past.
● We performed statistical analysis on this dataset to understand participants’ perceptions of our system in comparison to the e-recruitment systems they have used in the past.
● Our results provide insight into the interface design elements that can positively impact users’ perceptions of trust in an e-recruitment system such as users’ expectations regarding algorithmic outcomes, ease of use and users’ control of the use of their personal data. Our results also suggest that there is a strong correlation between satisfied expectation, transparency, and trustworthiness. However, we detect a moderate correlation between fairness and trustworthiness.

![Figure 3. Exemplar statements to investigate fairness ratings.](image)

2. METHOD
We conducted an online study in August 2020 that consisted of an online quantitative survey to understand users’ perceptions of trust, fairness and transparency of e-recruitment systems, and a qualitative survey with open questions to gain insights into the impact of explanation on these perceptions.
The study is divided into three parts: pre-study questionnaire, platform engagement, and post-study questionnaire. After consenting and affirming that they were over the age of 18, participants were presented with the pre-study questionnaire. In this part, the participants assumed the roles of users of e-recruitment systems (job-seekers or recruiters). The participants completed an online survey about their perceptions of e-recruitment systems they have used in the past. After completing the pre-study questionnaire, participants were directed to our prototype e-recruitment system. The implemented system called Algorithm Playground\(^1\) offers participants a look behind the scenes of a presumed e-recruitment system and provides textual explanations on how job applicants are ranked by the algorithms.

As shown in Figure 1, participants engage with the platform by searching for a specific job position using the provided search keywords. The search algorithm provides a list of job adverts related to the search. The participants are then expected to select a job advert, read the job description, and choose a fictional applicant of their choice that is suitable for the advertised job position. As shown in Figure 2, the candidate ranking algorithms return the rankings of the fictional applicants for the chosen job position together with explanations that are provided on the rankings. We presented three candidate ranking algorithms that use different parameters to rank the fictional applicants in our scenario. For instance, Algorithm A as shown in Figure 2 gives highest priority to candidates’ job experience followed by their educational qualifications. The system is functional and derives its recommendations from a real database using algorithms.

---

1. https://psandbox.pythonanywhere.com/
Table 1. Exemplar statements from our quantitative study regarding each perception feature.

<table>
<thead>
<tr>
<th>Pre-study/Post-study Questionnaire Statements</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PRE1/POST1</strong></td>
<td>I don’t trust e-recruitment websites that ask for personal data without explanation.</td>
</tr>
<tr>
<td><strong>PRE2/POST2</strong></td>
<td>I am more likely to trust e-recruitment websites that are easy to use.</td>
</tr>
<tr>
<td><strong>PRE2/POST3</strong></td>
<td>I am more likely to trust e-recruitment websites that I have used before.</td>
</tr>
<tr>
<td><strong>PRE4/POST4</strong></td>
<td>In general, when using e-recruitment websites, I trust that the search results will be reliable.</td>
</tr>
<tr>
<td><strong>PRE5/POST5</strong></td>
<td>In general, when using e-recruitment websites, I trust that I will get the best results for me.</td>
</tr>
<tr>
<td><strong>PRE6/POST6</strong></td>
<td>My trust in an e-recruitment website is affected by the algorithms that it uses.</td>
</tr>
<tr>
<td><strong>PRE7/POST7</strong></td>
<td>E-recruitment websites that give me control over my data are more trustworthy.</td>
</tr>
<tr>
<td><strong>e-Rec1</strong></td>
<td>E-recruitment platforms generally perform as I expect them to.</td>
</tr>
<tr>
<td><strong>e-Rec2</strong></td>
<td>E-recruitment platforms generally have access to the user information needed to generate reliable results.</td>
</tr>
<tr>
<td><strong>e-Rec3</strong></td>
<td>E-recruitment platforms are generally fair in ranking job applicants.</td>
</tr>
<tr>
<td><strong>e-Rec4</strong></td>
<td>In general, e-recruitment platforms are open and transparent in handling users’ needs.</td>
</tr>
<tr>
<td><strong>e-Rec5</strong></td>
<td>Overall, most e-recruitment platforms are trustworthy.</td>
</tr>
<tr>
<td><strong>Plat1</strong></td>
<td>The platform generally performs as I expect it to.</td>
</tr>
<tr>
<td><strong>Plat2</strong></td>
<td>The platform has access to the user information needed to generate reliable results.</td>
</tr>
<tr>
<td><strong>Plat3</strong></td>
<td>The platform is fair in ranking job applicants.</td>
</tr>
<tr>
<td><strong>Plat4</strong></td>
<td>The platform is open and transparent in handling users’ needs.</td>
</tr>
<tr>
<td><strong>Plat5</strong></td>
<td>Overall, the platform is trustworthy.</td>
</tr>
</tbody>
</table>

As shown in Table 1, the *PRE* statements and *e-Rec* statements were part of the pre-study questionnaire, while *POST* statements and *Plat* statements were part of the post-study questionnaire. We used the *e-Rec/Plat* statements to examine participants’ perceptions of transparency, fairness and trustworthiness in traditional e-recruitment systems in comparison to our prototype e-recruitment system. Except for a few qualitative open-response questions, we asked participants to rate statements related to trust, fairness and transparency on 5-point Likert-type scales (i.e., strongly agree to strongly disagree). Other *PRE/POST* survey statements to examine participants’ perceptions of trust in e-recruitment systems in comparison to our prototype e-recruitment system were as shown in Section 4.

To examine whether explanations enhance the understanding of an e-recruitment system, and consequently help the users to trust the system better, we asked the questions (*Plat6 to Plat11*) presented in Table 3. In addition to this, on our platform, we asked an open-response question: “Do you think an understanding of what a shortlisting algorithm does can increase or decrease your trust in an e-recruitment platform?”.

3. PARTICIPANTS

We recruited participants through an advert sent to our various universities mailing lists and Twitter posts. The ethic for the study was approved by
the University of Nottingham, School of Computer Science Ethics Committee in November 2018. Using email, we contacted the interested participants. A total of 110 participants (53 male and 57 female) between the age of 20 and 85 years, mostly in the 26-35 age group (62.7%) took part in the study that took 45 minutes on the average to complete. The vast majority (98%) of the participants live in the UK, have a college or undergraduate degree (88%), and were in full time employment (89%). 9% worked in positions that involve hiring candidates, and a further 15.5% have done so in the past. Participants were compensated with a £10 Amazon voucher for their time, a rate above the minimum wage in the UK (£8.36/hour).

The average online activity score of the participants (over the four weeks leading to the study) is 26 out of a range of 0 to 35 (SD = 3.9). The averages for all the individual activities (such as socialising, purchasing, finding information, entertainment, content sharing, finance and looking for jobs) range from 3.24 (finance) to 4.07 (socialising) out of 0 to 5 (SD = 1). Most of the participants (95.5%) had used e-recruitment websites before; with nearly half (42.7%) saying they often used them, 30% using them sometimes, and 15.5% rarely. Two thirds (69%) indicated they were somewhat or moderately familiar with such sites and 12% are extremely familiar with them; 18% are slightly or not familiar with e-recruitment websites.

The participants have fair digital confidence scores. The average digital confidence score (alpha = 0.899) which is a measure of the self-reported digital literacy of the participants is 3.7 on a scale from 0 to 5 (SD = 0.6). The average trust measure score of the participants is 3.54 out of 1 to 5 (SD = 0.66). We used this metric to measure the importance of trust to the participants when they are online. It showed that the majority of the participants think about trust when online. The average trusting belief score (alpha = 0.883/0.858 pre/post) which measured how trusting the user is when they are online is 3.86 (SD = 0.617) for pre-study and 3.88 (SD=0.577) for post-study on a scale from 1 to 5. There is a strong degree of correlation between the online activity scores of the participants and their digital confidence ($r_s = 0.640, p = 0.000$) and between the online activity scores of the participants and their trusting beliefs ($r_s = 0.672, p = 0.000$). There is a moderate degree of correlation between the online activity scores of the participants and their average trust measure score ($r_s = 0.278, p = 0.003$). These participants’ statistics show that they are fairly expert users of online digital systems including e-recruitment systems, having reasonable digital confidence and expectations of trust in e-recruitment systems.

4. FINDINGS

In this section, we summarised relevant findings based on the following questions.

**What are users’ perceptions of fairness, transparency and trustworthiness in e-recruitment systems?**

Comparing participants’ responses before and after they engaged with our platform, our results (see Table 2) suggest that compared to what they generally believed about the existing e-recruitment platforms, they were more likely to agree that our prototype platform performed as expected ($t(109)=−2.965, p=0.004$) and had all the information necessary to generate reliable results ($t(109)=−2.067, p=0.041$). They also believed that the platform was significantly more fair ($t(109)=−6.067, p=0.000$) and more trustworthy ($t(109)=−3.805), p=0.000) than e-recruitment platforms in general, but not more transparent ($t(109)=−3.805, NS$). There are a number of interesting findings in these results. The perception of fairness (e-Rec3) scores is the lowest for participants’ preconception of e-recruitment platforms in general. Participants are generally indifferent and somewhat disagree that e-recruitment platforms are fair. This value substantialy increased after the participants engaged with our platform.

As shown in this section, (see Table 3 and Table 5), user understanding of the data and reasoning behind candidates’ rankings and selection evoked some positive attitudes as our platform was considered fairer and more trustworthy by the study participants. The answers to the post-questionnaire
questions (c.f., Table 3) on the impact of explanations and the open-response answers analysed in the section (c.f., Table 5) allow us to understand why participants have such positive attitudes towards our prototype system more than the traditional e-recruitment systems that they have used in the past. For example, 47.3% of the participants claimed they somewhat understood the algorithms that our platform uses, 35.5% of the participants claimed they strongly understood the algorithms that our platform uses, a total of 82.8% of the participants (See Table 3 for full details).

Table 2. Descriptive statistics for variables measured in the study to compare our prototype platform to participants’ general preconceptions of e-recruitment platforms, showing mean and (in brackets) standard deviation values.

<table>
<thead>
<tr>
<th></th>
<th>Satisfied expectation</th>
<th>Reliability</th>
<th>Fairness</th>
<th>Transparency</th>
<th>Trustworthiness</th>
</tr>
</thead>
<tbody>
<tr>
<td>e-recruitment platforms (PRE)</td>
<td>3.71 (0.734)</td>
<td>3.94 (0.610)</td>
<td>3.63 (0.752)</td>
<td>3.82 (0.693)</td>
<td>3.81 (0.710)</td>
</tr>
<tr>
<td>our prototype platform (POST)</td>
<td>3.97 (0.723)</td>
<td>4.11 (0.805)</td>
<td>4.15 (0.866)</td>
<td>3.98 (0.888)</td>
<td>4.13 (0.791)</td>
</tr>
</tbody>
</table>

Further, we analysed several correlations between variables to see how perceptions related to each other. Some items (Plat statements) were significantly skewed and/or kurtotic, so Spearman’s rho correlations were carried out where relevant, otherwise Pearson’s r was used. In particular, we carried out correlations to relate participants’ perceptions of expectation satisfaction, reliability, fairness and transparency to trust in our prototype platform. Our results show that there is a strong degree of correlation between expectation and trustworthiness ($r_s = 0.592, p = 0.000$). There is a moderate degree of correlation between fairness and trustworthiness ($r_s = 0.322, p = 0.001$). There is a strong degree of correlation between transparency and trustworthiness ($r_s = 0.511, p = 0.001$).

Table 3. The impact of the presented explanations on participants’ perceptions of our prototype platform. The percent column shows the percentage of the participants that somewhat and strongly agree with each of the metrics used.

<table>
<thead>
<tr>
<th>Plat6:</th>
<th>&quot;I understand what the algorithms the platform uses are doing.&quot;</th>
<th>Average (out of 0 to 5)</th>
<th>SD</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plat7:</td>
<td>&quot;The explanations provided increase my understanding of the data and reasoning behind the presented algorithms.&quot;</td>
<td>4.16</td>
<td>0.761</td>
<td>82.8 %</td>
</tr>
<tr>
<td>Plat8:</td>
<td>&quot;The explanations provided increase my understanding of the data and reasoning behind e-recruitment algorithms in general.&quot;</td>
<td>4.16</td>
<td>0.807</td>
<td>80.9 %</td>
</tr>
<tr>
<td>Plat9:</td>
<td>&quot;The explanations provided increase my trust in the presented algorithms.&quot;</td>
<td>4.23</td>
<td>0.820</td>
<td>81.8 %</td>
</tr>
<tr>
<td>Plat10:</td>
<td>&quot;The explanations provided decrease my trust in the presented algorithms.&quot;</td>
<td>2.38</td>
<td>1.39</td>
<td>22.7 %</td>
</tr>
<tr>
<td>Plat11:</td>
<td>&quot;I trust the results of the presented algorithms to be transparent, reliable and fair to all applicants.&quot;</td>
<td>3.89</td>
<td>0.902</td>
<td>72.7 %</td>
</tr>
</tbody>
</table>
**What are the possible trade-offs required to increase users' trust in e-recruitment systems?**

Our results (see Table 4) show that on average, participants somewhat agreed to all the statements about trust in e-recruitment websites. They felt that they did not really trust e-recruitment websites that asked for their personal data without explanation. They were more likely to trust e-recruitment websites that are easy to use, but they also did trust that they would get the best results from them. Participants also indicated that their trust in the sites is affected by the algorithms used, and that having more control over their own data increases their trust. These opinions did not significantly change after interacting with our prototype platform (that is, p-value is larger than 0.05 in all variables).

**Table 4. Descriptive statistics about each variable measured in the study as the other factors that may impact trust in e-recruitment algorithms, with their means and standard deviation values.**

<table>
<thead>
<tr>
<th></th>
<th>data without explanation</th>
<th>ease of use</th>
<th>best result satisfaction</th>
<th>algorithms</th>
<th>control over data</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PRE</strong></td>
<td>3.85 (0.768)</td>
<td>3.75 (0.818)</td>
<td>3.78 (0.722)</td>
<td>3.82 (0.666)</td>
<td>3.82 (0.744)</td>
</tr>
<tr>
<td><strong>POST</strong></td>
<td>3.91 (0.761)</td>
<td>3.77 (0.797)</td>
<td>3.93 (0.713)</td>
<td>3.92 (0.692)</td>
<td>3.93 (0.568)</td>
</tr>
</tbody>
</table>

**What is the impact of understanding on participants’ perceptions in e-recruitment?**

Our results show that the vast majority of the participants agree that an understanding of what e-recruitment algorithms does increases their trust in the e-recruitment systems. Table 5 shows the exemplar responses of the vast majority of the participants. This result is consistent with the result presented in Tables 2 and 3 where participants rated our explanation-enhanced prototypical platform to be more trustworthy than the traditional e-recruitment systems.

**Table 5. An exemplar question and responses from our qualitative survey regarding understanding and perception of trust. The unique ID of the participant that gave each response is enclosed in brackets.**

<table>
<thead>
<tr>
<th>Exemplar Question:</th>
<th>Do you think an understanding of what a shortlisting algorithm does can increase or decrease your trust in an e-recruitment platform?</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Exemplar responses:</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>It certainly increases trust, because you know the internal algorithms, you know why the rankings are the way they are (Y2MDNVZ).</td>
</tr>
<tr>
<td></td>
<td>Knowing the algorithm, I know more about the platform and trust it (SJ4Y32Z).</td>
</tr>
<tr>
<td></td>
<td>Increased trust because it felt very public (YN0HR99).</td>
</tr>
<tr>
<td></td>
<td>It increases my trust. I understand that everything is recommended according to the requirements of the recruiter (T21ZYKC).</td>
</tr>
<tr>
<td></td>
<td>After knowing the algorithm, I like and trust this website more (X3JRCVZ).</td>
</tr>
<tr>
<td></td>
<td>More trust in websites because they are transparent (F9WJVPH).</td>
</tr>
<tr>
<td></td>
<td>Yes, it allows me to understand the criteria used for the shortlisting (YQ3TTXK).</td>
</tr>
<tr>
<td></td>
<td>Knowing the algorithm that the site is very fair, more trust (2VKL28V).</td>
</tr>
<tr>
<td></td>
<td>Understanding increases my confidence (GHHFAF9).</td>
</tr>
</tbody>
</table>

5. DISCUSSION

This study is an effort to broaden the current discussion of the issues surrounding fairness, reliability, transparency and trustworthiness in e-recruitment systems. Our findings show the following:

i) Users rated our explanation-enhanced e-
recruitment system to be fairer and more trustworthy than traditional e-recruitment systems. ii) There is a strong correlation between trust in e-recruitment systems and the expectation of users, reliability and transparency. However, our findings show moderate correlation between user perception of fairness and trustworthiness. This result implies that while most of the participants in general are indifferent and somewhat disagree that e-recruitment systems are fair, they have a reasonable degree of trust in the systems (see Table 2). iii) Other factors such as explanation, perceived ease of use, best result satisfaction, algorithms used and perceived control over data may impact users' trust in e-recruitment systems. These opinions of the participants remain consistent across e-recruitment systems in general and our prototype system specifically. iv) An understanding of what e-recruitment algorithms do increases user trust in the e-recruitment system.

We contribute to the related work in the following ways:

First, participants consider our explanation-enhanced e-recruitment system to be fairer and more trustworthy. The vast majority of the participants agree that an understanding of what e-recruitment algorithms do increases their trust in the e-recruitment system. By relying on the studies that have shown strong connections between explanation and perceptions of fairness [1], reliability [7] and trustworthiness [8], in algorithmic systems, we can say that the textual explanations provided in our prototype system may have impacted participants' perceptions. Also, related work [5] has shown that explanation significantly increased the perception of transparency in algorithmic systems. Our results suggest that explanations of the data and reasoning behind e-recruitment systems as well as their results significantly influenced how people perceive the systems. Participants felt that explanations give them more understanding of the criteria used for shortlisting candidates, make the systems more transparent, increase their confidence in the systems and thereby increase their trust.

Second, the general opinion of participants was also reflected in the lowest ratings of fairness among other perceptions in e-recruitment systems (See Table 2). Based on this result, we can assume that participants still have more concerns about fairness of e-recruitment systems than the other perceptions investigated. Maybe, as there is a lot of diversity in the population of users of e-recruitment systems, participants did not think existing systems are significantly fair to all users. This result is corroborated by the findings in [11] where participants gave mediocre ratings to fairness among other perceptions. Although fairness ratings increased significantly in our explanation-enhanced e-recruitment system, Binns et al [1] have suggested that explanations may or may not help individuals to evaluate the fairness of algorithmic systems. In this regard, our future research will investigate issues surrounding perception of fairness and examine testable factors that can positively impact this perception.

Third, our findings show that in addition to fairness, reliability and transparency of e-recruitment systems, participants still thought that factors such as ease of use, data privacy and having more control over their data, reliability of information, more details about algorithmic processes, platform reputation and quality feedback from other users are equally important (c.f., Section 4). In this regard, we suggest that organisations need to optimize their e-recruitment systems to be easy to use and to find a trade-off between the minimum information about users that is required for decision-making and the amount of information the users are willing to provide. For instance, ease of use can be implemented by providing some flexibility in the filling of online applications, having clear contact information for enquiries and some flexibility in username registration and log in amongst others. Likewise, control over data can be implemented by finding the right balance between an applicant's desire not to supply certain personal information and whether that information is actually required for decision-making. We suggest that optimised systems that adequately address these concerns may be considered more trustworthy than those that do not.

Our results regarding the correlation between trustworthiness and other perceptions such
as transparency, reliability and the satisfaction of users’ expectation suggest that to engender trust in e-recruitment systems, increased understanding of these perceptions are important.

6. LIMITATIONS

There are some limitations to be considered when interpreting our results. First, although our study was based on a large sample and the vast majority (98%) are UK residents, we do not consider their cultural backgrounds and test whether diversified cultural backgrounds will impact our results differently. Second, we still need to examine the impact of different explanation styles on the perceptions we investigated in this study. This is also an avenue for future work that we are considering. Lastly, the vast majority of our study participants are expert users of e-recruitment systems. We assumed they understood the explanations provided on our prototype system. The results may be different for non-expert users.

7. CONCLUSIONS

We presented a study to explore users’ perceptions in e-recruitment systems. Our results suggest that users have more positive perceptions in our prototype system that provides explanation on the data and reasoning behind e-recruitment algorithmic results than existing systems. By implication, we suggest that to improve users’ perceptions of fairness, reliability and transparency of e-recruitment systems, and to engender trust in them, the data and reasoning behind algorithmic results must be explained. We also discussed other fundamental factors that may impact trust in e-recruitment systems. In particular, we suggest that e-recruitment systems must be optimised to be easy to use and to provide users with more control over their data.
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