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Abstract

The concept of species in bacteria is a matter of contention. The current definition is based on DNA-DNA hybridisation and does not account for evolutionary forces that are important in demarcating species. In this thesis we investigate two evolutionary forces that are important in speciation in bacteria, propose novel statistical models for them and infer parameters of interest.

We present the first attempt at inferring the bias in the recombination process from whole bacterial genomes. Despite empirical evidence that recombination is biased and theoretical results that this bias is important in speciation, it is usually ignored. We propose a coalescent based model that accounts for the bias in the recombination process. We use approximate Bayesian computation for inference and describe an efficient method for simulating from the model. We show that our method performs well on simulated datasets and is robust to slight misspecification of the history of the samples. Application of our method to a Bacillus cereus dataset shows that it contain evidence that the recombination process depends on the evolutionary distance between donors and recipients. We demonstrate that the rate of bias in the recombination process for this dataset is far lower than what theoretical studies require for the spontaneous generation of populations that can be called species under neutral model.

Next we propose a model for occurrence of adaptive events on a phylogenetic tree. We use the model to infer the boundaries of clusters on a phylogenetic tree that correspond to ecologically distinct lineages. we characterise our method using simulated datasets and show that it is conservative in estimating the number of adaptive events. Finally we apply our method to two bacterial datasets of Salmonella enterica and Vibrionaceae. We show that there is decisive evidence that isolates in these datasets partition into numerous ecologically distinct lineages and use our method to delineate the boundaries of these lineages.
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Chapter 1

Literature Review

1.1 Introduction

Bacteria are one of the three major domains of life along with Archaea and Eukarya. They are unicellular organisms that are generally able to carry out their life processes of reproduction and energy production independent of other cells. However, in nature they exist as populations that interact with other populations of cells and form communities. Due to their rapid growth (Escherichia coli for instance can double its population number every 20 minutes in ideal conditions, Martinko et al. 1997) they can quickly increase their number and affect the chemical and or physical properties of their environment.

Microbial interactions with animals and plants are widespread and in many cases it is symbiotic. For instance one of the most important bacteria plant relationship is that of Legumes (such as soybean, peas and beans) and nitrogen fixing bacteria. The plant produces the organic energy source that is needed by the bacteria and the bacteria provides the fixed nitrogen essential for the growth of the plant (Martinko et al., 1997). On the other
hand there are many diseases in plants and animals that are caused by bacteria. Some of the bacterial species that cause diseases in humans (such as *Staphylococcus aureus*, *Pseudomonas Aeruginosa* and *Escherichia coli*) are gaining resistance to known antibiotics and are already causing diseases that are very difficult to treat (Arias and Murray, 2009).

Bacteria are an essential part of the life on Earth and understanding them will help to protect us, use them better in processes such as biotechnology and to understand and safeguard our environment.

One of the biological processes that bacteria engage in is recombination and a major part of this thesis is dedicated to investigating this process and to learn the properties of the recombination process from bacterial genomes.

This chapter is an introduction to the recombination process in bacteria and a review of the related models. The chapter begins with an introduction to the recombination process in bacteria. Subsequently, reproductive models that look forward in time, some of their properties and their drawbacks are presented. In the following section the coalescent model, which looks at the genealogy of a sample of a population backwards in time and its relationship to the forwards in time models, is established. Additions to the coalescent model such as mutation and recombination are presented in the subsequent section. This will then be followed by approximations to the coalescent model with recombination.

1.2 Bacteria and recombination

In higher organism which usually reproduce sexually, recombination is an integral part of the reproductive process and it introduces new genetic variants to the population. All recombination events in eukaryotes are homologous recombination i.e. the exchange of DNA is between
homologous segments of chromosomes. In eukaryotes there are two types of recombination:

**Cross-over recombination** usually occurs during meiosis between two paired chromosomes. Large segments of DNA from the recombination break point to the end of the chromosome are exchanged.

**Gene-conversion recombination** also usually occurs during meiosis between paired chromosomes. A small segment of one chromosome is exchanged with its homologue on another chromosome without its flanking regions.

Bacteria on the other hand reproduce by binary fission. Thus the two daughter cells are almost identical to the parent cell apart from perhaps a few mutations which occur during the DNA duplication process. Despite being clonal, recombination plays a crucial role in the evolution of bacteria (Feil and Spratt, 2001; Fraser et al., 2007; Vos, 2009).

In bacteria recombination is defined as the process where a relatively small DNA segment from a donor cell is integrated into the recipient cell’s genome. This process can lead to two outcomes, non-homologous and homologous recombination (Vos, 2009). Non-homologous recombination occurs when a novel segment of DNA from the donor cell is inserted into the genome of the recipient cell. On the other hand, homologous recombination happens when the DNA from the donor cell replaces its homologous counterpart in the genome of the recipient cell. In this study we are only concerned with the “core” genome of regions present in all sampled genomes (Medini et al., 2008), and therefore only homologous recombination is relevant.
1.2.1 Mechanisms of transfer of DNA between bacterial cells

In bacteria, foreign DNA can be taken up by the recipient cell through one of the three mechanisms: conjugation (transfer of DNA from one cell to another when they are in physical contact), transduction (bacteriophage mediated DNA transfer) or transformation (uptake of DNA from the
environment by the recipient cell) (THOMAS and NIELSEN, 2005). In homologous recombination, the recipient cell then replaces the homologous section of its DNA with the foreign DNA segment. Figure 1.2 illustrates the three mechanisms of recombination in bacteria.

Mechanisms of recombination in bacteria are very different to that of higher organism (eukaryotes) where a lot of recombination modelling is focused and it is important to understand the differences and to take them
into account when modelling recombination in bacteria.

**Transformation**

Transformation is the uptake of exogenous DNA from the environment and its subsequent integration into the genome. For transformation to occur the recipient cell has to become competent. Competency happens through expression of specific proteins on the surface of the cell that binds exogenous DNA. Overall transformation involves around 20–50 proteins depending on the species (Thomas and Nielsen, 2005). Almost all transformable bacteria are thought to share common mechanisms for the uptake of the DNA and processing. These mechanisms use conserved genes that are all expressed on the onset of competence. The actual mechanisms of the transfer of DNA into the cell in most taxa are related to type IV pili and type II secretions systems (Dubnau, 1999; Chen et al., 2005). A pilus on the recipient cell surface is bound to foreign double stranded DNA and one strand is degraded and the other strand is pulled into the cell through a trans-membrane channel (Chen et al., 2005).

Although natural transformation has been observed in all the major groups of bacteria (around 80 species which are well represented among both gram-positive and gram-negative groups), not all species are naturally transformable (Lorenz and Wackernagel, 1994). Furthermore most species develop time-limited competency in response to specific environmental conditions such as cell density or starvation and the proportion of cells that develop competency can range from near zero to almost 100% (Johnston et al., 2014). In some species such as *N. gonorrhoeae* and *H. influenzae* for transformation to be efficient the foreign DNA has to contain specific sequences that are overrepresented in
their own genomes (Goodman and Scocca, 1988), while species such as *B. subtilis* and *S. pneumoniae* display no preference for any specific sequence (Ochman et al., 2000).

**Transduction**

Transduction occurs when foreign DNA is injected into the recipient cell by a bacteriophage. All transduction events are abnormal as the transfer of bacterial genetic material happens by machinery that is evolved primarily to transfer viral genetic material that is essential for its survival. When a cell is infected by a bacteriophage, the phage uses the cells machinery to replicate itself. Due to low fidelity of packaging, the phage capsid might contain bacterial DNA. When the cell dies and the phages are released, they can infect other cells and transfer the bacterial DNA to the recipient cell. Transduction is divided into two classes: generalised and specialised. In generalised transduction the bacteriophage has packaged random DNA fragments from the donor cell while in the specialised transduction DNA adjacent to the phage integration site in the donor cell is packaged into the capsid (Low and Porter, 1978).

Phages are thought to be extremely prevalent and to play a crucial role in the horizontal gene transfer process in bacteria (Weinbauer and Rassoulzadegan, 2003; Weinbauer, 2004). To survive, the bacteria have to be resistant to most type of phages that they encounter. This resistance mechanism can result in limited host range for some phages. As a result transduction can only lead to exchange of DNA between two strains if they are susceptible to the same phages. This has resulted in co-evolution of of phages and their host bacteria such that some species such as Salmonella can be identified by their susceptibility to a specific
Conjugation

Conjugation happens when two cells come into contact and plasmids or integrative conjugative elements (ICE) are exchanged. Conjugation is usually dependent on the presence of a plasmid in the donor cell that carries all the necessary genes to promote the transfer of DNA from the donor to recipient cell. In gram-negative bacteria such as *E. coli*, the donor cell needs to carry a filamentous tube on the cell surface. The structure of these tubes can be very different among different species. The pilus encoded by the F plasmid is long, thin and flexible while the pilus encoded by RP4 is short, thicker and rigid (Burrus *et al.*, 2002). The pili come into contact with the receptor proteins on the recipient cell’s surface and form a mating pair. The pili then contracts and brings the two cells into direct contact. A pore is made between the two cell and then the transfer of DNA from donor to recipient occurs. In gram-positive bacteria such as *Enterococcus* and *Streptomyces* usually the number of genes required for the conjugation is much lower. This is partly due to the fact that gram-positive bacteria lack the outer membrane that the gram-negative bacteria have (Frost, 2009). In this specific species, the recipient releases a pheromone like protein into the environment that binds to a plasmid encoded receptor on the donor cell surface. Different types of plasmids encode for different types of receptors and therefore activated by different types of pheromones. The recipient cells can produce a range of pheromones and can mate with cells carrying different plasmids. The binding of pheromone to the receptor causes the donor cell to produce aggregating products that results in the aggregation of donor and recipient
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Conjugation is common among all taxa of bacteria (Davison, 1999). For instance in *Vibrio* and *Pseudomonas* in gram-negative bacteria and *Streptomyces* and *Enterococcus* in gram-positive bacteria. Conjugation can happen between members of different species and even different kingdoms (Sawasaki et al., 1996). Conjugation can only happen between cells which are physically close and usually requires long periods of contact between them and it tends to moves large portions of DNA between cells. Transfer of plasmid from the donor cell to recipient cell is the most common outcome of conjugation, however in some instances the transfer of chromosomal DNA also happens. Some plasmids can have a limited host range as they have to be able to replicate in the recipient cell. Conjugation is one of the main reasons for the transfer of antibiotic resistance genes (Courvalin, 1994) between cells.

1.2.2 Homologous recombination mechanism

With the exception of plasmids, once the foreign DNA is inside the cell, it has to be integrated into the recipient cells genome to persist for many generations. This is usually done through homologous recombination mechanism. Homologous recombination is a complex system with around 25 genes involved in the process. The necessary gene is *recA* which is present in all bacterial species studied. In homologous recombination the efficiency of integration depends on the degree of homology of the exogenous DNA and the host DNA (at least in parts) (Zawadzki et al., 1995). Mismatch repair system (which their primary role is protection of genetic integrity) recognise and process mispaired and non-paired bases and can stop the recombination process if the foreign DNA is too divergent.
(Matic et al., 1996). Mutants that lack the mismatch repair system show a significant increase in their ability to recombine with more distant species (Rayssiguier et al., 1989).

Restriction modification systems are another barrier to recombination. These system have evolved to protect bacteria from infection by exogenous DNA such as bacteriophages. However this system cannot respond to all threats. Many phages escape the effects of the host restriction system by absence of restriction sites on their DNA or by inactivating the restriction modification proteins (Matic et al., 1996). In addition, small DNA segments are likely not to contain some of the restriction sites and therefore not to be affected by the restriction modification enzymes.

It seems the main determinant of the success of the recombination event to be the amount of sequence divergence between the exogenous DNA and the genomic DNA. Experimental work has shown that the probability of recombination has a negative log-linear relationship with the amount of sequence in diverse species such as Bacillus (Majewski and Cohan, 1999), E. coli (Vulić et al., 1997) and S. pneumoniae (Majewski et al., 2000).

1.2.3 Comparison of recombination rates in bacteria

The most commonly used measure of relevance of recombination in bacteria is r/m which is the ratio of probabilities that a given nucleotide is altered by recombination to mutation (Guttman and Dykhuizen, 1994). Therefore it estimates the relative effect of recombination to mutation in terms of how many substitution they cause.

There are different methods for estimating r/m in bacteria. However comparing these estimates from different methods is not meaningful due to different assumptions and properties of the methods. Instead we use the
result from a single study (Vos and Didelot, 2009) where they have
looked at r/m for 48 different bacterial and archaeal species. r/m changes
by 3 orders of magnitude from 0.2 in Leptospira interrogans to 63.6 in
Flavobacterium psychrophilum. The authors observed that all marine and
aquatic species had high or very high rates of homologous recombination.
On the other hand, Terrestrial bacteria had low to intermediate rates of
homologous recombination. This is to be expected as marine and aquatic
species are less likely to be affected by the geographic population structure
as the waves, tides and currents migration and movement of the isolates.
The authors also observed pathogens vary widely in their rate of
homologous recombination. This is true for both obligate pathogens and
commensal and opportunists pathogens. Their results show that there is a
large variation in the rate of homologous recombination in bacteria and it
plays a significant role in the genetic diversity of a large number of
bacterial species. For more information we refer the reader to Vos and
Didelot (2009).

1.3 Reproductive models

1.3.1 The Wright-Fisher model

Wright (1931) and Fisher (1930) introduced a model of population
reproduction which has become known as the Wright-Fisher (WF) model.
This simple model describes how genes are transferred in an idealised
population from one generation to the next. The notation used is slightly
different for haploid and diploid organisms. As this work focuses on the
bacterial evolution, we use the notation for haploid organisms. The WF
model makes some important simplifying assumptions. They are as follows:
Generations are non-overlapping.

- Population size is constant.
- All individuals are equally fit.
- The population has no structure.

Using the WF model assumptions, we can formulate some of the statistical properties of the model. Assuming a population of size \( N \), generation \( t + 1 \) is derived from generation \( t \) by uniformly sampling from it with replacement. Figure 1.3 shows an example of a WF population of size seven. It also shows the genealogy of a sample from the present population, going back in time. The genealogy is defined by the lines of ancestry going back in time until all the samples have found a common ancestor.

Probability of gene \( j \) in generation \( t + 1 \) to have descended from gene \( i \) in generation \( t \) is \( 1/N \). Therefore the number of offspring of gene \( i \) in the next generation is binomially distributed. Number of descendants of gene \( i \) of generation \( t \) in the next generation \( C_i \) is distributed as:

\[
\Pr(C_i = k) = \binom{N}{k} \left( \frac{1}{N} \right)^k \left( 1 - \frac{1}{N} \right)^{N-k} \quad k = 0, 1, \ldots, N \quad (1.1)
\]

For large values of \( N \) the binomial distribution can be approximated by the Poisson distribution with parameter \( \lambda = N(1/N) = 1 \):

\[
\Pr(C_i = k) \approx \frac{1}{ek!} \quad (1.2)
\]

Looking at genealogies an important property of the WF model is the distribution of number of generations to the first common ancestor event of a sample from the population going back in time. A common ancestor event is defined as when two lineages trace their ancestry to a single gene as shown in Figure 1.3. Let us assume we have a random sample of \( n \) genes
1.3. REPRODUCTIVE MODELS

Figure 1.3: Illustration of a Wright-Fisher population and genetic drift. (a) An example of a WF population with seven genes. At each generation descendants are chosen by uniformly sampling with replacement from the current generation. The lines show the descendants of each gene. The red lines show the genealogy for a sample of size three from the present population going back in time. At some point every gene in the population will be descended from a single ancestor some generations ago. This event is called fixation. (b) Illustration of the randomness in a WF population. 20,000 simulations were done for a population of size seven where initially each gene has a different genotype and the time to fixation was recorded. The figure shows the histogram of the number of generations to fixation. There is a huge amount of randomness in the model which needs to be taken into account when drawing conclusions.
from a population of size $N$. The first gene is free to choose its parent, but the second gene has to choose its parent from $N-1$ remaining genes in the previous generation and so on. The probability that none of the $n$ genes find a common ancestor in the previous generation is

$$\frac{N(N-1)\ldots(N-n+1)}{N^n} = \left(1 - \frac{1}{N}\right)\ldots\left(1 - \frac{n-1}{N}\right)$$

$$= \prod_{i=1}^{n-1} \left(1 - \frac{i}{N}\right) = 1 - \sum_{i=1}^{n-1} \frac{i}{N} + O\left(\frac{1}{N^2}\right)$$

$$= 1 - \left(\frac{n}{2}\right)\frac{1}{N} + O\left(\frac{1}{N^2}\right) \quad (1.3)$$

In Equation 1.3, assuming that $N$ is large, then $1/N^2$ and terms of higher order are negligible and can be ignored. As a result the probability of having no common ancestor event in the previous generation is approximately

$$1 - \left(\frac{n}{2}\right)\frac{1}{N} = 1 - \frac{n(n-1)}{2N} \quad (1.4)$$

And if $N \gg n$, then the probability of having more than one common ancestor event happening in the same generation is negligible. Therefore the probability mass function of the number of generations to the first common ancestor event of $n$ lineages $T^n_{CA}$ is Geometrically distributed

$$\Pr(T^n_{CA} = j) = \left(1 - \left(\frac{n}{2}\right)\frac{1}{N}\right)^{j-1} \left(\frac{n}{2}\right)\frac{1}{N} \quad j = 1, \ldots, \infty \quad (1.5)$$

It is important to note that the above approximation holds assuming that $N$ is large and that $N \gg n$. In addition it is important to note that despite the simplicity of the model, deriving exact probabilistic properties of this model are often difficult and require diffusion approximation (Kimura, 1985). Another way to study the model is Monte Carlo simulations i.e.
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simulate the whole population for many generations, but these simulations tend to be computationally inefficient as population sizes are usually large and the process needs to run over many generations to reach equilibrium.

**The Wright-Fisher model with mutation**

Mutation is defined as a change of a base in a DNA sequence. Here we are only interested in the mutations that can be passed on to the next generation. As we are assuming neutrality, these mutations will not affect the reproductive patterns of the organism and thus can be seen as events that are independent from the reproductive process.

There are two main models of DNA sequence mutation. The first is the infinite site model (Kimura, 1969), which assumes mutations are rare events and that DNA sequences are very long. Hence multiple mutations on the same site are extremely rare so they can be ignored. Under the infinite site model all polymorphic sites are biallelic. The second is the finite site model, which assumes that mutations on all sites are equally likely and allows for several mutations on the same site. The finite site model has several variants, the simplest of which is the Jukes-Cantor model (Jukes and Cantor, 1969). This model assumes mutations to any of the three other nucleotides are equally probable. An improvement to the Jukes-Cantor model was introduced by Kimura (1980) which assumes transitions \((A\leftrightarrow G \text{ and } C\leftrightarrow T)\) are more likely than transversions (all other changes).

All of the above mutation models can be incorporated into the WF model. For simplicity we use the infinite site model. We assume that each gene passed on to the next generation is subject to mutation with probability \(u\). This means following a single lineage backwards in time, the number of generations until the first mutation is observed \(T_M\) is
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To add recombination to the WF model, let us assume that each gene passed to the next generation is subject to recombination with probability $r$. Hence following a single lineage back in time, the number of generations to the first recombination event $T_R$ is geometrically distributed

$$ P(T_R = j) = r(1 - r)^{j-1} \quad j = 1, \ldots, \infty $$

and therefore the expected number of mutations in each generation is $Nu$. 

The Wright-Fisher model with recombination

To add recombination to the WF model, let us assume that each gene passed to the next generation is subject to recombination with probability $r$. Hence following a single lineage back in time, the number of generations to the first recombination event $T_R$ is geometrically distributed
1.3. REPRODUCTIVE MODELS

Figure 1.5 shows a recombining WF population of size seven. At each recombination event the ancestry of the donor cell is shown in green dotted line. If the population is non-recombining then the entire length of the observed sequences evolve according to a single genealogy as shown in Figure 1.4. As recombination moves segments of one cell’s DNA into another, in a recombining population different parts of the observed sequences will have different genealogies. As seen in Figure 1.11c, recombination in bacteria is asymmetric. The donor cell contributes a very small segment of DNA while the recipient cell provides the rest of the genome. Although there is no single genealogy that observed sequences evolve according to, we can define the concept of clonal genealogy (Didelot et al., 2010). The clonal genealogy is the ancestry of a sample of isolates when at each recombination event the line of decent of the recipient cell is followed back in time. In a set of sampled isolates, given that the recombination rate is not extremely high, most parts of the observed genomes have evolved according to the clonal genealogy.

For a set of aligned sequences from a population of haploid organisms, all non-recombining sites have evolved according to the clonal genealogy, while the recombining sites have their own local genealogies. Parts of these local genealogies will be similar to the clonal genealogy as recombination affects a subset of the isolates. In Figure 1.5 the red line shows the clonal genealogy of a sample of size three. Most of the genome for the three sampled isolates has evolved according to this clonal genealogy, but some sections of the genomes will have different local genealogies for which the relevant green lines need to be traced back in time.
Figure 1.5: A Wright-Fisher population with gene-conversion recombination. Each gene passed on to the next generation has probability $r$ of recombining. At each recombination event, the green dotted line shows the ancestry of the donor cell. The red lines show the clonal genealogy of a sample of size three taken from the population. Clonal genealogy is defined by following the ancestry of a sample back in time and at recombination events following the ancestry of the recipient cell. Clonal genealogy is an important concept in the bacterial evolution, as most of the sampled isolates’ genomes have evolved according to it.
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1.3.2 The Moran model

The Moran model (Moran, 1958) is an alternative reproduction model which is mathematically attractive. At each time step $t$ an individual is chosen at random to reproduce and an individual is chosen at random to die. The same individual can be first chosen to reproduce and then die. Consequently, an individual in step $t$ can have zero or one offspring in step $t + 1$. The Moran model’s simplifying assumptions are similar to that of WF model apart from the fact that as only one individual is allowed to reproduce in each time step, generations are allowed to overlap.

Let us assume we have a sample of size $n$ from a population of size $N$. In each time step looking back in time, there are only two possibilities, two individuals finding a common ancestor or none finding a common ancestor. The probability that two of the individuals find a common ancestor in the previous time step is equal to the probability that the offspring did not replace its parent in the previous step $(N - 1)/N$ times by the probability that both offspring and its parent are present in the sample $(n/N)(n - 1/N - 1)$:

$$\frac{N - 1}{N} \frac{n}{N} \frac{n - 1}{N - 1} = \frac{n(n - 1)}{N^2} = \left(\frac{n}{2}\right) \frac{2}{N^2}$$

(1.8)

Hence, following $n$ lineages back in time, the number of time steps until the first common ancestor event $T_{CA}^n$ is geometrically distributed

$$\Pr(T_{CA}^n = j) = \left(1 - \left(\frac{n}{2}\right) \frac{2}{N^2}\right)^{j-1} \left(\frac{n}{2}\right) \frac{2}{N^2}$$

(1.9)

This distribution is exact, unlike the equivalent result of the WF model in Equation 1.5 where we used approximations. Figure 1.6 shows a population of size seven reproducing under the Moran model.

Calculating some of the properties of the Moran model are simpler than
Figure 1.6: A population of size seven reproducing under the Moran model. In time step $t$ an individual is chosen at random to reproduce and an individual is chosen at random to die. The same individual can be chosen to reproduce and then die. Such cases are shown with dotted lines. The red lines show the genealogy of a sample of size three going back in time.
the WF model, however this process can still be cumbersome and complex. Simulating populations under the Moran model is computationally inefficient due to large population sizes and the long number of time steps that simulation has to be carried over. Mutation and recombination can be added to the Moran model in a similar fashion as the WF model.

1.4 The coalescent model

Kingman (1982a,b) introduced the coalescent model. Until the early 80s most approaches were looking forwards in time (using models such as the WF and Moran) and were trying to calculate the expectation of the future events for a sample given present state of the population. In these models one usually needs to have information about the state of the whole population. Kingman took a different approach and introduced a model looking back in time. It looks at the genealogy of a sample backwards in time, ignoring genes in the population that are not relevant to the sample ancestry.

A coalescent event occurs when looking back in time two lineages find a common ancestor. Kingman expressed his model as coalescence of sampled lineages backward in time until all lineages find a common ancestor that is called the most recent common ancestor (MRCA). It can be proved that the coalescent model is the limiting case to the WF and Moran models (and many other population reproduction models) when the population size goes to infinity.

1.4.1 Deriving the coalescent model

Looking back in time at the ancestry of a sample of genes results in a tree that is called the genealogy. This tree has two parts, the branching order or the topology of the tree and the age of the nodes of the tree. Figure
Figure 1.7: The genealogy of a sample in a WF population and its equivalent coalescent tree. (a) The red lines show the genealogy of a sample of size four from a WF population going back in time until they meet their common ancestor. (b) The equivalent coalescent genealogy of the sample in the WF population is shown. It is important to note that different samples will have different genealogies and thus the randomness in the model has to be taken into account.
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1.7 shows an example of such a tree. In the coalescent model the tree topology and the ages of the tree nodes are independent of each other. Any two branches are equally likely to find a common ancestor in the previous generation, therefore all branching orders are equally likely. The ages of the tree nodes $T_n$ are defined as the time during which there are $n$ lineages. In the following section we derive these times from the WF and Moran models.

**Deriving the coalescent model from the WF model**

Let us assume we have a sample of size $n$ genes from a WF population of size $N$. From Equation 1.3, we know that following $n$ lineages back in time the number of generations until the first coalescent (or common ancestor) event $T^n_{CA}$ is geometrically distributed. Consequently, following $n$ lineages back in time, the probability that the first coalescent event happens at generation $j + 1$ or later is

$$\Pr(T^n_{CA} > j) = \left(1 - \left(\frac{n}{2}\right) \frac{1}{N}\right)^j \quad (1.10)$$

For large values of $N$ the probability of two simultaneous coalescent events becomes negligible and is ignored. Now if the time is measured in units of $N$ generations and a change of variables is used where $t = j/N$ and $T_n = T^n_{CA}/N$, then

$$\Pr(T_n > t) = \left(1 - \left(\frac{n}{2}\right) \frac{1}{N}\right)^{Nt} \xrightarrow{N\to\infty} e^{-\left(\frac{n}{2}\right)t} \quad (1.11)$$

Hence

$$\lim_{N\to\infty} \Pr(T_n \leq t) = 1 - e^{-\left(\frac{n}{2}\right)t} \quad (1.12)$$

This change of variable allows us to map from a discrete unit of time measured in number of generations to a continuous unit of time where one unit of time is equivalent to $N$ generations. Differentiating Equation 1.12
gives the probability density function of $T_n$. While there are $k$ lineages, the
time to the next coalescent event is exponentially distributed with parameter
\[
\frac{k}{2} e^{\frac{k}{2} t} = \frac{k(k - 1)}{2} e^{\frac{k(k - 1)}{2} t}
\] (1.13)

This approximation is valid when population size $N$ is large and the number
of samples $n$ is small relative to the population size $N$.

Based on Equation 1.13 the genealogy of the sample is defined by a
series of coalescent events and the waiting times $T_n, T_{n-1}, \ldots, T_2$ between
the coalescent events are exponentially distributed and are dependent on the
current number of lineages. An important feature of Equation 1.13 is that it
does not depend on the population size directly but through a scaling time.
It also uses the fact that for a sample of size $n$ from a population of size $N$
much of the genealogy is irrelevant, which leads to very efficient simulation
algorithms. To simulate the genealogy of a sample, we simulate the time
to the next coalescent event $T_k$ from Equation 1.13 and at each coalescent
event we draw two lineages at random to coalesce.

**Deriving the coalescent model from the Moran model**

Let us assume that there exist a population of size $N$ that is reproducing
according to the Moran model. Based on Equation 1.9 we know that,
following $n$ lineages back in time, the time to the first coalescent event is
geo\textit{metrically} distributed. Therefore, the probability that the first
coa\textit{s}c\textit{ent} event happens at the latest by the time step $j$, is
\[
\Pr(T_{CA}^n \leq j) = 1 - \left(1 - \left(\frac{n}{2}\right)\frac{2}{N^2}\right)^j
\] (1.14)
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Now if we scale the time, in units of $N^2/2$ time steps and introduce the change of variables $t = 2j/N^2$ and $T_n = 2T_{CA}/N^2$ then

$$
\Pr(T_n \leq t) = 1 - \left(1 - \left(\frac{n}{2}\right) \frac{2}{N^2}\right)^{\frac{2j}{N^2}} \xrightarrow{N \to \infty} 1 - e^{-\left(\frac{n}{2}\right)t} \quad (1.15)
$$

Differentiating 1.15, gives the probability distribution function of $T_n$ as $N \to \infty$. So, the time to the first coalescent event when there are $k$ lineages is exponentially distributed with parameter $\left(\frac{n}{2}\right)$

$$
f_{T_k}(t) = \left(\frac{k}{2}\right) e^{-\left(\frac{k}{2}\right)t} = \frac{k(k-1)}{2} e^{\frac{-k(k-1)}{2}t} \quad (1.16)
$$

Both the Moran and the WF models give rise to the same distribution for the time to the next coalescent event. The difference is in the scaling of time. One unit of time in the coalescent model is equivalent to $N$ generations in the WF model and equivalent to $N^2/2$ time steps in the Moran model.

1.4.2 Adding mutation to the coalescent model

Under the neutral theory mutations do not affect the number of offspring an individual will have in the next generation. This means there is a separation between the genealogy and the allelic states. Genealogy can be created without any input from the allelic states. Mutations can then be imposed on top of the genealogy.

Assume in a WF population mutations happen at a constant rate of $u$ per generation per individual. Following a lineage back in time, Equation 1.6 shows that, the number of generations until the first mutation event is geometrically distributed. Therefore the probability that there are at least
one mutation on a single lineage in the first $j$ generations is given by:

$$\Pr(T_M \leq j) = 1 - (1 - u)^j \quad (1.17)$$

Now if we use the WF scaled time for the coalescent model, and use the change of variables $t = j/N$, $T_m = T_M/N$ and $\theta = 2Nu$ (where $\theta$ is called the population mutation rate) we will have

$$\Pr(T_m \leq t) = 1 - \left(1 - \frac{\theta}{2N}\right)^{tN} \xrightarrow{N \to \infty} 1 - e^{-\frac{\theta}{2}} \quad (1.18)$$

The derivative of Equation 1.18 is the probability density function of the time to the first mutation event following a lineage backwards in time which is exponentially distributed with parameter $\theta/2$:

$$f_{T_m}(t) = \frac{\theta}{2} e^{-\frac{\theta}{2}t} \quad (1.19)$$

Figure 1.8 shows the relationship between the WF model with mutations and the coalescent model with mutations. Using the relationship between the exponential distribution and the Poisson process, Equation 1.19 is equivalent to the mutations being dropped on the genealogy according to a Poisson process with rate $\theta/2$. Given that the length of a branch of genealogy is $t$, the number of mutations $i$ on that branch is Poisson distributed:

$$\Pr(i|t) = \frac{(\frac{\theta}{2}t)^i}{i!} e^{-\frac{\theta}{2}t} \quad (1.20)$$

Assuming an infinite site model, Equation 1.20 allows us to calculate the expected number of segregating sites $S_n$ in the history of a sample of size $n$. Given that the total branch length of the genealogy is $T_{total}$ and the time to
Figure 1.8: A WF population with mutations and the equivalent coalescent model with mutations. (a) Illustrates a WF population with mutation. Following a lineage back in time, the distribution of number of generations to the next mutation event is geometric. (b) In the coalescent model, following a lineage back in time, the distribution of time to the next event is exponential with parameter $\theta/2$. One unit of time in the coalescent model is equal to $N$ generations in the WF model.
the next coalescent event when there are \( i \) lineages is given by \( T_i \) we have:

\[
E(S_n) = E\left(\frac{\theta}{2} T_{\text{total}}\right) = \frac{\theta}{2} E\left(\sum_{i=2}^{n} (iT_i)\right) = \frac{\theta}{2} \sum_{i=2}^{n} iE(T_i)
\]

\[
= \frac{\theta}{2} \sum_{i=2}^{n} \frac{i}{(i-1)} = \frac{\theta}{2} \sum_{i=2}^{n} \frac{2i}{i(i-1)} = \theta \sum_{i=1}^{n-1} \frac{1}{i} \approx \theta \log(n - 1) + 0.577
\]

(1.21)

A consequence of Equation 1.21 is that the expected number of mutations is linearly dependent on \( \theta \), but it is logarithmic on \( n \). This means adding longer sequences to the data will increase the expected number of polymorphic sites faster than adding more sequences to the sample. In addition the expected number of segregating sites between two sequences is \( \theta \).

A commonly reported estimator of the population mutation rate is the Watterson’s estimator (Watterson, 1975):

\[
\hat{\theta}_W = \frac{S_n}{\sum_{i=1}^{n-1} \frac{1}{i}}
\]

(1.22)

which uses Equation 1.21 and replaces the expected number of polymorphic sites with the observed number. Another estimator that is commonly used is Tajima’s estimator (Tajima, 1989):

\[
\hat{\theta}_T = \frac{2}{n(n-1)} \sum_{i<j} \pi_{ij}
\]

(1.23)

where \( \pi_{ij} \) is the number of segregating sites between sequences \( i \) and \( j \) in the sample. As the number of polymorphic sites between two sequences is expected to be \( \theta \), Tajima’s estimator simply replaces the expected value by the observed value, and estimates \( \theta \) by averaging \( \pi_{ij} \) for all possible sequence pairs in the sample. Mutations that occur further up the genealogy affect
more sequences while mutations that occur on the terminal branches of the
genealogy only affect a single branch. The Watterson’s estimator puts equal
weights on all of these mutations whereas the Tajima’s estimator puts more
weight on mutations further up in the genealogy as they are counted several
times. TAJIMA (1989) proposed the statistic,

\[ D = \frac{\hat{\theta}_T - \hat{\theta}_W}{\text{std}(\hat{\theta}_T - \hat{\theta}_W)} \] (1.24)

known as the Tajima’s D test which tests if sequence data fit a basic neutral
(coalescent) model.

1.4.3 Adding recombination to the coalescent model

Despite the fact that bacterial recombination is not of the cross-over form,
it will be introduced here as it can be extended to include gene-conversion.
In addition a substantial proportion of the literature is focused on the
coalescent with cross-over recombination. Following this section, we will
present the coalescent with gene-conversion which is relevant to bacteria.

Cross-over recombination

HUDSON (1983) added cross-over recombination to the coalescent model.
When a recombination event happens, a point on the chromosome is
randomly chosen and the DNA to the right of the point comes from one
parent and the DNA to the left of the point comes from the other parent.
Looking back in time, when a recombination event happens, there are two
ancestors for a single lineage. Consequently the entire length of sampled
sequences cannot be represented by a single tree, since different sections of
the sampled sequences will have different genealogies (trees). Adding
recombination to the coalescent turns the tree structure of the genealogy to a graph structure and that is where the name ancestral recombination graph (ARG) originates (Griffiths and Marjoram, 1997). This graph represents the history of the entire length of the sampled sequences, but different segments of the sequences will have different local trees which are embedded in the ARG. Figure 1.9 shows a WF population with recombination and the equivalent ARG. It also shows the local trees for different sections of the observed sequences.

For a WF population of size $N$, let $r$ be the probability of recombination per generation per individual. Equation 1.9 states that following a lineage back in time, the time to the first recombination event is geometrically distributed. As a result, following a lineage back in time, the probability that there are at least one recombination in the first $j$ generations is

$$\Pr(T_R \leq j) = 1 - (1 - r)^j \quad (1.25)$$

Now if we use the coalescent unit of time for a WF population and do a change of variables $t = j/N$, $T_r = T_R/N$, and $\rho = 2Nr$, where $\rho$ is the population recombination rate, we will have

$$\Pr(T_r \leq t) = 1 - (1 - \frac{\rho}{2N})^{Nt} \xrightarrow{N \to \infty} 1 - e^{-\frac{\rho}{2}t} \quad (1.26)$$

Thus distribution of time (in coalescent unit) to the next recombination event on a single lineage converges to an exponential distribution with parameter $\rho/2$ as $N \to \infty$:

$$f_{T_r}(t) = \frac{\rho}{2} e^{-\frac{\rho}{2}t} \quad (1.27)$$

As the lineages recombine independently, given there are $k$ lineages
present, the time to the first recombination event is exponentially distributed with the total rate of $k\rho/2$. On the other hand the total coalescent rate when there are $k$ lineages is $k(k-1)/2$. Hence looking back in time, the coalescent with recombination is a birth and death process where the rate of lineage birth is linearly dependent on $k$, and the rate of lineage death is quadratically dependent on $k$. This guarantees that the number of lineages will stay finite (Griffiths and Marjoram, 1997).

Both the coalescent and recombination events have exponential distributions. Using standard properties of exponential distributions one can show that while there are $k$ lineages the time before the first event (coalescent or recombination) is exponentially distributed as:

$$f_{T_k}(t) = \left( \frac{k}{2} + \frac{k\rho}{2} \right) e^{-\left( \frac{k}{2} + \frac{k\rho}{2} \right)t}$$

and

$$\Pr(\text{Event is recombination}) = \frac{k\rho}{\left( \frac{k}{2} + \frac{k\rho}{2} \right)} = \frac{\rho}{k - 1 + \rho}$$

$$\Pr(\text{Event is coalescent}) = \frac{k}{\left( \frac{k}{2} + \frac{k\rho}{2} \right)} = \frac{k - 1}{k - 1 + \rho}$$

**Gene-conversion recombination**

Wiuf and Hein (2000) added gene-conversion recombination to the coalescent model. All recombinations in bacteria are of the gene-conversion form. The model is similar to the cross-over recombination introduced by Hudson (1983). The main difference is that at each cross-over recombination there is a single break point on the affected sequence, therefore the only parameter of interest is the recombination rate. However, at each gene-conversion recombination there are two break points on the affected sequence and therefore there are two parameters of interest,
Figure 1.9: The coalescent model with cross-over recombination for a sample of size three and observed sequences of 1000 bp. (a) A WF population with recombination. At each recombination event the green dotted line shows one of the parents. The red and green lines show the genealogy of a sample of size three looking back in time. (b) The equivalent ARG and the distribution of the time to the next event. The ARG represents the history of the entire length of observed sequences. Different parts of the observed sequences will have different local trees that are embedded in the ARG. Assuming that recombination A happens at the 100th bp and recombination B happens at 700th bp, there will be three local trees that represent the history of the region. (c, d, e) The local trees for the observed sequences at 1–99, 100–699 and 700–1000 bp respectively. The solid lines show the history of the segment and the dotted lines show the rest of ARG.
the recombination rate and the mean length of recombination events. The DNA segment between the two break points (usually hundreds to thousands of nucleotides long) comes from the donor cell and the rest of the genome (usually millions of nucleotides long) comes from the recipient cell. This asymmetry allows us to define the concept of clonal genealogy (Guttman, 1997) for a given set of isolates by following the ancestry of the isolates back in time and following the ancestry of the recipient cells at recombination events. Parts of the core genomes that are not affected by recombination have evolved according to the clonal genealogy and parts that have been affected by recombination will have their own local trees. Figure 1.10 shows a WF population with gene-conversion recombination and its equivalent coalescent tree with the clonal genealogy highlighted in red.

Mathematically the coalescent with gene-conversion recombination is an extension to the coalescent with cross-over recombination and the equations derived in the cross-over recombination section are valid. There is one added complexity, the distribution of the recombination tract length. Recombination tract length is assumed to be geometrically distributed partly due to mathematical simplicity and partly due to empirical evidence (Falush et al., 2001). If the mean recombination tract length is assumed to be $\delta$ then the length of recombination event $d$ is assumed to be distributed as:

$$\Pr(d = i) = \delta^{-1}(1 - \delta^{-1})^{i-1} \quad i = 1, 2, 3, \cdots$$

For a recombination event the probability that it starts at any nucleotide in the sequence except for the first one is identical and is denoted by $r$.
Figure 1.10: The WF and coalescent models with gene-conversion recombination. Bacterial recombinations are of gene-conversion form. A donor cell contributes a small fragment of DNA, while the recipient cell contributes the rest of the genome as shown in Figure 1.11c. If at each recombination event the line of the recipient cell is followed back in time then the clonal genealogy which is a binary tree is acquired. (a) Illustration of a WF population with gene-conversion recombination and the genealogy of a sample of size three. At each recombination event the ancestry of the donor cell is shown with a green dotted line. The red lines highlight the clonal genealogy. (b) The equivalent ancestral recombination graph. The red lines show the clonal genealogy and at each recombination event the green lines show the ancestry of the donor cell.
The probability that the event starts at the first nucleotide of an observed sequence is equal to the probability that it started \( d \) base pairs before the first observed nucleotide multiplied by the probability that it is longer than \( d \) base pairs, and summed over all possible values of \( d \)

\[
r' = r \sum_{i=0}^{\infty} \Pr(d > i)
\]

\[
= r \sum_{i=0}^{\infty} (1 - \delta^{-1})^i = r\delta
\] (1.32)

Assuming that the observed sequences are \( L \) base pairs long, summing over all possible sites where recombination could occur, we have

\[
r(L - 1) + r' = 1
\] (1.33)

so that:

\[
r = \frac{1}{L - 1 + \delta}
\] (1.34)

\[
r' = \frac{\delta}{L - 1 + \delta}
\] (1.35)

1.4.4 Coalescent with cross-over recombination as a point process along the genomes

Wiuf and Hein (1999) introduced an alternative algorithm for simulating genealogies under coalescent with cross-over recombination. This algorithm instead of looking at the genealogy of the sample back in time, moves along the sequences and modifies the genealogy as the recombination breakpoints are encountered. They show that the distribution of the sequence length to the next recombination event is exponentially distributed with the parameter dependent on the size of the local graph. They also show that the recombination point on the local
graph is uniformly distributed and that recombinant edges coalesce back with the local graph according to the normal coalescent probabilities.

It is easy to simulate a graph from Wiuf’s algorithm that has the local genealogies for each site embedded in it. It is important to note that this process is not Markovian along the sequences. With each new recombination break point encountered along the sequences, a new recombinant edge is added to the local graph (which has all the local trees up to that point embedded in it). This local graph (rather than the local genealogy) is needed to simulate the next break point along the sequences and the new recombinant edge is added to this local graph. This means the size of the local graph is expanding as one moves along the sequences and it needs to be stored in memory which can be very memory expensive for large values of recombination rate. Figure 1.11 illustrates this algorithm.

1.5 Approximations to the coalescent

Inference under the coalescent with recombination model is difficult (Stumpf and McVean, 2003; McVean and Cardin, 2005). There are three reasons for this difficulty. Firstly, there is no way of calculating the likelihood of the data without knowing the ARG. Thus the data likelihood can only be calculated by conditioning on ARGs. Given the model parameters \( \theta \), we have:

\[
\Pr(D|\theta) = \int \Pr(D|\theta, G) \Pr(G|\theta) dG \tag{1.36}
\]

\[
\approx \frac{1}{N} \sum_{i=1}^{N} \Pr(D|\theta, G_i) \quad \text{and} \quad G_i \sim \Pr(G|\theta) \tag{1.37}
\]
Figure 1.11: Illustration of coalescent as a point process along sequences. The length of sequences is mapped to interval \([0,1)\). (a) Simulate the genealogy for the first position in the sequences. This is a coalescent tree. (b) Given the total length of the graph (tree), simulate the distance to the next recombination point on the sequences (The distance is exponentially distributed with parameter dependent on total length of the graph). Choose a point uniformly on the graph and add a recombination event to it. The left branch will follow the path of the existing line at that point and the right branch will coalesce at some point higher up on the graph based on the coalescent probabilities. (c) Continue until the next recombination point falls outside the length of the sequences.
However the state-space of possible ARGs is huge. Simulating sufficient number of samples from the state-space of ARGs to get a reasonable estimate for the data likelihood is not possible, except for the smallest and simplest of datasets.

Secondly, mutations provide information about the local genealogies, but recombination events break up a sequence into small regions each with its own genealogy, thus reducing the power to identify the local genealogies. This means if the mutation rate is low relative to the recombination rate, there generally will be very little information in the data about the local genealogies of the sample.

Finally, the ARG is more than the sum of the local genealogies, yet the data is only informative about the local genealogies. Given all the local trees, they can be embedded in infinitely many ARGs that are compatible with them and these ARGs can have very different likelihoods.

Attempts have been made to do inference under the coalescent with recombination model using Monte Carlo methods. Nielsen (2000) and Kuhner et al. (2000) developed MCMC methods to sample local genealogies and Fearnhead and Donnelly (2001) introduced an importance sampling method such that local genealogies that have higher likelihoods are sampled more often. These Monte Carlo methods work for small datasets, but are not suitable for any dataset of reasonable size.

A standard technique to solve large problems is to divide and conquer. Although the likelihood of the full data under the coalescent with recombination is difficult to compute, the data can be divided into small subsets (pairs of sites) for which likelihood can be calculated for. One can approximate the likelihood of the full data by multiplying the likelihood of the subsets of the data (Hudson, 2001; McVean et al., 2002;
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These methods are called composite likelihood and are the most widely used methods in practice. As these methods ignore the dependence structure in the data, the estimated likelihood surface tends to be more peaked about their maximum than they should be. As a result obtaining reliable measures of uncertainty for the estimates is difficult.

An alternative to inference under the coalescent with recombination is to use approximations to the model, which are biologically valid and make the inference of recombination properties easier. In the next section we first introduce some of the approximations to the coalescent with cross-over recombination and then the approximations to the coalescent with gene-conversion recombination that are relevant for prokaryotes.

1.5.1 Coalescent with cross-over recombination

Product of approximate conditional (PAC) likelihoods

Li and Stephens (2003) developed a model which approximates the process of recombination while remaining computationally tractable for large genomic regions. Let $h_1, \ldots, h_n$ denote $n$ sampled haplotypes from a population and $\rho$ denote the population recombination rate. The model relates the distribution of the sampled haplotypes to the recombination rate, by using the following identity:

$$\Pr(h_1, \ldots, h_n | \rho) = \Pr(h_1 | \rho) \Pr(h_2 | h_1, \rho) \cdots \Pr(h_n | h_1, \ldots, h_{n-1}, \rho)$$

There are no exact methods to calculate the conditional likelihoods given in Equation 1.38. However, these conditional likelihoods can be approximated using models that generate a new haplotype given a set of
known haplotypes. Specifically, PAC uses a hidden Markov model in which haplotype $k$, is an imperfect mosaic of the previous $k - 1$ haplotypes. The transition probabilities are a function of the recombination rate and the distance between the markers and the emission probabilities are a function of mutation rate and the sample size.

Informally the PAC model creates a new haplotype by copying from the existing haplotypes allowing for mutations such that segments derived from the same ancestor may differ. Under the PAC model the likelihood of the data can be calculated as a sum over all possible histories that could give rise to the data. This summation can be done quickly using dynamic programming algorithms (forward algorithm).

The PAC model captures some aspects of the coalescent with recombination (Li and Stephens, 2003) although it is not a genealogical model. These include how haplotypes are related, the likelihood of seeing new haplotypes decreases as the sample size increases and as the mutation rate increases the likelihood of seeing new haplotypes increases. However there are issues with the PAC model. The main issue is that the approximation introduced in calculating the conditional likelihoods depends on the order in which the haplotypes are used. Thus different orders lead to different likelihood estimates. To solve this problem the authors suggest averaging over a number of runs with different orders. Despite this, the parameter estimates are biased and the bias is difficult to model. It is important to remember that the advantage of the PAC model is its computational tractability, so that it can be used for large datasets. For instance the PAC model has been applied to thousands of human genomes to produce a coancestry matrix which is then clustered to detect population structures in humans (Lawson et al., 2012).
1.5. APPROXIMATIONS TO THE COALESCENT

Sequentially Markov coalescent (SMC)

McVean and Cardin (2005) introduced the sequentially Markov coalescent model. It makes a simplification to the ARG model where two ancestral lineages that have no ancestral material in common are not allowed to coalesce. This change makes the state-space of ARGs smaller, leads to fewer recombination events in the history of the sample and results in a Markovian process when sequentially generating genealogies along the sequences.

This modification is best understood when comparing it to the Wiuf’s spatial algorithm (Wiuf and Hein, 1999) illustrated in Figure 1.11. In spatial algorithm when sampling genealogies along the sequences, with each recombination event, a new recombinant edge is added to the local graph. This local graph is needed for simulating the next recombination event. However under the SMC model with each new recombination event, before adding the new edge corresponding to the recombination event, the existing ancestry of the branch on which the recombination is occurring (above the recombination point) is deleted. This results in a floating lineage which coalesces back with the rest of the tree according to the coalescent probabilities. This process leads to new sampled genealogy which is a tree rather than a graph. Only this new local genealogy (tree) is needed for simulating the next recombination event along the sequences.

The authors show that there is little difference in the LD patterns when data is simulated under the SMC and the ARG models. Figure 1.12 illustrates how a recombination event affects the previous local tree in the SMC model. The SMC model is used in simulation software (Marjoram and Wall, 2006; Chen et al., 2009) although it has not been used in inference procedure. Next we introduce approximations to the coalescent
Figure 1.12: Illustration of the SMC algorithm. (a) Simulate the genealogy for the first position in the sequences according to the coalescent probabilities (b) Given the total length of the previous tree, simulate the distance to the next recombination point on the sequences. Choose a point uniformly on the tree for the recombination event. Remove the branch above that point (part of the line which is between the point and where it coalesces with the tree). (c) Let the hanging branch to coalesce with the tree at some higher point according to the coalescent probabilities.

with gene-conversion that is appropriate for bacteria.

1.5.2 Coalescent with gene-conversion recombination

The ClonalFrame model

Didelot and Falush (2007) developed the ClonalFrame model and software. The ClonalFrame model is a very rough approximation of the coalescent with gene-conversion recombination. An important concept in bacterial recombination is the concept of clonal genealogy, see section 1.3.1. The model assumes that given the clonal genealogy, recombination events are independent of each other. In addition the ancestry of the recombination event on the ARG is not modelled. Instead it is assumed that recombination events introduce novel substitutions to the sequences
at a constant rate.

Figure 1.13 illustrates the ClonalFrame model. Recombination events happen as a Poisson process on the branches of the clonal genealogy and introduce substitutions at a uniform rate to the affected sequences. The length of the recombination events is modelled by a geometric distribution. Inference under the ClonalFrame model is done in a Bayesian context and MCMC is used to get a posterior distribution for the model parameters including the clonal genealogy. Although the ancestry of the recombination events is not modelled, it is possible to post process the output of the ClonalFrame and use BLAST to detect where the recombinant segments are coming from and to identify putative donors (DIDELOT et al., 2009a).

The ClonalFrame model can be seen as an approximation to the coalescent with recombination where recombination is coming from outside of the population. Thus it tends to underestimate the recombination rate relative to mutation rate as it will miss recombination events that do not introduce many polymorphisms. Another issue with ClonalFrame is that it does not use all the information available in the data, namely it does not take into account homoplasy. A site is called homoplastic when given a tree, it could not have arisen without either recombination or repeat mutation (MAYNARD SMITH and SMITH, 1998; MAYNARD SMITH, 1999). ClonalFrame was developed for multilocus sequence typing (MLST) data (MAIDEN et al., 1998) which are usually around 3000-4000 nucleotides long. Therefore the method does not scale well for large datasets of whole bacterial genomes. For instance for 30 bacterial whole genomes with average diversity of around 5% it can take weeks to get results from the software.
Figure 1.13: Illustration of the ClonalFrame model. $a_1, a_2, a_3$ and $a_4$ show the four sampled sequences. $c_1, c_2$ and $c_3$ show the ancestral sequences. Recombination events are shown as arrows and mutation events are shown as black crosses. ClonalFrame model does not model the source of recombination events. Each recombination event affects a segment of the observed sequences and introduces a number of substitutions to the segment with a constant rate. Mutations affect a single site. In this instance there are three recombination events where the sources are not known and four mutation events. Figure reproduced with permission from (Didelot and Falush, 2007).
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The ClonalOrigin model

DIDELOT et al. (2010) introduced the ClonalOrigin model and software. In comparison to ClonalFrame it is a better approximation of the coalescent with gene-conversion recombination. Unlike ClonalFrame, ClonalOrigin models the origin of recombination events as points on the clonal genealogy.

ClonalOrigin model assume that given the clonal genealogy, recombination events are independent of each other. This has two effects on the ARG. Firstly, the recombinant edges are not allowed to coalesce with each other, they are only allowed to coalesce with the clonal genealogy. Secondly, the recombinant edges are not allowed to recombine.

The assumption of independence of recombination events given the clonal genealogy can be examined by its two effects on the ARG. The first simplification follows the same logic as the SMC algorithm, which is an approximation of the coalescent with cross-over recombination (McVean and Cardin, 2005). Lines that are not part of the clonal genealogy (recombinant edges) carry little ancestral material and if two such lines coalesce, they are unlikely to carry any overlapping ancestral material. This change makes the model Markovian along the sequence and thus simplifies the inference. McVean and Cardin (2005) showed that ignoring these cases has little effect on the patterns of LD relative to the full ARG model. The second simplification is justified, as the lines that are not part of the clonal genealogy do not carry much ancestral material and therefore it is unlikely for those small ancestral material to be affected by recombinations.

Therefore recombination events can be seen as edges that start and end on the clonal genealogy. Figure 1.14 illustrates the model. The clonal
genealogy is shown in solid black lines and the two recombinant edges are shown using blue and red lines. At each recombination event the ancestry of the donor cell is followed back in time to its common ancestor on the clonal genealogy. The local tree for any site is given by following back the correct lines of ancestry (on the clonal genealogy and the recombinant edges) for that site.

As our work is based on the ClonalOrigin model, the details of the model are presented. Let $\mathcal{T}$ denote the clonal genealogy which is a coalescent tree and $T$ denote the total branch length of the clonal genealogy. Each recombination event is an edge superimposed on this tree. Recombination events occur independently on the branches of the clonal genealogy at a constant rate of $\rho/2$ where $\rho$ is the population recombination rate. The total number of recombination events $R$ on the clonal genealogy is Poisson distributed as:

$$\Pr(R = r|T, \rho) = \left(\frac{\rho T}{2}\right)^r e^{-\left(\frac{\rho T}{2}\right)} r!$$

(1.39)

Each recombination event $i$ where $i = 1, \ldots, R$ is identified by four variables. An arrival point on the clonal genealogy $b_i$ where the recombination occurs, a departure point on the clonal genealogy $a_i$ where the ancestry of the donor cell meets the clonal genealogy, the site on the chromosome where recombination starts $x_i$ and the site on the chromosome where recombination event ends $y_i$.

It is important to note that to identify $a_i$ and $b_i$ we need to specify the time they occur and the branch on the clonal genealogy they occur on. The arrival points are uniformly distributed on the branches of the clonal genealogy as recombination happens at a constant rate on the clonal
Figure 1.14: Illustration of the ClonalOrigin model. (a) Ancestral graph. The black lines show the clonal genealogy and colour lines show the ancestry of the donor cell for recombination events. The red recombination event affects the ancestor of sample 1 from base pair 50 to 200 and the donor shares ancestry with the clonal genealogy at point $a_1$. The blue recombination event affects the ancestor of sequence 2 from base pair 1 to 100 and it shares a common ancestor with the clonal genealogy at point $a_2$. (b) Two recombination events have created 4 regions where the local trees are different. The figure shows the local trees for each of the four regions. Figure reproduced with permission from (Didelot et al., 2010).
genealogy:

\[ f(b_i | T) = \frac{1}{T} \quad b_i \in [0, T] \quad (1.40) \]

Given \( b_i \), the recombinant edge reconnects with the clonal genealogy according to the coalescent probabilities i.e. the time for the recombinant edge to coalesce with a single lineage is exponentially distributed with parameter 1. This means the departure point \( a_i \) given \( b_i \) is exponentially distributed as:

\[ f(a_i | b_i, T) = e^{-L(a_i, b_i)} \quad (1.41) \]

where \( L(a_i, b_i) \) is the sum of the branch lengths of the clonal genealogy between \( a_i \) and \( b_i \).

Furthermore, the model assumes that recombination events are uniformly distributed along the sequences and their length is geometrically distributed with mean \( \delta \). Sequence data is made of \( B \) independent blocks with total length \( L \). A recombination event may start before a block and be long enough to affect the beginning of the block, so that the probability of observing the recombination start at the beginning of the block is \( \delta \) times greater than within the block and the normalising factor would be \( \delta B + L - B \). If \( s \) denotes the location of the nucleotide, then the
distribution of $x_i$ and $y_i$ are:

$$
\Pr(x_i = s|\delta) = \begin{cases} 
\frac{\delta}{L-B+\delta B} & \text{if } s \text{ is at the start of the sequence} \\
\frac{1}{L-B+\delta B} & \text{otherwise} 
\end{cases}
$$

(1.42)

$$
\Pr(y_i = s|x_i, \delta) = \begin{cases} 
\delta^{-1}(1 - \delta^{-1})^{s-x_i} & \text{if } s \text{ is before the end of the sequence} \\
(1 - \delta^{-1})^{s-x_i+1} & \text{if } s \text{ is the end of the sequence} 
\end{cases}
$$

(1.43)

Mutations are assumed to occur according to a Poisson process with rate $\theta/2$ on the branches of the clonal genealogy and the recombinant edges. Let $M$ be the total number of mutations on a local tree with sum of branch lengths $T_i$. $M$ is distributed as:

$$
\Pr(M = m|T_i, \theta) = \left(\frac{\theta T_i}{2}\right)^m e^{-\frac{\theta T_i}{2}} \frac{m!}{m!}
$$

(1.44)

It is important to note that the ClonalOrigin model is a genealogical approximation to the coalescent with gene-conversion recombination which aims to make inference simpler. Despite the simplified model, full Bayesian inference remains difficult and inferring all the parameters at the same time impractical (Didelot et al., 2010). The model parameters are inferred in three steps. First, the clonal genealogy is inferred using ClonalFrame. Second, $\rho, \theta$ and $\delta$ are inferred for blocks of the core genome given the clonal genealogy. Third, given the clonal genealogy and the mean of $\rho, \theta$ and $\delta$ from the previous steps, the recombination events are inferred independently for each block in parallel. The inference for 13 Bacillus cereus genomes took several weeks using several hundred processors.
Chapter 2

Inference

2.1 Bayesian inference

The Bayesian paradigm models unknown parameters as random variables. This provides a cohesive and intuitive framework for combining complex models and external knowledge. In Bayesian settings we specify the likelihood $p(D|\theta)$ for the observed data $D$ given the unknown parameter $\theta$ and assume that $\theta$ is a random variable sampled from a known prior distribution $p(\theta)$. The product of these two distributions defines the joint distribution, $p(D, \theta)$. Given the joint distribution, one can use Bayes’ theorem to get the distribution of $\theta|D$ which is called the posterior distribution of the model parameters. Inference concerning $\theta$ is based on its posterior distribution:

$$p(\theta|D) = \frac{p(D|\theta)p(\theta)}{p(D)}$$

$$= \frac{p(D|\theta)p(\theta)}{\int_{\theta} p(D|\theta)p(\theta)d\theta}$$

$$\propto p(D|\theta)p(\theta)$$
In many realistic problems Equation 2.1 does not have a closed form solution. There are two underlying reasons for this problem. The first is that the integral in the denominator of equation 2.1 which is called the marginal likelihood may not be tractable. The second is that the likelihood function $p(D|\theta)$ may be intractable.

To solve the first problem we can use Monte Carlo methods to sample from the posterior distribution. These methods do not require the marginal likelihood to be known. A sample from the posterior distribution is usually sufficient for reliable inference. In addition an estimate can be made arbitrarily accurate just by increasing the sample size. These methods include rejection sampling, importance sampling and MCMC sampling.

However solving the second problem is harder. The last decade has seen the rise of approximate Bayesian computation (ABC) for addressing problems where the model likelihood $p(D|\theta)$ is intractable. The main reason for the rise of ABC is the ubiquity of cheap and powerful computers, as the essence of ABC is simulation. In ABC inference, one simulates from the model and then compares the simulated data to observed data. The parameter values that give rise to simulated data which are similar to observed data are said to come from the posterior distribution. For real problems we have to make several approximations that will be discussed in the following sections.

The methods described in this chapter will be used in the following chapters. We first introduce Monte Carlo methods for sampling from a target distribution and then introduce ABC methods for sampling from the posterior distribution where the model likelihood is intractable.
2.2 Monte Carlo methods

Although there are earlier versions of Monte Carlo method such as Buffon’s needle problem, the term Monte Carlo (MC) methods was introduced by Metropolis and Ulam (1949). Monte Carlo methods generally refers to estimating quantities by repeated random sampling, although more specifically it can be seen as a framework to sample from a distribution. The sample approximates the distribution and can be used for estimation. For instance, to compute the expectation of the posterior distribution, we can use the MC approximation:

\[
\mathbb{E}(\theta|D) = \int_{\theta} \theta p(\theta|D) d\theta \\
\approx \frac{1}{n} \sum_{i=1}^{n} \theta_i \quad \text{and} \quad \theta_i \sim p(\theta|D)
\]

The law of large numbers guarantees the convergence of \( \frac{1}{n} \sum_{i=1}^{n} \theta_i \to \mathbb{E}(\theta|D) \) as \( n \to \infty \). The central limit theorem gives the rate of convergence for the above MC estimation:

\[
\sqrt{n} \left( \frac{1}{n} \sum_{i=1}^{n} \theta_i - \mathbb{E}(\theta|D) \right) \to N(0, \sigma) \quad \text{as} \quad n \to \infty.
\]

where \( \sigma^2 \) is the variance of the posterior distribution \( p(\theta|D) \) which can be estimated using sample variance. In other words the standard deviation of \( \frac{1}{n} \sum_{i=1}^{n} \theta_i \) is \( \sigma/\sqrt{n} \). Therefore to get an answer that is twice more accurate, we have to simulate four times more and the variance of the estimate goes to zero as \( n \to \infty \).

Thus the question is how do we sample from a distribution where the normalising constant is not known as is the case for the posterior distribution in most Bayesian inference settings. In the following sections, we introduce
several methods of sampling from a target distribution when the normalising constant is not known. We start with rejection sampling and then introduce importance sampling. Both of these methods can be seen as producing independently and identically distributed (IID) samples. At the end of the section we introduce MCMC sampling which is one of the most widely used algorithm in science and produces correlated samples from a distribution.

2.2.1 Rejection sampling

In the literature this method is referred to by different names including, acceptance-rejection and accept-reject sampling. In this method, given that sampling from distribution $g$ (target distribution) is difficult, we sample from another distribution $f$ (proposal distribution) and reject some of these samples such that the introduced bias leads to values sampled from $g$.

Given $g(x)$ is the density of the target distribution and $f(x)$ is the density of the proposal distribution they have to satisfy three conditions for rejection sampling to work. Firstly, we should be able to sample from distribution $f$. Secondly, we can calculate the function $g(x)/f(x)$ and finally $g(x) \leq cf(x)$ for all $x$ in the support of distribution $g$, where $c$ is some finite constant.

Rejection sampling is performed using Algorithm 1.

To prove that the Algorithm 1 produces samples distributed according

---

**Algorithm 1 Rejection sampling**

1: $t = 1$.
2: while $t \leq n$ do
3: Sample a candidate point $x'$ from proposal distribution $f$.
4: Generate a random number $U \sim \text{Unif}[0, 1]$.
5: if $U \leq g(x')/(cf(x'))$ then
6: $x_t = x'$ and $t = t + 1$.
7: end if
8: end while
2.2. MONTE CARLO METHODS

To density \( g \), we show that the CDF of random variable \( X \) conditional on \( X \) being accepted is \( G \). Let \( X \) and \( U \) be independent random variables where \( X \) has density \( f(x) \) and \( U \sim \text{Unif}(0, 1) \).

\[
\Pr(X \leq y | U \leq \frac{g(X)}{cf(X)}) = \frac{\Pr(X \leq y, U \leq \frac{g(X)}{cf(X)})}{\Pr(U \leq \frac{g(X)}{cf(X)})} \\
= \frac{\int_{-\infty}^{y} \int_{0}^{g(x)/cf(x)} f(x) \, du \, dx}{\int_{-\infty}^{\infty} \int_{0}^{g(x)/cf(x)} f(x) \, du \, dx} \\
= \frac{1}{c} \int_{-\infty}^{y} g(x) \, dx \\
= \frac{1}{c} \int_{-\infty}^{\infty} g(x) \, dx \\
= \int_{-\infty}^{y} g(x) \, dx \\
= G(y) 
\]  

(2.5)

Although the above proof used properly normalised densities, it can be shown that the algorithm works when the target density \( g(x) \) is known up to a constant of proportionality. On a more intuitive level rejection sampling can be justified as follows: the proposed samples have density \( f(x) \) and they are accepted with probability \( M(x) \) thus the accepted ones are distributed with density \( f(x)M(x) \). Now if we set \( M(x) = \frac{g(x)}{f(x)} \), we have \( f(x)M(x) \propto g(x) \) and therefore the accepted samples are distributed with density \( g(x) \).

There are two main issues with this method. First, it can be difficult to find a distribution with density \( f(x) \) which is easy to sample from and such that \( g(x) \leq cf(x) \) for all \( x \). Second, the probability of a sample being accepted is \( 1/c \) and for large values of \( c \) (common in high dimensional problems) the algorithm becomes inefficient.
Algorithm 2 Importance sampling

1: for $i = 1, \ldots, n$ do
2: Sample a point $x_i$ from distribution $f$.
3: Set $w(x_i) = g(x_i)/(f(x_i))$.
4: end for
5: Return $\hat{\mu} = \frac{1}{n} \sum_{i=1}^{n} w(x_i)h(x_i)$

2.2.2 Importance sampling algorithm

An alternative to the rejection sampling algorithm is the importance sampling algorithm. Instead of accepting candidates from the proposal distribution with a given probability, all the candidates are accepted, but are weighted to correct for the discrepancy between the proposal and the target distributions. In contrast to the rejection sampling algorithm, the importance sampling algorithm does not return a sample from the target distribution, but a weighted sample that can be used for calculating expectations and probabilities.

Suppose we would like to estimate $\mu = \mathbb{E}(h(X))$ where $X$ has density $g(x)$. Let $f(x)$ be another distribution defined on the same support for $X$. Then

$$
\mu = \mathbb{E}(h(X)) = \int_{-\infty}^{\infty} h(x)g(x)dx = \int_{-\infty}^{\infty} \frac{h(x)g(x)}{f(x)}f(x)dx \\
\approx \frac{1}{n} \sum_{i=1}^{n} \frac{h(x_i)g(x_i)}{f(x_i)} \quad x_i \sim f \tag{2.6}
$$

Where $g$ is the target distribution and $f$ is the proposal distribution. The importance sampling is performed using Algorithm 2.

The estimator of Equation 2.6 is unbiased and law of large numbers guarantees that it converges to $\mathbb{E}(h(X))$ as $n \to \infty$. The estimator of Equation 2.6 has finite variance if the importance weights have finite variance which is an important condition to check. However in practice the
above estimator usually cannot be used as the normalising constant of \( g(x) \)
and \( f(x) \) need to be known. If the normalising constant of \( g \) or \( f \) or both
are not known, we can use a normalised version of Equation 2.6 which is
biased, but asymptotically consistent:

\[
\mathbb{E}(h(X)) \approx \frac{\sum_{i=1}^{n} g(x_i) h(x_i)}{\sum_{i=1}^{n} g(x_i)} \quad x_i \sim f
\]

Simulation studies show that estimator of Equation 2.7 is more stable than
estimator of Equation 2.6 (Ripley, 2009). Therefore it might be better to
use Equation 2.6 even when the normalising constants can be calculated.

Importance sampling has two drawbacks. First, for the importance
sampling estimator to have a finite variance, the variance of the weights
has to be bounded which may be difficult to guarantee. In addition
Importance sampling works best when the shape of the proposal
distribution is close to target distribution. For high dimensional problems
finding a suitable proposal distribution \( f(x) \) is difficult and thus the
algorithm becomes very inefficient.

### 2.2.3 Markov chain Monte Carlo (MCMC) sampling

Rejection sampling and importance sampling produce IID samples for which
the central limit theorem and the law of large numbers are valid and can
be used to estimate distribution of the sample mean. In many cases the
target distribution is too complex to generate IID samples from it. In such
cases MCMC algorithm allows us to simulate correlated samples from the
distribution.

A Markov chain is a time discrete stochastic process such that the future
is conditionally independent of the past given the present. More formally the
Markov property for a time discrete and finite state homogeneous Markov chain is defined as follows:

\[
\Pr(X_{t+1} = j | X_t = i, \ldots, X_0 = k) = \Pr(X_{t+1} = j | X_t = i) = p_{ij} \quad (2.8)
\]

And we can define the transition matrix \( P \) as the matrix where element \((i, j)\) is the probability \(p_{ij}\) of going from state \(i\) to state \(j\). It can be shown that for an irreducible (possible to get from any state to any other state with positive probability) and aperiodic chain there is a unique stationary distribution. A distribution \(\pi\) is a stationary distribution if:

\[
\pi = \pi P \quad (2.9)
\]

which indicates that if the chain is distributed according to \(\pi\) then distribution of the chain does not change with time. A Markov chain with transition matrix \(P\) is reversible if there is a probability vector \(S\) such that:

\[
s_i p_{ij} = s_j p_{ji} \quad \text{for all states } i, j \quad (2.10)
\]

Intuitively reversibility means that if the chain starts at some distribution and then it evolves, if then it is played back and shown to someone else they would not know the sequence has been reversed. Equation 2.10 also is known as the detailed balance equation due to its origin in statistical physics literature.

It can be proven that if a chain is reversible with respect to a probability vector \(S\) then \(S\) is the stationary distribution of that Markov chain. Reversibility is important because when we construct an MCMC, it is much easier to show that the Markov chain is reversible with respect to
the target distribution. As a result the target distribution is the stationary distribution of the Markov chain. It can also be proven that any irreducible and aperiodic Markov chain converges to its stationary distribution as \( n \to \infty \).

The main idea behind the MCMC algorithm is to simulate a Markov Chain in the state space \( S \) such that the stationary distribution of the chain is the target distribution. This is in contrast to the usual Markov chain analysis, where the transition matrix is known and one is interested in estimating the stationary distribution. In MCMC simulation, we know the stationary distribution and would like to find an efficient transition matrix, so that the Markov chain simulation reaches its stationary distribution quickly.

Metropolis et al. (1953) introduced the first algorithm for Markov Chain Monte Carlo which is extremely simple and powerful. This algorithm later known as Metropolis algorithm and its many variations introduced since, theoretically can be used to generate correlated random samples from almost any target distribution, no matter how complex.

Metropolis sampling from target distribution \( g(x) \) is performed using Algorithm 3. It is easily shown that Algorithm 3 leads to a Markov chain which is reversible with respect to \( g \) and therefore \( g \) is its stationary distribution. As a result its distribution will converge to \( g \) as \( n \to \infty \). Note that the algorithm does not need the normalising constant of the target distribution \( g(x) \), as it would cancel out in step 5 Equation.

Hastings (1970) extended the metropolis algorithm so that any proposal function can be used rather than symmetric ones. The Metropolis-Hastings sampling from target distribution \( g(x) \) is performed
Algorithm 3 Markov chain Monte Carlo (Metropolis)

1: Choose a starting point $x_0$.
2: for $i = 1, \ldots, n$ do
3:   Propose a random unbiased perturbation to the current state $x_t$, to generate a new state $x'$ using a symmetric proposal density $q$ i.e. $q(x'|x_t) = q(x_t|x')$.
4:   Generate a random number $U \sim \text{Unif}[0,1]$.
5:   if $U \leq \frac{g(x')}{g(x_t)}$ then
6:      $x_{t+1} = x'$
7:   else
8:      $x_{t+1} = x_t$
9: end if
10: end for

Algorithm 4 Markov chain Monte Carlo (Metropolis-Hastings)

1: Choose a starting point $x_0$.
2: for $i = 1, \ldots, n$ do
3:   Propose a random perturbation to the current state $x_t$, to generate a new state $x'$ using proposal density $q$.
4:   Generate a random number $U \sim \text{Unif}[0,1]$.
5:   if $U \leq \frac{g(x')q(x_t|x')}{g(x_t)q(x'|x_t)}$ then
6:      $x_{t+1} = x'$
7:   else
8:      $x_{t+1} = x_t$
9: end if
10: end for

using Algorithm 4.

It can be shown that Algorithm 4 produces a Markov chain which is reversible with respect to $g$ and therefore $g$ is its stationary distribution. It is important to note that the simulated samples are correlated and if the proposal is not chosen well, the chain becomes sticky (the samples will be highly correlated) and therefore to have a representative sample from the target distribution, the chain has to run for longer. The ergodic theorem (law of large numbers for Markov chains) states that if the Markov chain $x_1, x_2, \ldots$ simulated by M-H algorithm is irreducible and aperiodic, then
for any bounded function $f$:

$$\frac{1}{n} \sum_{i=1}^{n} f(x_i) \to \int_{\text{All } x} f(x) g(x) dx$$

(2.11)

with probability 1, as $n \to \infty$.

One of the main drawbacks of the MCMC algorithm is that despite much theory about the convergence of the Markov chain, in practice it can be difficult to know if the chain has reached its stationary distribution. Another issue is that if the distribution is multi-modal, the chain may get stuck in one of the modes without exploring the whole state space.

### 2.3 Approximate Bayesian computation

Monte Carlo methods are a general framework for sampling from a distribution. Most of these methods can deal with unknown normalising constants which is the case for the posterior distribution in most realistic Bayesian inference settings. Another problem that very often arises in complex settings is when simulation from the model is possible, but the likelihood function does not have an analytic form. This frequently happens in population genetics.

ABC methods can sample from the posterior distribution when simulation from the model is easy, but no analytical form is present for the likelihood function. ABC methods are rapidly gaining popularity as they allow us to use Bayesian inference for problems that otherwise would be intractable. In the following sections we first introduce rejection ABC. Next we present ABC-MCMC which improves on the acceptance ratio of the rejection ABC. In the final section sequential ABC is introduced which is a form of sequential importance sampler.
Algorithm 5 Rejection ABC

1: $t = 1$.
2: while $t \leq n$ do
3:     Generate $\theta'$ from the prior distribution $p(\theta)$.
4:     Simulate $x'$ from the model $p(x|\theta')$.
5:     if $x' = D$ then
6:         $x_t = x'$ and $t = t + 1$.
7:     end if
8: end while

2.3.1 Rejection ABC

The simulation procedure used within ABC can be seen as a data augmentation procedure. In this context we augment the posterior distribution $p(\theta|D) \propto p(D|\theta)p(\theta)$ such that:

$$p(\theta, x|D) \propto p(D|x, \theta)p(x|\theta)p(\theta)$$ \hspace{1cm} (2.12)

where $D$ is the observed data and the auxiliary parameter $x$ is simulated data given $\theta$. As $p(D|x, \theta)$ is not known, approximations of it can be used. These approximations are usually chosen such that the regions in the posterior where $x$ and $D$ are similar, have higher density. To get the marginal posterior density which we are interested in we integrate out $x$:

$$p_{ABC}(\theta|D) \propto p(\theta) \int_x p(D|x, \theta)p(x|\theta)dx$$ \hspace{1cm} (2.13)

The simplest case is to set $p(D|x, \theta)$ to one when $D = x$ and zero otherwise. One of the earliest versions of ABC was introduced by Tavaré et al. (1997) given in Algorithm 5. Given that $p(D|x, \theta)$ is a point mass at $x = D$ and zero elsewhere, Equation 2.13 gives exactly the posterior distribution. Therefore the accepted observations from Algorithm 5 are independent draws from the posterior distribution. The only
approximation present in algorithm 5 is the Monte Carlo approximation due to using a finite number of samples. The issue is that for anything apart from the simplest cases, the probability of simulating \( x = D \) is zero.

Pritchard et al. (1999) introduced the first version of ABC in a population genetics setting which can be applied to real problems. In practice two modifications are made to \( p(D|x, \theta) \) to increase the probability of acceptance of \( x \) that are close to \( D \). These modifications mean that \( p_{\text{ABC}}(\theta|D) \) in Equation 2.13 is an approximation to the true posterior distribution. Firstly, we allow \( p(D|x, \theta) \) to be an indicator function on set \( A \) where \( A = \{ x \mid |x - D| \leq \epsilon \} \):

\[
p(D|x, \theta) = 1_{A_{\epsilon}}(x)
\]

(2.14)

This Kernel puts the weights on the regions of the posterior where \( x \approx D \).

In many real situations the data are high dimensional such that comparing two datasets becomes meaningless. To address this problem we add the second modification to \( p(D|x, \theta) \). This concession allows the comparison of the datasets to be performed through a low dimensional vector of summary statistics \( S(x) \) where \( \text{dim}(S(x)) \geq \text{dim}(\theta) \). Therefore \( p(D|x, \theta) \) is approximated by:

\[
p(D|x, \theta) = 1_{B_{\epsilon,K}}(x)
\]

(2.15)

where \( B = \{ x \mid K(S(x) - S(D)) \leq \epsilon \} \). This kernel puts larger weight on regions in the posterior when \( S(x) \approx S(D) \). If summary statistic \( S \) is sufficient for \( \theta \) then this modification will not add any further approximation in estimating \( p(\theta|D) \). However for most realistic problems there are no sufficient summary statistics and therefore we have an added approximation due to the loss of information by using summary statistics.
Algorithm 6 Rejection ABC 2

1: \( t = 1 \).
2: \textbf{while} \( t \leq n \) \textbf{do}
3: \hspace{1em} Generate \( \theta' \) from the prior distribution \( p(\theta) \).
4: \hspace{1em} Simulate \( x' \) from the model \( p(x|\theta') \).
5: \hspace{1em} \textbf{if} \( K(S(x) - S(D)) \leq \epsilon \) \textbf{then}
6: \hspace{2em} \( x_t = x' \) and \( t = t + 1 \).
7: \hspace{1em} \textbf{end if}
8: \textbf{end while}

Therefore the new method with both modifications is given by Algorithm 6. The most widely used distance metric \( K \) is Euclidean distance. The choice of \( \epsilon \) is related to the trade-off between computability and accuracy. Reducing the bandwidth \( \epsilon \) will decrease the approximation introduced by it, but at the expense of reducing the acceptance ratio. Figure 2.1 shows an implementation of Algorithm 6 for a toy example. Figure 2.2 shows for the same toy example how as \( \epsilon \) becomes smaller the ABC estimate of the posterior becomes more accurate, at the expense of more simulation.

The advantages of the rejection ABC algorithm are that it is easy to code and can use parallel processing as samples are independent of each other. In addition, ABC usually leads to reasonable results where no other method is able to provide answers. The disadvantages are that it can be hard to know how the summary statistics affect the ABC posterior, if they are not sufficient. Furthermore the choice of the distance metric \( K \) and the bandwidth \( \epsilon \) will also affect the approximation.

2.3.2 ABC-MCMC

The rejection ABC uses independent samples from the prior which can lead to an unacceptable rejection ratio if the posterior is highly peaked relative to the prior. Marjoram \textit{et al.} (2003) introduced an MCMC version of the
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Figure 2.1: ABC toy example. We have a single data point $D = 10$ that comes from a normal distribution with unknown mean $\theta$ and a known variance of 1 so that $D \sim \mathcal{N}(\theta, 1)$. If we use a prior distribution on $\theta$ that is normal $p(\theta) = \mathcal{N}(0, 10)$ then the posterior will be a normal distribution $p(\theta|D) \sim \mathcal{N}(9.9, 0.99)$. (a) The prior and the posterior distributions. (b) Histogram of the samples from the ABC estimate of the posterior distribution with $\epsilon = 0.1$. (c) The ABC algorithm. Y-axis is the parameter $\theta$ and the x-axis is the simulated data $x$. Each circle shows the values of $\theta_i$ generated from the prior $p(\theta)$ and the simulated data $x_i$ for it. The red circles show all the $\theta_i$s that are accepted with $\epsilon = 0.1$ i.e. their simulated data is less than 0.1 unit away from the observed data.
Figure 2.2: Effect of choice of bandwidth $\epsilon$ on the estimation of the posterior distribution for the toy example of Figure 2.1. In this example there are two sources of error, the Monte Carlo error and the error due to use of a bandwidth $\epsilon$. Monte Carlo error can be reduced by simulating more samples and the error due to use of bandwidth can be reduced by decreasing $\epsilon$. For large values of $\epsilon$, the ABC estimate of the posterior distribution is approximately the prior distribution. As $\epsilon \to 0$ the ABC estimate of the posterior distribution gets closer to the true posterior distribution as that is the main source of error. Although as $\epsilon \to 0$, the acceptance ratio reduces. Therefore choice of bandwidth $\epsilon$ is a trade off between accuracy and computational cost.
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ABC algorithm which targets the augmented posterior \( p_{ABC}(\theta, x|D) \). ABC-MCMC is an auxiliary variable MCMC sampler on the state \( \theta \times X \) such that proposal can be factorised as:

\[
q((\theta, x) \rightarrow (\theta', x')) = q(\theta'|\theta)p(x'|\theta')
\]

with the augmented target density of

\[
p_{ABC}(\theta, x|D) \propto p(D|x, \theta)p(x|\theta)p(\theta)
\]

where \( p(D|x, \theta) = K_\epsilon(S(x) - S(D)) \) is the kernel that measures the similarity between \( S(x) \) and \( S(D) \) and includes a bandwidth \( \epsilon \). Then the Metropolis-Hastings ratio is given by:

\[
\alpha((\theta, x), (\theta', x')) = \min(1, \frac{K_\epsilon(S(x') - S(D))p(x'|\theta')p(\theta')q(\theta'|\theta)p(x|\theta)}{K_\epsilon(S(x) - S(D))p(x|\theta)p(\theta)q(\theta'|\theta')} \]
\[
= \min(1, \frac{K_\epsilon(S(x') - S(D))p(\theta')q(\theta'|\theta)p(x'|\theta')}{K_\epsilon(S(x) - S(D))p(\theta)q(\theta|\theta')})
\]

As it can be seen the Metropolis-Hastings ratio does not require the model likelihood to be calculated. The ABC-MCMC sampling is given by Algorithm 7. It can be shown that Algorithm 7 produces a Markov chain with stationary distribution \( K_\epsilon(S(x) - S(D))p(x|\theta)p(\theta) \) by showing that it is reversible with respect to it (Marjoram et al., 2003).

One advantage of ABC-MCMC over rejection ABC is an improved acceptance ratio. On the other hand, possible drawbacks of ABC-MCMC are that if the chain is initiated at the tail of the posterior distribution when the proposal distribution and the kernel density \( K_\epsilon \) are badly designed, the chain may get stuck and it would take a very long time for it to converge to the correct distribution. In addition, for multi-modal
Algorithm 7 ABC-MCMC

1: Choose a starting point \((\theta_0, x_0)\).
2: for \(i = 1, \ldots, n\) do
3: Propose a random perturbation to the current state for \(\theta_t\), to generate a new state \(\theta'\) using proposal density \(q\).
4: Simulate \(x'\) given \(\theta'\) from the model.
5: Generate a random number \(U \sim \text{Unif}[0, 1]\).
6: if \(U \leq \frac{K_c (S(x') - S(D)) p(\theta') p(\theta | \theta')} {K_c (S(x_t) - S(D)) p(\theta | \theta_t)}\) then
7: \((\theta_{t+1}, x_{t+1}) = (\theta', x')\)
8: else
9: \((\theta_{t+1}, x_{t+1}) = (\theta_t, x_t)\)
10: end if
11: end for

posterior distributions the chain can get stuck in one of the modes and it will not explore the whole of state space fully in limited amount of time.

2.3.3 Sequential ABC

Sisson et al. (2007) introduced partial rejection control ABC (ABC-PRC) which uses sequential importance sampling (SIS) methodology. In this algorithm a population of samples from the parameter space are propagated from an initial distribution through intermediary distributions until they represent a sample from the target distribution. There are several versions of the algorithm with slight modifications (Sisson et al., 2007; Beaumont et al., 2009; Toni et al., 2009). Here we use the ABC-SMC algorithm introduced by Toni et al. (2009).

We would like to have \(N\) samples from the ABC posterior \(p_{\text{ABC}}(\theta, x|D) \propto p(D|x, \theta)p(x|\theta)p(\theta)\). To reduce error, we would like \(\epsilon\) to be as small as possible, but setting the bandwidth \(\epsilon\) to very small values will lead to poor acceptance ratio. To overcome this problem ABC-SMC uses a natural sequence of intermediate distributions that are constructed by modifying the bandwidth \(\epsilon\). To get to a final bandwidth of \(\epsilon_f\) the
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Algorithm 8 ABC-SMC

1: Initialise $\epsilon_1, \cdots, \epsilon_T$.
2: for $t = 1, \ldots, T$ do
3:   for $i = 1, \ldots, n$ do
4:     if $t = 1$ then
5:       Sample $\theta''$ from the prior $p(\theta)$.
6:     else
7:       Sample $\theta'$ from the previous population $\{\theta_{t-1}\}$ according to their weights $w_{t-1}$.
8:     Propose a perturbation from $\theta'$ to $\theta''$ according to $q(\theta''|\theta')$.
9:     end if
10:    Generate $x''$ given $\theta''$ from the model.
11:    if $K(S(x'') - S(D)) < \epsilon_t$ then
12:       $\theta_{t}^{(i)} = \theta''$.
13:       if $t = 1$ then
14:         $w_{t}^{(i)} = 1$.
15:       else
16:         $w_{t}^{(i)} = \frac{p(\theta_{t}^{(i)})}{\sum_{j=1}^{N} w_{t-1}^{(j)} q(\theta_{t}^{(i)}|\theta_{t-1}^{(j)})}$
17:       end if
18:     else
19:       go to 4
20:     end if
21:   $i = i + 1$.
22: end for
23: Normalise weights.
24: end for

algorithm moves through several $\epsilon_i$ such that $\epsilon_1 > \epsilon_2 > \cdots > \epsilon_T$.

In ABC-SMC, a number of sampled parameter values (particles), $\{\theta^{(1)}, \cdots, \theta^{(N)}\}$, from the prior distribution $p(\theta)$ are propagated through a series of intermediate distributions until they represent a sample from the target distribution $\Pi_{R_{\epsilon_T}K}(x)p(x|\theta)p(\theta)$. The tolerances $\epsilon_i$ are chosen such that $\epsilon_1 > \cdots > \epsilon_T$. The ABC-SMC is given by Algorithm 8.

ABC is usually used to infer model parameters, however all of the ABC algorithms can be used to compare models by calculating Bayes factor (KASS and RAFTERY, 1995) as discussed by GRELAUD et al. (2009); DIDELOT et al.
(2011b); Robert et al. (2011).
Chapter 3

Biased Recombination

3.1 Introduction

Bacteria are organisms that reproduce clonally, but they occasionally exchange fragments of DNA with one another. This process can lead to two outcomes, non-homologous and homologous recombination (Vos, 2009). Non-homologous recombination occurs when a novel segment of DNA from the donor cell is inserted into the genome of the recipient cell. On the other hand, homologous recombination happens when the DNA from the donor cell replaces its homologous counterpart in the genome of the recipient cell. In this study we are only concerned with the “core” genome of regions present in all sampled genomes (Medini et al., 2008), and therefore only homologous recombination is relevant. Foreign DNA can be taken up by the recipient cell through one of the three mechanisms: conjugation (transfer of DNA from one cell to another when they are in physical contact), transduction (bacteriophage mediated DNA transfer) or transformation (uptake of DNA from the environment by the recipient cell) (Thomas and Nielsen, 2005). In homologous recombination, the
recipient cell then replaces the homologous section of its DNA with the foreign DNA segment.

A first concept that has helped appreciate the role of recombination in bacteria is linkage disequilibrium (LD), or the non-random association of alleles at different loci (Maynard Smith et al., 1993). LD between a pair of sites is expected to decrease as more and more recombination events affect exclusively one or other site, so that LD is a function of the distance between pairs of sites. In bacteria on average LD decreases down to a plateau level when pairs of sites are considered that are further and further away from each other on the genome, and this is often represented graphically (e.g. Namouchi et al. 2012; Takuno et al. 2012). Another important concept is tree homoplasy which is said to occur when given a known tree, a site could not have arisen without either recombination or repeat mutation (Maynard Smith and Smith, 1998; Maynard Smith, 1999). The probability of a site being homoplastic increases with the number of recombination events affecting the site. For this reason, tree homoplasy is commonly used as an indicator of the prevalence of recombination (e.g. Nübel et al. 2008; Harris et al. 2010). A related notion is incompatibility between pairs of sites (also known as the four-gamete test or G4), which occurs when two sites cannot be explained by a shared phylogenetic tree without either recombination or repeat mutation (Hudson and Kaplan, 1985; Maynard Smith, 1999). Incompatibility between pairs of sites is often used to identify recombination events (e.g. Takuno et al. 2012; Yahara et al. 2012).

Recombination plays a key role in shaping the patterns of all these summary statistics, but they are also crucially affected by other factors, which makes them difficult to interpret. This includes the population structure underlying the relationships between the individuals under study.
(McVean et al., 2002; Wakeley and Lessard, 2003), and this effect is likely to be especially important in bacteria because of their clonal mode of reproduction. Another factor likely to be important in bacterial population genetics is biased recombination, which we define in contrast to free recombination where all individuals in the population are equally likely to recombine. There are many factors contributing to recombination being biased rather than free. Laboratory experiments have shown that the recombination process is homology dependent so that it tends to happen more often between individuals that are less diverged (Roberts and Cohan, 1993; Zawadzki et al., 1995; Majewski et al., 2000; Majewski, 2001). Furthermore, the geographical and ecological structures observed in many bacterial populations implies a greater opportunity of recombination for pairs of cells that are closely related (Feil and Spratt, 2001; Majewski, 2001; Cohan, 2002; Didelot and Maiden, 2010). Purifying selection may also effectively prevent recombination between distantly related bacteria. All these effects would clearly be hard to disentangle, and here we group them all under the single concept of biased recombination. The strength of this bias is an important factor to take into account in order to understand recombination in bacteria.

Biased recombination determines how often recombination happens within clades in a population than between clades. If recombination is biased then it happens more often between isolates that are closely related than between isolates that are distantly related. The signature of biased recombination in the sequence data therefore will be distinct amount of recombination within clades than between clades in a population. To measure the amount of recombination that moves between clades, we define clade homoplasy for biallelic sites as follows: divide the clonal
genealogy into two clades. If both alleles are present in both clades then the site is clade homoplasic. This measure should give us an indication of how much recombination is moving between the two clades.

Furthermore biased recombination determines how often recombination happens within the diversity of the population under study rather than from other sources. Such recombination events from external sources would strongly affect LD, but have little or no effect on homoplasy and G4 since they introduce what is in effect new polymorphism from the viewpoint of the studied population.

Here we introduce a new statistical framework for inferring the recombination parameters, including the rate of bias in recombination, from a sample of bacterial genomes. Our starting point is an evolutionary model of free recombination which describes the ancestral recombination process given the clonal relationships in the sample. We show how this can easily be extended to allow recombination to be biased. We describe how data can be efficiently simulated under the model, which is crucial to allow the use of approximate Bayesian computation techniques (ABC; Pritchard et al. 1999; Beaumont et al. 2002) to estimate parameters. We use informative summary statistics about the recombination process such as LD, homoplasy and G4 to infer parameters. Applications are presented on simulated datasets as well as on a real dataset of Bacillus genomes.
3.2 Model and methods

3.2.1 Free recombination model

The process of homologous recombination in bacteria is asymmetric in terms of the genetic contributions made by donor and recipient cells, since typically a small segment of DNA from the donor in the order of a few hundreds or thousands of nucleotides in length is incorporated into the genome of the recipient which is much longer (Didelot and Maiden, 2010). This asymmetry contrasts with the well-studied mechanism of crossing-over in eukaryotic sexual reproduction where the two parents contribute equally. Consequently, it is possible to consider the (potentially empty) set of genomic sites that have not been affected by recombination since a sample of isolates evolved from a common ancestor, and the ancestral relationships between the isolates at these sites is called the clonal genealogy (Guttman, 1997). Alternatively, the clonal genealogy of a set of isolates can be defined as the ancestral tree obtained by tracing the ancestry of the isolates back in time and following the ancestral line of the recipient cell (rather than the donor cell) whenever a recombination event occurred.

The coalescent model with gene-conversion describes the ancestry of a bacterial sample subject to homologous recombination (Wiuf, 2000; Wiuf and Hein, 2000; McVean et al., 2002; Didelot et al., 2009b). A useful approximation of this process is the ClonalOrigin model (Didelot et al., 2010), where given the clonal genealogy the recombinant lines of ancestry are assumed to be independent of each other. This means that given the clonal genealogy the recombinant lines of ancestry are not allowed to recombine and are only allowed to coalesce with the clonal genealogy.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Aligned sequence data</td>
</tr>
<tr>
<td>L</td>
<td>Total length of the alignment</td>
</tr>
<tr>
<td>B</td>
<td>Number of blocks in the alignment</td>
</tr>
<tr>
<td>W_i</td>
<td>i^{th} summary statistic of data</td>
</tr>
</tbody>
</table>

| Symbols used for the clonal genealogy |
|---|---|
| T  | Clonal genealogy |
| T  | Sum of branch lengths of the clonal genealogy |

| Symbols used for the recombination events |
|---|---|
| R_1 | Number of recombination events affecting the first site |
| R_2 | Number of recombination events that start between the two sites and affect the second site |
| a_i | Where the ancestry of the donor meets the clonal genealogy for event i (departure point) |
| b_i | Where the transfer of DNA fragment from donor to recipient occurs for event i (arrival point) |
| L(a_i, b_i) | Sum of branch lengths on the clonal genealogy between the departure and arrival of event i |
| D(a_i, b_i) | Distance in coalescent unit of time between donor and recipient cells of event i |

| Symbols used for the global parameters |
|---|---|
| \theta/2 | Rate of mutation on the branches of the clonal genealogy and the recombinant edges |
| \theta_s/2 | Per-site rate of mutation |
| \rho/2 | Rate of recombination on the branches of the clonal genealogy |
| \rho_s/2 | Per-site rate of recombination |
| \lambda | Rate of bias in the recombination process |
| \delta | Mean of the geometric distribution modelling the length of recombinant segments |

Table 3.1: Table of symbols

Consequently, the clonal and recombination processes can be separated. Here however we exploit another property of this model, namely the fact that it has a simple Markovian structure along the genome, similar to that of the Sequentially Markov Coalescent in approximating the crossing-over ancestral recombination graph (McVean and Cardin, 2005; Marjoram and Wall, 2006). Given the clonal genealogy this allows for the simulation of pairs of sites at a given physical distance from each other on the genome. As both LD and G4 are defined for pairs of sites, we use this Markovian property of the model to simulate these summary statistics in a computationally efficient manner. A formal description of this model follows, and the mathematical symbols used are summarized in Table 3.1.

In the ClonalOrigin model (Didelot et al., 2010), recombination events are independent of one another given the clonal genealogy and the total number of recombination events R given the total branch length of the clonal
genealogy $T$ and the population recombination rate $\rho$ is Poisson distributed:

$$P(R = r|\rho, T) = \frac{(\frac{\rho T}{2})^r e^{-\frac{\rho T}{2}}}{r!}$$  \hspace{1cm} (3.1)

Each recombination event $i$ has four properties: the departure point on the clonal genealogy $a_i$ where the ancestry of the donor cell meets the clonal genealogy, the arrival point on the clonal genealogy $b_i$ where the recombination occurs, the site on the chromosome where recombination starts $x_i$ and the site on the chromosome where recombination ends $y_i$. Figure 3.1 shows three recombinations with their arrival and departure points on the clonal genealogy. The three event have the same arrival points, but different departure points on the clonal genealogy.

The arrival points $b_i$ are uniformly distributed on the clonal genealogy as recombination happens at a constant rate on the branches of the clonal genealogy. A recombinant edge reconnects with the clonal genealogy at a rate equal to the number of ancestors in the clonal genealogy as in the standard coalescent model (Kingman, 1982b). Thus $a_i$ conditional on $b_i$ is distributed as:

$$P(a_i|b_i, T) = e^{-L(a_i, b_i)}$$  \hspace{1cm} (3.2)

where $T$ is the clonal genealogy and $L(a_i, b_i)$ is the sum of branch lengths on the clonal genealogy between the time of $a_i$ and $b_i$. In addition we assume that the recombination events are uniformly distributed along the observed sequences and that their length is geometrically distributed with mean $\delta$.

### 3.2.2 Biased recombination model

We extend the ClonalOrigin model to incorporate the bias in recombination and modify Equation 3.2 such that a recombinant edge
Consider three recombination events arriving at points $b_1 = b_2 = b_3$ and departing from points $a_1$, $a_2$ or $a_3$ on the clonal genealogy. In the ClonalOrigin model (free recombination, Equation 3.2) these three departure points are equally likely because the sums of branch lengths between the times of each $b_i$ and $a_i$ are equal: $L(a_1, b_1) = L(a_2, b_2) = L(a_3, b_3)$. The amount of evolutionary distance between the donor and recipient cells for the three recombination events is given by $D(a_1, b_1) = 2d_1$, $D(a_2, b_2) = 2d_2$ and $D(a_3, b_3) = 2d_3$. In the biased recombination model (Equation 3.3), the probability of departing from $a_1$ is higher than from $a_2$ which is higher than from $a_3$, because the amount of evolutionary distance between the donor and recipient cells is increasing: $D(a_1, b_1) < D(a_2, b_2) < D(a_3, b_3)$. 

Figure 3.1: Illustration of the recombination model. Consider three recombination events arriving at points $b_1 = b_2 = b_3$ and departing from points $a_1$, $a_2$ or $a_3$ on the clonal genealogy. In the ClonalOrigin model (free recombination, Equation 3.2) these three departure points are equally likely because the sums of branch lengths between the times of each $b_i$ and $a_i$ are equal: $L(a_1, b_1) = L(a_2, b_2) = L(a_3, b_3)$. The amount of evolutionary distance between the donor and recipient cells for the three recombination events is given by $D(a_1, b_1) = 2d_1$, $D(a_2, b_2) = 2d_2$ and $D(a_3, b_3) = 2d_3$. In the biased recombination model (Equation 3.3), the probability of departing from $a_1$ is higher than from $a_2$ which is higher than from $a_3$, because the amount of evolutionary distance between the donor and recipient cells is increasing: $D(a_1, b_1) < D(a_2, b_2) < D(a_3, b_3)$.
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coalesces with the clonal genealogy at a rate that depends on both the sum of number of ancestors in the clonal genealogy and the amount of evolutionary distance between donor and recipient cells. Therefore we propose the following distribution for $a_i$:

$$P(a_i | b_i, T) \propto e^{-L(a_i, b_i)} \times e^{-\lambda D(a_i, b_i)}$$

(3.3)

where $D(a_i, b_i)$ is the evolutionary distance in coalescent unit of time between the donor and recipient cells for recombination $i$ and $\lambda$ is the strength of the recombination bias. Experimental data have shown that the probability of success of a recombination event is inversely proportional to the exponential of the level of sequence divergence in a variety of bacterial species such as Bacillus (Majewski and Cohan, 1999), Escherichia coli (Vulić et al., 1997) and Streptococcus pneumoniae (Majewski et al., 2000). Instead of modelling the rate of recombination as inversely proportional to the exponential of the amount of sequence divergence, we model it as inversely proportional to the exponential of amount of evolutionary distance between the donor and recipient cells. Firstly, the amount of evolutionary distance is a good approximation for the amount of sequence divergence between the donor and recipient cells. Secondly, computationally this is much easier to handle. As our inference procedure is based on simulation, if sequence divergence is used in our model we then have to simulate sequences and use those to decide if a recombination is accepted or not. However with our proposed model we can simply simulate the recombination events by looking at the clonal genealogy without simulating sequences. Our model is an approximation, but computationally it is much more attractive and makes the inference
procedure possible as shown in the following section.

Free recombination is nested in this model, as setting $\lambda = 0$ results in Equation 3.2. For values of $\lambda$ greater than zero, we have that the probability of recombination decreases with the evolutionary distance between donor and recipient. Figure 3.1 shows the relationship between $D(a_i, b_i)$ and $L(a_i, b_i)$ for three recombination events with the same arrival points, but three different departure points on the clonal genealogy. Under a free recombination model, the three recombination events would have the same probability because the sum of branch lengths of clonal genealogy between the arrival and departure points on the clonal genealogy are the same. However the amount of evolutionary distance between the donor and recipient cells increases from recombination events 1 to 2 to 3. Thus in the model of biased recombination described by Equation 3.3 with $\lambda > 0$, the probability of event 1 is more than that of event 2 which is more than that of event 3.

3.2.3 Simulating pairs of sites

The sequentially Markovian property of our model allows us to simulate pairs of sites at a given physical distance from each other given the clonal genealogy. The simulation is done in three steps. First we simulate recombination events affecting the first site and their properties. In the second step, we simulate recombination events affecting the second site. This include some of the recombination events from the first site that are long enough to affect the second site and some new recombinations initiated between the two sites. In the third step the local trees for the two sites are computed and mutations are added.

The sequence data is made of $B$ independent blocks with total length
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$L$, and subject to mutation and recombination at population rates $\theta$ and $\rho$ respectively. A recombination event may start before a block and be long enough to affect the beginning of a block, so that the probability of observing the recombination start at the beginning of a block is $\delta$ times greater than within a block (DIDELOT and FALUSH, 2007). There are $B$ sites at the beginning of blocks and $L-B$ sites within blocks, thus the recombination rate per site is defined as $\rho_s = \rho/(\delta B + L - B)$, and since mutation affects any site with equal probability, the mutation rate per site is $\theta_s = \theta/L$ (DIDELOT et al., 2010).

Given the clonal genealogy $T$, recombination rate per site $\rho_s$, mean length of recombination tract $\delta$, the rate of bias in recombination $\lambda$, the physical distance between the two sites on the chromosome $k$ and the mutation rate per site $\theta_s$, a pair of sites is simulated as follows:

**Step 1** Simulate recombination events for the first site.

(a) We assume that recombinations start between nucleotides and that they are at least one nucleotide long. As the length of recombination events are geometrically distributed with mean $\delta$, the rate at which a site $k$ nucleotides before the first site initiates a recombination that survives to the first site is:

$$\frac{\rho_s}{2} \times (1 - \delta^{-1})^k$$

Summing over all sites before the first site, we get the expected rate of recombination affecting the first site:

$$\sum_{i=0}^{\infty} \frac{\rho_s}{2} (1 - \delta^{-1})^i = \frac{\rho_s}{2} \sum_{i=0}^{\infty} (1 - \delta^{-1})^i = \frac{\rho_s}{2} \delta$$
Therefore the number $R_1$ of recombination events affecting the first site is Poisson distributed:

$$R_1 | T, \rho_s, \delta \sim \text{Poisson} \left( \frac{\rho_s \delta T}{2} \right)$$  \hspace{1cm} (3.4)

(b) For each recombination event $i$, the arrival point on the clonal genealogy $b_i$ is uniformly distributed and the departure point $a_i$ is drawn from Equation 3.3. To simulate from Equation 3.3, we use rejection sampling where the proposal distribution is Equation 3.2 and the simulated $a_i$ is accepted with probability $e^{-\lambda D(a_i, b_i)}$.

**Step 2** Simulate recombination events for the second site. Two types of recombination events can affect the second site. Some events affecting the first site may have survived to the second site and new recombinations could have started between the two sites and have survived to the second site.

(a) As the length of recombination events is geometrically distributed, the probability of a recombination that is affecting the first site to have survived to the second site is:

$$P(\text{Survival}) = (1 - \delta^{-1})^k$$

Thus the number of recombination events $R_2^*$ from the first that survive to the second site is Binomially distributed:

$$R_2^* \sim \text{Binomial}(R_1, (1 - \delta^{-1})^k)$$  \hspace{1cm} (3.5)

(b) The number of recombination events $R_2'$ that start between the
two sites and that affect the second site is distributed as:

\[ R'_2 | T, \rho_s, \delta' \sim \text{Poisson} \left( \frac{\rho_s \delta' T}{2} \right) \text{ where } \delta' = \sum_{i=0}^{k-1} (1 - \delta^{-1})^i \] (3.6)

This is because there are only \( k \) positions between the two sites where recombination could have started.

(c) For each of the \( R'_2 \) recombination events affecting the second but not the first site, the departure and arrival points on the clonal genealogy are simulated as detailed in Step 1.

\textbf{Step 3} For both sites, extract the local trees backwards in time (from tips to root), given the clonal genealogy and the recombination events. Mutations are then simulated on these local trees as follows.

(a) The number \( M_j \) of mutations affecting the local tree at site \( j \) is distributed as:

\[ M_j | T_j, \theta_s \sim \text{Poisson} \left( \frac{\theta_s T_j}{2} \right) \] (3.7)

where \( T_j \) is the total branch length of the local tree at site \( j \).

(b) We are only interested in simulating polymorphic sites and Equation 3.7 for plausible values of \( \theta_s \) and \( T_j \) leads to many non-polymorphic sites. To remedy this problem, we use an importance sampling strategy (Fearnhead, 2007). A local tree is in the target distribution if Equation 3.7 leads to at least one mutation on that local tree. The proposal distribution is made of all local trees simulated by Steps 1 and 2. Therefore the
importance sampling weight is:

\[ w_j = \frac{P(\text{Local tree } j \text{ is in the target distribution})}{P(\text{Local tree } j \text{ is in the proposal distribution})} = \frac{P(M_j > 0)}{1} = 1 - P(M_j = 0) = 1 - e^{-\frac{\theta_s T_j}{2}} \] (3.8)

The simulated local trees are importance sampled using the weights from Equation 3.8, and the number of mutations on the local tree is simulated from the truncated Poisson with one or more mutations.

(c) Mutations are uniformly distributed on the local trees. For simplicity we use the Jukes-Cantor model where all mutations are equally likely, but any mutation model could be used (Whelan et al., 2001).

### 3.2.4 Inference using whole genomes

Whole genomes can be compared using Mauve that detects and aligns the conserved genomic regions in the presence of rearrangements (Darling et al., 2004, 2010). Given a core alignment \( A \) of whole bacterial genomes and the clonal genealogy \( T \) (estimated for example using ClonalFrame; Didelot and Falush 2007), we want to infer the posterior density of the model parameters \( P(\rho_s, \delta, \lambda, \theta_s | A, T) \). However due to the complexity of the model, the likelihood function is intractable and therefore we cannot use standard approaches such as a Markov chain Monte Carlo (MCMC). One solution would be to use data augmentation techniques as in Didelot et al. (2010). Instead here we use Approximate Bayesian Computation (ABC; Pritchard et al. 1999; Beaumont et al. 2002) where the likelihood does not have to be computed, but simulation from the model
has to be efficient. In effect, the likelihood is approximated through a distance metric on a set of informative summary statistics between the simulated and observed data. There are several implementations of the ABC algorithm (reviewed in Beaumont 2010; Csilléry et al. 2010) and we have implemented and tested both ABC-MCMC (Marjoram et al., 2003) and ABC-SMC (Beaumont et al., 2009) approaches. The results presented used a parallel ABC-MCMC implementation where given the current chain state $\theta_j$, $n$ states $\theta'_1, \ldots, \theta'_n$ are proposed independently and for each one data $x'_1, \ldots, x'_n$ are simulated in parallel (where $n$ is the number of cores available). The proposed states and their simulated data are examined sequentially in the ABC-MCMC algorithm. For each rejected proposed state, the MCMC stays at $\theta_j$. If a proposed state $\theta'_i$ is accepted then remaining proposed states $\theta'_{i+1}, \ldots, \theta'_n$ are discarded. If all proposed states are rejected, then the MCMC has stayed at $\theta_j$ for $n$ states and the process is repeated with proposal of $n$ new states. This parallelisation scheme is similar to that of pre-fetching which was developed for MCMC with known likelihood (Brockwell, 2006).

### 3.2.5 Summary statistics and distance metric

Since one of the parameters we need to infer is the mutation rate $\theta_s$, we included in the summary statistics the proportion of segregating sites $S$ which is highly informative about this parameter (Watterson, 1975). To calculate $S$ from the simulated data, Equation 3.8 was used which gives the probability that a simulated site is polymorphic. The most widely used summary statistics that are informative about the recombination process are LD, homoplasy and incompatibility between pairs of sites (meaning for bi-allelic sites, all four possible haplotypes are present, G4). To measure
LD, $r^2$ was used which quantifies the amount of association between a pair of bi-allelic sites (Hill and Robertson, 1968). As $r^2$ and G4 are distance dependent, for empirical datasets, we plot the mean of $r^2$ and G4 against distance between the sites. Figure 3.2 shows an example for a sample of 13 Bacillus whole genomes (Didelot et al., 2010). As summary statistics we choose three points on the LD and G4 plots that capture the decay and the constant part of the plots. These points are shown with blue circles in Figure 3.2 and here correspond to pairs of sites at distances of 50, 200 and 2000 nucleotides from each other. These distances need to be chosen according to the $r^2$ and G4 plots of the given empirical dataset. Background LD can be affected by other factors than recombination such as genetic drift (Falush et al., 2003), although these would not affect the variation in LD at different distances. To account for this, and since we are here interested in recombination, we used the differences in LD as summary statistics i.e. $LD_{100} - LD_{2000}$ and $LD_{100} - LD_{200}$. We also included as summary statistic the proportion of homoplasic sites relative to the clonal genealogy and a new variable which we called clade homoplasy and which is calculated as follows: Given a clonal genealogy, it is divided into its two largest clades and for biallelic sites if both alleles are present in both clades, we say that the site is clade homoplasic. We are introducing this new summary statistic as an indicator of the amount of recombination between the clades which will be informative about the rate of bias in the recombination process.

In total, we therefore use eight summary statistics: the proportion of segregating sites, two distance-based differences in LD, three distance-based values of G4, one value for homoplasy and one for clade homoplasy. These summary statistics are compared between the observed and simulated datasets using a metric equal to the sum of the squared
Figure 3.2: LD and G4 plots for 13 *Bacillus* whole genomes, as a function of the distance between pairs of sites. LD decreases and G4 increases until they both plateau at around 1000 bp. The slopes in the plots indicate that recombination is present in this dataset. The blue circles show the three values of LD and G4 that were used as summary statistics in the inference procedure.
normalized distances:

\[ \text{dist}(x', x) = \sum_i \left( \frac{W_i(x') - W_i(x)}{W_i(x)} \right)^2 \]  

(3.9)

where \( x' \) is the simulated data, \( x \) is the observed data and \( W_i \) is the \( i \)-th summary statistic of the data.

### 3.2.6 Monte Carlo estimation of \( r/m \)

An important quantity in bacterial population genetics is the ratio \( r/m \) of rates at which nucleotides are substituted due to recombination and mutation (Guttman and Dykhuizen, 1994; Vos and Didelot, 2009). In our model this is equal to:

\[ r/m = \frac{(\text{Recombination rate per site}) \times P(\text{substitution|recombination})}{(\text{Mutation rate per site})} = \frac{\rho_s \delta \times P(\text{substitution|recombination})}{\theta_s} \]  

(3.10)

Given a recombination on the clonal genealogy, the probability of a substitution being introduced due to the recombination event at the site is given by

\[ P(\text{substitution|recombination}) \approx \theta_s^2 \frac{E(D)}{2} \]  

(3.11)

Where \( E(D) \) is the expected distance between the donor and recipient cells in coalescent unit of time given a recombination event. Therefore for a given set of parameters, the probability of substitution given a recombination event is estimated using Equation 3.11 by simulating many recombination events on the clonal genealogy and computing the average distance between donors and recipients. Equation 3.10 is then used to estimate \( r/m \). This Monte-
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Carlo procedure is applied for each value of the parameters in the posterior sample in order to obtain a sample from the posterior distribution of \( r/m \).

3.2.7 Simulation of future events on the clonal genealogy

Population genetics models have shown that recombination with high rates of homology dependency can be on one hand a strong cohesive force between highly homologous bacteria and on the other hand very rare between diverged bacteria, thus resulting in clusters of diversity which could be considered to represent separate species (Falush et al., 2006; Hanage et al., 2006; Fraser et al., 2007; Achtman and Wagner, 2008; Fraser et al., 2009). To test this hypothesis further for a given dataset, we can consider the next evolutionary events likely to happen to any one of the isolates using our model.

We would like to know the rate at which any two isolates on the clonal genealogy diverge or converge relative to each other due to a future event. We first consider the effect of mutation on isolates \( i \) and \( j \). In our model the rate at which an isolate is affected by mutation at a given site is \( \theta_s/2 \) and we are assuming Jukes-Cantor mutation model (Jukes and Cantor, 1969). In addition we assume the proportion of segregating sites between isolates \( i \) and \( j \) is \( \pi_{ij} \).

Let us assume the two isolates are polymorphic relative to each other at a given site. Therefore if a mutation affects isolate \( i \) at that site, with probability 2/3 the two isolates stay polymorphic (no change) and with probability 1/3 they become non-polymorphic (convergence) relative to each other at that site. If isolates \( i \) and \( j \) are not polymorphic relative to each other at the given site, then a mutation on isolate \( i \) will lead to the two isolates becoming polymorphic (divergence) relative to each other with
probability 1. Thus the rate of divergence and convergence between isolates $i$ and $j$ due to a mutation affecting isolate $i$ is given by:

\[
\text{rate of convergence between } i \text{ and } j \mid i \text{ mutating} = \frac{\theta_4}{2} \pi_{ij} \frac{1}{3} \quad (3.12)
\]
\[
\text{rate of divergence between } i \text{ and } j \mid i \text{ mutating} = \frac{\theta_4}{2} (1 - \pi_{ij}) \quad (3.13)
\]

The same rates can be calculated for a mutation affecting isolate $j$. The total rates of divergence and convergence can be calculated by adding the results for the two case. The difference between the total rate of divergence and convergence between the two isolates will tell us if the overall affect of mutation on the two isolates is divergence or convergence.

Next we look at the effect of recombination on divergence and convergence between isolates $i$ and $j$. The rate at which an isolate is affected by recombination at a given site is $\rho_s/2$. Let us call the probability of isolates $i$ and $j$ being polymorphic relative to each other, before recombination affecting isolate $i$, $P_{\text{before}}$, and the probability of the two isolates being polymorphic after a recombination affecting isolate $i$, $P_{\text{after}}$. We can estimate the rate of divergence between the two isolates, due to a recombination affecting isolate $i$ by:

\[
\text{rate of div/conv between } i \text{ and } j \mid i \text{ recombining} = (P_{\text{after}} - P_{\text{before}}) \frac{\rho_s}{2} \quad (3.14)
\]

$P_{\text{after}}$ and $P_{\text{before}}$ cannot be calculated analytically. For this reason we use Monte Carlo simulation to estimate these probabilities. This is done in two steps. We first simulate a "normal" site and identify if isolates $i$ and $j$ are polymorphic relative to each other. Next we simulate a recombination affecting isolate $i$ and identify if the two isolates are polymorphic relative
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We repeat this procedure many times to estimate $P_{\text{before}}$ and $P_{\text{after}}$. The details of the Monte Carlo procedure are as follows:

1. Simulate a "normal" site.
   
   (a) Given the clonal genealogy, population recombination rate $\rho_s$, mean recombination tract length $\delta$ and the rate of bias in recombination $\lambda$, simulate recombinations for the site.
   
   (b) extract the local tree for the site.
   
   (c) Given the population mutation rate $\theta_s$, simulate mutations on the local tree. Identify if isolates $i$ and $j$ are polymorphic relative to each other.

2. Simulate an additional recombination affecting isolate $i$.
   
   (a) Simulate an additional recombination event affecting isolate $i$ at the tip of the clonal genealogy. Given the previous recombination events affecting the site and the additional one, extract the new local tree.
   
   (b) Given the population mutation rate $\theta_s$, simulate mutations on the new local tree. Identify if isolates $i$ and $j$ are polymorphic relative to each other or not.

3. repeat the above procedure many times.

In Equation 3.14 negative rates indicate convergence and positive rates indicate divergence. The same procedure can be applied to isolate $j$ and thus, we can calculate the rate of divergence and or convergence for all pairs of isolates due to recombination. Rates of divergence and convergence due to mutation and recombination can be compared to estimate the overall rate of divergence or convergence for all pairs of isolates.
3.3 Results

3.3.1 Parameters and summary statistics

We used simulated data to investigate the relationship between the model parameters and the summary statistics. A clonal genealogy with fifteen taxa was simulated under the coalescent model (Figure 3.3) and the following parameters were used: $\rho_s = 0.02, \delta = 300, \lambda = 1.2$ and $\theta_s = 0.05$ which represents reasonable values for a real bacterial population (Fraser et al., 2007; Didelot et al., 2010). We then changed one parameter at a time in the intervals $\rho_s \in [0, 0.4]$, $\delta \in [0, 4000]$, $\lambda \in [0, 10]$, $\theta_s \in [0, 0.3]$ and simulated the summary statistics in order to see how they varied with the parameters. For each parameter value, we simulated 2000 pairs of sites distant from each other by 50, 200 and 2000 bp.

Figure 3.4 shows how the summary statistics change with the model parameters. $\rho_s$, $\delta$ and $\lambda$ have large influence on $r^2$, G4 and homoplasies and relatively small effect on the proportion of segregating sites $S$. On the other hand $\theta_s$ has little impact on $r^2$, G4 and homoplasies, but it has a large influence on $S$. In the absence of recombination ($\rho_s = 0$) the differences in mean $r^2$ is zero which indicates $r^2$ is independent of distance between pairs of sites. As $\rho_s$ increases the differences in mean $r^2$ increase to a maximum, beyond which as $\rho_s$ increases the differences in mean $r^2$ decreases and for very high values of $\rho_s$, the differences approach zero which indicate $r^2$ again becomes independent of distances between pairs of sites. Increasing $\rho_s$ increases homoplasies and G4 up to a maximum beyond which the mean G4 and homoplaspy slightly decrease. $\delta$ has a similar but non-identical effect on $r^2$, G4 and homoplasies. However $\lambda$ has the opposite effect on $r^2$, G4 and homoplasies. This is because as $\lambda$
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increases, the effect of the recombination decreases as the donor cells tend to have a smaller evolutionary distance relative to the recipient cells and therefore local trees become more and more similar to the clonal genealogy. For extremely high values of $\lambda$ this results in no differences in mean $r^2$, no homoplasies and zero incompatible pairs of sites (G4) which is similar to those observed in the absence of recombination. $\theta_s$ has the largest influence on the proportion of segregating sites $S$, but $\rho_s$, $\delta$ and $\lambda$ also slightly affect it. This is because as the number of recombination events increases, the probability that a recombination edge reattaches itself higher up the clonal genealogy increases and that would increase the total branch length of local trees relative to the clonal genealogy.

It is important to note that the clonal genealogy has a large impact on the observed patterns of LD and homoplasy. To illustrate this, we performed the same sensitivity analysis as above but using a different clonal genealogy (Figure 3.5). The resulting relationships between model parameters and summary statistics are shown in Figure 3.6. These relations are quantitatively the same as we described above based on Figure 3.4, but the exact values differ significantly. It is therefore essential to account for the clonal genealogy as we do here in order to correctly interpret the values of the summary statistics. Having done this, there are strong relationships between model parameters and the summary statistics (Figure 3.4) which means that inference via ABC on the basis of these statistics should provide good statistical power to infer parameter values.

3.3.2 Application to simulated datasets

We first applied our inference methodology to a dataset simulated under our model. Fifteen genomes of length one million bp were simulated, based
Figure 3.3: Clonal genealogy with fifteen taxa simulated under the coalescent and used to simulate data to investigate the relationship between summary statistics and model parameters. The result are shown in Figure 3.4.
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Figure 3.4: Relationship between model parameters and the summary statistics. For a given clonal genealogy (shown in Figure 3.3), the four model parameters were changed one at a time and the summary statistics were simulated. When unchanged, the parameters were equal to $\rho_s = 0.02$, $\delta = 300$, $\lambda = 1.2$ and $\theta_s = 0.05$. $\theta_s$ has large influences only on the proportion of segregating sites $S$ while $\lambda$, $\delta$ and $\rho_s$ have large influences on homoplasy, G4 and LD, but little influence on $S$. 
Figure 3.5: Clonal genealogy with 15 taxa simulated under the coalescent and used to simulate data to investigate the relationship between summary statistics and model parameters. The result are shown in Figure 3.6. Note the differences between this tree and tree of Figure 3.3.
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Figure 3.6: Relationship between the summary statistics and model parameters when simulating using the clonal genealogy in Figure 3.5. Note the difference with Figure 3.4. The clonal genealogy (or population structure) has a large impact on the chosen summary statistics. Although the overall relationships between the summary statistics and the model parameters are the same in this figure and Figure 3.4, the exact values differ significantly. Thus it is essential to account for the clonal genealogy to interpret the summary statistics correctly.
on the clonal genealogy shown in Figure 3.7a, and using the following parameters: \( \rho_s = 0.02, \delta = 300, \lambda = 1.2 \) and \( \theta_s = 0.05 \). Figure 3.7b shows the LD and G4 plots for this dataset. The LD measure \( r^2 \) for this simulated data were equal to (0.1970, 0.1605, 0.1339) for pairs of sites distant by (50, 200, 2000) bp, respectively. The proportions of G4 were equal to (0.0242, 0.0613, 0.1002) for pairs of sites distant by the same respective amounts. The proportion of homoplastic and clade homoplastic sites were respectively (0.3067, 0.0931). Finally the proportion of segregating sites was equal to \( S = 0.1235 \).

We chose uniform priors for all model parameters on the following ranges: \( \rho_s \in [0, 0.2], \delta \in [0, 2000], \lambda \in [0, 10] \) and \( \theta_s \in [0, 0.2] \). We ran a parallel ABC-MCMC chain of 300,000 iterations with the ABC threshold \( \epsilon = 0.015 \) and the proposal density tuned so that acceptance rate was 0.4%. The histograms in Figure 3.8 show the marginal distribution of posterior samples for each of the four parameters. The posterior distribution of the recombination rate per site \( \rho_s \) had a mean of 0.020 with a 95% credibility interval CI=0.012-0.028. The posterior of the mean recombination tract length \( \delta \) had a mean of 309 with CI=226-449. The posterior of the rate of bias of recombination \( \lambda \) had a mean of 1.18 with CI=0.81-1.47. The posterior of the mutation rate \( \theta_s \) had a mean of 0.050 with CI=0.046-0.054. For each of the four parameters, the true value that was used for simulation was well within the 95% credibility interval and in each case close to the mean of the posterior distribution. Furthermore, Figure 3.8 shows that the posterior distributions are much tighter than the prior distributions for each of the four parameters. This means that the summary statistics upon which inference is based carry significant information about the underlying values of the parameters, as had
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Figure 3.7: Clonal genealogy, LD and G4 plots for simulated dataset. Fifteen genomes of length 1 million bp were simulated under the clonal genealogy shown in (a) using the following parameters: $\rho_s = 0.02$, $\delta = 300$, $\lambda = 1.2$ and $\theta_s = 0.05$. (b) LD and G4 plots of the simulated dataset. The blue circles indicate the points used as summary statistics in the inference procedure.
previously been suggested by the correlations between parameters and summary statistics in simulated datasets (Figure 3.4).

To assess the effect of inferring the clonal genealogy incorrectly, we performed two additional simulations. Given the clonal genealogy of Figure 3.7a, the distance matrix $l_{i,j}$ was computed between all pairs of leaves. A modified distance matrix was then computed by replacing each $l_{i,j}$ with a uniform draw from the interval $[0.75l_{i,j}, 1.25l_{i,j}]$, and a modified tree was computed using UPGMA on the modified distance matrix. The two resulting genealogies are shown in Figures 3.9a and 3.9b, and these differ from the true clonal genealogy of Figure 3.7a in both tree topology and branch lengths. These two incorrect genealogies were then used to infer the model parameters. The posterior marginal densities are shown in Figure 3.10, indicating that that our model and inference procedure are robust to slight misspecification of the clonal genealogy. In both cases the true parameters used for simulation of data are well within the 95% credible interval of the posterior densities.

Running this inference procedure on a cluster of 12 Intel 3.33 GHz cores took about 70 hours. The computing time of the inference procedure depends on the range of parameters being inferred as higher values of $\rho_s$ and $\delta$ lead to slower simulations. As the inference procedure is time consuming, testing our model on hundreds of simulated datasets is not possible and we tested our algorithm on 11 additional simulated datasets with a range of parameters. We limited our parameter ranges to biologically meaningful values. The parameter ranges used are as follows: $\rho_s = [0, 0.07], \delta = [0, 1000], \lambda = [0, 2]$ and $\theta_s = [0.02, 0.08]$. We used the clonal genealogy of Figure 3.7a and used different parameter values to simulate 11 datasets each made of 15 whole genomes of 1 million bp. We
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Figure 3.8: Estimated marginal posterior densities of the parameters for the simulated dataset. The values used in simulation are shown in green and equal to $\rho_s = 0.02, \delta = 300, \lambda = 1.2$ and $\theta_s = 0.05$. The red lines show the uniform prior densities used for the model parameters and the blue histograms show the marginal posterior densities estimated using ABC-MCMC.
Figure 3.9: Incorrect clonal genealogies used to test robustness to inaccuracies in the clonal genealogy. The distance matrix between all pairs of leaves \([l_{ij}]\) of clonal genealogy of Figure 3.7a was modified by replacing each \(l_{ij}\) with a uniform draw from the interval \([0.75l_{ij}, 1.25l_{ij}]\). The modified distance matrix was used to construct a UPGMA tree. The two resulting genealogies were used in inference procedure to test the effect of the inaccuracies in the clonal genealogy.
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Figure 3.10: Estimated marginal posterior densities of the parameters for the simulated dataset using the two incorrect clonal genealogies of Figure 3.9b. In both cases the true parameters used for simulation are well within the 95% credible intervals of the posterior densities.
then used our method to infer the parameter values for each of the 11 datasets. Figures 3.11 and 3.12 show the marginal posterior density for each of the 11 datasets. For values of $\rho$ or $\delta$ equal to zero, there are no recombination events. In such cases either $\rho$ and $\delta$ can be close to zero while the other parameter and $\lambda$ can change freely. In addition extremely high values of $\lambda$ lead to patterns similar to that of no recombination case. Such instances are easily recognised as LD and G4 plots are straight lines and therefore could be excluded from further analysis. For all other reasonable values of $\rho$, $\delta$, $\lambda$ and $\theta$, posterior range is much tighter than the prior range. This shows that our inference method works as expected and that inference is possible for a wide range of parameter values.

### 3.3.3 Application to Bacillus dataset

We applied our method to estimate recombination properties based on a core alignment of 13 whole genomes of *Bacillus cereus*, *B. anthracis*, *B. thuringiensis* and *B. weihenstephanensis* which are all closely related including the first genome of this clade to be fully sequenced (Ivanova et al., 2003). This is the same data as previously analysed by Didelot et al. (2010), thus allowing comparisons between the two analyses to be drawn. This previous analysis was performed using the ClonalOrigin model, which does not account for the bias in recombination. Nevertheless, the posterior distribution of recombination events contained a clear excess of recombination between close relatives (cf. Figure 5 of Didelot et al., 2010). Table 3.2 shows the year and country that these isolates were collected. Most of the samples are clinical isolates which come from North America and Europe. There are three isolates from China, Namibia and Iraq which are not clinical isolates. The amount of sequence divergence...
Figure 3.11: Marginal densities for five of the eleven simulated datasets. The clonal genealogy of Figure 3.7a with a range of parameters were used to simulate additional datasets to test our model. The first and last row highlight the fact that for values of $\rho_s$ and or $\delta$ equal to zero (no recombination), either parameter can be close to zero while the other parameter and $\lambda$ can change freely. In addition extremely high values of $\lambda$ leads to patterns similar to that of no recombination case.
Figure 3.12: Marginal densities for six of the eleven simulated datasets. For all of the parameter values used in simulation the 95% credible interval includes the true value. The variance of the posterior density of the parameters is much smaller than that of the prior densities on the parameters.
between closest isolates is around 1% or in the region of 30,000 SNPs in
the core genome of around 3,600,000 bases. This means the most recent
common ancestor for the isolates is tens of thousands of years ago and the
tree represents long evolutionary history. These isolates are very unlikely
to have been in close geographical proximity and they represent the whole
diversity of the species.

Figure 3.13 shows the clonal genealogy of the data that was estimated
A unique tree topology with little uncertainty in the branch lengths was
reconstructed. Figure 3.2 shows the LD and G4 plots for this dataset. Three
points on the plots were selected to be used as summary statistics, with
distance between the pairs of sites at 50, 200 and 2000 bp. The mean $r^2$
and G4 for pairs of sites at these distances were respectively ($0.2738, 0.2493,$
$0.2270)$ and ($0.0679, 0.0808, 0.0932$), the proportion of segregating sites in
this dataset was $S = 0.174$ and the proportion of homoplasic and clade
homoplasic sites were respectively 0.29 and 0.15.

We chose uniform priors for all model parameters on the following ranges:
$\rho_s \in [0, 0.2], \delta \in [0, 2000], \lambda \in [0, 4]$ and $\theta_s \in [0, 0.2]$. Several independent
ABC-MCMC chains were run with similar results. The histograms on Figure
3.14 show the marginal posterior densities for the estimated parameters.
The posterior mean for the recombination rate $\rho_s$ is 0.077 with CI=0.036-
0.127. The posterior mean of the recombination tract length $\delta$ was 152 bp
with CI=74-279. The posterior mean of the rate of bias in recombination $\lambda$
was estimated to be 1.32 with CI=0.812-1.788. The posterior mean of the
mutation rate $\theta_s$ was 0.0528 with CI=0.0437-0.0640. The estimates of $\theta_s$
and $\delta$ were in agreement with previous estimates (median of $\theta_s = 0.0438$
and $\delta = 236$; DIDELOT et al. 2010). However, this previous analysis had
<table>
<thead>
<tr>
<th>Genotype</th>
<th>Clade</th>
<th>Length (nt)</th>
<th>Country</th>
<th>Year</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>B. anthracis 1</td>
<td></td>
<td></td>
<td>Ames</td>
<td>1981</td>
<td>Isolated from a dead cow</td>
</tr>
<tr>
<td>B. cereus 2</td>
<td></td>
<td></td>
<td>USA</td>
<td>2003</td>
<td>Fatal Pneumonia 39 year old male</td>
</tr>
<tr>
<td>B. cereus 3</td>
<td></td>
<td></td>
<td>UK</td>
<td>1972</td>
<td>Outbreak of food poisoning</td>
</tr>
<tr>
<td>B. cereus 4</td>
<td></td>
<td></td>
<td>Norway</td>
<td>1995</td>
<td>Periodontal pocket of 76 year old female</td>
</tr>
<tr>
<td>B. cereus 5</td>
<td></td>
<td></td>
<td>Canada</td>
<td>1930</td>
<td>isolated from cheese spoilage</td>
</tr>
<tr>
<td>B. cereus 6</td>
<td></td>
<td></td>
<td>USA</td>
<td>1969</td>
<td>Fatal Pneumonia male patient</td>
</tr>
<tr>
<td>B. cereus 7</td>
<td></td>
<td></td>
<td>USA</td>
<td>1998</td>
<td>Isolated from stool of food poisoning patient</td>
</tr>
<tr>
<td>B. cereus 8</td>
<td></td>
<td></td>
<td>China</td>
<td>1969</td>
<td>Isolated from subsurface oil reservoir in North-eastern China</td>
</tr>
<tr>
<td>B. cereus 9</td>
<td></td>
<td></td>
<td>Namibia</td>
<td>1969</td>
<td>Isolated from a swab of a zebra carcass</td>
</tr>
<tr>
<td>B. thuringiensis 10</td>
<td></td>
<td></td>
<td>Iraq</td>
<td></td>
<td>Collected by UN special mission at a suspected bio-weapone</td>
</tr>
<tr>
<td>B. thuringiensis 11</td>
<td></td>
<td></td>
<td>USA</td>
<td></td>
<td>Isolated from a necrotic human wound</td>
</tr>
<tr>
<td>B. weihenstephanensis 12</td>
<td></td>
<td></td>
<td>France</td>
<td></td>
<td>Isolated from forest soil</td>
</tr>
</tbody>
</table>

Table 3.2: Genomes of the Bacillus group used in this study
Figure 3.13: Clonal genealogy of the *Bacillus* dataset inferred by ClonalFrame. The blue bars represent the uncertainty on the age of the internal nodes.
estimated that recombination was significantly less frequent ($\rho_s = 0.017$; Didelot et al. 2010). In this previous study, the recombination rate had probably been underestimated as a result of not accounting for the bias in recombination. In a model with biased recombination, a larger fraction of recombination events are between close relatives and therefore have little effect, and would tend to go undetected by methods that do not account for it. The relative impact of recombination to mutation $r/m$ (Guttman and Dykhuizen, 1994; Vos and Didelot, 2009) was estimated using Equations 3.10 and 3.11. $r/m$ had a mean of 3.4 with CI of 1.6-6.7 (Figure 3.15). This is slightly higher than the previous estimate from ClonalFrame (mean of $r/m = 2.41$; Didelot et al. 2010).

The posterior distributions of the four model parameters were significantly correlated as shown by the scatter plots in Figure 3.14. $\theta_s$ had moderate levels of negative correlation with $\rho_s$ (Pearson’s linear correlation coefficient, $r = -0.26, p = 1.3 \times 10^{-16}$), $\delta$ ($r = -0.12, p = 2.5 \times 10^{-4}$) and $\lambda$ ($r = -0.16, p = 3.5 \times 10^{-7}$). The strongest associations however were the positive correlation of $\rho_s$ with $\lambda$ ($r = 0.83, p = 2.0 \times 10^{-253}$) and $\delta$ with $\lambda$ ($r = 0.75, p = 1.3 \times 10^{-178}$). $\rho_s$ and $\delta$ where also slightly correlated ($r = 0.34, p = 3.2 \times 10^{-29}$). Since higher values of $\lambda$ translate into a higher bias in recombination (where recombination occurs between more similar isolates) and therefore a smaller effect of recombination, it is logical that there is to some extent a trade-off between smaller $\rho_s$ and $\lambda$ on one hand (meaning less recombination with more effect per recombination) and higher $\rho_s$ and $\lambda$ on the other hand (meaning more recombination with less effect per recombination). Likewise, higher values of $\delta$ indicate larger recombination events and therefore a higher effect per event, which explains the trade-off between $\lambda$ and $\delta$. 
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Figure 3.14: Posterior distributions of model parameters for the Bacillus dataset. The histograms show the marginal posterior distributions of each parameter whereas the scatter plots show their joint posterior distributions. The posterior distribution of the model parameters are significantly correlated. Higher values of $\lambda$ translate into a higher bias in recombination and therefore a smaller effect of recombination. Therefore it is logical to have a trade-off between smaller values of $\rho_s$ and $\lambda$ on one hand and larger values of $\rho_s$ and $\lambda$ on the other hand. The same relationship would hold for $\delta$ and $\lambda$. 
Figure 3.15: Posterior density of the relative impact of recombination to mutation $r/m$ for the *Bacillus* dataset. It was estimated using Monte Carlo simulation as outlined in section 3.2.6. The mean of $r/m$ is 3.4 with a 95% credible interval of 1.6-6.7. On average recombination adds 3.4 times more polymorphism into the dataset than mutations.
In order to test the fit of our model with biased recombination to the observed data, we considered the posterior predictive distribution of three additional summary statistics, i.e. their distribution when parameters are drawn from the posterior sample (Gelman et al., 1996). These summary statistics had not been used in inference, but were similar in principle to the clade homoplasy statistic previously defined. The *Bacillus* clonal genealogy was divided into four distinct clades. One of these clades had a single member which was ignored. We measured the amount of clade homoplasy between the other three clades and used them as posterior predictive summary statistics. This Bayesian model criticism approach has been used in several previous ABC studies (Thornton and Andolfatto, 2006; Morelli et al., 2010). We found that the observed values of the three summary statistics were contained within the boundaries of the posterior predictive distributions (Figure 3.16). Our model with biased recombination is therefore able to reproduce the observed summary statistics and represents a good fit to the data. However the observed values of clade homoplasies in the *Bacillus* data set is on the lower end of the predictive posterior distribution. This could have several reasons. Firstly, our model is an approximation and gross simplification of the reality and therefore it will not capture all aspects of the data well. In addition, assuming that the model parameters are well estimated and the model is a good fit, if the branch lengths of the genealogy have been underestimated, we would expect this pattern. Underestimated branch lengths would result in more recombination between clades than in the observed data. In this study the clonal genealogy was estimated using ClonalFrame which uses a free recombination model and ignores within population recombination.
Figure 3.16: Posterior predictive distributions of the three additional clade homoplasy summary statistics for the application to the *Bacillus* dataset. The green lines represent the observed values. The observed values of the three summary statistics are contained within the boundaries of the posterior predictive distributions.
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3.3.4 Comparison with experimental studies

Several experimental studies have demonstrated a log-linear relationship between sequence divergence and frequency of recombination (Roberts and Cohan, 1993; Zawadzki et al., 1995; Vulić et al., 1997; Majewski et al., 2000). These results are summarized in Figure 1A of Fraser et al. (2007), which shows that different bacterial species have a similar log-linear relationship, with a coefficient around 20. To compare our results on biased recombination to these previous experimental studies, we need to compute the relative rate of recombination between two isolates as a function of their homology. Since this equates to considering recombination between two cells living at the same time, the first part of Equation 3.3 is equal to one and the probability of recombination is proportional to \( \exp(-\lambda D) \) where \( D \) is the distance between the donor and the recipient cells in coalescent unit of time. The expected amount of sequence divergence \( \pi \) between two genomes separated by a branch of length \( D \) is \( \pi = \theta_s D/2 \) which implies that \( D = 2\pi/\theta_s \), and therefore we obtain that the rate of recombination between two cells is proportional to \( \exp(-2\lambda\pi/\theta_s) \). The frequency of recombination has therefore a log-linear relationship with sequence divergence in our biased recombination model, with coefficient (measured on a log of base 10 as in previous studies) equal to \( 2\lambda/(\theta_s \ln(10)) \). In the case of the Bacillus application above, this coefficient had mean equal to 22.1 with CI=12.5-32.0. Our estimate for the rate of bias in recombination is therefore slightly higher than the rate of homology dependency of recombination that was found in previous experimental studies.
3.4 Discussion

Linkage disequilibrium, G4 and homoplasy are often interpreted informally as evidence of recombination. We have introduced a flexible statistical framework to interpret the values of these statistics calculated from whole bacterial genomes. Our underlying model is based on an approximation to the coalescent with gene-conversion (DIDELOT et al., 2010) which has the advantage to be sequentially Markovian along the genomes. This allows to simulate patterns of LD and G4 through sampling of many pairs of sites at given distances, which takes only a small fraction of the computational power that would be needed to simulate large segments of DNA. Approximate Bayesian Computation (Pritchard et al., 1999; Beaumont et al., 2002) was used to perform inference under this bacterial population genomic model. This approach offers great flexibility to implement extensions of the model like the one we presented in Equation 3.3 to account for the biased recombination, simply by modifying the way simulation is performed without the need to compute a new likelihood function. We applied our method to simulated datasets and a real dataset consisting of 13 whole genomes of Bacillus. We showed that this data contains evidence that the recombination process depends on the evolutionary distance between donors and recipients, and measured the strength of this relationship. Our model is robust to slight misspecification of the clonal genealogy, but gross inaccuracies would lead to misleading results.

Evidence for a higher rate of recombination within than between the three major clades of Bacillus was first presented using multi-locus sequence typing data, by searching a posteriori for the most likely origin of ClonalFrame recombination segments (DIDELOT et al., 2009a). This
approach was also applied to genomic data from *Salmonella enterica*, and more recombination was found within five lineages than between them (Didelot et al., 2011a). However, this method is not very powerful, because ClonalFrame does not look for potential donors of the recombination events, and therefore is better able to detect recombination coming from further away (Didelot and Falush, 2007). A better approach is the one implemented in ClonalOrigin (Didelot et al., 2010), where the source of recombined fragments is inferred jointly with the recombination events rather than relying on a post-processing step. By comparison of the number of recombination events observed between pairs of branches and expected under the prior model, recombination was found to happen more often between members of the same *Bacillus* clades (Didelot et al., 2010). Similar results have been obtained using the same technique in other organisms, such as *Sulfolobus islandicus* (Cadillo-Quiroz et al., 2012) or *Escherichia coli* (Didelot et al., 2012). However, this is still not fully satisfactory from a statistical point of view, since the analysis is done using a prior model where recombination does not depend on evolutionary distance which is proved to be incorrect by the posterior distribution of events. For this reason, this approach does not allow to estimate the strength of bias in recombination, since the posterior depends on both the prior (where this parameter is zero) and the observed data (which contains evidence that this parameter is non-zero). The best statistical approach is therefore the one we presented here, where the model explicitly incorporates this important parameter, so that we can use Bayesian statistics to formally test whether it is significantly different from zero, if and if so estimate its value.

We estimated the coefficient for the log-linear relationship between
recombination rate and the effective sequence divergence to be around 22 in *Bacillus*. This is slightly higher than previous estimates based on laboratory experiments which were around 20 (Fraser *et al.*, 2007). This higher coefficient could be due to the fact that laboratory experiment only measure the rate of recombination between two bacteria when they are brought into contact, whereas there are factors in nature, such as geographical or ecological structuring of the population, that would increase the sexual isolation between distantly related bacteria (Majewski, 2001). Yet, this coefficient is far lower than the value of 300 predicted by population genetics models to be required in order for recombination to be on one hand a strong cohesive force between highly homologous bacteria and on the other hand very rare between diverged bacteria, thus resulting in clusters of diversity which could be considered to represent separate species (Falush *et al.*, 2006; Hanage *et al.*, 2006; Fraser *et al.*, 2007; Achtman and Wagner, 2008). To test this hypothesis further, we used the Monte-Carlo simulation detailed in section 3.2.7 to see the effect of the next evolutionary events likely to happen to any one of the *Bacillus* genomes in our dataset. We found that for all except the most closely related pairs of genomes, future recombination events would result in convergence, i.e. a reduction of the genetic distance (Figure 3.17, bottom part). However, we also found that mutation would increase the genetic distance between any pair of genomes at a much higher rate than recombination would reduce it (Figure 3.17, top part). We conclude that all pairs of genomes are likely to diverge in the near future, since the convergence effect of recombination will not be sufficient to compensate the divergence effect of mutation. Convergence via recombination is likely to be restricted to rare situations where strong
selective or ecological factors are involved, such as found in the convergence of *Salmonella enterica* serovars Typhi and Paratyphi A (Dideлот et al., 2007) or the convergence of *Campylobacter jejuni* and *coli* (Sheppard et al., 2008).
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Figure 3.17: Prediction of the future effect of mutation and recombination on the genetic distance between pairs of Bacillus genomes. The heat map at the top indicates the rate at which mutation will increase the distance between all pairs of genomes (i.e. pairwise divergence). The heat map at the bottom indicates the rate at which recombination will decrease these same distances (i.e. pairwise convergence). For closely related isolates recombination leads to divergence which is shown as zero divergence. The rate which mutation causes divergence is an order of magnitude higher than the rate at which recombination leads to convergence. Thus in these isolates, the overall short term impact of recombination and mutation is divergence of the isolates.
Chapter 4

Ecologically Distinct Clades

4.1 Introduction

The concept of species and speciation in prokaryotes is controversial (Doolittle and Papke, 2006; Cohan and Perry, 2007; Achtman and Wagner, 2008; Fraser et al., 2009). Firstly, majority of the bacterial species cannot be cultivated at present (Amann et al., 1995; Hugenholtz et al., 1998) and thus cannot be studied in laboratory. Secondly, bacterial diversity is huge (Dykhuizen, 1998; Gans et al., 2005) and only a small fraction of them are known to us. Thirdly, although bacteria are clonal organisms, recombination can potentially occur between distantly related strains (Levin and Cornejo, 2009) and genetically homogenise populations. Currently bacteria are assigned to the same species if their reciprocal, pairwise DNA re-association values are bigger than 70% in DNA-DNA hybridisation experiments (Achtman and Wagner, 2008). The 70% is an arbitrary cutoff threshold and this definition does not take into account the evolutionary forces that are important in demarcating species.
Recently incipient sympatric speciation has been demonstrated in bacteria (FERRIS et al., 2003; SIKORSKI and NEVO, 2005; JOHNSON et al., 2006). To infer incipient sympatric speciation, one has to be able to distinguish between ecologically distinct populations in the same community. Differential evolutionary forces acting on such populations can increase the genetic distance among them that can be interpreted as incipient speciation.

Intuitively, one would expect genetically similar strains to have similar functions in a community. This is because bacteria are clonal and usually the recombination rate is much lower than the mutation rate. Therefore strains with a common ancestor nearer to the present share more of their genetic material relative to a group of strains with common ancestor further back in time. Thus closely related isolates are more likely to share the genetic elements that causes adaptation to a specific niche or habitat. There is evidence for phylogenetic clusters filling distinct ecological niches in the community (FERRIS et al., 2003; SIKORSKI and NEVO, 2005; HORNER-DEVINE and BOHANNAN, 2006; JOHNSON et al., 2006). However, theoretical studies have suggested that neutral evolution alone can produce phylogenetic clusters within a population (FALUSH et al., 2006; FRASER et al., 2009). These studies assume extremely high rates for the log-linear relationship between recombination rate and sequence divergence which does not seem realistic for most bacterial species. In addition if phylogenetic clusters are due to neutral evolution, one would not expect to see significant differences in the preference for habitats in different clusters.

Assuming clades reasonably correlate with ecology and function within a community, it is unclear what level of the hierarchy delineates between such distinct ecological populations. Two recently developed software
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packages that demarcate phylogenetic clusters as ecologically distinct populations are AdaptML (Hunt et al., 2008) and Ecotype Simulation (Koeppel et al., 2008). AdaptML takes phylogeny and information about habitat as input and builds a hidden Markov model for the evolution of habitat associations. It then uses maximum likelihood estimation and some ad hoc rules to infer ecologically distinct populations. Ecotype Simulation models the sequence diversity within a bacterial clade as the evolutionary result of three stochastic processes: net rate of creation of new ecotype, periodic selection (whereby all lineages but one within an ecotype are eliminated) and genetic drift (the coalescence of a pair of lineages within an ecotype into one lineage). It then uses Monte Carlo simulation to estimate the model parameters that produce sequence diversity similar to the ones in the observed data and to estimate the number of ecologically distinct populations within a clade. It is important to note that Ecotype Simulation does not use any information about the habitats and the putative ecotypes identified are subsequently investigated to detect ecological distinctness.

Here we propose a new statistical model for occurrence of adaptive events on a phylogenetic tree and how these events affect the distribution of observed environmental categories. This parametrisation allows us to demarcate the boundaries of phylogenetic clusters that have distinct distribution over the observed environmental categories. We use MCMC to sample from the posterior distribution of the model parameters. We conduct several simulation studies to measure the power of our method and its sensitivity to model parameters. We then present the application of our method to two real datasets.
4.2 Model

In most realistic ecological sampling situations for bacteria, true habitats are not known and can only be associated with projections into measurable environmental categories. Therefore we distinguish between a true habitat and an environmental category. The habitats are not known and are associated with distinct distribution of isolates among the observed environmental categories.

Given a random sample of isolates, their phylogenetic tree and observed environmental categories from a community, we would like to know if the environmental categories distinctly distribute among the phylogenetic clusters and what level of the hierarchies on the tree partitions these clusters.

We assume habitat adaptation events happen as a Poisson process with rate $\lambda$ on the branches of the tree. Given that there are $K$ observed environmental categories in the community, we model each habitat adaptation event as a probability mass function (PMF) $q = (q_1, \ldots, q_K)$ which gives the probability of a strain with the given adaptation to be found in each of the $K$ environmental categories (the probabilities can be interpreted as preference for the environmental categories). In addition we also make the reasonable assumption that given the adaptive events on the tree, isolates are independent of each other in their preference for environmental categories.

Figure 4.1 illustrates the model. There are two observed environmental categories. The observed environmental categories for each isolate is shown on the tips of the tree. An adaptation event has occurred on branch 1 and another adaptation event on branch 2. These two events have divided the tree into three sections (white, green and red). All isolates in the same
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Figure 4.1: Illustration of habitat adaptation model. Branches 1 and 2 have adaptation events on them. These two event have divided the tree into three sections (White, green and red). Isolates in the same section (with the same adaptation) have the same distribution on the environmental categories. The green section is the parent of the red section and it is the child of the white section.

section have the same adaptation and therefore the same distribution on the environmental categories. The red section is a child of the green section and the green section is the parent of the red section. In absence of any adaptive events all isolates on the tree will have the same distribution over the observed environmental categories.

4.2.1 Single ecological lineage

Let us assume that we have a random sample of $N$ isolates from a bacterial community with $K$ observed environmental categories. In
addition we assume the phylogenetic tree of the isolates is known. If there are no adaptation events on the branches of the phylogenetic tree, all isolates independent of their location on the tree have the same distribution over the \( K \) environmental categories. Likelihood of the observed environmental categories of the isolates is given by:

\[
p(D|\mathbf{q}) = \prod_{i=1}^{K} q_i^{x_{i}}, \quad \sum_{i=1}^{K} q_i = 1, \quad \sum_{i=1}^{K} x_{i} = N
\]  

(4.1)

Where \( D \) is the observed environmental categories, \( \mathbf{q} = (q_1, \ldots, q_K) \) is the distribution of the isolates over the \( K \) environmental categories and \( \mathbf{x} = (x_1, \ldots, x_K) \) is the number of observed isolates in each environmental category. The posterior distribution of the model parameters is given by:

\[
p(\mathbf{q}|D) = \frac{p(D|\mathbf{q})p(\mathbf{q})}{p(D)}
\]  

(4.2)

We use a Dirichlet distribution as prior for \( \mathbf{q} \) with hyper parameter \( \alpha = (\alpha_1, \ldots, \alpha_K) \) as it is the conjugate prior for the multinomial likelihood:

\[
p(\mathbf{q}) = \frac{1}{Z(\alpha)} \prod_{i=1}^{K} q_i^{\alpha_i-1}
\]  

(4.3)

Where \( Z(\alpha) \) is defined as:

\[
\frac{1}{Z(\alpha)} = \frac{\Gamma(\sum_{i=1}^{K} \alpha_i)}{\Gamma(\alpha_1) \cdots \Gamma(\alpha_K)} = \frac{\Gamma(\alpha_0)}{\Gamma(\alpha_1) \cdots \Gamma(\alpha_K)}
\]  

(4.4)
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Where $\Gamma(.)$ is the Gamma function and we define $\alpha_0 = \sum_{i=1}^{K} \alpha_i$. Therefore the posterior density is given by:

$$p(q|D) = \frac{\prod_{i=1}^{K} q_{x_i} \prod_{i=1}^{K} q_{x_i}^{\alpha_i-1}}{Z(\alpha)p(D)}$$

$$= \frac{\prod_{i=1}^{K} q_{x_i}^{\alpha_i+\alpha_i-1}}{Z(\alpha)p(D)}$$

$$q|D \sim \text{Dir}(x + \alpha) = \text{Dir}(x_1 + \alpha_1, \ldots, x_K + \alpha_K)$$ (4.5)

The evidence for the model (marginal likelihood) can be calculated as:

$$p(D) = \int_q p(D|q)p(q)dq$$

$$= \frac{1}{Z(\alpha)} \int_{q_1} \cdots \int_{q_K} q_1^{x_1 + \alpha_1 - 1} \cdots q_K^{x_K + \alpha_K - 1}dq_1 \cdots dq_K$$

$$= \frac{Z(x + \alpha)}{Z(\alpha)} \frac{\prod_{i=1}^{K} \Gamma(x_i + \alpha_i)}{\Gamma(N + \alpha_0)}$$

$$= \frac{\Gamma(\alpha_0) \prod_{i=1}^{K} \Gamma(x_i + \alpha_i)}{\Gamma(N + \alpha_0) \prod_{i=1}^{K} \Gamma(\alpha_i)}$$

$$= \frac{\Gamma(\alpha_0) \prod_{i=1}^{K}\Gamma(x_i + \alpha_i)}{\Gamma(N + \alpha_0) \prod_{i=1}^{K} \Gamma(\alpha_i)}$$ (4.6)

We will assume a uniform Dirichlet prior on $q$ where all the hyper parameters are set to one. Therefore the marginal likelihood is given by:

$$p(D) = \frac{\Gamma(K)}{\Gamma(N + K)} \prod_{i=1}^{K} \Gamma(x_i + 1)$$ (4.7)
4.2.2 Two or more ecologically distinct lineages

Given that $N$ isolates have been sampled from the community, there are $2N - 2$ branches on the phylogenetic tree that could have adaptive events on them. We define $b = (b_1, \ldots, b_{2N-2})$ as a binary vector with $2N - 2$ elements which represent the branches of the tree. If a branch on the tree has at least one adaptive event on it, the corresponding element in $b$ will be one and zero otherwise. It is important to note that under our model there can be more than one adaptive event on a branch, but only the last adaptive event on the branch will have an effect on the likelihood. Assuming that $b$ divides the tree into $m$ sections as in shown in Figure 4.1, the likelihood of the observed environmental categories of the isolates is given by:

$$p(D|q_1, \ldots, q_m, b) = \prod_{j=1}^{K} q_{1j}^{x_{1j}} \cdots \prod_{j=1}^{K} q_{mj}^{x_{mj}}$$

(4.8)

where

$$\sum_{i=1}^{m} \sum_{j=1}^{K} x_{ij} = N \quad \text{and} \quad \sum_{j=1}^{K} q_{ij} = 1 \quad \text{for} \quad i = 1, \ldots, m$$

(4.9)

Where $q_i = (q_{i1}, \ldots, q_{iK})$ is the distribution of isolates in section $i$ over the $K$ environmental categories and $x_i = (x_{i1}, \ldots, x_{iK})$ is the number of observed isolates in each category in section $i$.

As adaptive events are Poisson distributed on branches of the tree with rate $\lambda$, the prior probability of branch $i$ of length $l_i$ to have no adaptation and at least one adaptation event is given by:

$$\Pr(b_i = 0|\lambda) = e^{-\lambda l_i}$$

$$\Pr(b_i = 1|\lambda) = 1 - e^{-\lambda l_i}$$
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Thus

\[ \Pr(b|\lambda) = \prod_{i=1}^{2N-2} (e^{-\lambda l_i})^{1-b_i} (1 - e^{-\lambda l_i})^{b_i} \]  \hspace{1cm} (4.10)

We will assume Dirichlet uniform priors for \( q_i \)s:

\[ p(q_i) = \Gamma(K) \] \hspace{1cm} (4.11)

Furthermore we will assume an exponential prior on \( \lambda \). Using parsimony argument (acceptance of the simplest explanations that fits the data) we assume the prior expectation of the number of adaptive events on the tree to be one. As the number of adaptive events \( M \) are Poisson distributed on the branches of the tree with rate \( \lambda \), expectation of \( M \) is given by:

\[ \mathbb{E}(M) = \mathbb{E}(\lambda T) = 1 \implies \mathbb{E}(\lambda) = \frac{1}{T} \] \hspace{1cm} (4.12)

Where \( T \) is the total branch length of the tree. Equation 4.12 gives the hyper parameter of the exponential distribution for \( \lambda \):

\[ \lambda \sim \text{Exp}(T) \] \hspace{1cm} (4.13)

Now we are in a position to describe the posterior distribution of the model parameters. Let us assume that \( b \) divides the tree into \( m \) sections,
then the posterior distribution for \((q_1,\ldots,q_m), b\) and \(\lambda\) is given by:

\[
p(q_1,\ldots,q_m, b, \lambda|D) = \frac{p(D|q_1,\ldots,q_m, b)p(q_1,\ldots,q_m, b, \lambda)}{p(D)}
\]

\[
\propto p(D|q_1,\ldots,q_m, b)\prod_{i=1}^m p(q_i)\prod_{s=1}^K \left(e^{-\lambda s}\right)^{1-b_s}(1-e^{-\lambda s})^{b_s}T e^{-T \lambda}
\]

\hspace{1cm} (4.14)

The dimensionality of the problem changes with \(b\). If \(b\) divides the tree into two sections then there are four parameters \(q_1, q_2, b\) and \(\lambda\) to infer while if \(b\) divides the tree into three sections then there are five parameters \(q_1, q_2, q_3, b\) and \(\lambda\) to infer. This issue potentially can be addressed using reversible jump MCMC (Green, 1995). Instead we marginalise \(q_i\)s which turns the problem into a constant dimension one. The marginal posterior density for \(b\) and \(\lambda\) assuming that \(b\) divides the tree into \(m\) sections is given by:

\[
p(b, \lambda|D) = \frac{\int_{q_1} \cdots \int_{q_m} p(D|q_1,\ldots,q_m, b)p(q_1)\cdots p(q_m) dq_1 \cdots dq_m p(b|\lambda)p(\lambda)}{p(D)}
\]

\[
\propto (\Gamma(K))^m \prod_{i=1}^m \prod_{j=1}^K \int_0^1 q_{ij}^x dq_{ij} T e^{-T \lambda} \prod_{s=1}^{2N-2} \left(e^{-\lambda s}\right)^{1-b_s}(1-e^{-\lambda s})^{b_s}
\]

\[
\times (\Gamma(K))^m \prod_{i=1}^m \prod_{j=1}^K \frac{\Gamma(x_{ij}+1)}{\Gamma(K+\sum_{j=1}^K x_{ij})} T e^{-T \lambda} \prod_{s=1}^{2N-2} \left(e^{-\lambda s}\right)^{1-b_s}(1-e^{-\lambda s})^{b_s}
\]

\hspace{1cm} (4.15)

Although we have integrated out the \(q_i\)s from the posterior distribution, we can easily sample from their posterior distribution given \(b\). Assuming that we have a sample from the posterior distribution of \(b\) and \(\lambda\), the posterior distribution of \(q_1,\ldots,q_m|D, b, \lambda\), assuming that \(b\) divides
the tree into \( m \) sections is given by:

\[
p(q_1, \ldots, q_m | b, \lambda, D) = \frac{p(D | b, \lambda, q_1, \ldots, q_m) p(b, \lambda | q_1, \ldots, q_m) p(q_1, \ldots, q_m)}{p(D, b, \lambda)}
\]

\[
\propto p(D | b, q_1, \ldots, q_m)
\]

\[
\propto \prod_{i=1}^{m} \prod_{j=1}^{K} q_{ij}^{x_{ij}}
\]

(4.16)

Or in other words, given \( b \) each \( q_i \) is Dirichlet distributed with known parameters equal to one plus the number of observed isolates in each category in the section \( i \) of the tree.

### 4.2.3 MCMC moves

To sample from the posterior distribution of \( b \) and \( \lambda \) we will use MCMC. To do this we have to specify the proposals for updating \( b \) and \( \lambda \) and calculate the acceptance ratio. We will use a component-wise MCMC which updates each parameter separately. We will use a symmetric proposal for \( b \) where the proposed value \( b^* \) is the same as \( b \) apart from a randomly chosen branch \( i \) for which \( b^*_i = 1 - b_i \). Therefore if the randomly chosen branch \( i \) has an adaptive event on it in \( b \), it will not have an adaptive event on it in \( b^* \) and vice versa. Assuming that \( b^* \) divides the tree into \( n \) sections the Metropolis-Hastings ratio for this move is given by \( h(b, b^*) \):

\[
h(b, b^*) = 1 \land \frac{(\Gamma(K))^n \prod_{i=1}^{m} \frac{\Gamma(x_{ij}+1)}{\Gamma(K+\sum_{j=1}^{K} x_{ij})} e^{-T\lambda} \prod_{s=1}^{2N-2} (e^{-\lambda_s})^1-b_s^* (1 - e^{-\lambda_s}) b_s^*}{(\Gamma(K))^m \prod_{i=1}^{m} \frac{\Gamma(x_{ij}+1)}{\Gamma(K+\sum_{j=1}^{K} x_{ij})} e^{-T\lambda} \prod_{s=1}^{2N-2} (e^{-\lambda_s})^{1-b_s} (1 - e^{-\lambda_s}) b_s} \]

\[
= 1 \land \frac{(\Gamma(K))^n \prod_{i=1}^{m} \frac{\Gamma(x_{ij}+1)}{\Gamma(K+\sum_{j=1}^{K} x_{ij})} \prod_{s=1}^{2N-2} (e^{-\lambda_s})^{1-b_s^*} (1 - e^{-\lambda_s}) b_s^*}{\prod_{i=1}^{m} \frac{\Gamma(x_{ij}+1)}{\Gamma(K+\sum_{j=1}^{K} x_{ij})} \prod_{s=1}^{2N-2} (e^{-\lambda_s})^{1-b_s} (1 - e^{-\lambda_s}) b_s}
\]

(4.17)
Please note that the prior on $\lambda$ cancelled out from the Metropolis-Hastings ratio. To update $\lambda$ we propose from a normal density with the mean at the current value of $\lambda$ and variance of 0.1:

$$\lambda^* | \lambda \sim \mathcal{N}(\lambda, 0.1)$$

This proposal distribution is symmetric and therefore the Metropolis-Hastings ratio is given by:

$$h(\lambda, \lambda^*) = 1 \wedge \frac{(\Gamma(K))^m \prod_{i=1}^{m} \frac{\prod_{j=1}^{K} \Gamma(x_{ij}+1)}{\Gamma(K+\sum_{j=1}^{K} x_{ij})} Te^{-T\lambda^*} \prod_{s=1}^{2N-2} (e^{-\lambda^* l_s})^{1-b_s} (1 - e^{-\lambda^* l_s})^{b_s}}{(\Gamma(K))^m \prod_{i=1}^{m} \frac{\prod_{j=1}^{K} \Gamma(x_{ij}+1)}{\Gamma(K+\sum_{j=1}^{K} x_{ij})} Te^{-T\lambda} \prod_{s=1}^{2N-2} (e^{-\lambda l_s})^{1-b_s} (1 - e^{-\lambda l_s})^{b_s}}$$

When the proposal $\lambda^*$ is less than zero, the move is rejected and the chain stays at $\lambda$.

### 4.2.4 Model selection

To compare our null model of a single ecological lineage (model 1) against the alternative model of two or more ecologically distinct lineages (model 2) on the tree, we calculate the Bayes factor (KASS and RAFTERY, 1995) for the two models. To do this we use reversible jump MCMC (GREEN, 1995) to sample from the joint distribution of $p((k, \theta_k)|D)$. $k$ is the index of the model and $\theta_k$ is the parameters of model $k$. For each model $k$ by marginalising over its parameters $\theta_k$, its marginal likelihood $p(D|k)$ can be estimated. Marginal likelihood of model 1, $p(D|1)$ is calculated analytically using Equation 4.7. For the purpose of RJMCMC there are no parameters
in model 1 to infer, however there are two parameters in model 2 to infer \((\lambda, b)\).

For a move from model 1 to model 2, to match dimensions we generate two random variable \(u\) and \(v\) and map them such that \((\lambda^*, b^*) = (u, v)\). In addition we set the proposal distribution for \(u\) and \(v\), \(q(u, v)\) in model 1 to be the same as the prior distribution on \(\lambda\) and \(b\) in model 2. Thus for a proposed move from model 1 to model 2 we have:

\[
q(u, v) = q(u)q(v|u) = -Te^{-Tu} \prod_{i=1}^{2N-2} (e^{-ul_i})^{1-v_i}(1 - e^{-ul_i})^{v_i} \quad (4.20)
\]

Where we set \((\lambda^*, b^*) = (u, v)\)

Where \(T\) is the total branch length of the tree and \(l_i\) is the length of branch \(i\). Therefore the probability of acceptance of this move is given by:

\[
\alpha(1 \rightarrow (2, (\lambda^*, b^*))) = 1 \wedge \frac{p(2, (\lambda^*, b^*)|D)p(2 \rightarrow 1)}{p(1|D)p(1 \rightarrow 2)q((u, v)|1)} \frac{\partial(\lambda^*, b^*)}{\partial(u, v)}
\]

\[
= 1 \wedge \frac{p(2, (u, v)|D)p(2 \rightarrow 1)}{p(1|D)p(1 \rightarrow 2)q((u, v)|1)} \times 1
\]

\[
= 1 \wedge \frac{p(D|(u, v), 2)p((u, v)|2)p(2)p(2 \rightarrow 1)}{p(D|1)p(1 \rightarrow 2)q((u, v)|1)}
\]

\[
= 1 \wedge \frac{p(D|(u, v), 2)p(2 \rightarrow 1)}{p(D|1)p(1 \rightarrow 2)} \quad (4.21)
\]

Where \(p(D|1)\) is given by Equation 4.7. A move from model 2 with parameters \((\lambda, b)\) to model 1 is made deterministically and is accepted with probability:

\[
\alpha((2, (\lambda, b)) \rightarrow (1)) = 1 \wedge \frac{p(D|1)p(1 \rightarrow 2)}{p(D|(\lambda, b), 2)p(2 \rightarrow 1)} \quad (4.22)
\]

Where we set \(p(2 \rightarrow 1) = 0.05\) and \(p(1 \rightarrow 2) = 0.5\) and we assume the prior
probabilities of the two models are equal $p(1) = p(2) = 0.5$.

4.2.5 Representation of the MCMC output

Consensus representation of $b$

As $b$ is a vector which can have thousands of element, we need a concise way of summarising the samples from the posterior distribution of $b|D$. As we are interested in the branches with an adaptive event on them, for each branch $i$ we marginalise over all other branches by counting the number of times branch $i$ is tagged as having an adaptive event on it in the sampled $bs$. The proportion of times that each branch is tagged approximates the marginal posterior probability of the branch having an adaptive event on it. This consensus representation of $b$ can be used to draw the tree such that line thickness or colour shade or both is proportional to the marginal posterior probability of having an adaptive event on the branch. Figure 4.2 shows this for a toy simulated dataset. The binary environmental categories are shown in red and blue on the tips of the tree and the line thickness is proportional to the marginal posterior probability of having an adaptive event on a branch. In this example there are three branches with posterior probability of having an adaptive event which is around 0.9 and a few branches with posterior probability of having an adaptive event which is around 0.1 and for the rest of the branches the posterior probability of having an adaptive event is near zero.

To have a point estimate of $b$ we use a cutoff threshold on the consensus representation of $b$. The value of the threshold will determine the rate of type I and II errors. As the threshold rises, the rate of false positives decreases, while the rate of false negatives increases. Depending on application one can choose a suitable threshold. For the toy example of Figure 4.2 to get a
Figure 4.2: Consensus representation of $b$. Marginal posterior probability of a branches having adaptive events is the consensus representation of $b$. The thickness of a branch is proportional to the posterior probability of having an adaptive event on that branch. In this instance there are three branches which their posterior probability of having an adaptive event is around 0.9. A few branches with posterior probability of having an adaptive event of around 0.1 and all other branches with posterior probability of having an adaptive event which is almost zero.
point estimate of $b$ we chose a cutoff threshold of 0.5. Figure 4.3a shows how the point estimate of $b$ has divided the tree into four ecologically distinct lineages highlighted by different colours. Our model implicitly assumes an adaptive event at the root of the tree. All isolates that are not part of the sections delineated by the inferred adaptive events are part of the root section. In Figure 4.3a, all isolates with white background are part of the root section.

**Distribution of environmental categories**

Given the point estimate of $b$, we can estimate the most likely distribution over the environmental categories for each ecologically distinct lineage. Equation 4.8 gives the likelihood of the observed environmental categories of the isolates subject to constraints given in Equation 4.9. Assuming that the point estimate of $b$ divides the tree into $m$ sections, each section has a multinomial distribution on the environmental categories. Given the point estimate of $b$ the values of $q_{ij}$ that maximise the data likelihood are given by:

$$
\hat{q}_{ij} = \frac{x_{ij}}{\sum_{j=1}^{K} x_{ij}}
$$

(4.23)

Figure 4.3b shows the estimated distribution over the environmental categories for each ecologically distinct lineage for the toy example of Figure 4.3a. The root section is named section zero and all isolates in section zero have the same adaptive event as the one present at the root of the tree. In this example isolates in section zero, are almost exclusively found in the red environmental category, while the strains in the other sections are found in both red and green categories.
Figure 4.3: Representation of point estimate of $b$ for a toy example. (a) The point estimate of $b$ has divided the tree into four ecologically distinct lineages. The binary environmental category are shown in red and green. (b) The distribution over the environmental categories in each distinct lineage. Strains in section zero are almost exclusively found in the red environmental category while the strains in the other sections are found in both categories.
4.3 Simulation studies

To investigate the performance of our method, we performed three simulation studies. In all of these simulations for simplicity we assumed the environmental categories were binary and to sample from the posterior distribution of the model parameters our MCMC chain was run for $10^7$ iterations. All of these simulations were implemented for a single genealogy simulated using coalescent with 1000 strains shown in Figure 4.4 unless otherwise stated. In the first simulation study we tested how the number of isolates in the section and the change in distribution over the environmental categories due to the adaptive event affects the power to infer an adaptive event. In the second simulation study we tested the model selection procedure and the relationship between the posterior expectation of number of adaptive events against the true numbers of adaptive events. We also quantified the effect of threshold on the point estimate of $b$. In the final simulation study, we tested the relationship between the posterior expectation of the rate of adaptation against the true rate of adaptation.

4.3.1 Simulation study A

This simulation study was designed to assess the power of the method to detect adaptive events on the branches of the tree. The power depends on two factors $p$ and $n$. The first factor $p$ is the amount of change in the distribution over the environmental categories due to the adaptive event from the parent section to the child section. For binary environmental categories, we define $p$ such that an adaptive event that changes the distribution from $(0.5, 0.5)$ to $(0.25, 0.75)$ has a $p = 0.25$. Adaptive events that lead to small changes in the distribution are difficult to infer as they
result in small changes to the observed pattern of distribution over the environmental categories that are likely to happen by chance alone. The second factor $n$ is the number of isolates in the section which is demarcated by the adaptive event. Adaptive events delineating sections that contain only a few isolates are difficult to distinguish as lack of data makes the inference more uncertain. We expect that adaptive events that produce large changes in distribution or demarcate sections with large number of isolates or both to result in higher posterior probabilities.

Figure 4.4: Tree used for the simulation studies. This tree was simulated using coalescent model with 1000 strains.

First we investigated the effect of $p$ the amount of change in the distribution over the environmental categories. We simulated 110 datasets each with a single adaptive event which divided the tree of Figure 4.4 into
two sections. The adaptive event demarcated a section which contained 500 isolates. We assumed the distribution over the categories for the root section to be (0.5, 0.5). We assumed the change in distribution over the categories due to the adaptive event to be \( p = 0.0, 0.05, \ldots, 0.5 \) and for each case simulated 10 datasets, 110 in total. For each \( p \) the result of the 10 datasets were summarised by calculating the mean of marginal posterior probability of having an adaptive event for the branch with the adaptive event on it. The result is shown in Figure 4.5. Bigger changes in the distribution over the categories, leads to larger posterior probability of having an adaptive event. There is a sharp transition threshold between \( p = 0.05 \) and \( p = 0.15 \) for this simulation study.

Next we examined the relationship between \( p \) and \( n \) and how they affect detection of adaptive events. We divided the space of \( n \times p \) into a grid where \( n = (10, 50, 100, 250) \) and \( p = (0.1, 0.2, 0.3, 0.4, 0.5) \). For each node of the grid \((p_i, n_j)\) a branch on the tree of Figure 4.4 was chosen to have an adaptive event on it. For each node of the grid we simulated 20 datasets with a single adaptive event on the chosen branch of the tree. We assumed that the root section distribution over the categories was \((0.5, 0.5)\). For each node of the grid the results of the 20 datasets were summarised by calculating the mean marginal posterior probability of having a adaptive event on the branch with the adaptive event on it. Figure 4.6 shows the result. An adaptive event that causes large changes to the distribution over the categories and delineates a section with large number of isolates results in larger posterior probability of an adaptive event. Adaptive events that cause small changes in the distribution or demarcate sections that contain few isolates or both result in small posterior probability of having an adaptive event.
Figure 4.5: Mean of marginal posterior probability of having an adaptive event against the change in the distribution over the categories. 110 datasets were simulated each with a single adaptive event which divided the tree of Figure 4.4 into two sections. The adaptive event demarcated a section that contained 500 isolates. The root section distribution over the categories was (0.5, 0.5). We set the change in the distribution due to adaptive event to be \( p = 0.0, 0.05, \ldots, 0.5 \) and for each case 10 datasets were simulated. The results were summarised for each case by estimating the mean posterior probability of having an adaptive event for the branch with the adaptive event on it for the 10 simulated datasets. Bigger changes in the distribution result in larger posterior probability of having an adaptive event.
Figure 4.6: Contour plot of the mean posterior probability of having an adaptive event against number of isolates and the change in distribution. We divided the space of $n \times p$ into a grid where $n = (10, 50, 100, 250)$ and $p = (0.1, 0.2, 0.3, 0.4, 0.5)$. For each node of the grid $(p_i, n_j)$ we simulated 20 datasets each with a single adaptive event using the tree of Figure 4.4. For each node of the grid to summarise the results, from the 20 datasets the mean posterior probability of having an adaptive event was calculated for the branch with the adaptive event on it. An adaptive event that results in large changes in distribution or delineates a section that contains large number of isolates or both leads to higher posterior probabilities of having an adaptive event.
4.3. Simulation Studies

4.3.2 Simulation study B

We designed this simulation study to assess our model selection procedure, the effect of number of adaptive events on the inference and the effect of cutoff threshold on the point estimate of $b$. First, we simulated 150 datasets with no adaptive event on the tree. In the absence of any adaptive events, all isolates follow a single distribution over the categories. As our model selection could potentially depend on the distribution over the environmental categories we used 3 different distributions for the environmental categories. The following three distributions $(0.1, 0.9), (0.25, 0.75), (0.5, 0.5)$ were used and 50 datasets were simulated for each of the distributions, 150 in total. We also simulated 50 datasets for each case of one, two, three, four and five adaptive events on the tree.

For each simulated dataset the Bayes factor of model 2 against model 1, $BF_{21}$ was estimated. Figure 4.7 shows the distribution of the estimated Bayes factors for the simulated datasets. For the 150 datasets with no adaptive event on the tree, all the estimated Bayes factors were below 10 i.e. there was no significant evidence against model 1 (single ecological lineage) for any of datasets. Adaptive events that result in small changes in the distribution or demarcate sections with small number of isolates will not be detected. Therefore for many datasets with a single adaptive event there is no significant evidence against model 1. As the number of adaptive events on the tree rises, the number of datasets with significant evidence for model 2 increases. Hence, our method is conservative and will not result in significant evidence for model 2 unless there is substantial data to support it.

Next, we used the simulations to gauge the effect of the true number of adaptive events on the posterior expectation of number of adaptive events.
Figure 4.7: $\log_{10}(BF_{21})$. For the 150 datasets with no adaptive event on the tree, all the estimated Bayes factors are below 10 i.e. there is no significant evidence against model 1 (no adaptive event) for any of the datasets. Adaptive events that result in small changes in the distribution or demarcate sections with small number of isolates will not be detected. Therefore for many datasets with a single adaptive event there is no significant evidence against model 1. As the number of adaptive events on the tree rises, the number of datasets with significant evidence for model 2 increases.
To estimate the posterior expectation of number of adaptive events, we used Bayesian model averaging (Hoeting et al., 1999). Figure 4.8 illustrates the results. In absence of adaptive events, the mean of posterior expectation of number of adaptive events is close to zero and almost for all datasets the posterior expectation of number of adaptive events is below one. When there are adaptive events on the tree, mean of posterior expectation of number of adaptive events is lower than the true numbers. This is expected as our method cannot detect an adaptive event that results in small changes in the distribution or demarcates a section which contains few isolates or both. As a result our method is conservative in estimating the number of adaptive events on the tree.

In addition we used the simulation results to assess the effect of the cutoff threshold on the point estimate of \( b \). For each of the datasets we inferred a point estimate for \( b \) by applying a threshold to the consensus representation of \( b \) (marginal posterior probability of having an adaptive event for all branches of the tree). The threshold was changed from 0.05 to 0.95 with increments of 0.05. For each threshold value, the number of branches which were correctly inferred to have adaptive events on them and the number of branches that were incorrectly inferred to have adaptive events on them was counted. We then normalised these values by the total number of true adaptive events for all datasets. Figure 4.9 shows the ratio of number of correctly and incorrectly inferred adaptive events to the total number of adaptive events as a function of the threshold value. As expected with increasing the threshold value, the rate of incorrectly inferred adaptive events decreases, but at the same time the rate of correctly inferred adaptive events decreases too. The choice of the cutoff threshold is a trade off between minimising the number of incorrectly
Figure 4.8: Distribution of posterior expectation of number of adaptive events against the true number of adaptive events. Apart for the case of no adaptive events, on average the method underestimates the true number of adaptive events. This is because adaptive events that lead to small changes in distribution and or are carried by few strains cannot be detected.
Figure 4.9: Ratio of the number of correctly and incorrectly inferred adaptive events to the total number of adaptive events against the threshold value. By increasing the threshold value, the rate of incorrectly inferred events decreases, but the rate of correctly inferred adaptive events decreases too. The choice of threshold value is a trade off between reducing the number of incorrectly inferred adaptive events against increasing the number of correctly inferred adaptive events. Depending on application we would recommend a threshold value between 0.4 and 0.6.

4.3.3 Simulation study C

In this simulation study we investigated the performance of the method on inferring the rate of adaptation $\lambda$ on the branches of the tree. In our model the number of adaptive events on the tree is Poisson distributed with rate
\( \lambda \). A priori we assumed that \( \mathbb{E}(\lambda) = 1/T \) where \( T \) is the total branch length of the tree. We simulated 100 datasets using tree of Figure 4.4 for which \( 1/T = 0.067 \). For each dataset \( \lambda \) was sampled from the uniform distribution on \([0, 0.25]\). We used 0.25 as upper limit as it is almost four times the prior expectation of \( \lambda \). To estimate the posterior expectation of \( \lambda \), we used Bayesian model averaging (Hoeting et al., 1999). Results are shown in Figure 4.10. The observed pattern is similar to that of Figure 4.8. This would be expected because in our model the inferred number of adaptive events influences the inferred rate of adaptation. The method is conservative in estimating \( \lambda \) as some adaptive events are not detected. On average this results in smaller estimates of \( \lambda \) than the true value. Another point to notice is that when true value of \( \lambda \) is close to zero, the method overestimates the value of \( \lambda \). This is because in the case of no adaptive event on the tree, \( \lambda \) can be non-zero. In this situation model 2 with a small \( \lambda \) and model 1 where \( \lambda = 0 \) are equally likely. Averaging between the two model results in an overestimate of \( \lambda \).

4.4 Application to empirical datasets

4.4.1 Salmonella enterica subspecies enterica dataset

Salmonella genus is divided into two species, Salmonella bongori and Salmonella enterica. S. enterica is further divided into six subspecies. From these, S. enterica subspecies enterica (referred to as enterica subsequently) causes 99% of human and animal infections (Achtman et al., 2012). It is the major cause of typhoid and paratyphoid fever in humans and gastroenteritis in humans and animals. Enterica is the most diverse subspecies of S. enterica as it contains about 60% of the
Figure 4.10: Posterior expectation of $\lambda$ and its CI against true $\lambda$. We simulated 100 datasets where $\lambda$ was sampled from a Uniform distribution on $[0, 0.25]$. Model averaging was used to calculate the posterior expectation of $\lambda$ and its confidence interval which are shown in red. The black line shows the $y = x$ line and the blue line shows the regression line of posterior expectation of $\lambda$ against true $\lambda$. The observed pattern is similar to that of Figure 4.8. This would be expected because in our method the inferred number of adaptive events influences the rate of adaptation $\lambda$. As the blue line shows, the method is conservative in estimating posterior expectation of $\lambda$ as some adaptive events are not detected. On average this results in smaller estimates of $\lambda$ than the true value. Another point to notice is that when true value of $\lambda$ is close to zero, the method overestimates the posterior expection of $\lambda$. This is because in the case of no adaptive event on the tree, $\lambda$ can be non-zero. In this situation model 2 with a small $\lambda$ and model 1 where $\lambda = 0$ are equally likely. Averaging between the two model results in an overestimate for $\lambda$. 
approximately 2500 serovars defined in the *Salmonella* genus (Achtman et al., 2012). These serovars differ widely in their host range and diseases they cause. For instance, serovars Typhi and Paratyphi only infect humans and cause enteric fever. Serovars Dublin and Choleraesuis cause disease in cattle and pigs respectively, but can be carried asymptotically by humans and other animals. Other serovars such as Typhimurium and Enteritidis can infect humans and a wide range of animals and cause gastroenteritis (Uzzau et al., 2000).

Adaptive events in the history of *enterica* have resulted in these serovar host association patterns. Our method is suitable for detecting these adaptive events and demarcating phylogenetic clusters of isolates that have differential distribution over human and animal hosts. We applied our method to the *Salmonella enterica* pubMLST database to detect which lineages are differentially distributed over human and animal hosts. In September 2010, the database included 4137 isolates. After cleaning the data, there were 2169 isolates of *enterica* where the host was either human or animal. From these isolates, 1455 were from human hosts and 714 were from animal hosts. These isolates were assigned to 636 ST types, 393 serovars and 123 eBurstGroups (eBG) (some isolates’ serovars and eBG numbers were not known). The sequences for the seven house keeping genes used in the MLST typing scheme were concatenated to make a sequences of length 3336 bp. A UPGMA tree was built from these sequences (Fitch and Margoliash, 1967). The resulting tree and the binary host type of human or animal was used as input to our method.

To sample from the posterior distribution of model parameters an MCMC with $10^8$ iterations was performed. The Bayes factor of model 2 against model 1 was of order $10^8$ i.e. decisive evidence that there are
lineages that have distinct distribution over the host categories. Figure 4.11 shows the UPGMA tree for the isolates with the human and animal hosts indicated at the tips of the tree by red and blue colours respectively. In addition, branches are coloured proportional to their marginal posterior probability of having an adaptive event. Darker shades are equivalent to higher posterior probabilities. Furthermore branches with posterior probability of having an adaptive event bigger than 0.6 are highlighted by green and purple colours. This point estimate has 13 branches with adaptive events on them and divides the tree into 14 sections. The sections demarcated by the adaptive events are numbered from 1 to 13. All other isolates will be in the root section which is numbered as zero. Figure 4.12 shows the distribution of each section over the host categories. Clusters 1, 9, and 11 are only associated with humans hosts while clusters 2, 3, 4 and 8 are only associated with animal hosts. Clusters 5, 6, 10 and 12 are mostly associated with human hosts but they are present in animal hosts too while cluster 7 is mostly associated with animal hosts but is present in human hosts too. Cluster 13 is associated more with animal than with human hosts. Section zero (which is made up of all isolates not in any of the highlighted sections) is associated more with human hosts than animal hosts. The information about these clusters are summarised in table 4.1. The table shows for each cluster the number of human and animal hosts in that cluster as well as their ST types, serovars and eBurstGroups (eBG).

Cluster 1, 9 and 11 that are only associated with human hosts are made up of Typhi, Isangi and mostly Paratyphi C serovars respectively. Section 10 is almost exclusively associated with humans and is made up of Paratyphi A, Sendi, Derby and other closely related serovars. Sections 2, 3 and 4 and 9 are exclusively associated with animals and are made up of
Figure 4.11: UPGMA tree of *enterica* dataset. Isolates from human and animal hosts are coloured in red and blue respectively. Marginal posterior probability of a branch having an adaptive event is proportional to the branch colour shade. Darker branches have a higher posterior probability. There were 13 branches with posterior probability which is bigger than 0.6 and they have been highlighted by green and purple colours. These lineages are differentially distributed over the host categories.
Bahrenfeld and Oranienburg serovars. An interesting feature of the data is about the Typhimurium isolates in clusters 12 and 13. These clusters are almost exclusively made up of Typhimurium isolates. Section 13 is a subcluster of section 12 and the two sections according to the UPGMA tree are closely related. However the two sections are distinctly distributed over the host categories. Isolates of section 12 are mostly associated with human hosts while isolates of section 13 are more associated with animal hosts. It seems that an adaptive event made Typhimurium isolates adapted to human hosts and subsequently another adaptive event made a subcluster of Typhimurium isolates to be more associated with animal hosts. Typhimurium is usually referred to as the typical broad host range serovar, although there are some evidence that different variants are distinctly associated with hosts (Rabsch et al., 2002).

All three form of serovar host association in *enterica* described previously (Uzzau et al., 2000) have been detected by our method. There are clusters that are associated only with human or animal hosts. There are clusters that are associated mostly with human or animal hosts, but can be found in the other host too. There are also clusters of isolates that are associated with human and animal host almost in equal proportions.

### 4.4.2 Vibrionaceae dataset

Hunt *et al.* (2008) investigated differential distribution of coastal ocean bacteria of the family *Vibrionaceae* with temporal and spatial factors using AdaptML software. They argue that coastal ocean is a suitable place to test for ecological preference of isolates, as waves and currents will ensure there is no geographic barrier to movement and migration of isolates.

The family *Vibrionaceae* is one of the most studied marine bacteria.
Figure 4.12: Distribution over the host categories. Thirteen adaptive events were inferred for Enterica dataset that divided the tree into 14 sections. Distribution of human and animal hosts in each section are shown in red and blue colours respectively. Sections one to thirteen are as marked on the tree of Figure 4.11. The root section numbered as zero is made up of all isolates that are not in section one to thirteen.
## 4.4. APPLICATION TO EMPIRICAL DATASETS

### Table 4.1: Analysis of *enterica* dataset.

Sections are numbered according to Figure 4.11. Columns 3 and 4 indicate the number of human and animal hosts in each section. In columns 5, 6 and 7 the values in parentheses gives the number of isolates in that type.

<table>
<thead>
<tr>
<th>Section</th>
<th># of isolates</th>
<th>Human</th>
<th>Animal</th>
<th>ST (number)</th>
<th>Serovar (number)</th>
<th>eBG (number)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>17</td>
<td>17</td>
<td>0</td>
<td>2(8) 1(6) 3(1) 892(1) 890(1)</td>
<td>Typhi(17)</td>
<td>13(17)</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>0</td>
<td>11</td>
<td>850(11) Bahrenfeld(11)</td>
<td>13(11)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>0</td>
<td>7</td>
<td>179(7) Oranienburg(7)</td>
<td>52(7)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>13</td>
<td>0</td>
<td>13</td>
<td>174(12) 169(1) Oranienburg(13)</td>
<td>44(13)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>150</td>
<td>139</td>
<td>11</td>
<td>533(37) 16(22) 166(21) 15(14) 26(14)</td>
<td>Concord(36) 9(29) 35(24) 26(15) Thompson(14) Unknown(9) Heidelberg(13) Stanleyville(2) 79(2)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>47</td>
<td>43</td>
<td>4</td>
<td>31(38) 132(5) 191(2) 193(1) 290(1)</td>
<td>Newport(47) 7(46) 3(1)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>17</td>
<td>2</td>
<td>15</td>
<td>112(11) 82(2) 170(1) 173(1) 176(1) 177(1)</td>
<td>Muenchen(16) Valdosta(1) 8(17)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>0</td>
<td>9</td>
<td>92(9) Unknown(9)</td>
<td>4(9)</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>22</td>
<td>22</td>
<td>0</td>
<td>216(22) Issagi(22)</td>
<td>25(22)</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>37</td>
<td>36</td>
<td>1</td>
<td>85(10) 129(4) 71(2) 365(2)</td>
<td>Paratyphi A(10) Sendai(4) Derby(3) Weltevreden(2) Unknown(21) 11(14) 205(2)</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>28</td>
<td>28</td>
<td>0</td>
<td>146(21) 90(6) 114(1)</td>
<td>Paratyphi C(27) Limete(1) 20(28)</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>123</td>
<td>117</td>
<td>6</td>
<td>313(53) 219(31) 34(26) 302(6) 35(2) 394(1)</td>
<td>Typhimurium(105) Typhimurium Mono(11) Unknown(7)</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>241</td>
<td>138</td>
<td>103</td>
<td>19(204) 128(16) 568(5) 376(3) 98(2)</td>
<td>Typhimurium(227) Unknown(8) Typhimurium Mono(5) Hato(1) 1(235) Unknown(6)</td>
<td></td>
</tr>
</tbody>
</table>
They are important players in surface water as they cycle organic and inorganic compounds. As bacterioplanktons, they could either use dissolved nutrients which are of low concentration but more evenly distributed or attach to the larger particles that are suspended in the water and degrade them (Nishiguchi and Jones, 2005).

To investigate differentiation in water columns along temporal (season) and spatial (free living or particle associated) lines, Hunt et al. (2008) sampled coastal ocean water on two days representing spring and autumn near Plum Island Estuary (NE Massachusetts). The water samples were sequentially filtered with decreasing filter sizes and the resulting media was cultivated on Vibrio selective media. The largest size fraction (media and particle > 63 µm) is enriched in zooplankton and detrital matter. The next fraction size (63-5 µm) likely contains zooplankton faecal pellets and algae. The size fraction 5-1 µm is a buffer between free living bacteria and particle associated bacteria as it can contain both large free living bacteria or bacteria associated with smaller particles. The smallest size fraction (< 1 µm) contains free living bacteria which likely live on dissolved organic matter. This procedure resulted in 1023 Vibrionaceae cultures for which part of the hsp60 gene was sequenced. A maximum likelihood tree was constructed from the partial gene sequence and was rooted using an outgroup (Hunt et al., 2008).

We applied our method to the dataset published by Hunt et al. (2008). The four size fraction and the two seasons resulted in eight environmental categories. To sample from the posterior distribution of model parameters an MCMC with $10^8$ iterations was performed. The estimated Bayes factor in favour of model 2 was of order $10^8$ i.e. decisive evidence that some of the lineages are differentially distributed over the environmental categories.
Figure 4.13 shows the distribution of size fractions and seasons of the isolates on the tree. The tree branches were drawn such that the shade and the line thickness on the tree represents the posterior probability of having an adaptive event on that branch. Thicker lines and darker shades indicate larger posterior probabilities.

Figure 4.14 shows the same tree where branches with posterior probability of having an adaptive event bigger than 0.6 are highlighted. This point estimate has 21 branches with adaptive events on them and divides the tree into 22 sections. These sections are numbered from 1 to 21 on the tree and are highlighted. The root section numbered as zero contains all isolates that are not in one of the highlighted sections. This Figure also indicates the branches inferred by AdaptML by red dots. AdaptML has inferred 26 branches with adaptive events on them. Table 4.2 shows a comparison of the result of AdaptML and our method. There are eight branches that are common to both analysis. AdaptML has inferred another two branches which have posterior expectation of close to 0.5 under our model. Furthermore, AdaptML has inferred another 12 branches which under our model have a posterior expectation of less than 0.1.

Figure 4.15 shows the distribution of size fraction and season for each section marked on the tree of Figure 4.14. Most sections are strongly associated with one or the other season. Most sections are also highly associated with being free living or particle associated. We assume size fraction $< 1\mu m$ is free living bacteria and size fraction $> 5\mu m$ is particle associated. Our results confirms Hunt et al. (2008) conclusion that the single bacterial family of Vibrionaceae coexisting in coastal ocean’s water divides into many ecologically distinct populations. Some of the branches
inferred by the two methods are the same however there are significant differences between our results as there are clusters which have been detected in one but not in the other analysis. These differences would be expected as our models are very different as well as the inference procedures.

<table>
<thead>
<tr>
<th>AdaptML Inferred Branch</th>
<th>Our Posterior Expectation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1920</td>
<td>0.889</td>
</tr>
<tr>
<td>1586</td>
<td>0.887</td>
</tr>
<tr>
<td>1811</td>
<td>0.810</td>
</tr>
<tr>
<td>1911</td>
<td>0.810</td>
</tr>
<tr>
<td>1980</td>
<td>0.760</td>
</tr>
<tr>
<td>1534</td>
<td>0.738</td>
</tr>
<tr>
<td>1862</td>
<td>0.682</td>
</tr>
<tr>
<td>1246</td>
<td>0.606</td>
</tr>
<tr>
<td>1981</td>
<td>0.464</td>
</tr>
<tr>
<td>1739</td>
<td>0.439</td>
</tr>
<tr>
<td>1872</td>
<td>0.086</td>
</tr>
<tr>
<td>1185</td>
<td>0.065</td>
</tr>
<tr>
<td>2011</td>
<td>0.060</td>
</tr>
<tr>
<td>1860</td>
<td>0.058</td>
</tr>
<tr>
<td>1861</td>
<td>0.058</td>
</tr>
<tr>
<td>1370</td>
<td>0.019</td>
</tr>
<tr>
<td>1504</td>
<td>0.006</td>
</tr>
<tr>
<td>1190</td>
<td>0.004</td>
</tr>
<tr>
<td>1686</td>
<td>0.000</td>
</tr>
<tr>
<td>1305</td>
<td>0.000</td>
</tr>
<tr>
<td>1352</td>
<td>0.000</td>
</tr>
<tr>
<td>1378</td>
<td>0.000</td>
</tr>
<tr>
<td>1412</td>
<td>0.000</td>
</tr>
<tr>
<td>1435</td>
<td>0.000</td>
</tr>
<tr>
<td>1931</td>
<td>0.000</td>
</tr>
<tr>
<td>1707</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 4.2: Comparison of the AdaptML results to our model. The first column shows branches that create ecologically distinct populations with an empirical p-value of less than 0.0001 which is inferred by AdaptML. The second column shows the posterior expectation of those branches having an adaptive event by our method. As it can be seen 10 of the branches inferred by AdaptML have posterior expectation of near or above 0.5 by our method. On the other hand there are 16 branches inferred by AdaptML that have very small posterior expectation under our model.
(a) Seasonal distribution of the *Vibrionaceae* isolates on the tree. Black and grey colours indicate autumn and spring respectively.

(b) Size distribution of the *Vibrionaceae* isolates on the tree. Red, yellow, green and blue indicate $> 63 \mu m$, 63–5 $\mu m$, 5–1 $\mu m$ and $< 1 \mu m$ size fractions respectively.

Figure 4.13: Marginal posterior probability of having an adaptive event indicated by colour shade and line thickness. Thicker lines and darker shades indicate higher posterior probabilities. (a) Seasonal distribution of the isolates on the tree. (b) Distribution of size fraction of the isolates on the tree.
Figure 4.14: *Vibrionaceae* tree with posterior probability of a branch having an adaptive event indicated by line thickness and colour shade. Branches with posterior probability of having an adaptive event bigger than 0.6 are highlighted. This point estimate has resulted in 21 branches with adaptive events on them which has divided the tree into 22 sections. AdaptML has inferred 26 branches as having adaptive events on them which are indicated by a red dot. As it can be seen 8 of the branches inferred to have an adaptive event on them by our method have also been inferred by AdaptML to create ecologically distinct populations. 12 of the branches inferred by AdaptML have very small posterior expectation under our model.
4.5 Discussion

We have presented a method to demarcate ecologically distinct lineages on a phylogenetic tree given a random sample from a community with their observed environmental categories. We use Bayesian statistics to take uncertainty in the data into account and to infer model parameters.

In our null model there are no adaptive events on the tree and all isolates have the same distribution over the environmental categories. In our alternative model there is at least one adaptive event on the tree that results in distinct distribution over the environmental categories. To measure the power of our method, we applied it to simulated datasets. Branches with adaptive events that demarcate section which contain many isolates will have a higher posterior probability of having an adaptive
event. In addition if the adaptive event on the branch results in a large change in the distribution over the categories, the branch will have a higher posterior probability of having an adaptive event. We used reversible jump MCMC to perform model selection. We also used model averaging to ensure that we take uncertainty in the model into account. Using simulated datasets, we showed that our method is conservative and underestimates the number of adaptive events and the rate of adaptation on the tree. We applied our method to \textit{Salmonella enterica} subspecies \textit{enterica} pubMLST dataset. Our method inferred 13 branches that had distinct distributions over the host ranges. We detected that Typhimurium serovars are made up of two lineages with distinct distributions over the host ranges. We also applied our method to a dataset that was analysed by AdaptML previously. Our results is broadly similar to AdaptML results.

In our model we assume that there is no uncertainty about the tree. However in reality the tree will not be known exactly. This uncertainty about the tree can be easily accounted for by applying our method to a sample of trees from the posterior distribution of the trees that are produced by Bayesian phylogenetic programs such as MrBayes and BEAST (Huelesebeck and Ronquist, 2001; Drummond et al., 2012). Another potential issue is recombination. In bacteria recombination moves genetic elements across lineages and could potentially move adaptive elements between genomes in the population. If the recombination rate is extremely high, the population will be homogeneous in terms of the distribution over the categories and it will be very difficult to infer any adaptive events. In addition in such populations there is little signal to infer the tree. Thus our method is not suitable for highly recombining species. If the rate of recombination is not extremely high, our method
sees the movements of adaptive elements as new adaptive events. Another point to note is that our method only detects differentiation along the observed environmental categories. There might be further differentiations along other categories that have not been observed.
Chapter 5

Discussion and Further Work

5.1 Summary of previous chapters

5.1.1 Biased recombination

We defined biased recombination in contrast to free recombination where the likelihood of recombination between a donor and recipient is independent of the amount of evolutionary distance between them. In population genetics recombination is either ignored or assumed to be free despite empirical evidence to the contrary (Roberts and Cohan, 1993; Zawadzki et al., 1995). Biased recombination can be caused by several factors. Geographical and ecological structuring due to clonal reproduction of bacteria, implies that isolates that are more closely related are more likely to recombine (Feil and Spratt, 2001; Dideлот and Maiden, 2010). Purifying selection can potentially purge recombinant isolates that are due to recombination between distantly related cells. Empirical evidence shows that recombination in bacteria is homology dependent and there is a log linear relationship between relative rate of recombination and the amount of sequence divergence between donor and recipient cells.
As the effect of these forces is hard to disentangle we have lumped them together and called them biased recombination.

To understand recombination and speciation in bacteria, biased recombination has to be taken into account. Using a free recombination model when recombination is actually biased will result in underestimating recombination rate. In addition theoretical studies have shown that under neutral model of evolution biased recombination can potentially be important in speciation. In these models biased recombination can be a cohesive force between similar strains, while it is rare between distantly related strains so that isolates that pass a divergence threshold will not converge due to recombination (Falush et al., 2006; Hanage et al., 2006; Fraser et al., 2007).

We introduced a novel model of biased recombination in bacteria based on the ClonalOrigin model (Dideлот et al., 2010). As the model likelihood is intractable, we used approximate Bayesian computation (Pritchard et al., 1999; Beaumont et al., 2002) to infer model parameters including the rate of bias in the recombination process. Informative summary statistics of the recombination process including the four gamete test (Hudson and Kaplan, 1985), LD (Maynard Smith et al., 1993) and homoplasy (Maynard Smith and Smith, 1998) were used to infer the model parameters. We used the Markovian nature of the model to introduce an efficient method for simulating from the model. Instead of simulating whole genomes, we simulate the summary statistics directly which leads to fast simulations that is essential for inference under ABC.

Application to simulated datasets indicated that the chosen summary statistics were highly informative about the parameters of interest. We
also showed that parameters in a large range can be inferred and that the method is robust to slight misspecification in the clonal genealogy. Finally the method was applied to 13 whole *Bacillus cereus* genomes and the rate of bias in the recombination process for the dataset was estimated. We used posterior predictive distribution to show that biased recombination model is a good fit to the data. We used Monte Carlo simulation to estimate the relative effect of recombination to mutation $r/m$ for the dataset. We also estimated the instantaneous rate of convergence and divergence for the dataset and concluded that all pairs of genomes in this dataset are likely to diverge in the near future due to much stronger divergence effect of mutation.

The framework introduced here is highly flexible. The model can easily be changed to probe other aspects of recombination which are less studied. There is no need to calculate likelihoods and as long as simulation from the model is relatively fast, questions can be answered. There are several avenues for further work in this project. The clonal genealogy could potentially be inferred as a parameter of the model. This can be hampered by the high computational cost of the inference procedure. The inference procedure already takes several days to be completed on a server with 12 cores. Adding genealogy as an extra parameter could substantially increase the time taken for inference. However it should be possible to infer the clonal genealogy for four or five isolates in our model. In phylogenetics, closely related isolates are usually the source of uncertainty as recombination obscures the relationship between them. Our method takes recombination between closely related isolates into account, hence it can be used to infer the clonal genealogy between few closely related isolates.

Another aspect of recombination that is usually ignored is the directional flow of DNA material. Gene flow can be asymmetric in terms of the direction
of movement of DNA and there is empirical evidence for instances of it in eukaryotes (Gornall et al., 1998; Schunter et al., 2011). One can imagine many scenarios for which this would be the case for bacteria too. Our model can be easily extended for the recombination between different clades to be directional. Although the extra number of parameters can increase the computational cost of the model.

5.1.2 Ecologically distinct lineages

We introduced a novel model to demarcate ecologically distinct lineages on a phylogenetic tree. In prokaryotes due to their clonal mode of reproduction one would expect for closely related isolates to share functions within a community. There is growing empirical evidence to support this hypothesis, but it is unclear what level of hierarchy delineates such clusters (Ferris et al., 2003; Sikorski and Nevo, 2005).

We proposed a model for the occurrence of adaptive events on a phylogenetic tree and how these events affect the distribution over the environmental categories. We then used Bayesian methodology to account for uncertainty in the data and to infer the boundaries of lineages that have differential distribution over the categories. We used RJMCMC (Green, 1995) to perform model selection and averaging (Kass and Raftery, 1995; Hoeting et al., 1999). We used extensive simulation studies to characterize the power of the method. As expected adaptive events that demarcate section that contain many isolates or result in large changes in the distribution over the categories or both are easier to detect. Our model is conservative and underestimates the number of adaptive events as some of them cannot be detected. We also estimated the rate of adaptive events on the branches of the tree.
We applied our method to two real datasets. We first applied our method to the *Salmonella enterica* subspecies *enterica* PUBMLST dataset. We showed that there is decisive evidence that some of the lineages are distinctly distributed over the host categories. The detected lineages where in agreement with the known literature on serovar host association. We also detected two lineages in Typhimurium serovar with distinct distributions over the host categories although Typhimurium is typically known as the broad host serovar.

One potential issue with our method is that we assume the tree is known. However the uncertainty about the tree can be easily taken into account. Given a sample from the posterior distribution of trees, we can apply our method to each tree separately. This can be done in parallel on many cores to speed up the process but for large number of trees could computationally become too expensive.

### 5.2 Further work

In this section we present two projects to be developed that are related to the work presented in this thesis. In the first project we propose to model transmission events on top of a phylogenetic tree. We present an overview of the current methods on inferring transmission trees and how it could be improved on by modelling it on top of a tree. In the second project we propose to develop computationally efficient methods for inferring clonal genealogy in presence of recombination. The *de facto* method for inferring clonal genealogy in presence of recombination for bacteria is ClonalFrame (DIDELOT and FALUSH, 2007), which can take a long time to produce results for large datasets. We propose to develop a computationally efficient version of ClonalFrame.
5.2.1 Inferring transmission trees

Observing temporally and or spatially clustered cases of infections, clinicians usually assume an outbreak, but inferring whom infected whom is done using ad hoc rules based on the data available (Ou et al., 1992; Holmes et al., 1993; Walker et al., 2012). When an outbreak is suspected, many questions arise. Is this a real outbreak? Do the cases have different sources and are they distinct from each other? If it is an outbreak, is there a common source for all the cases? Or, are they the result of transmission between different individuals?

Reconstructing transmission trees will help to detect the source of outbreaks (Cottam et al., 2008; Spada et al., 2004), to design and evaluate intervention policies (Ferguson et al., 2001b; Donnelly et al., 2003), to predict how the outbreak is going to develop (Ferguson et al., 2001a), to understand how transmission occurs (Spada et al., 2004; Cottam et al., 2008) and to examine evolutionary forces affecting the pathogen (Leitner and Albert, 1999).

In presence of epidemiological data such as location and timings of the infections one can construct possible transmission trees, but there are likely to be many possible transmission trees that are consistent with these data. An additional source of information is the genetic data. The last decade has seen huge advances in sequencing technologies and the cost of sequencing has reduced substantially (Zhou et al., 2010). Front-line organisations such as hospitals have started to sequence pathogen genomes. There has been attempts to sequence the genome of sampled isolates in real time during an outbreak (Eyre et al., 2012; Bertelli and Greub, 2013). These genomic data will add substantial information that can be used in constructing the transmission trees.
5.2. FURTHER WORK

Ou et al. (1992) was the first use of sequence data and phylogenetics to identify possible transmission events between an HIV-positive dentist and his patients. Over the last two decades phylogenetic reconstruction has often been used to find possible transmission trees (Holmes et al., 1993; Ferguson et al., 2001b; Cottam et al., 2008). However the phylogenetic tree is usually used in an ad hoc manner to postulate possible transmission events. Statistical methodology to infer transmission trees using sequence data has been lacking.

Jombart et al. (2011) made the first attempt in constructing transmission trees from the sequence data. They highlight the issue that transmission trees are not the same as phylogenetic trees and one should distinguish between them. Their method uses the sequence data and the time of collection of the samples to find the best transmission tree describing the data. They use other epidemiological data if the tree is not resolved. Ypma et al. (2012) introduces a more unified method that assumes the temporal, spatial and the genetic data are independent of each other and constructs likelihood function for each source of data and uses a Markov Chain Monte Carlo (MCMC) methodology to infer the transmission trees. Morelli et al. (2012) point out that genetic and epidemiological data are not independent of each other and introduces a framework that models the correlation between data sources and uses MCMC methodology to infer the transmission tree. Teunis et al. (2013) models the transmission tree as a transmission matrix and assumes genetic and epidemiological data are independent of each other and constructs likelihood functions for the transmission matrix which is estimated using a MCMC methodology. The transmission matrix is then converted to a transmission tree.
Method

All of the methods on construction of transmission trees use the sequence data in a simplistic way (Jombart et al., 2011; Ypma et al., 2012; Morelli et al., 2012; Teunis et al., 2013). These methods count the number of differences between sequences and assume samples with fewer differences have higher probability of transmission between each other. They all ignore the diversity of the pathogen within the host and assume a single host is equivalent to a single sequence. When a host is infected, the pathogen will evolve and given time a certain amount of diversity will develop and different pathogen samples from the host may have different sequences (Wright et al., 2011; Morelli et al., 2013). This host can infect other individuals at different times and the strains passed on may not be identical.

The reason that a phylogenetic tree is different from a transmission tree is that a phylogenetic tree shows the evolutionary relationship between pathogen sequences (isolated from hosts), but transmission trees shows the direction of infection from one host to another. Here we argue that modelling the transmission events and epidemiological data on top of the phylogenetic tree is more appropriate and will lead to better and more robust estimates for transmission trees rather than counting number of SNPs between sequences as is done in previous methods.

Figure 5.1 shows a transmission tree between 8 different hosts. Each host is numbered from 1 to 8 and in brackets the time of infection of the host and the time that the pathogen isolate was taken is given. The phylogenetic tree for the pathogen sequences sampled from each host is shown in Figure 5.2. Figure 5.3 displays the phylogenetic tree with transmission events shown as stars and pathogen evolution in each host is indicated by colour. For instance the dark blue colour indicates evolution of the pathogen in host
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Figure 5.1: Illustration of a transmission tree between 8 hosts. Each host is numbered from 1 to 8. Time that the host was infected and the time that the pathogen isolate was taken from the host are shown in brackets.

1 while the green colour indicates the evolution of the pathogen in host 4. This representation of the phylogenetic tree clearly shows the transmission tree while highlighting within host evolution. Phylogenetic trees captures more information from the sequence data than a simple counting of SNPs. This extra information can be used to improve the inference of transmission trees.

We will start with assuming that phylogenetic tree is known and model the transmission events and the epidemiological data on top of the phylogenetic tree. In absence of recombination and using whole genomes, there will be little uncertainty about the phylogenetic tree. Given the model, we can use Bayesian methodology to infer the possible transmission trees accounting for uncertainty in the data. To take the uncertainty in the phylogenetic tree estimation into account, as a second stage one can infer the phylogenetic and transmission trees in one statistical framework. This can potentially be implemented as a plug-in for BEAST (Drummond and Rambaut, 2007) which has a big user community and due to its graphical user interface is accessible by non-expert users.
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Figure 5.2: Phylogenetic tree of the sequences obtained from the pathogen isolates taken from each host. Using intuition, one might think that host 6 infected hosts 8 and 4.

Figure 5.3: Phylogenetic Tree of the pathogen sequences with transmission events shown as stars and pathogen evolution within each host shown as a different colour. For instance evolution of pathogen within host one is shown with blue colour. In this figure it is clear which host infected which other host indicating how much of the pathogen evolution happened within each host.
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5.2.2 Efficient inference of clonal genealogy from whole bacterial genomes

The clonal genealogy is the fundamental structure that reveals the evolutionary relationship between bacterial isolates from a population and is the basis for many evolutionary analysis (Awadalla, 2003). Many aspects of bacterial biology can be better understood in the context of their clonal genealogy (Sikorski and Nevo, 2005; Harris et al., 2010; Croucher et al., 2011). Bacteria are clonal organisms that divide by binary fission, but they do recombine. These recombination events have to be taken into account for accurate reconstruction of genealogies (Schierup and Hein, 2000). ClonalFrame (Didelot and Falush, 2007) is the de facto method for inferring the clonal genealogy between bacterial isolates accounting for recombination. It was developed for MLST sequence data, but has been applied to whole genome datasets. It can handle 30-40 whole bacterial genomes and takes several weeks to run. With the explosion of whole genome sequencing, there is a need for methods that can handle hundreds to thousands of whole bacterial genomes and produce results in relatively short amount of time.

Method

In this project we propose to develop computationally efficient models and methods to infer the clonal genealogy of large samples of bacterial isolates from their whole genomes accounting for recombination. ClonalFrame uses an MCMC to infer the clonal genealogy and uses an HMM to infer the recombination events. Most of the computational time is spent inferring recombination events. First research avenue is to reparametrise the ClonalFrame model to remove the estimation of ancestral sequences at the
internal nodes of the genealogy. In this reparametrisation it may be possible to integrate out the recombination events and only infer the clonal genealogy. This should speed up the inference procedure by several orders of magnitude. In this reparametrisation it may also be possible to use an efficient proposal for recombination events that speeds up the inference procedure. Another possibility is to divide the genome into short chunks where we assume either recombination is present or not. This would reduce the computational burden on inferring recombination events by several folds. A completely different approach would be to use maximum likelihood estimation or some form of heuristics to estimate the clonal genealogy. This could for instance be an iterative method that infers recombinant segments at each step and removes them until it has converged to the correct clonal genealogy.
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