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Abstract

Parkinsonbds disease (PD) is a debilitating moto
cells in the Basal Ganglia (BG). This loss obpdminergic neurons gives rise to abnormal
synchronization of neuronal activity in the beta frequency range (around 20 Hz) across thdvaedico
ganglia network in parkinsonian humans and animals. Interestingly, in tremor patients the phase of
ongoinger i pher al oscillation can be exploited wit
stimulation on specific phases of the tremor dampens both the pathological neuronal activity and
resulting symptoms. Computational modelling suggests that thiaatepof beta oscillations could be
modulated by applying stimulation at a specific phase. Such a strategy would allow selective targeting
of the oscillation, with relatively little effect on other activity parameters. Harnessing the phase of a
pathologi@l neural activity, therefore, may be a promising way to increase the specificity and efficacy
of stimulation protocols for deep brain stimulation (DBS) treatment of motor disoiidergrincipal

aim of this study was to examine the 1) effecstiulation phasein supressingind amplifyingthe
amplitude of theongoing pathological beta oscillation$ the motor cortex and subthalamic nucleus
(STN); and 2) investigate thghase relationship betweand the power of ongoingetaoscillations in

these brainareas. Complimentary experiments were carried out in PD patients undergoing
microelectrode mapping for the implantation of DBS electrodes as well as HOH®B hemilesioned

rat model of PD. In awake PD patients displaying beta oscillations we recandied| EEG, STN LFP

as well as multiunit activity from the STN. The data obtained from these human intraoperative
recordings revealed that electrical stimulation arriving on consecutive cycles of a specific phase of the
subthalamic oscillation can sugs its amplitude and coupling to cortex. Additionally, combining data
recorded fromParkinsonian ratand awake PD patients we demonstrate that the amplitude of beta
oscillations in the cortex and the STN ramp up when these assemblies were at thedmmust phase

al i gnment ( A p Oue flatarsuggesits thah phasandent stimulation could thus be a
valuable strategy for treating brain diseases and probing the function of oscillations in the healthy brain.
These results provide further evidertbat periods of particular phase alignments between nodes of the

corticatbasal ganglia circuit can lead to amplification of oscillations at the same frequency.
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Chapter | Gener al |l nt roduc

1.1. Basal ganglia
1.1.1.Circuit overview of the matomy andunctional connectivity
the Albin/DelLong model

The basal ganglia arecallection ofnucleionsituated deep in the forebraforming one of
the brainstemthalamacortical loopgFig 1.1). The majority ofstructures of the BG utilise
GABA astheir neurdransmitter, and fornparalle| connectednhibitory nodes under the
control of excitatoryinputs from thecortex and the thalamus. Apart fraime two main
glutamatergic inp& the sée excitatory element othe BGis the subthalamic nucleus
(STN). The oter counterparts are: the striat(@TR), the internal and the external segment
(or entopeduncular nucleus in rodents) of the globus pal{id&¥GPé and the substantia

nigra pars reticulatéSNr).

The classic modeb encompass the routes for information flow within Bt was laid
out by Albin and DeLongAlbin et al., 1989 DeLong, 1990 According tothis model,
cortical inpusto the striatunareseparated inttwo pathways for information flokhrough
the basal gangli&triatal medium spinyneuons ( MSNs) i n the #fAdirect
directly to the basal ganglia output nuclei, which form GABAergic synapses. The net effect
of the direct pathway is to inhibit the output nuclei and disinhibibthestem and thalamic
targets. MSNsinthpol ysynaptic Aindirecto pathway i
disinhibit excitatory neurons in the STMhich in turn project to the output nuclei. The
overall effect of the indirect pathway is therefore to increase the activity of neurons in the
outpu nuclei, inhibiting their thalamic and brainstem targ&sependingon the balance
between the direct vs indirect pathway activation, this will either exert further inhibition or

disinhibit of the outputsThe main organising principle of the BG is, gposed to laminar



structures such as the cortex, that there are many nodes of inhibitory feedforward and
feedback connections projecting to small excitatory noflé®y feature of the network is

that striatal neurons ameostly quiescerdt rest whereashe activity of the intermediate and
output nuclei is mostly tonic or irregular, high frequency fir(glson & Groves, 198)L
Cortical excitatory inputto striatal neurons thus leads to transient excitation of neurons in
the direct and indirect pathways, leading to cascadeshdfition and disinhibition in
downstream structure¥he phasicinhibition (arising from thendirect pathway exerting
excitatory control overthe outputsis considered to beantikinetic. Contrarily the
disinhibition (arising from the direcpathway, that displaysnhibition on the outputsis

supposedlyro-kinetic.

The main neuromodulator in the BG is dopamine (IDpaminergiqrojectiors arise
from the substantia nigra pars compa&alc) and acts on D1 or D2 receptpwghich are
expresed on neurons of the direct and indirect pathways respectialigh et al., 1998
The distinction between D1 or D2 receptxpression pattesgives rise to a molecular
classification for MSNs subtypeswhich tallies with the Albin and DelLong model
Activation of D1 receptors leads to increased activity in direct pathway neurons, whereas
activation of D2 receptors leads to decreased activity of irtgpetbway neuron@Albin et
al., 1989 DelLong, 199). DopaminergicSNcinput thusregulates the balance between the
direct and the indirect pathwayith increased dopaminergic input favouring activity in the
direct pathway and vice versihus, the net outcome of DA presence is excitatorthe

BG target structirrest i adh.d as such, o&épro

1.1.2.Additions to the Albin/Delong model

There have been several important additions to the Albin/Delong framework based on the
discovery of additional anatomical connectionee$o-c a | Ihypeatdirdod pathwayis a
monosynapti@rojectionfrom the cortex to the SThAInd is the only excitatory routierough

1



whichthe cortex can directly influence the BG computatidartbu et al., 2000Alongside
the vast cortical projection (discussed above), the BG receipasfrom severathalamic
nuclei Excitatay afferents to the striatum derive from intralaminar nuclei, the centromedian
and parafascicular nodes, the mediodorsal, ventrolateral nuclei of the thaRemeist (&
Hazrati, 1995a The STN is known to send direct efferetatshe thalamus arttie striatum,
and connected to the pontine nucléiafciego et al., 201Bostan & Strick, 201D In
addition to the nigrostriatal pathway, the venttagmental aregVTA) also sends
dopaminergic innervation to theentral striatum (or nuclais accumbens)Furthermore,
some of these neurons-pelease inhibitory and excitatory transmitters t8tuber et al.,
201Q Tritsch & Sabatini, 2012 Apart from the canonical targetsast btdirectional
projectionsto and fromthe brainsten{the mesencephalic locomotor region including the
pedunculopontine nucleus; the superior callis) was recently exploreMartinez
Gonzalez et al., 201 MartinezGonzalez et al., 201 Benarroch, 201;3Hikosaka, 2007

Redgrave et al., 20)0

TheSTN participates several pathways: it is a statioriierindirect pathwayacts asan
input station (cortex) and prowd feedback due to itseciprocalconnectionswith the
striatum and th&Pe. GPe is not onlyrecipient of the striatal inhibition and subthalamic
excitation, but also sends projections back to these structures and the output $tagiens.
are twodistincttypes of pallidal projection neurons: the first ofasn theindirect pathway
by providing inhibition of the downstream structures (prototypical neuronsTI{5Rhe
othertype providesmassive, nelike GABAergic and enkephalinergic innervation to the
striatal MSNs and somd the interneuronsThese latter type ieferred to as arkypallidal
neurons (GFTA; Mallet et al., 2012). In additionto inputs from the direct and indirect
pathways, aurons in theSNr and GPiare also influenced bgxcitatoryinputs fromthe

thalanus Deschenes et al., 199&nd cholinergic modulatory input from tREN(Edley &



Graybiel, 1983 Additionally, downstream topography is preserved throughout the BG,
especially regarding the pattern of cortieald thalamigrojections onto the striatum and
the STN Parent & Hazrati, 1995Blaherty & Graybiel, 1991 Theseparallel routesre not
completelysegregatedwhich potentially allows for the integration of limbic/motor and

associative information of functionally segregated circiNslgon & Kreitzer, 2014

1.1.3.Theories of basal ganglia function

Establishinga model that encompasses the healthy and diseased anatomical and
physiological connections that @aa dynamically in different behavioural control is
challenging. All three models | highlight here ene established to explain how BG
participates in advising the cortex on the execution or termination of movement initiation.
They all address to certain complexibe selective and adaptive naturenodtor control
Additionally, most of these models base their assumptions oolibervéions in patients

and experimental animalgth hypo or hyperkinetic movement disorders

Rate model

Thetheoretical framework summarising thumctional implication®f the Albin/Delong
modelisofter ef err ed t o as RatemoddsRadvantaagerthatdt provites T h e
straightforwardand testableredictiongfor understanding movement control ahd toss of
it in disease ®ahdoi i baassmptiohstandipedicioad ate bated o
on describing the monotonic changes in the balance of the net outcome of the firing rates
between the direct and the indirect pathways. Regardliesisecobvious shortfalls of
anatomical detail in macro and miecocuitry of the Albin/Delong frameworkthe Rate
model successfully predictedome of the electrophysiological phenomena observed in
motor disorders related to BG dysfunction in patientsasnichal models for the diseag®d
and contra evidence summarised hilgson & Kreitzer, 201y In patientshypokinesiad

feature ofPark n s o n 6 s(PD) discussed i@ detail below) correlates with increased

3



firing rate in the STN and the GRBénazzouz et al., 20€Q2vy et al., 200Landreducing
thefiring rate is also known to correlate with symptomatic reliefy et al., 2001 Some,
but not allanimal modes mimicking hypokinetic conditions also shalangesiring rates
predicted by the framvork (Filion et al.,, 1991 Bergman et al., 1994 Selective
experimental manipulatiofablation, optogenetic silencing and/ or stimulatiar)the
striatal D1 or D2 receptorsmimicking theimbalanced net activity between the indirect and
direct pathwaysinduced hype or hyperkinetic behaviouns line with the predictios of

the rate modeh a series of studie®(ago et al., 1998urieux et al., 2009; Durieux et al.,

2012Gradinaru et al., 20Q0Hikida et al., 2010Kravitz et al., 201p

Despite of its meritsthe rate model falls short on deliverirexplanation forseveral
experimental observationscluding 1) GPi lesion ameliorates both hyyand hyperkinetic
symptomgBergman et al., 19942) some studies found both pathway to bekiretic to
a certain extent, and inhibitioof both pathway causes delayed initiatiddui et al.,
20130'Hare et al., 20L6Tecuapetla et al., 20);63) thedirect pathway has projections to
the GPe Chang, Wilson & Kitai, 1981Fujiyama et al., 2006 4) firing rate changes
associated with changes in motor behaviour are not consistent or minor in the striatum and
the GPand some cortical neurons increase their firing to indirect pathway activation
(Wichmann & DelLong, 199%usebio et al., 2008itvak et al., 201 {0ldenburg & Sabatini,
20153; 5) some of the optogenetic studies provide implicative evidence for the Rate model,
but doesndt pr ov e /ibhibiiondepeads enmsgch halaric@nadinarua t i o n

et al., 2009; Kravitz et al., 2010

Action selection

The rate model is powerfwhen it comes tonaking assumptions of owgracticedmotor
programs when the outcome of the computation is a siamgpre-wired, however fails to

explain for the automatic choice included in selection of certain motor proghdimis

4



(1996) hypothesised thahe BG is acting as a brake the autonomously running motor
programs This model has two, enduring ideas. The first one is thatoB&ates on an
activation/ selectiofbaseddisinhibition of competing motor programsupressing the
unwantedactions whileremoving inhibitionfrom desired movement patternk other
words, adaptive behaviour is achieved by selecting certain motor programs via removing
inhibition from the neurons involved in the stream needed for that action to be executed.
This ideacorrespnds tothefairly segregatetbpographicorganisation of the basal ganglia

and influencediewing the structure of the information flowé@sc h a n Roeméanslldet af.,
2005. A studyby Blenkinsop et al. (201Mighlights thataction selections an emergent
property of a network that is organised in segregasethannelthat explains for the pattern

of a characteristic multiphasic evoked potential by movement/ cortical input (see in detail
below). Additionally, it has been showthat the ratio of the inhibitetb-activated GPi
neurons is significantly lower ithe primaé model of Parkinsdn diseaseindicatingthat
hyperkinesia results fromactivation of the output nuclei that is not specific to the

requirementgor a focal action selectiorBpraud et al., 2000

The action selection modeising the concept of lateral inhibiticeddressethat movemet

control is a dynamic proceds has been hypothesised that the inhibition exerted locally by
the axon collateral network of the medium spiny neurons in the striatum can create a
dynamic and input dependent spatiotempofaing patterrs between striatal domains
(Wickens & Arbuthnott1993; Wickens & OorshcpP00Q. The number of striatal domains
resembles the number of GReuronstherefore the structure of inhibition is hypothetically
preserved downstreanThe lateral inhibition is further enhanced by the action of the
GABAergic interneurons in the striatum, and putatively aoldine tuneand makethe
activity patternof these neuronsmore focused (Koos & Tepper, 199%he action selection

model overcomes theonflict that firing rate changes are minor and direct and indirect



pathway activation can coexisthe action selection model, however, does not take into
account that) local, intranode inhibition from axon collateralssmall(Jaeger et al., 1994

or coming from interneuron)d o e s n @xplaih far wiyygecorrelation is the basic state
of thecortico-BG network(Raz et al., 20003)d o e £xplainhow information flow from

the cortex is subject to huge amount convergence, whereas the stofich@enformation

is preserved (similarly to file compression on computéneng & Wilson, 2002

Dimensionalty reduction models

The actionselection modepresupposes that information arrivinga refined and highly
organised manndrom almost the entireortical mantle, thalamus and brainsteand it is
largely restructured within the recurrent loops of the BG. A theory that focuses on the vast
amount ofdownstreantonvergence ithe dimensiomlity reduction mode{Bar-Gad et al.,
2000; BarGad et al., 2003bThe advantage of this model is that it can exgdtaw multiple
dimensions for parallel informaticgtreams operatey the utilisation of Hebbian and anti
Hebbian renforcement learning rulest is based on the assumption that the activity of the
output nuclerepresents the compressed version of the cortical actwitdpecomes highly
correlatedonly after the exposure to novel inp@orrelated neural activity, on the other
hand, activates lateral inhibition, which caus#sr-nucleusdecorrelationThe dynamical
rearrangement betweetorrelated and noenorrelated statesignals saliency, which is
imposedon the outputtationsby the corticostriatalinput This provides anechanisnfor
compressed statgpdatedo influence the cortical decisisron action selectigrbased on

the highlydivergentinputinformation
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Figure 1.1. The basagianglia connectivity in rumans.A) Most composite nuclei of the human Basal Ganglia
displayed on a horizontal plane image and outline taken from the Schaltenbrand & Wahren (1977) Human
Brain Atlas.B) Connectivity outline of corticobasal ganglid thalamocortical circuitry in the roderiRed

arrows denote excitatory and blue arrows denote inhibitory connediipiitie subthalamic nucleus receives

vast and diverse modulatory connections and relays information to many parts of the Basal Ganglia. GPe:
globus pallidus externa, GPi: GlobudIRas interna, STR: striatum, RF: reticular formation, SNc: substantia
nigra pars compacta, CTX: cortex, THA: thalamus, PPN: pedunculopontine niZjé€lmsnnections between

the major input and output structures (cortex, thalamus and brainstem) anchf@eat nuclei of the Basal
Ganglia in respect teome of the major cell typeShalamocortical information is processed via distributed

and parallel routes.



1.2. Subthalamic Nucleus

1.2.1Anatomy and functional connectivity

The subthalamiawucleus(STN) is a dendy packed, biconvex (lens shaped) structure
surrounded bythe thalamus, the substantia nigra and the internal cag¥elaik &
Percheron, 1979Parent et al., 20000orschot, 1996The borders of the STN can be
delineated by the expression of therkhead homeobox protein 2 transcription factor
(FoxP2 Campbell et al., 20Q9 which is widely expressed in STN nens but not in
surrounding structure3 he dendritic arborisatiom the STN of the roden&xtends to the
surrounding areas, such as the zona incétigs is notthe case in primate®\{sharpour,
1985g; Rafols & Fox, 197% Historically, STN is the sole glutamatergic member of the BG,
however it hasrecently been shown thatapaminegic axonsin the accumbens and
cholinergic striatal interneurons can release glutamate as Twedl#petla et al., 2010

Nelson et al., 2D4).

Anatomy and physiology of the STN neurs

In contrast to other basal ganglia structures,tgpts are not defined in the STN, although

there is evidengalbeit limited for heterogeneityit has recently been implied that nicotinic
receptor subunit expression might define subsets of STiMons Kiao et al., 201p
Additionally, anatomical studies suggestat neuronal population cabe distinguished

based orthe existence of localxoncollaterals Kita et al., 1983 STN neurons have on
average 7 dendrites that thin out distal to the soAfahérpour, 1985aSato et al.,
200QYelnik & Percheron, 1979 The cendritic tree of STN neuronm®ughly follows the

shape of the nucleus, the longest dendrites can roughly be as long as the border of the nucleus
runningparallel to them. The dendritic tree can cover up/®of the nucleand can spam

to the cerebral pedunclan rodents (Kita et al., 1988 This feature implies lamy



computational capacity for converging inpt

although these dendritic spines are spadBsw4n et al., 1995

Ther intrinsic membrane propertiggedisposesubthalamic neuron® generate
most of their spiking activitautonomouly, dischargingin the absence of synaptic input
(Bevan & Wilson, 1999 In vitro, STN neurons display a set of features that predispose
them to exhibitpersistent tonic activity that is hypersensitive to synaptic inpdtsn,
2015. STN neurons display a scospaped and regular voltage pattern that is defined by
the push and pull of three main currents that maketheip bursty extracellular firing
pattern Additional ion channemectanismsshape the switch from burst to singigike
mode (Bevan & Wilson, 1999). In slices, STN neurons tend to display rhythmic tonic
activity (between 540 Hz), but are able to fire at significantly higher frequendiekéanishi
et al.,, 198). Above 40 Hz, STN neurons are t@i@as sensitive to input as at lower
frequencies (Bevan & Wilson, 1999 riggered by membrane hyperpolarisation, a subset

of STN neurongre also capable of firing rebound bur&s\rrier et al., 1999

Prominent ion channels underlying thetion potential AP) generationare the
voltagegated Na channels, allowing foparsistents | owl y i nact isodiumi ng, 0
currens (Surmeier et al., 200bo & Bean, 2004Mercer et al., 2007 These Na channels
are activatetyy voltages lower thatihose observeith nornrautonomouslyifing neuronsand
assists the prompt repeated firing after the decay of the vqag& Bean, 2003, 2004
AP is generated when this sodium influx overridesGhaactivated potassium curreat~
45mV (Bevan & Wilson, 1990 The gradual depolarisation starts immediately after an AP
was fired. The autonomous firing properties of these neurons are further aided by the
medium and fast lag repolarisation by voltaggpendent (mediumK* and snall
conductance C&+ dependent K (fast) channelsthat forces quick recovery onto the

membrand&Hallworth et al., 2008



STN connectivity

STN is in a unique position due to ggtensiveconnectivity withalmostevery up and

downstreanstationswithin the corticethalamic basal ganglia loops.

Inputs and intrinsic organisation. The mainintra-basal ganglia inpus provided
by both segments of the dorsal pallidurfCanteras et al., 199@Hamani et al., 2004
Carpenter et al., 1981STN has a firm and we#tudied functional connectivity with the
GPe (GP in rodentdarent & Hazrati, 1995The GP projects to STN in a rostrocaudal
topographic organisation and efats are arranged in a laminar structure that runs parallel
to the medullary lamin& heinhibitory input from theGPeis organisedh a celltypespecific
mannet as well. Two main celltypes have been described in the GPe: the parvalbumin
expressing arkygdlidal neurons that contact downstream structures of the BG and the
preproenkephalin expressing prototypic neurons that contact the striatum(stabét et
al., 2013. These celltypes are markedly important in understanding the functional
connectivity between the STN and the GPe due to their distinct firing pattern and differential
phasealignment inregards to the STNBpgacz et al., 20)6Arkypallidal neurons do not
send axons to STNvith synapses beingpfmed solely with prototypic GP neurofidallet
et al., 2012Abdi et al., 201k PV-expressingsPe(prototypic)projectionsare known to be
evenly distributed within the STNLhx6 T GPe projections werargeting the edges of the
nucleus KMastro et al., 2014 The anatomical and physiological nature of this projedgon
set out tohinder highly correlated activity between the twaclei (Baufreton & Bevan,
2008. Firstly, the GPe contacts the STN sparsely and in a highly selective manner:
strikingly, single GPe neurons contact very small number of STN neurons, with multiple

synapticcontacts that are dispersedly clustered within the SH&uffeton et al., 2009

1 Here | am going to refer to the céjipes by their prominent molecular marker
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Secondlypresynaptic GPe input imposes short term depressidhe STN neuronsvhich

causes tonic and desynchronisetivity between the two nucleuatfierton et al., 201)3

STNreceivesxcitatory inputs from many areas of the corféxese connectioreze
crucial because this is the ortirect, monosynaptiexcitatorypathway from the executive
structures that reaches thenstriatalbasal ganglia directlyMathai & Smith, 2011 The
cortical input alsoprovidesa basisfor an attempt to divide STN into the classic intrinsic
organisation pattersegregatingnotor, associative and limbparts(Alexander et al., 1990
Accordingly, STN reeives input from motor areas (M1, SMA, PMd PMv) and the frontal
eye field Canteras et al., 199Matsumura et al., 199Nambu et al., 20QZFig 1.2). The
motor cortical pathways are highly segregatiedige et al., 1999 Addi ti onal | vy,
cortical afferents reach the STN from the o
from cingulate, somatosensory, and insular cortéan{ani et al., 20Q4~ig. 1.2). Inputs
arriving from mostly layer V ofthe motor cortex reach the STN dorsally and laterally,
whereas associative and limbic regions innervate the medial pafsharpour,
1985hMonakow et al., 1978The &épyrami dal 6 corlataratanfl ugal
medal agranular cortexontact several stations of the thalamus, basal ganglia and the
brainstem along with the STKi{a & Kita, 2012. However the boundaries dhe tripartite
classificatiorareless clear in the light of modefunctional anatomy studigealthough there
is converging evidence for the existence of functional isigidns in primates and humans
(Brunenberg et al., 2012Accolla et al., 2016@\lkemade et al.,, 2005 A perhaps more
relevant orgaising principle is thecomplex somatotopic organisation within the nucleus
(Monakow et al., 1978ambu et al., 1996; Nambu et al., 13ddriguezOroz et al., 2001
Fig 1.2). Interestingly, some of the calciubinding proteins show cleazones of
distribution: calretinin being veramedially and parvalbumin being dorsolaterally

expressedFortin & Parent, 1996Augood et al., 1999Topographically organised thalamic
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input is arriving mostly from the parafuscicular division to the proximal dendrites of the
STN spines as opposed to the cortical synapses, thatate¢he distal dendriteBévan &
Bolam, 199%. Both thalamic and cortical synapses operate via pusisie AMPAR and
NMDAR action Chu et al., 2015Mouroux et al., 199bLast, but not least, the brainstem
provides rich neuremodulatory nput. h particular,the dopaminergicinput from the
substantia nigra pars compacta iepographically organised and vulnerable to
neurodegeneration in P@(agg et al., 20Q#assani et al., 1996 rancois et al., 200Fig.

1.1. O. Additionally, the role ofglutaminergicandcholinergicinnervationfrom the PPN
(Clarke et al., 199Flores et al., 1996and serotoninergimnervationfrom therapheis yet

to be exploredLavoie & Parent, 199Parent et al., 2030

Motor
Associative
Limbic

Hamani et al., 2004

Nambu et al, 1996

dorsal

Iateral-—I

Figure 1.2. Cortical somatotopy represented in themicrocircuitry of the STN. Tripartite organisation

(limbic, associative and motoahd highly organised somatotopic representation is due to the strictly arranged
cortical input to the STN in nehuman primates and humans (Hamani et al., 2004). The M1 maps information
of the hind limb, forelimb, orofacial in a lateral to medial ordearfibu et al., 1996). The SMA projection
follows that arrangement, but in an inverse order. The frontal (FEF) and supplementary (SEF) eye fields are

projecting to the ventral parts of the STN.
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Outputs. Majority of STN axons contact all three exs@iatalstations of the basal
ganglia, with a minority of GPe/SNr, GPi and GPe only brancBa®(et al., 2000Fig.
1.1. Q. The main efferent connection of the STN is the GPeoittacts large number of
neuronsn a heterogeneouwmnd sparse distributidn the GPe and receives major inhibitory
feedback to its glutamatergic activatiddafreton et al., 200%onnum et al., 1978 ertel
& Mugnaini, 1984. Along with contacting the dendritic shafts in both components of the
SNr, STN sends sparse passansynapses to the striatufAgrent & Hazrati, 1995bSTN
reaches all of its contact structures via glutamatergic conneeatimhasymmetric synapses
using AMPAR and NDMARBevan et al., 1994Interestingly, STN is not only reciprocally
connected to the GPe but alends extensivefferentsto the superficial layers (1I/ 111, 1V)
of the cortexmaking both the indirect and hyperdirect connection muwndl subject to
integration via reciprocdeedbackDegos et al., 200Q8Interestingly, reciprocity underlies
highly coherent activity with the cortex, whereas the connection with the GPe is distinctly
uncorelated Bevan et al., 20QBar-Gad et al., 2003a Lastly, via a previously largely
overlooked connection STHIso projects back the substantia nigeaspcompacta and
innervates masses of dopamine neuroassing shorlatency excitation of the SNc

(WatabeUchidaet al., 2012

1.2.2STN Electrophysiology

Tri-phasic response to cortical stimulation

It has been shown that reciprocal connections of the STN anda®@Ren autonomously
f i r ipacgmakingloop (Plenz & Kital, 1999. As part of the indirect pathway, this
uncorrelated but coordinated action of SGRe loop funnels irregular rhythmicity onto the
output nucleusAdditional to theprompt (2.5 ms) and direct excitation exerted by the
hyperdirect pathway, converging input from the striatal direct and-GPHN indirect

pathway will shape a characteristic multiphasic evoked potential by single cortical stimulus

13



(Fujimoto & Kita, 1993 Maurice et al., 1998)agill et al., 2001 Urbain et al., 2000 The

direct pathway triggers a medium lag inhibition, which may or maybedollowed by a

long latencyexcitationcaused by the striataihibition of the GPe that causes disinhibition

of the STN. The existence of the third component is due to the indirect pathway action, and
will dictate whether the cortical input triggers movement promoting or inhibiteaision

from the BG(Blenkinsop et al., 2097 The characteristic of this cortical evoked potential

will be discussed in detail in ChapiérndlV.

1.2.3.STN Function

Motor function, action selectiorand switching between actions

Early observations of STN lesions implicated the involvement of STN in motor function, as
selectivedamage to the nucleugas reported to inducgh e mi b &1 laingmed or e a,
was confined to the contralateral side in case of an unilateral lesion ianhpatients,
whereas dyskinesia was observed with experimentally induced lesions in monkeys
(Carpenter, 1955Hamada & DelLong, 1992; Lee & Marsden, 13Micro-stimulationin

healthy monkeys, on the other harmdtbes not seem to trigger m@ment, which is
implicative of its involvement in subtle motor control functions straping response

inhibition (Wichmann et al., 1993a

Pioneering studies related STN single cell activity in behaving monkeys to
movement parameters and describedraplexrelationship with movenent amplitude, peak
velocity and directionGeorgopoulos et al., 1983 TN motor function was also linked not
only to active but also proprioceptive and passive joint movements in descsipiiveson
behaving and sleeping monkeys DelLong et al.,, 1985Wichmann et al., 1994b

Additionally, a highly somatotopical organisatiomas revealedvithin the nucleughat

2 A computational model based on segregated channels can explain for the presence of the indirect pathway
response, thus the action selection
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follows the pattern of the cortical input (Nambu et 8096) It has also been shown that
activity of pairs of STN neurorareuncorrelated during moving evhen limbs ardeing
moved Wichmann et al., 1994aDue to its connection to cortical areas responsible for eye
movement control (frontal eye field, supplementary eye field), an extensive line of research
was carried out on the involvement of the ventral STN inithimg and control of saccadic
and intentional eye movementddtsumura et al., 199Puerta & Kaas, 1990Thetiming

of modulationrelated to voluntaryand saccadienovement (as compared to single joint
EMG activity or oculomotor activity shows asustained, relatively large &tcyrangepre-

and postmovementurthermore,STN activity can beelicited by 1) sensoryguided
movement(visual, auditory) 2) the attentional/memorsgelated tasks involving action
(Schlag & SchlagRey, 1987Goldberg & Bruce, 1985 3) motionrelated passive
proprioception, even motor imagerwichmann et al., 1994kKihn et al., 2006 This
versatility andflexibility in timing, and indistinctivenessn triggering modalities further
reaffirmst h e  SiAvdlW@ment in regulatorymovement controland sensorynotor

integrationrather thanustinitiation.

STN population activity was repeatedly demonstrated to be involved in coding for
motor effort in a series of studies carried out using imagidgniquesnd extracellular LFP
recordings in PD pgients Spraker et al., 201Qaillancourt et al., 200Q7. In particular,Tan
et al. (2016demonstrated thaémporal features of the grippifigrce and the vigour can be
captured by beta and gamwscillations, and that the combination of the two is powerful in
predicting gripping force. To this date, not a lot of studies have been focusing on single
neuron coding for motor effort and vigoatil et al. (20043howed that the firing of large
population of STN neurons were modulated by the gripping force and can be used for
designing simpl®&Mis. Lipski et al. (2017showed various stereotypical responses a single

STN neuron can elicit in preparation and during grip force productionmevshled that
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motor coding in this tasédepends on the phase synchronisation between the cortex and the

STN.

STN is known to be involhanot only in scaling, but also in switching between motor
programs.Study bylsoda and Hikosaka (20Pp&ttemptedto describe the direction of
information flow during the switch from neintentional tovolitional saccadedt was shown
thatSTN neurons play an important roletime switchjnhibiting the unwanted motor pattern
by mirroring the activity of the supplementary eye field and putatively sending a rapid and
direct excitatorysignalto the SNr, which exerishibitory effect on the corteX¥urthermore,

a subset of neuronsasinvolved in facilitating the instructed action, but majority of the

STN neurons were related to the inhibition of the undesired movement pattern.

Responsenhibition

In agreement with th8 TN being involved in the suppression of unwanted action, a series
of studiesfocused on the role of STN in response inhibitiBtudiesinvestigatingthe role

of the STN in stogsignal reaction time measures were able to address the competition
between stop and go in response inhibitibog@an et al., 1984 Eagle et al. (2008pund

that lesions of the STN causes reduced accuracy in the timing of such responses.
functional imaging studyindicated that STN plays a role in the suppression of the

t hal amocortical 0 Ut p,unbreodey thé tragtograpmyeusedtigno 6 r e s
studyrevealedhe involvement of the hyperdirect pathway in forming suchaese(Aron

& Poldrack, 200k Evidence for the causative involvement of the STN in forming the
stop/pause response has recently been shown by an optogenetia studg Fife et al.,
2017. This study demonstrated that STN excitation infgsuicking behaviourand

furthermore, acute inactivation attenuates the interruptive effect of surprise in this task.
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Conflict, decision making and impulsivity

In Iine with the STNG6s invol vement I n i nhi
affective side-effect of high-frequency deep brain stimulation in patientergel et al.,
2005 Frank et al., 2007 A prominent featuref impulsivity is theinability, or reduced
capability, to abstain from actions imgh-conflict situations High frequency stimulation of

the STNresultsin a prominent errepattern in the performance of PD patiemtBo display
significantly shorter reaction times with higher incidence of effbrs resultimplies that

STN is involved inthe accuracy of the decision by putting a brake on the behaviour (Frank
et al., 2007)Single unit recordings fromrmicroelectrods in PD patients undergoing DBS
surgery have provided direct evidence fo8TN neuronscoding for decision making
parameterswvith neurons showinmcreased firing rates during high conflict triafaghloul

et al., 2012. Furthermore Zavala et al., 2015howedthat in an actionselection task
involving conflict, while someSTN neuronshow classicmovementrelated increasein

their firing rate (late cellspthers arenodulated by the cue (early cell3he firing rate of
these early cellsemain elevated during high conflict trials and seemetorindulated by
STN oscillations. STN is also involgean pathological gambling in human patients and rat

models for this conditionRosa et al., 20tJahanshahi, 2013leksandrova et al., 20).3

Rewad

Givenits reciprocal connections to the motivatieiated ventral stream (see above), it is

not surprising that the STN participates in shaping remelated responses. Baunez and
colleagues carried out a series of studies uSiAly lesioned animals p®rming areward

related operant task. It has been established that STN participatesling for the
anticipationof the reward and/orkloadassociated tand the nature dahe expected reward
(Baunez et al., 2002; Baunez et al., 2005; Baunez et al., 1995; Eagle et al., 2008; Lardeux &

Baunez, 2008; Lardeux et al., 2009
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1.3.Par ki nsonds di sease

1.3.1Symptoms andnain therapeutic approaches

Par ki ns on(®BDis the ss@mrdsn®st common neurodegenerative and the most
common motor disorder, affecting mostly the elderly populatdwiden et al., 2004 The
aetidogy of the disease is unclear, heredity factors can only be identified in a small portion
of the casesHahn & Sulzer, 20041t has long been establishédit PDcan be characterised

by a progressive lossf TH-expressingstriatal axonscombined with the loss cfomate
dendritic TH expressiom the SNc However symptoms only become appareviten cell
deathexceedsapproximately80% (Ehringer &Hornykiewicz, 1960Brooks, 2004 While

it was first characterisedsthe tremulous diseasPD has4 main symptoms Alongside
tremor, patients display rigidity, slowness of movement (bradykinesia) and gait disturbances
(Connolly & Lang, 2014 One symptom group is generally more dominant, which helps
choosing the appropriate drug thera@o(nolly & Lang, 2013 Dopamine replacement
based medicatiocan be highly effectivéut is ofterlimited by severe motofdyskinesias)

and noamotor side effectg¢depression, impulsive behaviowahd partial efficacy (motor
fluctuations Obeso et al., 2000The main types of PD medicatioaszlevodopa and DA
receptor agonists, MAOBIs (DA breakdown inhibitor), anticholinergand NMDA
receptorblockers (for review seeConnolly & Lang, ®14). After a couple of years
(especially earhonsetpatient$ developremittance periods, when the medication is no
longer effective.Off-periods can be alleviated by introducing changes into medication
tactics (increasing, fractionating, introducirdifferent drugs) Patients who initially
responded well to dopamine replacement therapies but hetuipigorn refractory symptoms
and long offperiods can be considered for ablative or deep brain stimu(&B8) surgery

(Benabid et al., 200%ee the dails below).
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1.3.2.Animal modeld o r Parkinsonds di sease

Uni quely, the electrophysiological correl at

humans due to the possibility of microelectrode recordings from the surgical targets.of DBS
Invasive recordigs from the diseased human brarovided valuable pathological insight,
albeit confounded bthe inflexibility of the recording location, duration of such recordings
and the lack of healthy controls. In order to overcome these limitaiiongyo animal
models based on toxicity or transgenic manipulatavebeen establishg@&chober, 2004

The choiceof model largelydependsn the specific objectives of the research question
some modelseproduce certain features of PD better than otfiendini & Armentero,
2012. With the availality of genetically modified rodent strains, there are now many
excellent models or neurodegeneration availableéselet et al., 2008ispert et al., 2009

Here | am going to focus on the classic, toxiiased modeighelesions usingdPTPand
6-OHDA. Both animal models arefficient in replicating DA depletion, have good clinical
predictive validity, and are associated physiological charlgeterms of delivery, MPTP
can be delivered systemically, whases-OHDA requires local administratiorClassic
studies with MPTP werdone on nothuman primates, but in can be used in mice and other
species, although rodents seem to bedeasitiveto the toxin. BOHDA, on the other hand

is most commonly used in rodents. Dhe severity of symptoms induced by bilateral lesion
6-OHDA is usuallyinjected to only one side of the brain, which can then be utilised for
semisided behavioural testinge.g. apomorphingnduced rotations or stepping test
Schwarting & Huston, 1996I®Isson et al., 1995An intact side als@rovides control for
histology.Both models share the downside of not reproducing the progressive nature of the
diseasdaithfully, although there MPTREan be gradually administered oVenger periods
(Przedborski & Vila, 2001l Both nodels respond to levodopr@atment and recreate some

aspects of the symptomatology the motor dysfunction, howewéremor is notusually
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observed after-©HDA treatmentBoth the MPTP and-©HDA model of PD therefore
provides an excellent tebed to examingathophysiological changes lgcording and
manipulating neuronal activitandParkinsonian symptoms.
1.3.3Consequences of Déepletionon thebasal ganglia

physiology
Dopamine depletion causes apdofound disturbancevithin the thalamocortical basal
ganglia loops that can be characterised by marked changes in the firing rate, pattern and

networklevel oscillations across the basal ganglia.

Rate changes

Changes in thdring rates oheurons irmany nodes of basal ganglia has béemonstrated

in PD patient&nd animal models of the diseaB#ion et al., 199 Wichmann et al., 1994a,
1994k Bergman et al., 1994Hassani et al., 199€chneider & Rothblat, 199&scola et

al., 2003Bergman et al., 199(Aziz et al., 199 Wichmann & DelLong, 1999Walter &
Vitek, 2004 Boraud et al., 199&oares et al., 2004Some of these changes are in line with
the classic AlbifDeLong model, howevedhere are also severialconsistencie¢Bar-Gad

& Bergman, 200 In a hypokinetic condition, aignificant increase in the firing rate of
output structures (SNrGPi) and the STNand a decrease of activity in GReuld be the

core prediction ofhe Rate moddlexander et al., 198Bergman et al., 1994Presumably

the decreasednhibition from GPe results in the over activity of GPi, whitlen exerts
exaggerated inhibition on the thalamus, impeding the initiation of motor command.
Ultimately, some of these changes are inflicted by the computational output of the striatum.
Accordingly, there are widspread changes in synaptic plasticity &nidg properties of

the MSNs in the striatunK¢eitzer & Malenka, 2008 For example, direghathway MSNs
display lowerfiring rate after dpamine depletionMallet et al., 2006 Even toughthese

changes in the firing rates are remarkably inconsistent (see discussion about the
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Albin/Delong model abova)ichmann & DelLong, 199%usebio et al., 200Bitvak et al.,

2017, Oldenburg & Sabati, 20158. Applying the AlbinDelLong modelto predictions

about the rate changeswould méah at tkhenedanctdi i ndirect pat hw.
communication by inhibiting the motor progr
k i n e tdctcpathwayifink, 2003 Nambu, 2008 This result is promoted bigasic

findings and translational observationbelselective optogenetic activation of bevs D2
receptorgeplicated the predictions from the Albin/DeLong mo(i€lavitz et al., 201p

Moreover, lesioning overactive nodes resirtmotor improvement of PCBergman et al.,

1990.

Interpretation of the rate model m®t straightforward in the light dhe studyby
Boraud et al., 20Q0vho found that theate changén the GPiwas only prominent in the
receptive field changes of the neurons, as coding for a passive movement became less
selective to a single jointSomeclinical findings also seento be contradicory to the
Albin/DeLong model:lesioningthe GPi improve motor syntpms, and lesions of the
thalamus or the GPe does not result in experimentally induced symptoms ObE&b (et

al., 2000; Soares et al., 2004

Pattern changes
Along with the firing changes, some nodes of the BG display enhascdthtoryactivity

in their spike trains. This is particularly prominent in the increase of bursting activity in the
pallidum, entopeduncular nucle(isr GPi)and the STNFilion et al., 1991Bergman eal,
1994;Raz et al., 200QRuskin et al., 1999The bursting activity of single neurons markedly
decreases after the combination of dopamine depletion with cortical ablation, which suggest
that in anaesthetised rodents, cortical inputrucial in driving the patterned activity of the
GPe and STNMagill et al., 200). In human PD patients, STN spike tmaatisplay coherent

and coordinated bursting in the absence of movement eparkinsonian medicatioh.évy
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et al., 2002 Tai et al. (2011have recently shown that blockade oftype C&" currents,

that considerably contribute to the burst activity of STN neurons alleviate motor deficits in
the6OHDA model for Parkinsonds disease. Furt!
that an unconveittnal, lowfrequency stimulation therapy, that is normally ineffective for

DBS patientscan be madtherapeutic by lengthening the depolarising pulse and decreasing

the availability of those channels.

Oscillatorychanges

A robust finding across patiereasd animal models is thattivity gets morehythmicand
coordinatedvithin and between the nodes of BG in HDe oscillatory changas the level
of a single neuronan happen in lower frequency ranges, that resembles the mean frequency
of the peripheral tremoftbelow or around 10 Hzand at faster bands aroundZ®Hz in
parkinsonian rodents and human patients (10 Hz in Parkinsonian primates) that the literature

refers to as O@ewna&Maradend199s ci | | ati ono

Example for exaggerated tremor frequency oscillatios that the otherwise
remarkably uncorrelated GP neurons get robustly synchronised in#@ated norhuman
primates which effect is reversible withROPA treatmentRaz et al., 200Bar-Gad et al.,
20033. GPe cells in MPTRreated veret monkeys display tremdrequency burstdRaz et
al., 200Q. Tremorrelated movement sensitive unit activity was also found in the STN of PD
patients, however it was not the dominant discharge pattern of the nucleus, irregular and

tonic neurons formed the vast majority of recorded cBitsl({iguezOroz et al., 20011

In the STN, units readily display oscillatory activity with a higher prominent
frequency componersit the betd20-25 Hz)range(Levy et al., 2001 Intriguingly, despite
being a majoinput and output to the BG, there are not that many studies focusing on the
activity patterns of single units in the motor cortekdt al., 2012. It has been established

thati in line with what has been observed with other structurestor cortical units oscillate
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without pronounced ratehange Goldberg et al., 2002; Goldberg et al., 20Béasquereau

& Turner, 2011). Furthermore, oscillatory coupling between STN neurons and the locking
of STN neurons to the LFP was shown in by many sty#éiebn etal., 2005 Weinberger

et al., 208 Mallet et al., 2008loran et al., 2012 The engagement of local and global
population in beta band oscillation and synchronisation déihgodng will be discussed

further above.

1.4. Oscillations in Neuronal Processing

1.4.10scillations across different coding levels

Strictly speaking, an oscillation is a periodic deviation from the m@are{ et al., 2006
Periodic fluctuions emerge on all functional level of healthy and diseased neuronal
networks (Buzsaki & Draguhn, 2004 Despite being ubiquitous property of neuronal
activity, it has beerhallengingo provide evidence fahe role of neuronal oscillatiomsle

in information coding. This is due to the basic problem of investigdtiegrole for a
phenomenon that is supposedly exert their influenceltoyn: the acieest of significance
would be toeliminateoscillations,but no otherrcomponent®f neuronalcommnunication

Since oscillatory activity igeneratecdisanemergent propeytof the temporal relationship
betweenon channebpenings, membrane potential fluctuations, spike time relations, getting
rid of the oscillations would entadepletingits generatos. There is however converging
evidence spamming from recurring membrane potential fluctuations to large scale
recordings, and interactions between the different levels of neuronal organisation that
supports the functional role for oscillatiort¢ere Iwill focus onthe role of oscillations in
healthy anddiseasedhalamocorticabasal ganglia loopdyighlighting the patterned and

oscillatory interactiong whichthe subthalamic nucleusngages.

Activity -features of neural elements can be captured sachdferent levels of spatial

magnification, but conventionally neuroscientific scope is clustered between the two
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extremes of studying large population of summated activity and the extra/intracellular
activity of a single cell§loran & BarGad, 201). The extremities of these two approash
suffer from the tradeff between having great spatial resolutreflecting the organisation
versus having sufficient number of observatidrearing implicatios of function.To
overcome these limitationsome studieshave investigaté the correlative relationship

between the tw@Logothetis, 2002Bartho et al., 2004

Extracellular recording

Extracellular recordings acquired by microelectsodee used to collect action potential

(AP) o r  Otraces frotn the closeicinity of the recording tip Buzsaki et al., 2012
Extracellular recordings reflect shorter time windows (as action potentials decay faster) and
spamsacross lowspatial resolution (couple of hundreds of micrometrEs)ze et al., 2000

The signal acquired this way consists mainly of spiking activity, but can also contain
postsynaptic potentialdvijtzdorf, 1985 and membraa potential changes (Moran & Bar

Gad, 2010Pedemonte et al., 1998 he shape and size of the AP will be dependent on the
recording distance and the placement of the
intrinsic properties of the membrane and anatomical features of the neuron (Henze et al.,
2000;Gold et al., 200pBuzsaki et al., 2002 Generally speaking, th&hape of the Afs

less sensitiveotthe placement of the electrodence it is commonly useddecide whether

a particular waveform picked up by the electrgdgentially belongto the same neuron
(Quiroga, 200Y. The procedure when a stable and separable wavéfaimis assigned to

a singleneuronand converted into a pouptrocess is referret as spike sorting_éwicki,

1998. In some cases, the waveforms are not dissimilar enough to definitively distinguish
between putative single neurons. In this case, the channel is extracted asiaitr(@ikinkus

et al., 200%.
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Electroenephalography Electrocorticography, Local Field Potentials

The first ever recorded electrical trace was in fact rhythmic and reflected a summated
activity of many different neuronal elemefBerger, 1929 Electroencephalography (EEG)
is acquired by electrodes placed on the skull surface and reflects not only the membrane
potentialfluctuations and the participating ionic curreatsnmated over centimetresut
also the neuronal architecture of the cortebectrocorticogramgECoQ signal is identical
in principal to the EEG, but the siga@anoise ratio is improved by placing thecording
electrode in contact with the dura. This is possible gittis of multiple electrodes dwall
electrodes placed over the burr hole in patients undergoing surgery, and by small screws
fixed onto the scull of experimental animals. The cortex &yarked structure which lends
itself to create potential changes between the parallel surfaces of many principal neurons
creating electrical sinks and sourc@sccles, 1951 The synaptic currents along the
dendrites of pyramidal cells cregiesitive and negativeeflections in the EEGK@ndel et
al., 2000Bake et al., 1997Creutzfeldt et al., 196Bonoghue et al., 1998rost, 1968
Mitzdorf 1985Steriade, 2000

Both LFP and EEG etects signals from larger areas and incorporates a summation
of activity over a broader time window, indicating that the underlying mechanisms
represented are slower processes, such as membrane potential fluctuatgmiketis,
2002 Moran & BarGad, 2010)The signal composition of theFP reflectssubthreshold
membrane rather thanaction potentialrelated changesboth linkedto ion channel
permeability(Eccles, 1951)Eventhough LFPs were primarily studied in laminar structures
(cortex, hippocampus), fact that LFP can be recorded from electrodes placed directly into
the neural tissue enabled the acquisition of population activity frortameimar structures.
In particular,in the STN, which is a structure densely packed with large axons aligned along

a primary axis in an elliptical fashion parallel to the ros@madal border of the nucleus, a
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sink and source summatiosimilar to what has been observed in the cortex, is possible
(Brown & Williams, 2005). However, in most composite nucleited BG, LFP is more

likely to reflect the inand output balance within the maaiocuit rather than the sink and
source differenes within structure (Moran & BaBad, 2010)The BG LFPs can capture
simultaneous changes in local population activity, as there is evidence for the correlation
between LFP fluctuations and 1) synchronous membrane potential ch&bgtes &
O'Donnell, 200) and 2) stimulation induced firingate changesMagill et al., 2004h In

fact, the importance of the LFP in BG research assumes that the signal is a sum of the
synchronousctivation of a given structuresural elementsuhn et al., 2005¢oldberg

et al., 2004Brown & Williams, 2005.

Background Unit Activity

The sacalledbackgroundunit activity, a signal thatan be extracted from microelectrode
recordingsby high-pass filtering and spike removaiffers a solution tdoridge the gap
between the gud spatial and temporal resolutiMoran & BarGad, 201). The calculation

of the BUA entails rectification, spikeemoval and higipass filtering.This methodhas
shown to reflect theoordinated activity of a small neuronal ensemble, rather than only a
handful of neurons. BUA has proven to be useful to investigate oscillatory relations within

the BG, especially regarding disease stdttesdn et al, 2008).

1.4.2.Role of oscillations in healthy coding

Oscillations can be described in terms of neural events being adjusted to a common time
frame. Persistent time locking can happen between oscillating ardsoiiating events,
between ion channels, neurons, small assemblies and larger neural populatens.
locking can also happen between different levels of coding such as a single neuron can be
locked to the activity produced by a large population of cells. The main question of studying

the function of oscillations is how synchronous activityifferentelementss utilised by
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the brain Here | will focus orntwo frameworksthatperiodic patterns of activity can create

a dbackgroundfor patterned input (from other structures or from the external world), laid
out byWilson (2015)and the communication through cohere(€€C)theory Eries, 200%.

A recurring idea regardgnthe function of oscillations is that it creates a reference frame, in
relation to which neronal events can gain contekhe context is created lyaving a blank
canvas on which activity time locked to the input is meaninginke example for this in ¢h

BG is how mostly quiescent striatal neurons code for movement by an abrupt increase in
their firing (Kimura et al., 198 This is asuitableconceptual framework for understanding
healthy and diseased oscillatory coding on the level of extracellular spiking in the basal

ganglia.

In the cortex, healthy oscillatiorfsave proven to be underlying complex cognitive
mechanisms such as feature birgdand attentiorgngelet al., 1991van Wijk et al., 201p
The problem of feature binding refers to th
(i.e. objects) while neurons are coding for the elements of the whole (i.e. colmimsyrs).
|t has been suggested that neur al comput a
temporally coordinating the activity of different inputs carrying information about the same
gestalt by provi di siggers& Grag U989mThe phasearadatiomship c | o c k
in which inputsreach the target will seleathatelements belong to tremepercept Fries
et al., 1997. The moregeneralsedtheorycalledcommunication by coherengeut forward
by Pascal FriegCannon et al., 2014ries, 2005Fries et al., 2008s more applicable to
both motor and sensory codingccording this theory, the success of the communication
between twapscillators will depend a coherent and specific phase relationship between the
input and the receiver. More specifically, in case of successful communication transfer, input
spi kes reach the receiver in its nlplsaste exci t

alignment scenariosd provide a temporal fra
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receiver, hence the communication is efficient. Naturally,-pr@ferred scenarios occur

when communication is prohibited, and crosstalk with other connesttadtures are
preferred. The dynamic balance between these two phase alignment scenarios is essential
for coding information. This framework ties in well with the overarching question of how
synchronous largecale activity is correlated with health adiease within the basal

ganglia(Cagnan et al., 2013a; Cagnan et al., 2015

This thesis is particularly focused on the functional implications of oscillatory synchrony
in a single frequency band, but this is admittedlyoaersimplified view of neuronal
processing Brittain & Brown, 2014. A power spectrum of a giveslectrophysiological
signalusually contains peaks at multiple frequenciesitlnas been established that neurons
can adjust their firing to multiple rhythm$loreover, crossfrequency coupling has a
functional relevanceand partial correlation can show functional relevancentdtiple
oscillatory component@Voran et al., 2008Chen et al., 203,QopezAzcarate et al., 2010

Oswal et al., 201,3Tan et al.2016.

As it will be revealed in the upcoming section in relation to Paskion 6 s di s e a
maximum synchrony does no¢cessarily lead tmaximum network performan¢€agnan
et al., 2013pn Informationtheory can help to understand this relationgBiariow, 1961
Hanslmayr et al., 2032 From the pint of view of entropy it is plausiblethat overly
exaggerated synchrony will causaiboptimal information flow by cramming the
communication wittfuelling only one type ointeractionwith the highest power (Brittain
& Brown, 2014) In high synchronynovelty arising from changing environmental demands
or cross talk with not highly synchronised other structures are not promoted, hence the
flexibility of the system is impeded. Intermittent periods of high synchrony might be
favourable to code for thiboundariesof a sensory om motor event (stop and gahat
features belong togethétuhn et al., 2004&rank, 2006Aron, 2007. High synchrony might
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alsosubserveadecision miing semanticcategorisation or during selection between motor
programs Kansimayr et al., 200Kuhn et al., 2004 A healthy system is presumably

primed for but not constantlyugeked at higlsynchrony stages.

1.4.3. Oscillations involving the Subthalamic Nucleus

lonic currents to create autonomoudock-like firing in the STN

Unlike many neurons in the forebrathat fire as the result of integrating the synaptic input,
some of th&8G downstream structur@sd upstream interneurodisplay autonomous firing
properties Goldberg et al., 200Maurice et al., 2004Atherton & Bevan, 200Bevan et

al., 2006 Chan et al.,, 2004 The spontaneous gecemaker activityis present in slice
preparations, in the absence of synaptic ifBlegnz & Kital, 199%ita & Kitai, 1991). This
section discusses the ionic currents that contributes to the meriwahescillations that
create a sustained and regular tonic activity. €Hfeaturesaresimilar in the extrastriatal

BG, but here | will focus otthe ion channel mechanisms shaping the autonomous spiking
of the STN The finetuned interplay between the constant sodium, andetsersitising
potassium currents creates a membrane milieu that predisposes STN neurons to fire highly
regulated and tonic AP trains. In other words, STN neurons, like some other cell types of
the basal ganglia are set up to have no resting membraneigdodedt be able to display

stable pacemaker activity.

Discussing the subcelludevel mechanisms are crucial in understanding how neuronal
oscillations evolve in native and pathological conditions for several reasbashigh
frequency autonomous firing disposition cre
inputs inhibitory (GPe) and excitatory (thalamus and motor cortex) can impose eontext
dependent firing patternsin addition, autonomous spiking can playoée in decoupling
interconnected nodes of the basal ganglia by providing periodically occuenmgoral

referencefor postsynaptic activitythat will dictate the net outcome of the synaptic input
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(Baufreton et al., 2005; Bevan et al., 200R|)ver et al., 2018 Autonomousactivity likely
counteracts enhanced synaptic patterning, which is known to promote abnormal network

states in the extrastriatal BGI€Iver et al., 2018

STN neurons display irregular and patternexttivity

Neurons that have no actual resting membrane potential tend to integrate synaptic input in
terms of likelihood (Wilson, 2015). The excitatory and inhibitory inputs will move the
timings of the action potentials forward or backward. Various seudfeincoming
information will result in an irregular firing pattern, which is further enhanced by the act
that STN has vast convergentigatmeans receiving a large set of asynchronous and weak
inputs. In line with these assumptions, STN neurons raisplay perfectly timed tonic
activity in vivo. In quiet wakefulness, STN neurons display high frequency tonic and
irregular firing patterns, which readily switch to burst motikatsumura et al., 1992
Overton & Greenfield, 1998Nichmann et al. 1994; Bergman, 1998). STN neurons show
little to no correlation in their crogsorrelogram within the nuclewnd with other nodes of

BG (Wichmann et al., 1994, Mallet et a008) The wide range of activity patterns
showcased by these neurons regardless of a relatively steady firing rate singpibrtise

firing of STN neurons gets highly regular, it im@ialysfunctional ovecoordination

between its inputs.

What shapes the irregularity of the firing pattern? The patterning of the firing rate comes
from within and outside of thBG. Within thebasal ganglia, the most important connection
stems from the G& which forms a reciprocal disinhibition loop (discussed above).
Additionally, upstream source via the motor cortex that can reach the STN via inhibitory
connections of the indirect pathway and direct excitation (hyperdirect pathway, as discussed

above).

30



In vitro, Pl enz & Kitaibds (1999) l andmar k stud

upstream inputs, the GPe and STN forms a pacemdkop Conversely, correlated
rhythmic activity is not observed in native preparatidmsugif et al., 200% Nevertheless,

it has been shown that the GPe can readily pattern autonomous STN membrane oscillations
in an amplitude and pattern specific manneBdvan et al., 1998 Large IPSPs elicit
synchronised activity, small IPSP leads to temporarily deactivate and phase reset in the
membrane potential of STN neurons. Trains of different IPSPs can, however, elicit a range
of response the STN. Furthermore, electrical simulatimanevoke large IPSPs can reset

and synchronise STN neuro(Baufreton et al., 2005 These studies empdiae that the
GABA-mediated inhibitory connection from the GPe imposes phasic patterning rather than

tonic transmission modes onto the SB¢yan et al., 2006

Information about the excitatory (cortical and thalamic) input is less underistood
vitro. A single EPSP can speed up the generation of the AP compared to the autonomous
firing, but ths effect depends on the precise timing of the postsynaptic input, rukdsee
EPSPs being more effective (Farries & Wilson, 2012). In line with the weak and
asynchronouspatternin@ framework glutamatergic EPSPs evoked by 20 Hz stimulation
elicit weak phase locking in the STN. Intriguingly, this patterning can be amplified by
imposing synthetic feedback inhibition (presuming preceding activity from the GPe,
Nakanishi et al., 198 Baufreton et al., 2005Moreover, it has been shown that synaptic
integration is complex and ndimear in case of frequent or large EPSPs that cabeot
explained for with what has been observed with a single and regular ERSiRH et al.,

2010; Farries & Wilson, 2032

The relationship between the STN and its inputs is affected by the presence of
dopamine. Dopamine acts as an attenuatoreiptesence of DA both IPSPs and EPSPs are
reduced compared to dopamidepleted animalBevan et al., 2002 The effect size of the
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postsynaptic currés can be restored by D2 receptor agonSte & Johnson, 2000; Zhu

et al., 2002 The fact that D2 receptor activation reduced GABAergic transmission more
readily than the EPSPs implies that DA loss has enpially larger effect on mediating the
GPeSTN than the CTXSTN connection. Tésefindings have been reviewedly Terman

et al. (2002tomputational work concluding that weakened pallidal inhibition catol#ue
emergence of oscillations by switching irregular to rhythmic relationship. Another
interesting conclusion of the model is that these structures are not predisposed to generate a
tightly coordinated activity under physiological conditions, but nfagactivities readily
emerge More recentlyMclver and colleagues (2018aveshown thaincreased DSPN
activity led to the reduction of autonomous firing in dopamine depleted rodents.
Furthermore, the decorrelation from the motor cortex, that isctaistic of STN neurons

in intact circuits, was promoted by the chemogenetic restoration of autonomous firing in

these neurons.

The complexity of synaptic integration implies that STN neurons are executing
dynamic, rapid and highly adaptive computasidhat will largelyrely on the amplitude,
phase and relationship between different synaptic in@esan, 201Y. These phase
specific interactions between the timing of tlyaaptic input and the postsynaptic activity
cycle will likely achieve network level effects on the dynandecoupling that is

characteristiof healthy andlostin diseased states of the cortiB& network.

STN neurons are sensitive to input afdve a tendency to be modulated by

upstreamnetwork oscillations

STN is the onlyextrastriatalnode of the basal ganglia that receives de&cttatorycortical
input (Nambu et al., 2000 Earlyin vitro studies show that STN is extremely sensitive to
excitatory input, small changes in excitatory synaptic irgaumnot only change the firing

rate of the neurons, but alswitch their discharge mode from single spike to burst mode
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(Kitai & Kita, 1987). In vivo STN neurons fire 125 Hz and theirdischargepattern
alternates between single spik@de highly regulartonic firing and burst modeBeurrier

et al., 2000; Beurrier et .al1999Wigmore & Lacey, 2000Urbain et al., 2000 During
passive movements in ndruman primatessome dorsal STN neurons (30%) are
modulated by contralateral joint movements: most of the responsive neurons increase their
firing rate, but some ohem display multiphasiandcomplex responses (Wichman et al.,
1994). This finding is supported by microelectrode recordings in the human (discussed in
detail below for exampleLipski et al., 201Y. The fact that not all STN neurons modulate
their firingand the responses are not reflectirigrhotor coding implies that the STN shapes
but not dictates the movement command of the basal garigtygred by thecortical and
thalamic activation(Kitai & Deniau, 1981 Matsumara et al., 199Eujimoto & Kita, 1993

Wichmann et al., 1994ouroux et al., 1996

Changes in the firing pattern of STi¢urons is heavilgependenbn the cortical
state of the animd@Magill et al., 2000Q; Urbain et al., 2000 Urethane/ketamine aasthesia
in rodentsto investigate the firing of STN neurons and their relation to network activity
(Magill et al., 2000. Slow wave activity (SWA) and global activation (GA) closely resemble
forebrain activity n the sleeping and awake braiaspectivelyMagill et al., 2000. During
slow oscillations the continuous large amplitude ~1 Hz waves arergsupesed with a
waxing-andwaningf s p istn d{2&kz) appearing on the top of the slow wav8getiade
et al.,, 1993 Under these conditions, STN units are entrained by the cortical SWA and
spindles Magill et al., 2004h The capricious change in SWA or sensory stimulation can
lead to intermittent periods of GAM@gil et al., 2000Q. GA in control animalds mostly
dominated by higher amplitude oscillatiotmatinfluence the firing of STN neurons only
weakly Magill et al.,, 2006; Magill et al., 2003bRhythmic cortical activity imposes

patterned activity not onlgntothe STN, but alsonto the STNGPIloop, as couplingf the
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two structuress only present during SWA, but not GA. Cortical ablation diminishes the
low-frequency oscillatory discharge pattern in STN neur@agill et al., 200L This
further supports the fact that the STGIP networkdoes notreinforceemergent oscillatory
activity in the absence opatterned inputin healthy animals, STN firing promotes
irregularity as the cortical inputs get more complex during the awake Stdiair{ et al.,

2002).

Intriguingly, thecortical influences largely modulated by the presence of dopamine.
In dopaminedepleted animalgegardless of cortical ablatioaspme of the lowfrequency
oscillatory activity ipreserved6-OHDA hemilesioned animals seems to displagillatory
activity more readily and more similar to what has been observed in slice preparations
(Magill et al., 200). This proves that in the absence of DA promotes regularity even in the

absence of the cortical drive.

Coordinated population activity in the hyperdirect pathway

In vivo, heal thy animals STN doesndét display c¢ch
that are related to the sleepcle and ultreslow rhythms(Ruskin et al., 1999 This is not

surprisingin the light of what has previously been describednihdleuscomprisesof an
anatomically homogenougsopulation of neurons that show little no correlated activity

sparsely connected to its pattgy@nerating counterpartBgvan et al., 2002In this section

| discuss the oscillatory relationship between the local activity of the STN and its main

upstream output, the cortex.

The simplest way to measure oscillatory interactions betwseunctureds to calculate the
coherence between the two signdsillinger, 1981). Coherence depicts a linear, frequency
domain relationship between the phase and amplitude without considering the dirégtionali
of the relationshipharott € al., 2009. To observe high coherence at a given frequency

componat, one has to assume temporal locking (phase coupling) with fixed amplitude ratios
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between the two oscillatory structurdéagill et al., 2004 As it has already been discussed

on the topic ofthe spiking activity, STN LFP is robustly coherent with aatiactivity

(especially in comparison with the GP), mirroring SWA, spindle and GA activaititn

short time lags and reversed polarity the anaesthetised raMd#gill et al., 2004.
Furthermore, this relationship seems to be dictated by the c@texait et al., 2005

During SWA, STN LFP containmostly~1Hzandll®@ Hz ( 6spindle range
As opposed to SWA that provides highly patterned inpigiher arousal states, such as
paradoxical sleep or awalstate result in a less focal frequency distribution bé&tSTN

LFP.

There is limited evidence that oscillations contribute to healthy motor coding. STN

LFP recordings of PD patients who underwent DBS surgeryyithpttransient changes in
beta frequency oscillatiommight play a rolein movement controfLalo et al., 200Y. In
particular, the appearance afbeta frequency(14-35 Hz) component issupposedly

0 a k i Gmevementnitiation cues arsignalled bythedesynchronizatiom thebeta band,
whereas the cessation of the movement correlates with beta relitarkdg et al., 2006
Although the significance of beta desynchronizatiod postmovement rebounith healthy
motor coding isnot confirmed it highlightsthe fact that dynamic and transient network
desynchronization is necessary for movement initiatihich is in line with the

assumptions ahe CTC theoryKuhn et al., 2004; Williams et al., 2002

1.5. Beta oscillatios

1.5.1.Description, clinical relevance

Oscillatory changes are prominent features of the ceb@sal ganglia network in
movement disorder©ne particularly prominent feature of cortibasal ganglia circuits in
PD is the emergence of pathologically exaggeraeta oscillations (35 Hz) observed in

patients and rodents with a Parkinsonian phenotgpean & Marsden, 199%Fharott et al.,
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2005 Mallet et al., 2008)Ilt has been demonstrated that an overwhelming proportion of
patients with PD who have undergone DBS surgery displays STN beta oscillations recorded
from the externalisedlectrode tips otherwise used for stimulatibittle et al., 2013. Peter

Br own 6 s aswionedring\wn describing tmele of betaoscillationin PD and at the

same timeattempting taelate this pathological phenomenorh&althyoscillatory coding.

1.5.2.Role of beta oscillations in (losing) motor control

As it has been pwously discussedestablishingcausalitybetweenthe functional role for
oscillations in health or disease is increasingly challenging. However, there is mounting
evidence that is suggestive of sucdlationship between the emergence of excessive

synchrony in beta ranged the Parkinsonian state.

Firstly, dynamics of b synchronisations related to movement contr&@ince its
first mention bydasper and Andrew$938) it has been documented by several groups that
beta activity is antkinetic, at least in relation to voluntary (but not postural) movement.
Transient synchronisation measured at and between the nodes of the cortex and STN ranging
between (1830 Hz) is repeatedly associated with preparation for the execution of the
movement and inhibiting action immediatédiowing movementl(alo et al., 2007/Parkes
et al., 200@.eventhal et al., 2032enkinson & Brown, 20)1In line with this effect, beta
desynchronizatiosan be observed during voluntagtion(Kuhn etal., 2004 Doyle et al.,
2005 Devos et al., 2006 Furthermore, cortical stimulation at these frequencies are known

to exert antkinetic effecty Joundi et al., 201ZPogosyan et al., 20).0

It is also noteworthy that bet@esynchronization does not follow a somatotopic
arrangement and that the timing of reboundas precisely folloang movement onset in
trial-by-trial comparisongFeingold et al., 2015Crone et al., 1998 Conversely, some

studies found that the role of beta in explaining for the variance in the vigour and timing of
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a mamal grip task is only partially sufficient to predict the course of the movement, as higher
and lower frequency components were also necessary to explain for the features of
movement dynamicglan et al., 2018 Gamma banascillations for example, are known

to have the exact opposite relationship with movement initiation, gamma activity
synchronises during the movement and gamma frequency stimulation promotes force
production Crone et al., 1998 heyne et al., 2008; Pfurtscheller et al., 2Q1indi et al.,

2012).

Secondly beta oscillationseadily emerge in Parkinsonian phenotypes in different
animal models for the diseade.this section, | will discuss studies on th®BIDA lesioned
rats and the MPTP treated primatem(els discusseabove). The animal models provide
an insight the dynamics and potential mechanism for excessive oscillations. Furthermore,
these experiments make it possible to record such asifidbm many nodes (even those
stations that are not conventional targets for DBS, thus not available for electrophysiological
investigations in human patieh@nd many levels (single neurons, field potentials) of the

cortico-basal ganglia system.

In MPTP-treated animalspscillations emerge at frequencies between 4 and 15 Hz
(Bergman et al., 199&ichmann et al., 1994lRraz et al., 2001Raz et al., 200MHeimer et
al., 2003. Intriguingly, the increa® in firing rate alone in this model does natoduce
Parkinsonism alonevhich is contradictory to the predictions of the Rate m{fears et
al., 2004. Even though MPTP lesioned nrbnman primate model is considered to be the
most faithful reproduction of the symptoms that has been observed with PD patients, the 6
OHDA rodent model is natheless important tebed to electrophysiological phenomena
associated with PDBeta oscillations in ©HDA lesioned rodents resemble more closely
to the spectral properties of the human oscillatig@arott et al., 20Q5Mallet et al.,
2008aBronte Stewart et al., 200Buhn et al., 200p Interestingly, beta oscillations only
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appear a couple of weeks after successful dopamine depletion, which suggests
compensatory, network level mechanisiis date fransgenienodels for PD in mouse such
as PARKINKO and alphasynuclein mutation haveno documented effect oover

excessive synchronisation.

Thirdly, the amplitude of beta oscillationsrrelats with symptoms and the sevtgr
andprogression of the disease. Tiepditude of beta oscillations reduces with a wide range
of therapeutic methods, including dopamine agonists and DBS and much lower during the
so called off perioddt has been shown in patienitst the amplitude of the beta oscillations
correlates withheclinical akinesia and rigidity scores, and thaDIOPA treatment induces
suppression in beta power, that also correlates with the reduction in the same sy(mptoms
Little & Brown, 2012; Little et al., 201)2In patients with higher rigidity scores, an increased
proportion of single units are known to oscillate at beta frequenaieish suggests a
mechaistic relationship(Sharott et al., 2014aMore recently it has been shown that on
line fluctuations in beta power can be exploited to gain an insight of the severity of clinical

symptoms between patientShen et al., 200; Little & Brown, 2012; Little et al., 2012

In MPTPRtreated monkeys, high frequency DBS causes comparable effects by
reducing theamplitude of~ 10 Hz oscillations. Furthermarthis modulation is known to
correlate with symptomatic relieHashimoto et al., 200Bleissner et al., 200%u et al.,
2008Johnson et al., 20QcCairn & Turner, 2002 In 66OHDA hemilesioned rats, a
conventional motor test, the apomorphine induced rotation revealed similar effects to that
of nonhuman primates and PD patients. The dopamine agonist apomorhgieasadel the
power and the synchrony of beta oscillations bytithe the animastartsto rotate Sharott
et al., 200%. Frequencyrelated changes were shown in this model tio@centrefrequency
of the beta coherence is not stable over time, as it was rampaiteufhe hemlesion took
place This finding is complimentary to what has been observedtime cortex and striatum
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of healthy ratsbut in a higher frequency rangallbwing administration of dopaminergic

drugs Berke, 2009%.

Additionally, the amplitude of the beta oscillation seems to be ubiquitous in the
networkandaffect oscillatory connectiongeta oscillations readily emerge in almost all
stations of the motor (dorsal) stream of the cottiasal ganglidhalamocortical looplievy
et al., 2001 Stein & BarGad, 2013Zaidel et al., 2010 In line with the existing functional
division throughout the nodes of BG, single neuron beta oscillations are more prominent in
the dorsal streanMoran et al., 2008[Zaidel et al., 201p It is notable, however, that there
is less available data suggestingiketory activity of single neuronis the thalamug¢Guehl
et al., 200Fessiglione et al., 20D&and the SNr, whersathe mean frequency of single
neuron oscillationgariessignificantly between species compared to what has been observed

with human patientsStein & BarGad, 2013

As it has been discussed in previous sections, the activBgafiodeswith some
exceptionsis highly uncorrelateéh healthyanimals In PD patients and animals with PD
phenotypes, however, network coupling enhances to a pathological egtessmany
stations and many computational levels for processing. /51 spike trains showing
rhythmic activity in beta range, but niatthe tremotband show phase locking tioe local
activity of the STN ensemble they are surrounded by (measured by the metric called
background unit activitysee above) in patients andnion-human primatesoran & Bar

Gad, 2010; Moran et al., 2008a

Importantly for this thesis, oscillatory interactions between the STN and the motor
cortexget pathologically exaggeratedPD. As it has been established in previous sections,
STN neurons are particularly sensitive to cortical input. This conneistipathologically

pronounced in DA depleted stateblagill et al., 200} Furthermore, the enhanced
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oscillatory relationship can be capgd in the magnitude and stability of phase relation
between the local activity of the STN and the motor cortical EEfargden et al.,

200 Williams et al., 2002Kuhn et al., 200&0gelson et al., 2006alo et al., 2008 harott

et al, 2005 Fig 1.3. A). Most prominent oscillatory coupling occurs in alpha and high beta
band after overnight withdrawal ofROPA in patients (Folgelson et al., 200&)has been
demonstrated in patients thettong oscillatory coupling at 180 Hz occus between the
STN and the motor related areas of the conexich is particularly prominent over the
midline indicating the involvement of supplementary rather than primary motor areas
(Mardsen et al., 2000Villiams et al., 2002 Moreover, the most consistent coherence with
midline EEG was also recorded with the macro contact that shown theshéjfectiveness

in terms of clinical responsd@rdsen et al., 2000In terms of directionality of the effect,

it has been established in a series of studies th&Ekeis phaséed STN LFP by around

20 ms Mardsen et al., 200Williams et al., 2003l.alo et al., 2008.itvak et al., 2010a

Lalo andcolleagueg2008) demonstrated the dynamics of this couplindhagunction of
movement and {DOPA medication The corticeSTN couplingis reportedlybidirectional

and asymmetric; asortex drives the STN more prominentturing rest however,
dopaminemedication related changesneanore prominent in gamma bardiditionally,

the heightened coherence between M1 and the STN can be diminished byithistadion

of antiparkinsonian medicatiorH{rschmann et al., 20)3Sharott and colleagues (2018)
observed oscillatory coupling between STN units and different areas of the cortex in relation
to movement(Fig 1.3. B. In line with previous studiegLalo et al., 2008) cortico-
subthalamic desynchronizatiomeasured in single unit activirgducel during movement

but to varying extent. The size of the effect was mostly dependent on whether the locking
was calculatedrom cortical areainvolved in mostly the execution versus flanning of

movement. A large proportion of units remained synchronised t&Mwe, whereas the
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most of the oscillatory coupling in beta range between the STN andiliineas reduced as

expected.
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Figure 1.3. Corticosubthalamic coherence in beta ranges elevated inParkinsonian animals and PD
patients. A) Mean transformed coherence values between the STN and the ECoG of healthy (dark grey line)
and 60HDA hemilesioned animals (light grey line). Peak is between 20 and 35 Hz for the 10 lesioned animals
(adopted with permission from Sharott et al., 2008).Mean transformed coherence between the STN and
cortical signals of human PD patients display a peak in the same range as in the parkinsonian rats. Note that
the peak coherence has a prominent anatomical distribution, was significantly larger for the@sGhaend
midline-EEG pairs display a more robust peak than the ipsilateral and contralateral pairs (ECoG: n = 7; EEG
channels: n = 9, Kruskawallis, p = 0.000008, postoc Dunn's tests). Adopted from Sharott (2018) with
permission

Exaggerated coherencan be recorded from®HDA hemilesioned rat experiments
too (Magill et al., 2001Sharott et al., 200Ballet et al., 2008/Degos et al., 2008Sharott
(2005) andMallet (2008) taracterised the coherence between the motor cortex and the STN
and established that the 6OHDA hemilesioned model displays beta coherence around 20
Hz, and seems to be subject to movemefdted andcchronic changes, and appears to be
unaffected by thacute administration of D1/D2 antagstsimplying plasticity mechanisms
(Fig 1.3. A). Additionally, it has been shown that the motor symptoms precede the excessive

beta synchronisation in case of unilateral versus bilateral lesioego§ et al., 2008

Furthermore, mutual information coded by STN neuronal ensembles increased, which
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indicated lower information coding capacity during these periods of high aiscyl

coupling Mallet et al., 2008p

Dissecting the specific role of phase and amplitude in the dynamics of the
exaggerated coherence is still under investigation. The peak coherence measured between
the cortex and the STN incress progressivelyvhile the power is supressed during
apomorphinanduced rotations and spontaneous moventgmarott et al., 20Q5Lipski et
al. (2017)showed that the synchrony between the firihthe STN neurons and the cortical
activity is correlated with grip force production in a phapecific manner. It is also known
that the amplitude of the oscillating neurons in the STN is highly synchronised with the
phase of fast (gamma) oscillationglwe M1. Pathological phasamplitude coupling (PAC)
appears to be specific to PD as it was not observed in dystonia pafiemsunoto et al.,

2013.

In terms of heightened oscillatory connection between different nodes, beta
coherence was also captured between the motor cortex and the SNr of awake and behaving
dopamine depleted ratBrazhnik et al., 2012 Interhemispheric coupling of the STN LFPs
in lower ar higher beta bands has also been demonstidgesiolages et al., 20LMn terms
of the cortex, units display higher coherence betweeronswand with the LFPL{ et al.,

2012). Inter-regional cortical coherence has been demonstrated in-@idDA lesioned
models well as in patientBégos et al., 200&ilberstein et al., 2005In patients, theegree

of this coupling was correlated with clinical improvement, and that levodopa or high
frequency stimulation reduced such coupling, which effect also scaled with symptom
severity scoresSjlberstein et al., 2005 Heightened coherence appears in relation to
peripheral activity tooHirschmann et al. (2013howedstrong coherencebetween the

muscle agvity and M1 as well as STN, both of which correlated negatively with rigidity
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experienced during OFstates, indicating the clinical relevance of beta coupling between

the cortex, STN and the periphery.

1.6. TherapeutiBrain Stimulation
1.6.1Deep BrainStimulation

Although there is no cure for PD, and motor symptoms inevitably worsen as the disease
advances, there are many effective ways to alleviate symptoms and to slow disease
progression. Two mainstay approach includes pharmacological (DA oregpmssion
related) and surgical (ablation or electrical stimulativeptment optionsEven though
Levodopa and other drugs affecting dopaminergic transmissemonsidered the first line

of treatment for PD, longermadministratioreventuallyleadsto dyskinesias and prolonged
periods of impairedOFF stateyersusasymptomatiperiods (ON statébeso et al., 2000

In patients who are fit, have no history of dementia, fragile circulation or mood disorders
and have previously been responding to dopaminergic medication, deep brain stimulation

(DBS) is aviabletreatmemoption.

Ablative surgeries have undeniable benefits for patientsptatigiotomy(Baron et
al., 1996Lang et al., 199¥itek, 2002 and subthalatom{Guridi & Lozano, 199Bergman
et al., 199QAlvarez et al., 200Lis known to alleviate dyskinesia and symptomsstly
associated with rigidityywhereas the selective lesioning of the motor thalamus, particularly
the \entralis intermediugVIM) is known to be effective for tremaoelated symptoms
(Tasker, 1990 Albeit these procedures are not without saffects or risk{Hariz, 2002
Moro et al., 2002 Lesioning, particularly bilatally, is known to cause many unwanted
sideeffects (for 3. hemiballismus in case of subthalamtomy), but more importantly, due
to its irreversible nature, there is no room for corrections or evaluative adjustments based on
symptom severity and individuakcoveryprofile (Vi dak ov i | ; Bldro eadl.,. |, 199

2002. In 1987, Benabid and colleagues reported that high frequtinaylation of the VIM
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produced comparable symptomatic relief i n
symptomgBenabid et al., 1997Interestingly, the authorettled on 100130 Hz (still used

as thestimulation frequencyfor conventional DBSsettings)because the programmable
stimulatorés frequency rate was | imited to
and successful (over 100000 patients undetwsergery) treatment option for movement
disorders including essential tremor, dyslsimand PD; and more recently to certain mood

related and psychiatric conditions (depression, anorexia neiasa et al., 2018

Procedure, efficacy

After carefulpatient selection and choosing the surgical target, patients uridergoost

cases bilaterdl implantation of the stimulating leads attached to an internal pulse generator
(Moro et al., 2002 Thesurgical procedure can be perfornveliile patients are awakand

some groups aid target localisation by microelectrode recording and mapping of the region
of interest during testtimulation The programming of the stimulat@done remotely by

the neurtogist and takes place£ weeks post implantation. More detailed discussion on

the surgical procedure in Chapter

To this datemore tharl00000 patients have benefitted from DBS surd&gsano
& Lozano, 201% Overall, DBS offers a lontasting improvement inthe patiends
symptoms, quality of life anflinctionality PerestelePérez et al., 2018chuepbach et al.,
2013. To this date, direct evidence explaining the mechanism of DBS is latlomgver,
a good famework shouldin theory be able to account for the following observations

regarding DBS in movement disorders.

1) DBS causes similar effects to ablative surgery, which intrggyimeans that DBS
improvessymptoms by disablin@inhibiting or disturbig) at least some of the downstream

adions of the B@Wichmann & DelLong, 2016
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2) Regardless of its disabling action, DBS does not inhibit new motor learomghe
contrary, it seems to facilitate(Vilkinson et al., 2011Van Wouwe et al., 20)1A study

by Mure et al. (2012jound that sequence lemng was improved by deep brain stimulation

but not by levodopa infusion, furthermore, these effects were most pronounced in the SMA,
in accordancevith electrophysiological studigSharott et a018,Litvak et al., 2010asee
above) andWhitmer et al. (2012)mprovement of learning and memory performance was

also reported in parkinsonian rats undergoing DiB&o(et al., 201)7

3) The effect ofDBS is frequeng-specific: low frequency stiolation exaggerasigidity
andbradykinesiawhereasstimulating with more tha00 Hz it is an effective therapeutic
option (Moro et al., 2002Pogosyan et al., 2009Vach et al., 201,3edrosa et al., 2014
Differential effects of the frequency of the stimulation was reported in an early study by
Hassler (1979)who found that cats responded differently to low and high frequency pallidal
stimulation, and that 20 Hz frequency stimulation could inhibit the attentiespbnseo
contralateral the contralateral sideéhen and colleagues (2007), for example, found
significant slowing in a tapping task in case off20stimulation as compared to 50 and 130
Hz. Conversely, in a study using a task witdinscranial alternating currestimulation and
implementedlonger lays between stimulation and task, did not fimdre pronounced

bradykinesigKrause et al., 2094

4) The placement of DBS electrodes is surprisingly forgiving. Even though thesjgemiéc
considerations in choosing a target over anotBpecifically,VIM stimulation works well
in tremor patients but nadffective for patients withmigidity (Hyam et al., 2016 On the
other handpoth STN and GPi produces similar therapeutic outcdifi@sano & Lozano,
20150dekerken et al., 2038ako et al., 20I¥Veintraub et al., 20)3Additionally, slightly

6off &dr get O likelardidraenioalystimulating thecortex via exciting théber tracks
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around the STN, is documented to have a greatedfdetto-efficacy ratio in some studies
Furthermore, thismight even explain for some of the SHBNecific actions of DBS
(Devergnas & Wichmann, 2011 et al., 2012; Li et al.,, 20QAanajima et al., 2004

Kuriakose et al., 201@radinaru et al., 2009

5) Reductionof heightenedsynchronyis associated with symptom improvemeg&everal
studies reported that high frequency DBS reduces the amplitude of the ongoing beta
oscillations(Kuhn et al., 200fRay et al., 2008Vingeier et al., 200&usebio et al., 2030

This might be aotherkey mechanism of action, since the amplitude of beta oscillation is
also reportedly associated tesymptoms, as discussed above. DBS also reduces the
pathologically exaggerated coherence within the nodes of the BGcbaotdingto some
studies,motor improvement only correlates with the reduced local synchrony in the STN
(Oswal et al., 2016 This might be because the cortical poweshiewn to beeduced in a
locationspecific manner, over locations tleat supposedlirom the hyperdirect pathway,

such aghe SMA (Whitmer et al., 201, 8harott et al., 2018bThus, the effect of DBS on

the coherence between not functionally connected areas of the cortex and the STN would
not give areasonable/meaningful result. Additiolyak study looking at the acute effect of

high frequency DBS found that beta oscillations remained unchanged, wih@ness
frequency oscillation increased during the first application of Bsi et al., 2008This,

in line with literature on beta evolving as a compensatory mechahllaitef{ et al., 2008p
suggest that supressing beta oscillations might rely on a clomgmpensatory mechanism

as well The assumption that destroying overly exaggerated synchrortyr@yisn longer

term network changes ifsirther supported by the fact that longer DBE&creases beta

oscillations for a longer timé¢onte Stewatrt et al., 2009
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1.6.2.DBS actions

While the exact mechanism of action is still unddyade, this section describes some of the

theories concerning how DBS might exert its therapeutic effect.

Inhibition of targets

This theory explains for the observation that the effect of DBS was compared to, in fact,
developed from ablative surgical metis (see point Lin previous section)Thee is an
assumption thaDBS works via inhibiting the neural elements of the pathologically
overactive downstream structures via inhibiting the high frequency andgemoving the
hyperexcitation from the BG outputs, whialso tallies with the assumptions of the Rate
model Benazzouz et al., 2000hiken & Nambu, 2016 Neural activity canin theory be
decreased by the effect of a depolarisation block in the vicinity of the recording electrode
(Beurrier et al., 2001 activating or inhibiting the synaptic outpuDdstrovsky et al.,
200QAnderson et al., 20060r interfering with the balance of neurotransmittétmés et

al., 2002.

Indeed, some studies foundaleased firing rate of the target structu(B®os$trovsky et al.,

200Q Filali et al., 2004Meissner et al., 20Q5For example, Beurrier and colleagues (2001)
found that extracellular application of very high frequency stimulation in slices causes a
long lasting (~ 6 mins) inhibition of the tonic firing in the STRhis mechanism was
explained by the almost completetkade of thegersistensodium current, and partially
affected the Cd-mediated poshyperpolarizationContradictoryto these findings, several
studies found that glutamate levels are actually increased during high frequency stimulation
(HFS), and furtlermore, output stations can be excited byhtgh frequency stimulation
(Windels et al., 200Hashimoto et al., 2003Additionally, Do and Bean (2003pund that

the average firing rate was higher during HFS, silencing bamnegxception rather than a

rule.
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Some modelling studies drew attention to the paradoxcthratomitant inhibition of the
target and activation of the outputs can be explained by the fact thffénential effect of
DBS on the soma versus the axadsiftyre et al., 2004Montgomery Jr et al., 2000itek,
2002. This was recently supported by an optogersttidy in behaving miceSradnaru et

al., 2009.

An elaboration to this theory suggebkat changes in firing pattern, such lagsting is
importantin the explanation for the symptoms, hence might be a key mechanism in
explaining for DBS actionBevan et al., 2006 Some studies suggested that disruption of
pathological bursting restes efficient commination between structures, thus improves
symptoms Gale et al., 2009Tai et al., 2011 In favour of this hypothesis, some reports
provide evidence for the decreased bursting during DBS and itst efife modifying

pathological burst transmission within the systétah(n et al., 2008

Therate model based explanation of DBSi@tthowever cannot account for the fact that
HFS of GPi is also efficient, and other mechanisms related to DBS actions, such as the

frequencyspecificity and thelisruptionof the heightened synchrony.

I nformation lesion

The information theory suggests that the most important actioiglofrequencyDBS is to
exert a stimulatioslocked, lowinformation content noise on the GPi. However, this is not
the healthy pattern of the GPi, it still hinders the flow of pathologidatmation content

by forcing a constant and unvaried inpAg(esi et al., 20L®orval et al., 2008Grill et al.,
2004). This assumption largely relies on the finding that HF DBS of the GPi inhibits the
healthy triphasic evoked response by the selective inhibition of the cell bGtiker &
Nambu, 2018Nambu et al., 2000The strength of this theoglso lies in the fadhat it can

explain for the frequenegpecificity ofthe stimulation, because lefrequency stimulation
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is not capable to induce the high frequency tonic firing that is needed to induce an

information lesion of the GPDlrval et al., 201

Some modi fications of this theory (06sel
sensorimotorelated signalling is preserved, while pathological activity is filtered out during

the modified transmission patterns induced byDBS (Agnesi et al., 201)3

Decoupling

Many studiesiavefound that DBS reduces the pathologically exaggerated synchrony within
the therapeutic target nuclei and between the nodes of BG. In particular, thie cengl
beta oscillation significantly reduces after the application of HFS NB&ssne et al.,
2005Bronte Stewart et al., 200%usebio et al., 201McCairn & Turner, 200R Moreover,

this effect is known to correlate with symptomatic refi€iihn et al., 2000

One possible driverof this mechanismmight be the antidromic activation of the
motor cortex that idisruptiveto the local cortal synchronyAshby et al., 2001®evergnas
& Wichmann, 201 Kuriakose et al.201Q Li et al., 2014).n line with this observation,
DBS is shown to reduce the overt coherence between the STN and the mesial premotor
cortex Oswal et al., 2016In fact, another study concluded that in MP{féated monkeys,
the amplitude of the beta oscillations reduce only slightly compared to the decoupling effect
of stimulation Moran et al., 2012 Another potential mechanism of action might be that
DBS reduces the heightened phasaplitude coupling between the cortex and the SA& (

Hemptinne et al., 2013aan Wijk et al., 2016Voytek & Knight, 2019.

Brittain and Brown (2014has recently attented to tie the mechanism of the attenuation of
the beta oscillations witltheories ofinformation coding.Revisiting Barlowd 1961
framework forentropy,the authordypothesizedhatthe overly exaggeratdueta restricts

coding spaceand decrease entrppby hindering the adaptation to novel circumstances
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(Barlow, 196). In healthy states, transient presence of beta syncipromgsto be useful

in for eg. action selection by inbiting the unwanted or not anymore relevarmgrams

(Kuhn et al., 2004 Brittain et al., 201 This also tallies with the literature shawi that

motor learning improves during DBBnleashed beta oscillatioren the other hand, might

i mpair t he s yam &flexice respbnsel shaped byt tlee principles of rate
coding. Decreased entropy might also underlie theedationsthat the motor cortex
follows rate coding more efficiently after the beta synchrony has been destroyed, as the
motor output neurons firing rate increasBakKer et al., 2001Spinks et al., 2008 This
actively upheld status quo will mean that synchraige the system iseing stuck in éoop:

the disease state is maintained by the pathological oscillation tagl & Majtanik, 2006
Additionally, regardless of its instantaneous symptomatic relief in PD (but not in other
movement disorderd)oth DBS and betascillationrely on long €rm network changes
which seems to be in productive allianas the symptomatic relief that can be correlated to
the reduced beta seems to be the case after long time application of the stimulation, and is

not affected by the intermittent cessation in the stimulafioager et al., 2016

Attractive as this theory sounds, there are certain limitations acmhsistent
findings related to the role of desynchronization in DBS action. For exaviiplaberger et
al., 2006kreported alissociation betweesymptomatic improvemerand the reduction in
beta whilst other showed symptomatic improvemeithout a robusichange in the power

spectra(Foffani et al., 2006Levy et al., 2001

Summary

The most likely reason why the key mechanism behind DBS abasrestablished is
because it potentially exerts its effect via @mbination of local and network level
mechanisms, modifying codingn different timescalegKringelbach et al., 2007

Moreover, findings pr&ented here will heavily rely on the strengths and weakne§tes
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experimental model and recordisimulationsetupthat has been implemented in the study
which variedargely in this field Confusing as it sounds, an important thing to note is that
regardless of the fact thatany mechanismmight bein placethat are captured better or
worse by certain circumstances of the stimulating and recording, the main issuesremain

whatfeaturescanbeharvesedfor optimisationof DBS?

1.6.3Motivation behindoptimizationapproaches: side effects and
efficacy

Side effects

Despiteof its success and good response rate, DBS like any other treaiptientis not
without pitfalls. Simulatiorrinduced dile effectsncludedysarthria, reduced verbal fluency,
and impairments in balance and gaBaizabaiCarvallo et al., 2018enabid et al.,
1991 RodriguezOroz et al., 20050kun et al., 200B8iocinovic et al., 201strem et al.,

2014).

Additionally, DBS is notyet universallyeffective forall patientgroups (for eg. tremor
Deuschl & Elble, 200pand not all the symptoms respondially well to high frequency
stimulation (for eg. gait, freezingMoreau et al., 2008 Finally, the most invasiveand
exposed to infections part of the surgery is the subcutaneous placement of the IPS generator.
The improvement of the attery life might in theory prolong the time between the
reimplantation procedureshqwever this issue might be more easily helped the
development of wireless and rechargeable battelies ¢t al., 2018 Some groups have
proposed a closeldop DBS (cDBS)approach similar to what has been long implemented
with cardiac paceakerswhere thdiming or the patteing of thestimulation largely relies
on the ongoing state of some markers of the disease. This, in theory would serve the dual
purpose. On one hand, closed loop approaches might be more-effeignt and more

efficacious (symptomatic relief: sielffect) simply because it is adtemand and tailored to
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the patients individual needBberle et al., 2011 On the other hand, estabiis the most

efficient stimulation protocol might uncover some of the mechanisms for DBS and PD.

Considerations for a closed loop approagberipheral or central

The first variable to consider when it comes to cDBS is whether a peripheral or a central
signalshould beused(Meidahl et al., 2017Little & Brown, 2012Priori et al., 201R In

other words, a system could be designed on the close monitoring of sgntgatons or can

be related more closelio the site ofgeneration An approach relying on peripheral
biomarker might be easier to implement due to timistness and lessansient nature of

the signal. This is a particularly strong incentive in case of tremor. As demonstrated by some
studies, tremor provides a reliable biomarker for implementing closgd approaches

(Brittain et al., 201agnan et al., 2013a; Cagnan et al., 2014; Cagnan et al), EO&n
thoughtremor characteristics can be differentiated between esseatiadrtand PD and are

known to reflect certain aspeoté the underlying motor systeifBrittain et al., 2018

Arguably, recardless of the successtbiese approaches, a central biomarkgoigntially

more desirablg¢but seeYamamoto et al., 2018sing EMG;Baram, 2013 using head

mounted acceimete}. Firstly, a cemal signalis directly involved in the pathogenesis of the
diseasé it allows for a more selective targeting and potential prediction of certain features

of the symptoms Additionally, finding a central biomarker would mean that the system
wonot hdayvom retoalingreach symptoms independently that could be quite
challenging, especially in the case of PD, where the 4 cardinal symptoms are quite different

i n movement ki netics to each other. Finall
solutibedcause it I's fixed chronically i mpl
inconvenience of having to personally take care of and be cautious with a device throughout

engaging with different actions.
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In terms of a central signal, there are still asteaao options: should a device rely
on local field potential or single unit recordingdnge units seento be more obviously
reflecting the local brain communication, asdeady have successfully been implemented
in a closed loop study on monkeys Rgsin et al. (2011)where a single pulse or a short
spike train recorded from the M1 or the GPi served as a feedback signal fotafixed
stimulation of the GPiConversely LFPs recording seem topresenta more viake
candidate, becausetbiir stability single unit recattings are lesseliableovera longperiod
of time. Additionally, LFP recordings have wide availability in patients, whereas single units
to this end cannot be recordeutside of the intraoperative tedtmulation that can be done
with leads equipped wita micretip. Beta oscilléionsdue to theirl) involvemenin motor
control, 2) correlation to symptomatic relieB) ubiquitous nature4) reproducibility in
animal models an8) the fact thathe signalscan be collected from the parts of the DBS

sdupthat is already in place, seem to be an ideal candioiatecloseedoop biomarker

Considerations for a closed loop approach: Cortex or STN

As discussed before, there are numerous surgical target possibilities might come in
consideratiorfor collecting beta signal, but generally speaking, two target locations have
been focused on so far: the subthalamic nucleus and the (mesial/ supplementary motor)

cortex.

Successful studies utilising cortical feedback signal include the aforementioned
study on monkeys byRosin et al. (2011)Jsing cortical signals ipatientds a viable option,
since swugical centres increasing implastibdural stripECoG)as a routine part of the
procedure Cortical recordings paired with cortical stimulation also bear the promise of not
having torely on invasive surgery at allWu et al., 2008 Removing the recording away
from the close vicinity of the stimulation electradeans that the signalesnfounded with

much less stimutaon artefacts (in case of STN stimulation), whistplies abetter signal
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to-noise ratioAdditionally, utilising acortical signathatcan be gained independently from
the placement of the DBI8ad would free up all contacts for possible stimulatiomouit
having to sacrifice any for recording. Independent placemmegit make a tremendous
difference in cases of axonal/ white matter tract DBS approaeihese recording neuronal
activity is less reliabl€i.e. depression, tremor). Last, but not leasttical signalis much

larger in amplitude, henasasier to acquite

Opposing to this view, supporters of the STN biomarker approach pointed out that
the cortical beta signal is not particularly stramgl that the clinical relevance of the cortical
beta is much less research@dttle & Brown, 2012 Priori et al., 2013. This might be
because EEG consists of the signal collected from large number of neuronal elements of the
cortex, not all of which is functionally involved in the genesis of the beta signal.
Additionally, subdural strips ahallengng to navigate over the areas of the cortex that are
functionally connected to the STKmesial, SMA ;Oswal et al., 20LMorn et al.,
2017Accolla et al., 2016aSharott et al., 2018cand ECoQrajectories are hard to track
Even though beta is not pathologically elevated inhilmancortex, Starand colleagues
have demonstrated thphaseamplitude coupling (PAC) increased compared to other
diseases and responsive to DEShimamoto et al., 201Be Hemptinne et al., 2013b; De
Hemptinne et al., 20)5A closed loop approach relying ®#AC, however trackingthe
amplitude of higHfrequency oscillations, which ard@v amplitude signal.STN appears
to bea better choicdrom the point of feasibility (biomarker derived from the contacts
already in place for stimulation) atigde fact that STN beta is well researched and seem to
be robust over many yearSiénnicola et al., 2015TN beta, as discussed before is the best
reseached electrical fingerprint of the disease, as it not only correlates with the symptoms,
but also is supressed by levodopa and DBS (nucleus may be a pathophysiological

mechanism in Parkinson's disease (see ah@pezAzcarate et al., 2030
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Optimisation: Power or Phase

Optimisationalgorithmsbased on a central oscillatory signal recorded from the STN can
still vary in the pattern of stimulation. Closed loop stimulation was first pioneered merely
by using the amplitude of the ongoing beta oscillations as a biomartkr.et al. (2013)
showed that in a doublginded evaluation setup, patis showed just as much symptomatic
relief when the stimulation was only delivered in the periods of high amplitude beta
oscillations, but in this case, stimulator was on for less than half as long as with conventional
approaches. A more recent analytiraimework pointing out the importance of the long
beta bursts in symptom severity, revealed that this effect was mostly due to cutting long beta
bursts shorter Tinkhauser et al., 2017a; Tinkhauser et al., 201 This effect was mirrored

by a study conducted on ntwuman primate byohnson et al. (201@hat found a power

based closed approach is moresefiiveat reducing rigidity for beingn for only for 50%

of the time.

Another important assumptidar implementing a closed loop approach is that it can
overcome some of the theramduced sideeffects by specifically tacklinghe clinically
relevantperiods and minimising the stimulation onset. This was indeed confirmed by a study
focusing on speech related adverse effddtd et al., 2018. Taking an individually fitted
scalar, continuous timeontrol approactRosa et al. (2015); Rosa et al. (201a0)nd that
not only was the closeldop system effective, but it also caused less-sfterts by

significantly reducing medication causgyskinesias

Amplitude-responsive systems are only one waynplement closedoopapproach
In thecardiacresearch, théming of the stimulation is often determined by the application
of the stimulation in a fashion that is periodicglgrturbingcoupledoscillators Winfree,
1967). Some cardiac pacemakers operate on the mathematical basis that hitting a specific

phase of an ongoing oscillation can elicit selective aoqi changes, similarly to the swing
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that will flauntaccording to the specific point in time it has been pusbad wayto capture
thisisto calculatthe 6 p h a s e r e dhateeneasbowexactlyhe @hase of amput,
such as a stimulation pulse, affects (advances or delays) the phase of an obiilsdor

& Moehlis, 2013,

Experimental evidence of successful phdependent approaches has been twofold.
Pseudephase trackingvasimplemented in a study applying same frequency stimulation,
where the stimulation was naturally drifting in and out of phase with the ongoing tremor.
Similar to what has been established with naiaacelling headphones, an apliase
stimulation reduced resting tremor up to 50% in RB.aforementionedtudy byRosin et
al. (2011) showedhat constant lag stimulation of the GPi is successful in alleviating MPTP
induced symptoms. Constant lag stimulation can be regardedmaof phasespecific
stimulation gven thatthe oscillation is stable. In this paper, delivering the stimulation with
80 ms lag waputativelysuperiorbecause iphasematchedone cycle of the ongoinigw
frequency oscillation12.5 Hz) A milestone in the implementation of an actual phase
tracking closed loop approach was reporte€hgnan et al. (201%Who showed that tremor
phaseselective application of DBS alleatied tremor in 3 of the 5 tested essential tremor
patients.Regardless of the small sample size and the acute recordings, this is a very

promising tactic for closed loop implementation.

Regarding PD, an appr oach seggestéddyass@etc oor di
al. (2012) This approach suggests an essentially dpep solution that does noise an
electrophysiological biomarker, buather operats on the basis ofpplying a stimulus
pattern that favoursdecoupling. The idea is talestroy pathologically exaggerated
synchramous activity based on mubite recordings by aiming for driving eaf-phase
interactionsTo this date, a closed loop stimulation based on the stimulation phase in relation
to the ongoing beta oscillation in PD has not been attempted.
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1.7.Summary of ma aims and findings

The overarching aim dhis thesiswasto explore pathological oscillations and oscillatory
innervation in PDMore preciselyt hi s t hesi s0s mraérstandssbme®fct i v e
the underlying mechanisms béta oscillation®n different levels of neuronal processing
andto compare some of these effects between experimental setups in rodents and humans
by demonstrating basic and translasibnsights.

Study 1 (Chapter Il) IntroductiorfNovelty.In the first study, my aim wat® outline an
intraoperative stimulatioapproach that enabled me to record various electrophysiological
signals while implementing a continuous stimulationPD patients undergoing DBS
surgery. The frequency of the stimulation was matched to the ongegilation This
approach is novel because it attempted to overcome the overshadowing and corruptive effect
of the stimulation.Stimulating with highfrequendes can result iramplifier saturation
immediately after the electrical pulaad cammake it dificult to recordoscillatory activity

and spikesProblem/question.Recording at the site of the electrical stimulatibaerefore
presents an analytical burden in subtracting the instantaneous effect of the stimulation in the
vicinity of the stimulating electrode. Changing the stimulating parametetbe other hand,
necessitates thahe modulation can be achieved without sigeafintly corrupting the
instantaneous phase and amplitude informatR@sults Low frequency, low intensity
bipolar biphasic stimulation allowed for the recovery of the signal afteineffartefact
removal. Additionally the stimulation did elicit physiogically tangible effectghat is
demonstrated bglear modulation of STN neuronal spikiagd cortical eoked potentials

In summary, this study implemented a novel stimulation protocol at beta frequency that
allowed for amodulatory but noenforcing cotrol of the STN output and the cortéx

awake human patients undergoing DBS surgery.
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Study 2 (Chapter 11l) Introductionnovelty.Deep Brain Stimulation is a widely used and
effective treatment option for PD patients. Optimising stimulation protocolbd®s the
forefront of scientific interesh order toimprove sideeffects and overcoapartial efficacy

of DBS. Recent studies on similar movement disorders and animal modBB béave
suggested that implementing closed loop approaches, where theftieestimulation is
dictated by peripheral or central markerssgimptom severitys effective in alleviating
symptoms of the diseaderoblem/questio.o further improve DBS in patients, it may be
necessary to account for the temporal dynamics of theing pathological beta oscillations

in order to selectively modulate thamplitude by controlling the timing of the stimulation.
Aims The main aim of this chapter was to establish whether the phase at which the electrical
stimulation was deliveredelative to the underlying beta oscillatjarould produce short
latency effects on the amplitude of the pathological activititin the STN. Additionally,

the chapter probes the parameters of the beta phase at which this modulation is the most
prominent Results The results demonstrate that phaslependent suppression or
amplification of beta oscillations requires at least 2 or more cycles of the stimulation pulses
consecutiveharriving ona specific phase of the ongoing oscillatidnstantaneouphag-
amplitude modulatiorf individual electrical stimuli (when the consecutive nature of the
stimulation was not consideredduld also be seen, but it was not significant compared to
the surrogate data. The phaseshimat led to maximum suppression or amplification was
specific to each patient. These effects were easier to trigger whevrettadl beta power was

low. In some caseshe precisefrequency matchingetweenthe stimulationand the
oscillation allowed for higher phaseesolution. These instances provided evidence for
higherphase specificitieading to a largezffect size. The importance of consecutive phase
dependent stimulation was trialled not oaingthe STN LFP, but also atifferentoutput

measurs. For this purpose,he background unit activity (BUA, description abowsas
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chosen because it indicates the spiking actfatyput)of the STN Additionally, the phase
stability index PS) was calculated to indicate the stability of the phase rel@gtween the
STN and the corteXVith thesefindings, | demonstrate that STN outputs can be supressed
and amplified in a phasgependent mannehdditionally, | alsoshowthatregardless of the
fact that theamplitude of the cortical betsasunchanged he phase alignment between the
cortex and the STN is less stable during the suppressive phaséhass.findings provide

a proofof-principle framework for the potential optimisation of DBS by implementing the

phase as an input to a clodedp algorithm

Study 3(Chapter 1V) IntroductionfNovelty.The main aim of the last chapter was to address
whether the amplification of beta oscillations in PD has the same underlying mechanisms
that have been suggested for functional communication. An influential te&ptsgining

healthy coding in terms afynchonizationis the communication by coheren(@TC)
framework put forward by Pascal Frie&ccording to this theory, thesuccess of the
communicationbetween two oscillators will deperah a coherent and specific phase
relationship betweethe input and theeceiver |1 n t he most frequently
phase alignment the input has a maximal effect on the receiver, hence the communication is
efficient. Naturally,non-preferredscenarios occur when communication is prohibited, and
crosstalk with otar connected structures are preferiidte dynamic balancbetweerthese

two phase alignment scenarigsessential for codingnformation. Main questionin this
chapter| hypothesised that in PD, the dynamic element of2€ is compromised. More
precisely, Iproposedhat it is possible that the power of thathological beta oscillation
ramps up because efficient communication within ¢bgico-BG loops is pathologically
enhanced by thgystem maintainingnostly the preferm@ phase alignmenfiims.The first

specific aim was to show that there ikkaly phase alignmenrtetween the two oscillating

structures othe corticeBG network in Parkinsonian rodents and PD patiertig. second
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objective was to interrogatehether préerred phase alignment is associated aitincrease

in amplitude over timén the cortex and the STN. And finally, | was interested to see whether
this phase alignmenptn affecthe firing properties of the STN neuroResultsin 6-OHDA
hemtlesioned rats | found th#the phase alignment between the STN and the cortext is
homogenously distributedsome phase alignmenbdccur more often than otheamd the

power of both signals is the highest at the most probable phase aligiasad on thse
findings, recording epochs could be split into periods of preferred angreterred phase
alignments. Albeit startingn a higher baseliné)e power significantly increaséxy the 2

cycle of preferred phase alignmerand stayed elevated In compaison, during the non
preferred phase, the powealr both the cortical and the STN activilightly drogedthen

stayed around the baselind.ow frequency stimulation selectively modulated the phase
alignment dependent changes in the STN by diminishingdifierences between the
preferred and nepreferred alignment, budxerted no modulatioon the corticalphase
alignment dependent modulation. SurprisingBsults were identicavhen the analytical
framework was trialled on the data acquired frobhgaients undergoing DBSThis study
suggests that the CTC theory can be successfully applied in the understanding of the
pathologically exaggerated beta oscillations. This work further suggests that coherence can
be split into beta amplification favouring andonfavouring periods, and that

synchronisation in the cortiesubthalamic loop precedes the power increase.
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Chapter | | Hu ma n |l ntraope

Stimulating Setup

2.1. Introduction

Par ki nsonds dndesgeirgsdeep pran stireutatios surgery have not only
benefitted from the therapeutic effects of the electrical stimulation, but also contributed to
the understanding of the physiology of diseased basal ganglia net&aded ét al., 2005
Target localisatio during deep brain stimulation can be aided by microelectrode recordings
assesseith situ by the neurophysiologist assisting the surgery. Microelectrode recordings
are carried out by some neurosurgical teams in order to map the STNGar&h ¢t al.,

200Q Benabid et al., 2000; Benazzouz et al., 26@manelli etal., 2005; Romanelli et al.,
2009). The precisé often single celi resolution of these recordings can also be used for
experimental purposes utilising the short time window after the tips reached the target b
prior to the implementation of the permanent electrddasorecordings are often followed

by high frequency stimulation via the different electrodes to pinpoint the trajectory with the
maximising the therapeutic effect while minimising the side effg¢damelet al., 2003
Seifried et al., 2012 This has also provided the opportunity to record local field potential
and spike train recordings during electrical stimulation and behavioural &sksdu et al.,

2005Engel et al 2005 Zaghloul et al., 2012

2.1.1. Challenges afptimizingparameter settings for continuous

stimulation

In this chapter | outline the development and optimisation of experimental and analytical
strategies that enabled the investigation of the effect of stimulation timing relative to the

ongoing pathological aatity in PD patients discussed in the next chapter. Despite the
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obvious constraints imposed by recording in the operating room, there are still many degrees
of freedom when it comes to DBS stimulation parameters, including anatomical targeting,
stimulation arrangement and stimulation intensity, as well as defining the analytical
measures are necessary to assess whether the stimulation is modilanoe} & Grill,

2004).

Local stimulation makes it challenging to recover the {domain features of an
oscillation due to various different ways the signal can be corrupted. In general terms, an
artefact oman electrical potential refers to deviations of any kind @natnotphysiological.

In the case of this study, the main artefact originates from the electrical stimulation. It is
challenging to remove an artefact stemming from continuous stimulation ighat
anatomically adjacent to the recording site due to its large amplitude and big corruptive
effect. Bipolar stimulation with high (~ 100 Hz) frequency reportedly causes amplifier
saturation during and continuing drift after the DBS pulse that can last mgliseconds

and can hinder the detectability of oscillatory activity and spikasigon et al., 20)0Local
stimulation can make the analysis of stimulation effects on the oscillation parameters
difficult, in case the continuous and periodiosilation is leading to large spectral peaks in
the LFP. This effect has a potential to be imposed on the power spectra of the signal and
hence to interfere with the assessment of the frequency components of isgedstt(al.,
2012. On the oher hand, offine approaches for stimulus artefact removal can more readily
be utilised for stimulation triggered artefacts that occur periodically and with a relatively

stable artefact wavefornTlut et al., 200b

The aim of this study was to measure an interaction between the stimulation and
ongoing oscillatory activity &= below). In this context, it is important to consider that
certain stimulation parameters can silence ongoing spiking activity. Mid latency (few
hundreds of milliseconds) silencing of STN firing by high frequency stimulation was
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reported in patients undging DBS surgeryWelter et al., 2004Filali et al., 2004 and

rodents Tai et al., 2008 Perhaps more surprisingly, stimulation at beta frequency can
reduce STN firing by up to 80%Milosevic et al., 2018 Under theseonditions, any
changes in the oscillatory content of the LFP, which can be primarily generated by synaptic
potentials, may be rendered irrelevant if the output of the local neurons is quiescent. Other
studies report no overall firing rate changes wheplémenting microelectrode stimulation,
probably due to lower current densitig€daflson et al., 2090 Below | outline the main
considerations choosing the stimulation parameters and artefact removal methods, and how

they have been approached in poerg work.

In terms of stimulation arrangement, monopolar and bipolar settings are feasible.
The main difference between the monopolar and bipolar arrangement is the relative distance
between the anode and cathode. In a monopolar configuration, tlsisceiss relatively
long, which translates to a larger current spread of the electrical potential. Bipolar
configuration, however, creates less spread which makes it more likely to confine the
stimulation to the target are®4dnck, 197h The leading cause for eliciting unwanted
symptoms is poor targeting, which implies that the target localisation has a huge importance
in avoiding unwanted sideffects Hariz, 2003. Bipolar setting provides a more confined
spread, hence has the potential to be more limited to the area around the electrode
(Volkmann et al., 2002 In terms of intensity used with different arrengents, relatively
low (up to 3 V) amplitude stimulation seems equally effective delivered in both
configurations, whereas higher amplitudes temaause more side effects in monopolar
stimulation Kuncel & Grill, 2009. Nevertheless, from theomt of view of data acquisition,
choosing between the two involves a tradidoetween the ability to collect more data versus

having a less corrupted signal. This is because the monopolar setup has the benefit to free
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up more electrodes for recording atid bipolar setup allows for a potentially smaller

electrical artefact.

Another adjustable parameter is the stimulation intensity. It is known that
symptomatic relief correlates with an increase of stimulation amplitude up to 3 V at which
symptomatic déviation has been reported to plateau and adverse effects wivtsendt
al., 2003. While higherstimulation intensities will lead to largeffect sizes, they will also
generate larger stiulus artefacts. Stimulating with higher amplitudes does not only make it
harder to remove the artefact but can also lead to monotonically dictating the activity of the
STN or supressing itGarcia et al., 2005 In vitro whole cell andin vivo mRNA
hybridisation rodent studies conclude that when stimulation intensity is sufficiently high,
spontaneous firing can be suspended by continuous high frequency stimulationhgseler t
conditions, the activity of recorded STN neurons can become entirely driven by the
stimulation pulsesGarcia et al., 20Q3Tai et al., 2011 Although the modulating effect of
the stimulaibn seems to be the resulting from the interplay between the amplitude and
frequency used: low frequencies (~ 20 Hz) are not capable to elicit such effect, regardless
of using higher current intensity settingsafcia et al., 20031t is important to note that
these short latency (> 1 ms) effects cannot be accurately assessed in patients due to the long

shadowing effect of the electrical artefact.

In terms of pulse width, therapeutic standard pulse ranges betwe@¢2BDps. In
clinical practice, a relatively short length is recommended, since the pulse length is known
to be directly related to the charge, which has to be kept to as short as possible in order to
reduce chares of tissue damag&yncel & Grill, 2004. Stimulating with biphasic
waveforms, while providing ks focal delivery, is reported to impose lower chance of
corrosion of the electrode and damaging the neuronal tissue since it has to be with a balanced
charge Pudenz et al., 197 cIntyre & Grill, 2000.
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Post hocartefact removal approaches can be implemented in order to obtain an
artefactfree signal while retaining as much information from the oscillation around the
stimulus as possible. In terms of a removal algorithtorbidi et d. (2007)suggested the
benefit of implementing the Kalman filter approach. The most straightforwasiheff
method proposes a subtraction of a template generated by simply averaging the signal tightly
around the stimulation pulse. While being effeetim removing the evoked component,
template subtraction often fails to capture some segments of the electrical shift due to the
heterogeneity of the artefacts. As opposed to average subtraction, Kalman filter has the
potential to overcome the problem af@+homogenous, complex and variable artefact such
as TMSinduced contamination of an EEG trace (Morbidi et al., 2007). This is due to the
Kalman methods recursive nature, which allows for adaptive corrections when replacing the

corrupted epoch with theseémated signal.

2.1.2. Assessment of the modulatory effect of continuous

stimulation on evoked responses of the STN and its afferents

Choosing the stimulation parameters carefully to ensure the artefact is kept to minimum on
the other hand necessitatesieans to assess whether the stimulation has a modulatory effect
on the target structure. Physiological measures, such as single cell peristimulus time
histograms (PSTHs) and cortical evoked potentials (CEPS) driven by the stimulation of the
STN and itsnputs provide a suitable criterion to establish whether our target signals display

consistently timdocked changes.

STN neurons typically respond to afferent input with complex multiphasic responses
that are result from the interaction of monosynaptid geciprocal polysynaptic input with
their intrinsic pacemaketriven firing (Nambu et al., 20Q0Magill et al., 2004p ~1 Hz
stimulation the frontal cortex of the rat and M1 of a monkey evokeet@otypical cascade
of changes in the firing rate of the STN neurons. In both species, the multiphasic response
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could be characterized by an early, short latency excitation, a short inhibition (or robust
reduction in firing) and a late excitation, followky a long inhibition of the STN neurons.

In the same way, electrical and transcranial magnetic stimulation of the STN while
measuring cortical evoked potentials (CEP) is well documented in the literAglrey( et

al., 2001zBaker et al., 2002VlacKinnon et al., 2005Tisch et al., 2008 For instance, cEP
resulting from 20 Hz bipolar stimulation of the STN were described in det&ildiiger et

al. (2012) This study was using therapeutigrailation intensities (ranging between 3 and

4.4 mA, determined by the motor improvement of the contralateral arm). Briefly, three
evoked peaks 1, 6 and 22 ms following stimulation were identified. Polarity was dependent
on the anodecathode reversal, bthe 1 mgeak was relatively consistent across patients,
intensities and the electrode setup. It has been hypothesised that 1 ms peak is the result of
the antidromic whereas the 6 ms peak is more likely due to the ipsilateral orthodomic
activation of theSTN. The later peak occurring at 22 ms on the other hand reflects a
polysynaptic activation of the pallidothalamic pathwaysur{akose et al., 2030
Establishing the modulatory effect of stimulation with these measures is a prerequisite of a

more complex analysis presented in the next chapter.

2.2 Aims

The aim of this chapter te outline a novel intraoperative stimulation approach that enabled
us to record various electrophysiological signals (spike trains of single neurons, local field
potential and electroencephalograms) of the cotigreal ganglia loops while implementing

a continuous, same frequency local stimulation. Our objective was to achieve this without
significantly corrupting the features of ongoing neural activity, especially the spectral

properties (instantaneous phase and amplitude information) of the ongoirgdikddion.

Here | demonstrate that the human DBS intraoperative setup that was optimised to

implement an experimental protocol utilising beta frequency stimulation, while concurrently
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gaining a clean signal for analysis. More precisely, | demonsthatetihe stimulation
allowed for the recovery of the instantaneous phase and amplitude properties of the
oscillatory signals by showing that the spectral properties of the ongoing beta oscillation
were unchanged following the successful-lofé artefact renoval. Furthermore, this
chapter shows thategardless of the low stimulation intensities, the stimulation had a

modulatory effect on STN spiking activity aleti to modulation of the cortical EEG.

2.3. Methods

2.3.1. Ethics and patient selection.

The experiments were conducted in agreement with the Code of Ethics of the World Medical
Association Declaration of Helsinki, 1967) and were approved by the local ethics
committee. Recordings and concomitant beta frequency stimulation were mage in
paients (6 males,4 females, average age: 62.1 years SD: 7.6 years) undergoing bilateral
microelectrodeguided implantation of DBS electrodes in the STN. Patients were previously

di agnosed with advanced idiopat hiconsdataor Ki ns o
participate. All patients met the selection criteria stated by the CAPBITommittee

(Defer et al., 1999). Clinical details are summarize&upplementary Table 2.1 Motor

symptoms and cognitive impairment were tested on and off) dopaminezdication (after

~12 hs medication withdrawal by wusing the
(UPDRS,Fahn, 198y andthe Mattis Dementia Rating Scaldttis, 1988. The inclusion

of akinetic/rigid dominant patients were preferred in this study, because it has previously
been shown that the amplitude of the beta oscillation correlates with this subset of symptoms
(Kuhn et al., 200pQ Patients showed signifiat improvement of motor symptoms following

levodopa intake (motor section (lll) of the UnifieddPRi nsondés Di sease Rat
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2.3.2.5urgicalprocedures

Patients were selected to undergo bilateral implantation of DBS electrodes into the STN
Surgerieswere performed under local anaesthesia, so tih@tpatientavere awake during
recording and stimulation. Participation in the study extended the surgical procedure by
approximately 180 minutes. Every effort was made to keep additional time to a minimum,
and stress level was continuously monitored using a visual analogue scale to ensure any
prol ongation had no effect on the patient
targeting details have been previously descrilbtaimel et al., 2003Sharott et al., 2013a

Prior to surgery patients stopped taking all-gatikinsonian medication overnight in order

to reduce the risk of intracerebral hematomas. Patients werefikeddvith an MR}
compatible Zamorarnidujovny frame (Stryker Leibinger). Surgical planniraf the
electrode trajectories was based on fused images of CT and MRI scans acquired the day of
surgery. This was done based on the high resolution images that were fused of the
gadoliniumenhanced volumetric T1 MRI and Fighted spin echo MRI sequenced

of the computerized tomography scan using a commercially available algorithm (iPlan;
Brainlab). The stereotaxic targeting of STN was approximated based on the following
coordinates: 1113 mm lateral, 13 mm inferior, and 13 mm posterior to the
midcommissural (AGPC line) point. The trajectory was altered to avoid hitting major blood
vessels, sulci, and ventricles. Based on the surgical planning, a burr hole was made on skull
and the micromanipulator (used to advance the electrode) was mounted anidcitere
coordinates were applied. On demand, brief administration ofdlmse and quickly
reversible anaesthetic agents such as remifentanil or fplopere used. These agents do

not have long lasting anaesthetic effect and dos not seem to influencelettomle
recording in the awake stat®l@chado et al., 2006 Nevertheless, administration of any

kind of anaesthetic agents were stopped prior to the microelectrode mapping procedure.
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2.3.3.Electrophysiologicatecording

Microelectrode recordings (Alpha Omega Neuroprobe, AlphaOnagaareth, Israel) were
performed along three parallel tracks arranged in a concentric array (Neuro Omega, Alpha
Ome g a, Nazaret h, |l srael ). This arrangement
A.-L. Benabid who introduced iE{g. 2.1. A, Benazzouz et al., 20pBoth unit activity and

local field potentials (LFPs) were recorded from the microelectrode cdfitac.1. B).
Microelectrode recordings were performed ushrgestainless steel microeleotles. The

central electrode was aimed at the anatomically planned target and was separated by 2 mm
from outer electrodes anteriorly in the parasagittal plane and laterally in the coronal plane.
Unit activity wasband pasdiltered between 0.6 and 6 kHzmalified (x20,000), and

sampled at 44 kHz, while LFPs wdrand paséiltered between 0.00070 and 0.4 kHz and
sampled at 1.375 kHz. Recordings were referenced to the uninsulated distal most part of the
guide tube for that microelectrode (contact sizeisfittacrotipDl mm, | mpedance <
located 3 mm above thmicro tip. EEG was recorded from scalp electrodes (needle
electrodes) placed approximately at positions Fz, Cz, Pz, P3, and P4 (internati@fal 10
system), referenced to the nose. Signals wenplibed (x55,000), bangbass filtered

between 0 and 0.3 kHz, and sampled at 1.375 Kitg 2.1 B). Recordings were initiated
above the intercomissur al l evel and were a
relying on the digital conversion and auditory output of the online spike sorting algorithm
(alphaomega system, thuilt function). STN bordercould be delineated based on elevated
background activity level@oran et al., 2008and characteristic firing properties of STN
neurons(Sharott et al., 2014&ig. 2.1 B). STN units could clearly be identified and
distinguished from zona incerta on the superficial and substantia nigra on the deep border

based on their high frequency, irregular an
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Figure 2.1. Corticosubthalamic recordings during beta frequency stimulation in PD patients. A)
Schematic of the surgical setup shown on a sagittal view of the STN area, 11 mm lateral to the midline;
modified from(Schaltenbrand and Bailey, 1953hree microelectrodes were implanted along paraiieks
arranged in a concentric array. Stimulation was delivered through 1tipsilocated dorsal to the subthalamic
nucleus while local field potentials were recorded from miig® within the subthalamic nucleus. Z.i.= zona
incerta, IC = internal capky H, = field H of Forel, Ra. Prl. = prelemniscal radiation, STN = subthalamic
nucleus, SNr = substantia nigra pars reti@ulBEG was recorded from midline and frontal locations (Fz, Cz,
and Pz)B) Examples of signals recorded and used: EEG, loel fiotentials, unit activity, and background

unit activity (BUA, generated using the unit channel, discussed in detail in Chapter Ill). Example beta
oscillation detected in the subthalamic local field potential recorih@ peak around 23 Hz can be sen

the power spectrum (corrected for 1/f falloffy) Bipolar, beta frequency stimulation (near peak beta
frequency) was delivered through two matips while local field potentials were recorded from the
unstimulated micrdip. D) The signal (red) wasandpass filtered (blue) + 3 Hz around the peak beta frequency.
The Hilbert transform was used to estimate instantaneous phase (light blue) and amplitude (dark blue) from

the filtered signal.
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2.3.4.Electricalstimulation of the dors&@ TN area

Anatomical arrangement of recording and stimulatioBlectricalstimulation

was delivered through the macroelectrode contacts using one (monopolar configuration, one
patient) or two electrodes (bipolar configuration, nFil@mber of recordingositiong while

the microelectrode recording contact was within the STN. This resulted in stimulation being
applied to the area immediately dorsal to the STN while LFP signals and units were recorded

by the microelectrode contact within the STRig( 2.2.).

Distance from STN (mm)
|

T T T
Stim Record Stim

Figure 2.2.Distance of stimulation and recording contacts from the entrance to the subthalamic nucleus
(STN). The dorsal STN border (set to zero) was defined for each patient based on physiological activity. For
all 8 patients, both stimulation otacts were dorsal to the STN while all recording contacts were within the

STN. Each patientolouris consistent witltoloursused inthe next chaptere(g. Fig3.4.).
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Frequency Stimulation was applied at or near the peak beta frequency (matched

frequency stimulation) to determine effects of stimulation timing on beta oscillation
amplitude as discussed in the next chafBeattain et al., 2013Cagnan et al20133. When

the time constraints of the surgery allowed for, a#lilo® power spectrum (Alph®mega)

was used to acquire the average peak frequehityedaseline LFP signal. In these cases,
stimulation frequency was adjusted to the peak frequency of the STN LFP (e.g. 25 Hz
stimulation if the oscillationbs average
Hz stimulation was applied. The aage oscillation frequency was 19 = 5 Hz, and the
stimulation frequency was an average of 2.75 + 1.75 Hz different from the peak beta

frequency.

Stimulation waveform and configuration In one patient, monopolar,

monophasic stimulation (pulse width: 100 gssmplitude: 0.28. mA, constant current,
stimulation time: as permitted) was trialled. In the rest of the patients bipolar, biphasic,
stimulation pulses (total pulse width: 200 psec, 100 psec initial phase negative, 100 psec
positive phase, amplitude: .2 2 mA, 3 mA in one case as shown below, constant current,
stimulation time: 15115 seconds, as permitted) was delivered. In all cases, stimulation did

not result in motor evoked potentials, and patients were not aware of stimulation applied.
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2.3.5.Analyticalmethods

Spike train processingSpiking (single and mukinit) activity was separated from

background activity using standard spike sorting procedureshpos{Spike2 8.12 x64,
Cambridge Electronic Design). A characteristic spike train of glesiand a multunit
recording is shown onFig. 2.6. Spike sorting followed conventional methods.
Microelectrode recordings with spiking content were chosen for sorting after the
amplification of the signal as described above. A templateemarkwas chosen by defining

the peakio-peak length and amplitude boundaries specific to the most prominent putative
single unit. After setting the trigger levels, the recorded spikes were tempétbed across

the baseline and stimulated periods. Conseelytithe detected spike events were separated
using principal component analysis and supervised clustering. Distinct clusters were isolated
as single units whereas not <clearly -deline
units. Firing rates werduring stimulation were compared to baseline rates by accounting

for a 2.5 ms window during which spikes cannot be detected due to the stimulus &rtefact.

3 Spike extraction and sorting of extracellularly recorded action potentials refer to st@plfrocess during

which the activity of a single neuron recorded by a microelectrode is separated from the background noise,
electrical artefact (movement or stimulation) and the spiking of other neurons. Generally speaking, the

diameter, material and shape of the micraetete will dictate the signdb-noise ratio and influence how

many neurons are being captured at one recording depth/stage/point. The aim of this process is to reliably
isolate the activity of a single neuron so that it can be converted into an anaiogyesignal (zeros and

ones): a series of time stamps assigned to each spike.

Spike sorting utilises certain physiological principles of neural communic@tewicki, 1998) For
example, the refractory period of membrane excitability is at least 1 ms: if two spikes occur consecutively with
shorter interspike intevl , t hey | i kely donét belong to the same s
the waveform of the action potential originating from the same neuron is relatively stable in amplitude and
shape. This characteristic waveform on the other haneéasilly influenced and can be distorted by both
intrinsic properties and extrinsfactors. To name a few, bragstate dependent firing mode of each neuron
might alter the amplitude of the waveform (cells displayingbsaina t e d e p-enodd showtdaedding r s t
amplitude and increasing interspike inter(@unney, Walters, Roth, & Aghajanian, 1973and the relative
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distance of the tip &m the location of the neuron, as well as the placement of the tip on the neurbodyell

axon, dendrite). Generally speaking, spike sorting is a highly heuristic and process that is prone to many types

of systemic classification errors. The most comnaores include the discovery of false positives, false
negatives and false or double ma{tbthar BarGad, Ritov, Vaadia, & Bergman, 20013ortirg is more

difficult if the signatto-noise ratio is low (high level of hash compared to the amplitude of the action potentials)

or mul tiple spikes dondé#l apcaudd owi hlg dotocfeanodght
probl emb6/ féfsehcatGan wtidnaPOle A specific case of the shadowing effect is when the spikes

are shadowed by an artefact (such as electrical stimulation). Automated spike sortinithrasg@re
commercially available and widely used, but for the reasons ometiabove, spike sorting is often refined

by the supervision (visual inspection and manual verification) of the experimenter.

The basic workflow of establishing a likely correspondence of a series of action potentials to a single
neuron follows similarteps, out of which can be carried out with varying complexity (Lewicki et al., 1998,
(R. Q. Quiroga, Nadasdy, & Bedhaul, 2004jWood, Black, Vargasrwin, Fellows, & Donoghue, 2004)
Foll owing acquisition, waveforms ha\wéd etgdlhiseeméste!| i ne at
simply done by setting a threshold for the height of spike (amplitudee s hol di ng) . <AShpl i t ude
higher than the baseline signal is likely to reflect deflections caused by spiking. Voltage threshold triggered
spike detection is effectivieut often corrupted by artificial waxingndwaning of tle amplitude (for example
the electrode movement triggered by breathing or cardiovascular palpations). Similarly, an amplitude threshold
mi ght be effective in separating the spikes from th
individual ike belongs to the same neuron in a spike train. For further isolation and classification, the shape
of the action potent ffeatlreanaysidsef uh oc¢odbdbe tonsiuberadt
template, certain parameters reflectthg shape of the action potentials (such as the width) can be helpful.
The more feature is taken into account the more refined the isolation will be, but the amplitude aod peak
peak width is often used. A more refined approach to extract spike paraimetade the implementation of
principal component analysis before clustering. In this case, uncorrelated variables are extracted as components
that and can further be used for clustering. Ideally, each component represents a neuron, although supervision
is often required to decide how many clusters are actually representing distinct neurons. The output parameters
of any of those methods then can be used to implechestering. The goal of clustering is to assign spikes
to putative neurons via groupinlet subtracted features. Scatter plots of prominent parameters can be useful
to visually inspect how similar action potentials are, and cluster boundaries can be defined manually after
vi sual i ok peseter) Reurbtid iclusigroseparation appch can be improved by using
algorithms such as #neans or Bayesian clusteringhat can take in consideration the variation of parameters,
components or templates is advised to aid this process. Higher accamamy achieved by using model spikes
thats er ve as templ ates for t htee ntpllaastse f(hiletcattihjMomgyée, f act i o
& Research, 1978Fuclidian distance can then be calculated to assess how different spikes are from the model

spike template.
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Stimulus artefact removabData were analysed elfihe using MATLAB (Mathworks,

Natick, MA). A linea interpolation was used to remove the sharp electrical artefact in the
analysed signal. To remove stimulus evoked artefacts seen in theigFR.3 C) a Kalman

filter approach was used for reasons outlined in the introduction (Morbidi et al., 2007). The
Kalman filter is a recursive approach which predicts the current state of the system and uses
noisy measurements as feedback to update the prediction at each sample point. Briefly, we
assume the recorded LFP is a summation of the unstimulated signa¢ atidiulus artefact,

which can be modelled before application of the algorithm. An autoregressive model was fit
to a segment of unstimulated data and a transfer function na@defit to the average
stimulus evoked artefaciThe Kalman filter was then impmented and results used to

estimate the artefaftee signal without phase distortion.

Spectral power analysiSpectral power was used to evaluate overall effects of beta

frequency stimulation on STN activity. Spectra were normalized to the total petvezen
51 45 Hz and expressed as percentage of total power (%). Power betvétnahd above
45 Hz was eliminated to avoid contaminatio
signed rank test was used to evaluate statistical effects of stimulatm@taopower. Non

parametric tests were used to avoid distribution assumptions given small sample sizes.

Cortical evoked responsesor cortical evoked responses, EEG signals were bandpass
filtered between 0.001 kHz and 0.1 kHz, to remove the contributistowfdrifts and high
frequency activity, and notch filtered between 0.049 and 0.051 kHz, to remove line noise.
Evoked responses were then calculated by taking epochs off the midline EEG contacts
(stimulus pulse to the next one), align to stimulus onsdt arerage. The underlying
assumption for these calculations is that the averaging will eliminate the noise and amplify

the recurrent pattern of evoked responses (Walker et al., 2011).

75



2.4. Results

2.4.1. Experimental setup to ensure stimulation arteddatpt to a

minimum.

The experimental approach presented in the next chegjared a stimulation
protocol that could unequivocally modulate STN activity on the scale of several beta cycles,
but not cause gross changes over timescales of secondovidephese conditions, we
examined several stimulation parameters. To this end, we compared monopolar versus
bipolar configurationsKig. 2.3). The amplitude of the stimulation was also taken into
consideration. A range of suptlareshold stimulation amplitudes were tested in order to
optimise the stimulation effect but keep the size of the artefact minimal. For the purpose of
this study we ted to find a stimulation amplitude that represents an optimal balance between
exerting modulatory, but nenforcingeffect. We kept the stimulation amplitude below what
is used for typical DBS parameter settings in all cases (below 3| et al., 2008 In
order to be able to account for amplitude dependent effects, in cases we trialled 3 different
amplitudes ranging between 0.25 and 2 mA. The pulse width was kept the same between the
different experimental protocols used. For this study, 100 ms length was used for monopolar
stimulation. For the reasons discussed in the introduction, the monopolar stimulation was
tested against a bipolar protocol, where biphasic initial negative waveform wagl06ed

ms pulse width for both negative and positive phases).

Monopolar stimulation on the two extremities of the amplitude settings used (0.25
and 3 mA) was delivered in one patient. This setting, regardless of the stimulation intensity
used, resulted inlang and substantial DC offset on the two recording channels (data shown
for 0.25 mAFig. 2.3 A). In another patient, bipolar biphasic initial negative stimulation at 3
mA was trialled Fig. 2.3 B). Interestingly, amplitude still had to be lowered in ortter

reduce the stimulation induced DC drift, as the LFP signal was significantly corrupted.
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However, when the amplitude reduced to 0.25 mA, all the main properties of the LFP signal
including the phase could be recoveredy(2.3 C). All in all, utilising bipolar stimulation
and significantly reducing the stimulation intensity allowed for a clean signal and a distinct

artefact that was removed. For the rest of the experiments presented in this study, bipolar,

biphasic stimulation between 0.25 and 1.5 mA wsed.

Figure 2.3. Demonstratingthe magnitude of the artefact displayed oithe STN LFP signals with different
arrangements and parameter settings implemented for the continuou®0 Hz stimulation of the area

dorsal to STN. A) Monopolar monophasic (pulse width: 108 ) stimulation (medial contact is used

for stimulating) leads to robust D@ffset on the two microelectrodes recording the STN LFP (anterior and
lateral contacts). Stimulation amplitude: 0.25 By Bipolar, biptasic (initial negative waveform, each phase

is 100us long, stimulation is delivered between the lateral and the medial contact) stimulation result in a robust
electrical artefact using 3 pV stimulation intensig) Artefact is markedly reduced on theamgelectrode

used for LFP recording (medial) implementing 0.25 uV bipolar biphasic stimulation (delivered with the same

setting as B, stimulating between the anterior and lateral contact).
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