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Abstract

This thesis investigates the high-order hierarchical finite element method, also known as the finite element \( p \)-version, as a computationally-efficient technique for generating numerical solutions to the cardiac monodomain equation. We first present it as a uniform-order method, and through an \textit{a priori} error bound we explain why the associated cardiac cell model must be thought of as a PDE and approximated to high-order in order to obtain the accuracy that the \( p \)-version is capable of. We perform simulations demonstrating that the achieved error agrees very well with the \textit{a priori} error bound. Further, in terms of solution accuracy for time taken to solve the linear system that arises in the finite element discretisation, it is more efficient than the state-of-the-art piecewise linear finite element method. We show that piecewise linear FEM actually introduces quite significant amounts of error into the numerical approximations, particularly in the direction perpendicular to the cardiac fibres with physiological conductivity values, and that without resorting to extremely fine meshes with elements considerably smaller than 70 \( \mu \text{m} \), we cannot use it to obtain high-accuracy solutions. In contrast, the \( p \)-version can produce extremely high accuracy solutions on meshes with elements around 300 \( \mu \text{m} \) in diameter with these conductivities.

Noting that most of the numerical error is due to under-resolving the wavefront in the transmembrane potential, we also construct an adaptive high-order scheme which controls the error locally in each element by adjusting the finite element polynomial basis degree using an analytically-derived \textit{a posteriori} error estimation procedure. This naturally tracks the location of
the wavefront, concentrating computational effort where it is needed most and increasing computational efficiency. The scheme can be controlled by a user-defined error tolerance parameter, which sets the target error within each element as a proportion of the local magnitude of the solution as measured in the $\mathcal{H}^1$ norm. This numerical scheme is tested on a variety of problems in one, two and three dimensions, and is shown to provide excellent error control properties and to be likely capable of boosting efficiency in cardiac simulation by an order of magnitude.

The thesis amounts to a proof-of-concept of the increased efficiency in solving the linear system using adaptive high-order finite elements when performing single-thread cardiac simulation, and indicates that the performance of the method should be investigated in parallel, where it can also be expected to provide considerable improvement. In general, the selection of a suitable preconditioner is key to ensuring efficiency; we make use of a variety of different possibilities, including one which can be expected to scale very well in parallel, meaning that this is an excellent candidate method for increasing the efficiency of cardiac simulation using high-performance computing facilities.
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Chapter 1

Introduction

1.1 Motivation

New insight into cardiac function is of great importance to medical science, not least because heart disease is the leading cause of death in the developed world; in the United Kingdom it accounts for more than one in six of all deaths [1]. Increased understanding of the working of the heart in both physiological and pathological conditions will therefore aid the development of new treatments for a variety of cardiac and non-cardiac [2, 3] diseases.

A major hurdle we face is that obtaining high spatial and temporal resolution data on the dynamics of the heart is difficult. In a clinical environment, we must settle for low resolution methods such as magnetic resonance imaging (MRI) or electrocardiograms (ECG). Outside of the clinical setting, more information can be obtained from animal studies, for example by optical mapping [4]. Unfortunately, these only provide incomplete data on a limited subset of the parameters of interest. Computational multiscale simulation provides another tool, allowing the measurement and modification of hundreds of different variables in the whole three-dimensional tissue volume, with the added benefits of procedural simplicity and avoiding the need for animal studies.

Myocardial electrical propagation can be simulated using the monodomain or bido-
main PDEs [5, 6]. The simpler of the two, the monodomain, is the problem *for some* $T > 0$ *and for all* $t \in [0, T]$, *find* $u(x, t)$, $w(x, t) = (w_1(x, t), \ldots, w_m(x, t))^T$ *such that*

\[
C_m \frac{\partial u}{\partial t} - \frac{1}{\beta} \nabla \cdot (\sigma \nabla u) - I_{\text{ionic}}(u, w) = I_{\text{stim}}(x, t) \text{ in } \Omega, \tag{1.1a}
\]

\[
\frac{\partial w}{\partial t} - g(u, w) = 0 \text{ in } \Omega, \tag{1.1b}
\]

\[
u(x, 0) = u^0(x) \forall x \in \Omega, \tag{1.1c}
\]

\[
\hat{n} \cdot (\sigma \nabla u) = 0 \text{ on } \partial \Omega, \tag{1.1d}
\]

\[
\hat{n} \cdot (\sigma \nabla u) = 0 \text{ on } \partial \Omega, \tag{1.1e}
\]

Here, $x$ is a point in the open $l$-dimensional myocardial domain $\Omega$, $\Omega$ has boundary $\partial \Omega$, $\hat{n}$ is the outward-pointing unit surface normal to $\partial \Omega$, and we have the transmembrane potential $u(x, t)$, $g$ describes how the $m$ non-diffusing cell model state variables $w$ vary in time, initial conditions $u^0$ and $w^0$, conductivity tensor $\sigma(x)$ time $t$, cell membrane capacitance $C_m$, cell surface area to volume ratio $\beta$ and current $I_{\text{total}}(u, w, x, t) = I_{\text{ionic}}(u, w) + I_{\text{stim}}(x, t)$, consisting of the transmembrane ionic current $I_{\text{ionic}}(u, w)$ as described by the cell model and the stimulus current $I_{\text{stim}}(x, t)$ as determined by the experimental protocol. Due to its capacity to represent complex geometries with ease, approximations are often obtained using the finite element method (FEM) to discretise the partial differential equations (PDEs) in space on realistic cardiac geometry meshes; this typically results in very large (tens of millions of degrees of freedom (DOF) for human heart geometries) systems of linear equations which must be solved many thousands of times over the course of even a short simulation. Thus, they are extremely computationally demanding, presenting taxing problems even to high-end supercomputing resources; with 16,384 CPU cores, a human heart-beat simulation remains 240 times slower than real-time [7], although at the resolutions used in this simulation the errors would be significant when using realistic tissue conductivities. Alternatively, a higher-resolution rabbit heart mesh [8] can be run on 2,048 cores at a speed around 5,400 times slower than real-time [9], or a recent paper presents simulation on a high-resolution human heart.
mesh which is predicted to achieve 8-10 heart-beats per minute; this is impressive, but still seven times slower than real-time, despite making use of 1,572,864 cores of the world’s fastest supercomputing resource [10, 11]. Because potential research applications include simulating the progression of conditions such as ischemia on the time-scale of hours, or performing studies involving many hundreds of varied-parameter *in silico* simulations of cardiac tissue drug interaction, and because there is interest in moving to ever more advanced models of cardiac tissue [12], considerable computational efficiency improvements are necessary to produce the fast, accurate results that researchers and clinicians need.

1.2 Thesis Goal

The computational demand associated with mono- or bidomain simulation means that much effort has been invested in developing efficient solution techniques, including work on preconditioning, parallelisation and adaptivity in space and time [13, 14, 15, 16, 17, 18]. In this thesis, we investigate the potential of reducing the number of DOF by using a high-order polynomial FEM [19, 20, 21] to approximate the monodomain PDE in space, with the goal of significantly improving simulation efficiency over the piecewise-linear FEM approach commonly used in the field [22, 23, 24, 25]. For schemes where the polynomial degree $p$ of the elements is adjusted according to the error in the approximation, this is known as the finite element $p$-version. In the work presented here, we work initially with methods which keep $p$ fixed, and then design and evaluate an adaptive $p$-version scheme which automatically selects higher order elements locally in the domain where the error would otherwise be large, and opts for lower order elements, which are computationally cheaper, elsewhere. This adaptivity is autonomous, and is driven by an analytically-derived error indicator which provides us with confidence that the error in the solution is being effectively controlled.

Because the *a priori* $L^2$ error $\|u - u_{hp}\|_{0,2}$ between the true solution $u$ and finite element approximation $u_{hp}$ of spatially semi-discrete parabolic PDEs satisfies
on a mesh with quasiuniform element diameter $h$, for some constant $C$ with $\mu = \min\{k, p+1\}$ (when $u$ has $k$ square-integrable derivatives, so that $\|u\|_{k,2}$ is finite; see Chapter 4 for more details and for the definition of the norm $\| \cdot \|_{k,2}$) [21], and because for our problem we believe that $k$ is large, we have good reason to look for greater computational efficiency from using larger values of $p$ and $h$ in order to obtain a desired accuracy. This allows for an exponential rate of error reduction as $p$ increases. It is reasonable that we should expect $k$ to be large given that our problem is a homogenised model of a physical process. Careful choice of $h$ and $p$ can result in a linear system with fewer DOF and thus improved computational efficiency. In other fields such as acoustics, elastodynamics and electromagnetics, this approach has been shown to produce a speed-up of five to ten times over a standard linear FEM approach [26].

The motivation for investigating adaptivity is that solutions to System (1.1) take the form of a travelling wave of electrical potential difference; they have a very steep interface at the wavefront, and are relatively flat elsewhere. The wavefront constitutes the part of the solution which is the most challenging to capture accurately, so without adaptivity this will dictate the approximation power of the numerical method that must be used everywhere in the domain. The use of adaptivity deals with this problem by allowing the approximation power to be set locally in the domain, so that the presence of the wavefront does not force the inefficient use of high-power approximation elsewhere.

Work to-date on higher-order elements [27, 28] has focused on hexahedral meshes and what is effectively lumping of the mass matrix [29] (despite claims that an advantage of such high-order methods is that they avoid mass-lumping [26]). The existing approaches demonstrate a two- to three-fold speed up over linear FEM for a 3D parabolic test problem on a coarse cardiac geometry [28]. Our approach allows the use of tetrahedral meshes and lends itself to spatial adaptivity, which we will thoroughly evaluate.
In this thesis, we focus on the monodomain equation, although the presented techniques can easily be extended to the bidomain problem. In one spatial dimension, we provide comparisons of the error in the simulations using different polynomial degrees with theoretical a priori results in certain norms, displaying strong agreement. We also use simpler error measures such as the activation time $A(x)$ at a point $x$, which is defined to be the time $t_i$ for which $u(x, t_i)$ first exceeds zero, where $t_0, t_1, \ldots, t_n$ are the time-points used by the chosen time-discretisation technique. Another measure we make use of is the conduction velocity (CV), defined as the speed of electrical propagation in a particular direction $d$ with $\|d\| = 1$, where the electrical wave is considered to have reached a point $x$ at time $A(x)$. Note that in order to measure this we need to choose two measurement points $x$ and $y$ such that $\frac{y-x}{\|y-x\|} = d$, and the wavefront propagation must be such that it is approximately locally perpendicular to $d$ whilst it travels along the line joining $x$ and $y$. We employ these as measures of the error in the one-, two- and three-dimensional cases, and note that while they have their imperfections, they are suitable for our purposes.

1.3 Thesis Structure

In Chapter 2, we review briefly the relevant physiology, and explain how computational models are used to describe it. Chapter 3 reviews the literature relating to monodomain simulation, discretisation techniques, preconditioning, and adaptivity. In Chapter 4 we explain the finite element method and introduce the hierarchical high-order form that we use. In Chapter 5 we show how to apply it to the monodomain system, including the correct treatment of the cardiac cell model, prove an a priori error estimate and show that it agrees with experimental simulation data. We also perform simulation on a variety of test domains in one, two and three dimensions in order to evaluate the accuracy and efficiency properties. In Chapter 6 we introduce our adaptive scheme, beginning with the a posteriori error indicator that we use to drive the adaptivity. We go on to present
our adaptive strategy, and show in one spatial dimension that the error control is very effective when it comes to holding the global error at a particular target level. We then evaluate the efficiency using similar test-problems to those in Chapter 5, demonstrating considerable improvements. We show the adaptive method in use on a two-dimensional re-entrant case, a standard three-dimensional cardiac test-problem and on a realistic rabbit heart geometry. Full evaluation of the results is given in Chapter 7, and some potential future directions are discussed in Chapter 8.
Chapter 2

Background

This chapter explains the multiscale biology that is modelled mathematically by cardiac cell ODE systems and the monodomain equations. It includes the heart as a whole, the cellular structure of the myocardium, and the ionic currents which cross the membranes of the individual cardiac myocytes during an action potential.

2.1 The Heart

Fundamentally, the heart is a mechanical pump with the essential dual tasks of keeping nutrients flowing to every cell in the body and pumping waste carbon dioxide to the lungs for excretion. The anatomy of the human heart is given in Figure 2.1; as for all mammals the structure is fully-divided into left and right sides which power systemic and pulmonary circuit flow respectively. Each side is split into two chambers, the smaller atria and the much larger and more powerful ventricles.

Upon completing a circuit of the body, deoxygenated blood arrives in the right atrium via the vena cavae. From here it is pumped via the tricuspid valve into the right ventricle. As the ventricles contract, the blood is then ejected from the right ventricle and driven around the pulmonary circuit where it becomes oxygenated in the lungs before returning
to the heart, arriving this time at the left atrium. From there, the blood then passes through the mitral valve into the left ventricle, the most muscular of the four chambers. The blood is ejected from here under high pressure to circulate through the rest of the body before returning once again to the right atrium.

![Figure 2.1: The human heart. Modified version of original image [30], used under the Creative Commons Attribution-Share-Alike 3.0 Unported license.](image)

2.1.1 The Structure of the Myocardium and the Behaviour of Cardiac Myocytes

Making up the majority of the tissue in the heart walls is the myocardium, a layer of cardiac muscle tissue which lies between the endocardial lining on the interior of the chambers and the epicardium which is the exterior layer of the heart. The myocardium consists of roughly cylindrical, electrically excitable, contractile cardiac myocytes which are approximately 100 µm long and 15 µm in diameter. At their ends, the myocytes
are connected to their neighbours by gap junctions; these are pores which connect the cytoplasm between neighbouring cells and have a diameter of approximately 20 Å. Important for our interest in electrophysiology, the gap junctions allow for the flow of ions between the cells, resulting in an electrically-connected syncytium known as the intracellular space. The cells sit within the extracellular space, and are arranged into thin fibres, aligned axially; see Figure 2.2. These fibres are in turn arranged into sheets of myocardial tissue [6, 31].

Figure 2.2: The arrangement of cardiac myocytes into fibres by connections at the gap junctions, creating a syncytium. Scan of Figure 9-2 from [31], modified to include an approximate scale.

Cardiac myocytes at rest maintain a transmembrane potential difference of approximately -80 mV, with the potential in the intracellular space more negative than in the extracellular. Upon being excited by an electrical stimulus, the cell membrane depolarises and then the difference becomes positive, reaching a peak at around 40 mV. This is caused by the flux of ions across the cell membrane, driven by ionic gradients and ion exchangers embedded in the cell membrane. Which particular ionic species is flowing varies throughout the cycle, see Figure 2.3. Broadly, depolarisation is caused by the fast inward sodium current, the plateau phase in the midsection of the action potential is
the result of the balance between the inward L-type calcium current and an outward slow delayed rectifier potassium current, and repolarisation is due to an outward flux of potassium ions in the inwardly rectifying current. These are the most important currents, each flowing through ion channels which open at specific points in the action potential as appropriate. There are also various ion exchangers and pumps involved, some of which are shown in Figure 2.3 [32]. Cardiac cell models attempt to capture the behaviour of these ionic currents.

![Figure 2.3](image_url)

Figure 2.3: Schematic representation of the ionic flux across the cardiac cell membrane during an action potential.

### 2.1.2 The Heart Beat

The coordinated contraction of the myocytes which makes the heart beat is orchestrated by spatial waves in the electric potential difference between the intracellular and extracellular spaces, which we refer to as the transmembrane potential. These waves are caused by triggered pulses in the transmembrane potential on a cellular level, called action potentials (APs), triggering further APs in neighbouring cells via tissue-level electrical conductivity. Under physiological conditions, APs are initiated by the pacemaker cells...
in the sinoatrial node, which is located in the right atrium, see Figure 2.1. Waves of
electrical activation travel across the atria, causing contraction. The electrical impulse
travels through the atrioventricular node and through the ventricular septum through
the Purkinje specialised rapid conduction system (Figure 2.1), providing very fast distribu-
tion of the electrical impulse. The Purkinje system forms electrical connections with
the ventricular myocytes at purkinje-muscle junctions, from where the action potential
wave spreads out through the ventricular myocardium, which contracts in response [33].

2.1.3 Models of Cells and Tissue

For isolated cells, APs can be simulated using a system of ODEs [34, 35, 36, 37], or [38]
for a detailed exposition, describing how the cellular machinery of the myocytes controls
the flux of ionic species through ion channels across the cell membrane; we expand on
this in Section 2.2. Full cardiac tissue simulation is made tractable via a homogenisation
procedure which does away with the individual cells, modelling the tissue instead as two
compartments representing the intracellular and extracellular spaces; both are considered
to exist at every point in the domain. The spaces are electrically-isolated except for the
transmembrane ionic currents between them, which are given by PDE analogues of the
isolated cell ODE models. This homogenisation results in the bidomain reaction-diffusion-
type system of differential equations describing AP propagation [5, 39, 40]; with \( \sigma_i, \sigma_e \)
the intracellular and extracellular conductivity tensors respectively, \( \phi_i, \phi_e \) the intra- and
extracellular potentials, \( I_{stim,i}, I_{stim,e} \) the intra- and extracellular stimulus currents, \( u = \phi_i - \phi_e \),
and with all other symbols as for System (1.1), these form the problem for some
\( T > 0 \) and for all \( t \in [0, T] \), find \( \phi_i(x,t), \phi_e(x,t) \) and \( w(x,t) = (w_1(x,t), \ldots, w_m(x,t))^T \)
such that

\[
C_m \frac{\partial u}{\partial t} - \frac{1}{\beta} \nabla \cdot (\sigma_i \nabla \phi_i) - I_{\text{ionic}}(u, w) = I_{\text{stim}, i}(x, t) \quad \text{in } \Omega, \tag{2.1a}
\]

\[
C_m \frac{\partial u}{\partial t} + \frac{1}{\beta} \nabla \cdot (\sigma_e \nabla \phi_e) - I_{\text{ionic}}(u, w) = -I_{\text{stim}, e}(x, t) \quad \text{in } \Omega, \tag{2.1b}
\]

\[
\frac{\partial w}{\partial t} - g(u, w) = 0 \quad \text{in } \Omega, \tag{2.1c}
\]

\[
\hat{n} \cdot (\sigma_i \nabla (u + \phi_e)) = 0 \quad \text{on } \partial \Omega, \tag{2.1d}
\]

\[
\hat{n} \cdot (\sigma_e \nabla \phi_e) = 0 \quad \text{on } \partial \Omega, \tag{2.1e}
\]

\[
\phi_i(x, 0) = \phi_i^0(x) \quad \forall x \in \Omega, \tag{2.1f}
\]

\[
\phi_e(x, 0) = \phi_e^0(x) \quad \forall x \in \Omega, \tag{2.1g}
\]

\[
w(x, 0) = w^0(x) \quad \forall x \in \Omega. \tag{2.1h}
\]

This problem consists of two PDEs describing the electrical conduction in the intracellular and extracellular spaces coupled to the PDE system for the transmembrane ionic currents and concentrations \(w\). As we shall demonstrate in this work, we must be careful how we discretise the latter. The two spaces display anisotropic conductivity due to the sheets and fibres; in order to capture this, each has an associated conductivity tensor. Approximating these as being proportional to one another, this system can be reduced to the monodomain: a single PDE describing the dynamics of the transmembrane potential together with a formulation for \(w\) that remains unchanged from the bidomain, with conductivities in \(\sigma\) given as the harmonic mean of the intracellular and extracellular conductivity values from the bidomain. For more detail, see for example [6, 41].

The results obtained with the monodomain equation will not be identical to those found with the bidomain, differing in conduction velocity (CV) by around 2% [42], but because of the difference in computational effort required to solve the two forms, researchers use the monodomain where possible. Monodomain simulations can reproduce most of the behaviour seen when using the bidomain, including some which involve phenomena which once required the bidomain such as bath-loading effects [43], but excluding
defibrillation due to the need to simulate virtual electrodes [44]. The techniques that we present here are expected to extend without difficulty to the bidomain.

We work here with the monodomain system of equations with a cell model, more details about which can be found in [6].

2.2 Computational Modelling of Electrophysiology

2.2.1 The Model of Hodgkin and Huxley

The foundations for the computational modelling of cardiac electrophysiology were laid by Hodgkin and Huxley in their 1952 paper detailing a system of ODEs describing how the action potential in a squid giant axon is formed by the flux of ions across the cell membrane [45]. This early success earned them the 1963 Nobel Prize in Physiology or Medicine, and was possible due to the large size of this type of axon making experimentation possible with the techniques of the time.

They formulated their equations to describe the flux of sodium $I_{Na}$ and potassium $I_K$, and other ions such as chloride (as a lumped “leakage current”, $I_l$) across the nerve cell membrane as

$$I_{total} = I_{Na} + I_K + I_l,$$

where each of the individual currents $I_X$ is given in terms of an ionic conductance $g_X$, the transmembrane potential difference $u$ and a reversal potential $u_X$ as

$$I_{Na} = g_{Na}(u - u_{Na}),$$

$$I_K = g_K(u - u_K),$$

$$I_l = g_l(u - u_l).$$
The conductances in the above are computed using

\[ g_{Na} = m^3 h \bar{g}_{Na}, \]
\[ g_K = n^4 \bar{g}_K, \]

where the \( \bar{g} \) terms are the maximum conductances to the subscripted ions of the cell membrane, and \( h, m \) and \( n \in [0,1] \) are called *gating variables*, and are related to the proportion of ion channels within the membrane which are in the open state, allowing ions to flow. These variables are evolved using the ODEs

\[
\frac{dn}{dt} = \alpha_n(u)(1 - n) - \beta_n(u)n, \quad (2.2a) \\
\frac{dm}{dt} = \alpha_m(u)(1 - m) - \beta_m(u)m, \quad (2.2b) \\
\frac{dh}{dt} = \alpha_h(u)(1 - h) - \beta_h(u)h, \quad (2.2c)
\]

which are known as *Hodgkin-Huxley form gating variables*, and the \( \alpha_X \) and \( \beta_X \) are experimentally-derived functions which depend only on the transmembrane potential \( u \).

The action potential time course can be computed using these equations together with

\[
\frac{du}{dt} = -\frac{1}{C_m} I_{total},
\]

where \( C_m \) is the constant capacitance of the cell membrane per unit area. The solution to this system of equations yields the action potential for a single nerve cell under the assumption that the potential difference is the same across the whole of the cell membrane.

For the case where this assumption is not made, Hodgkin and Huxley noted that it was possible to write down a PDE to describe propagation along a nerve axon as

\[
\sigma \frac{\partial^2 u}{\partial x^2} = C_m \frac{\partial u}{\partial t} + I_{ion}, \quad (2.3)
\]

where they modelled the axon as one-dimensional in the spatial variable \( x \), and where \( \sigma \)
is the conductivity of the membrane. However, they felt that it was “not practicable” to solve this equation, presumably due to the available computing power given that it took Huxley around three weeks to compute an action potential under the uniform potential difference assumption using a mechanical calculator [46].

Note that despite the formal similarity between Equations (2.3) and (1.1), they differ in that they attempt to model different things. Equation (2.3) models propagation along the membrane of a single cell, whereas Equation (1.1) derives from a homogenisation process for propagation in tissue consisting of many millions of cells.

2.2.2 Cardiac Cell Models

Many cardiac cell electrophysiology models are designed using the principles introduced by Hodgkin and Huxley for the squid giant axon. There are far too many of these in the literature to cover in this thesis, so we examine just a few here. For a more complete exposition, see for example [38, 47, 48].

The first cardiac cell model was published by Noble in 1962, describing the action potential in a cardiac Purkinje cell [49]. This built directly on the work of Hodgkin and Huxley, modifying their model to make it suitable for the cardiac myocyte by adding a second potassium current and adjusting the constants in the model appropriately, producing a model which “correspond[ed] quite well with the observed behaviour of Purkinje fibres”. The design of this model required that the sodium current be active over an unexpectedly large range of membrane potentials, which hinted at the contribution of as-yet unknown currents to the cardiac action potential [47]. Like many of the models that were to come later, Noble’s model utilised Hodgkin-Huxley form gating variables; a schematic of the modelled ion channels is shown in Figure 2.4.

Modelling ionic concentrations in addition to gating variables and the transmembrane potential, the first well-used [48] ventricular myocyte model was introduced by Beeler and
Figure 2.4: Schematic of the Noble 1962 cell model [49] showing specific directional and non-specific non-directional ion channels. Clockwise from the top-left, the currents are potassium, sodium, and a leak current which was attributed at least partially to chloride ions. Used under the Creative Commons Attribution 3.0 License; attribution: [50]

Reuter in 1977 [51]. This model incorporated a differential equation

\[
\frac{d[Ca^{2+}]}{dt} = -10^{-7}I_s + 0.07 \left(10^{-7} - [Ca^{2+}]_i\right),
\]

to describe the intracellular calcium concentration \([Ca^{2+}]_i\) in terms of the slow inward calcium current \(I_s\). Note that this is, by necessity, not of Hodgkin-Huxley form; this has implications for simulation as it means we cannot immediately take advantage of numerical integration methods such as that of Rush-Larsen [52]. The schematic of this cell model is shown in Figure 2.5; it was an important step forward is it sought to investigate the salient differences between Purkinje and ventricular myocytes.

The first complete guinea-pig ventricular model is that of Luo and Rudy 1991 (LR1) using eight ODEs (six are Hodgkin-Huxley gating equations, one models the transmembrane potential difference, and one the intracellular calcium concentration) [34]. It was built as a reformulation of the Beeler-Reuter model, using data from single-cell and single-channel measurements in its description of the ionic currents. It successfully reproduces physiological phenomena such as the maximum upstroke velocity and APD alternans [54].
Figure 2.5: Schematic of the Beeler-Reuter 1977 cell model [51] showing specific directional ion channels. Clockwise from the top-left, the currents are the fast sodium, the slow inward calcium, the time-dependent potassium current and the voltage- and time-independent potassium current. Used under the Creative Commons Attribution 3.0 License; attribution: [53]

From a computational point of view, it contains some unnecessary discontinuities which must be treated before we make use of the model in this thesis; this will be discussed further in Section 5.2.3. A schematic for this cell model is given in Figure 2.6.

Figure 2.6: Schematic of the Luo-Rudy 1991 cell model [34] showing specific and non-specific directional ion channels. Clockwise from the top left, the currents are fast sodium, background, slow inward, plateau potassium, time-independent potassium and time-dependent potassium. Used under the Creative Commons Attribution 3.0 License; attribution: [55]
The first standard model to use human ventricular data was that of ten Tusscher et al. in 2004 [56], and has versions for epicardial, mid-myocardial and endocardial cells. In this work, we use its minor extension [57] which improves upon the original model’s handling of calcium to include concentrations in the diadic subspace, cytoplasm and sarcoplasmic reticulum (see Figure 2.7), and consists of 17 ODEs, twelve of which are Hodgkin-Huxley gating variables. This is the second cell model which we make use of in this work, as it was prescribed for the evaluation of 3D simulation by Niederer et al. [58], whose work we make use of in Section 5.5.2.

Figure 2.7: Schematic of the ten Tusscher 2006 cell model [57] showing directional ion channels, ion pumps and exchangers and calcium concentrations in the sarcoplasmic reticulum, diadic space and cytoplasm. Clockwise from the top-left, the membrane currents are L-type calcium (subspace), fast sodium, background sodium, sodium-calcium exchange, plateau calcium, L-type calcium, background calcium, sodium-potassium pump, inward rectifier potassium, slow delayed rectifier potassium, rapid delayed rectifier potassium, transient outward potassium and plateau potassium. Used under the Creative Commons Attribution 3.0 License; attribution: [59]

As we can easily see from Figures 2.4, 2.5, 2.6 and 2.7, there has been a substantial increase over the years in the amount of detail that cardiac cell models incorporate. While this does translate into increased computational cost, because of its essentially
decoupled nature the parallelisation of the cell model in tissue is trivial. This means that we will obtain almost perfect parallel compute-time scaling for the tissue-incorporated cell model as we increase the number of processors, so the demands of the cell model can be considered to be secondary to those of the tissue-level equations.
Chapter 3

Literature Review

This chapter covers the literature relating to monodomain discretisation techniques, accuracy, adaptivity and the difficulties associated with using the h-version FEM, investigations into preconditioning strategies, and some applications of cardiac simulation.

There is a very large body of work on simulating cardiac electrical propagation, most of which concentrates on the mono- or bidomain equations [5, 6]. These can be divided into two major groups: those which are concerned with using simulation as a tool for answering research questions [60, 61, 62, 63, 64, 65, 66], and those which are interested in developing the simulation techniques themselves in order to enable the other camp to perform faster, more complex and more accurate simulation studies and investigations [67, 68, 58, 13, 14, 43, 12, 16, 69]. This work falls into the latter category, but attempts to keep both in mind in order to avoid an unfortunate disconnect between the two which, when it occurs, is always detrimental to the field as a whole.

Probably the most frequently-seen (and most worrying) manifestation of this disconnect is on the simulation-study side, where researchers without a good understanding of numerical methods have applied tools in a poor or incorrect manner; this sort of problem typically manifests itself as under-refined spatial or temporal resolutions coupled with a lack of convergence-testing, which can result in conclusions being drawn from highly
inaccurate data. For example the work presented in [70] involves the following rather odd approach to convergence. The authors choose conductivity parameters that reproduce a desirable biological result (a specific QRS duration, which is the time taken for the depolarisation of the ventricles and is measured by the time between two points on the clinically-important electrocardiogram; for historical reasons these points are known as Q and S), then test whether or not their results were converged by refining the mesh. Upon doing this, they observe a 16% drop in the QRS duration, suggesting a lack of convergence, but then go on to claim that

“[S]ince the conductivity parameters had originally been chosen to match the observed QRS duration [in patient data], when we rescale the conductivities in the refined model to match the QRS duration, the RMS difference between activation times in the coarse and fine models was 1.2%. Hence for the current model, the activation time solutions were converged satisfactorily.”

This is an example of the sort of trap that excellent researchers can easily fall into if they do not have a good understanding of both the numerical and biological aspects. Similar examples occur in Talbot et al. [71], and in a perhaps less concerning form in [72]. A far more common mistake is for workers to use meshes which are too coarse without saying anything at all about convergence. For example, [73] performs electrical simulation on three different canine heart meshes, having 623, 3,736 and 9,623 nodes. This is clearly far too coarse for a linear approximation to obtain anything like converged results. Of course, this is not always the case; there are plenty of careful workers who sensibly adjust the space- and time-step size depending on the problem at hand (conductivity, cell model choice, etc.) [74], but it is a shame to have high-quality work marred by avoidable misunderstandings.

Conversely, a knowledge of the mathematics without an understanding of the relevant biology can be equally harmful; in this present work, we would not be able to perform some of the required numerical analysis if we were to blindly follow the behaviour of the equations. Instead, we will demonstrate how an awareness of the fact that the equations have been designed to represent the behaviour of a physical system can be useful in
their analysis, allowing us to argue for desirable mathematical properties that we cannot prove. For example in Chapter 5 we will require a Lipschitz continuity condition that we are unable to prove, but we can argue for using biology as follows. We do not know whether our particular equations are Lipschitz, but if they are, then the analysis we wish to perform is possible, and if they are not then the equations ought to be replaced with Lipschitz versions because the biological reality demands it. We will build on this argument in Section 7.1.1.

In light of this, the following literature review attempts to cover the relevant aspects of numerical analysis and computational physiology, as without a good understanding of both we cannot hope to produce high-quality science.

3.1 Numerical Literature

3.1.1 Discretisation Techniques

The method that we use for spatially discretising our equations in this work is the finite element method (FEM) for obtaining approximations to the solution of partial differential equations. It was introduced in its present form in 1942 by Richard L. Courant as an appendix to his paper on variational methods [75], although it does not then appear in the literature again for another sixteen years [76]. It was further developed by engineers during the late 1950s and early 1960s as a method of solving equations in structural engineering [77], and has since developed into a general tool for the numerical approximation of solutions to PDEs.

The common forms of the FEM are the $h$-version, in which convergence is achieved by discretising the domain into successively smaller (and thus a larger number of) elements, the $p$-version in which convergence is achieved by increasing the interpolation order either globally or locally [19], and the $hp$-version which takes a combination of both approaches [78]. These methods are not necessarily used adaptively during the simulation; prior knowledge about the requirements for sufficient convergence of the system can be used
to select the appropriate values of $h$ and $p$ in advance. Generally this is the approach taken for state-of-the-art cardiac electrophysiology simulation, with $p = 1$ and $h$ in the approximate range 50-500 µm. Even towards the finer end of this range, potentially concerning errors can exist in numerical solutions, particularly when working with low electrical conductivity. This is one reason why accurate solutions are difficult to obtain in a reasonable period of time. We shall see more of this when comparing the accuracy of the state-of-the-art to that of our approach.

A recent paper by Niederer et al. [58] compared eleven cardiac monodomain codes using FEM or the finite difference method (FDM) in terms of the accuracy of their activation times at various points in a simulation domain. This demonstrated the wide range of solution variability between codes solving identical problems, showing that care that must be taken to ensure that no accidental error is introduced by poor choice of solution technique. There is not much agreement between the different codes, and this paper lacked a very-high resolution reference solution, so while this is a step in the right direction, the evaluation that was possible was limited.

The powerful ability of FEM to capture complex geometries such as the complete myocardium, together with its very simple implementation requirements for zero-flux boundary conditions makes it the most widely used discretisation technique in the field. Those codes tested in Niederer et al. [58] which are capable of simulating general geometries are all based on FEM; the FDM implementations therein are restricted to regular grids. Additionally for our purposes, FEM’s use of variational forms of the system equations affords us a useful framework in which to perform convergence analysis. Aside from FEM and FDM [79, 80], other discretisation methods include finite volume [81, 82, 10] and mortar element [18] methods, although these are far less common.

There are two major components to the time discretisation of the monodomain system. These correspond to the time derivatives which occur in the tissue level Equation (1.1a) and those which occur together in the vectorised system for the cell model, Equation (1.1b). Explicit forward Euler discretisations can be used for both of these components.
due to their simplicity, avoiding the need for inner iterations that implicit methods would require. At the tissue level, in practice it is as simple to use a semi-implicit method, treating implicitly any terms which can be algebraically manipulated to avoid the inner iterations, and this results in better stability properties. A range of methods for the tissue time-integration are studied in [69]; here the conclusion is reached that semi-implicit higher-order methods in time are optimal for efficiency amongst the ten methods studied. For the cell model, a wide range of time-stepping methods have been investigated. Beyond the standard implicit and explicit Euler approaches, a widely-used method for time-marching Hodgkin-Huxley form gating variables (see the equations of System (2.2)) is the Rush-Larsen method [52], which is popular because of its excellent efficiency properties coupled with ease of implementation, although it is not applicable to the non-gating state variables in the cell model [83]. Other numerical methods building on this approach have been investigated, such as the Generalised Rush-Larsen method which provides a way of dealing with the non-gating variables by also treating them using exponential integrators [84]. These methods have been shown to outperform basic Rush-Larsen when stiffness occurs in the non-gating variables [83].

Also based on Rush-Larsen, time-adaptive schemes have been developed [85]; this method uses an error indicator to robustly control the time-step for the cell model. It remains to be seen whether it generally outperforms non-adaptive methods, and it is not clear how best to implement this sort of scheme for the cell model when it is embedded in tissue. Other approaches taken to temporal adaptivity include those based on thresholding of state variable derivatives [52, 22] or on the ionic currents [15], meaning that neither of these use estimates of the error to control the time-step.

There is some existing work on nonadaptive higher-order finite element methods to-date. For example, Maggio et al. [28] describes the use of globally-fixed-order elements on hexahedral meshes (and implies that such a mesh is necessary for this method, but of course there is no reason why we could not define a polynomial basis on a tetrahedron; this is a claim described as “the main drawback” of this type of method in Bordas et al.
They claim that one of the advantages of their implementation is that the mass matrix is diagonal always, meaning that there is no need to consider mass-lumping; a closer examination of their technique [29] reveals that this is only the case because the numerical integration rule they have used integrates polynomials up to degree $N - 1$, where the polynomials being integrated are of degree $N$; this is similar to mass-lumping. They note that different preconditioners will be required for $p$-version problems due to the different structure when compared to linear elements. They suggest that nonadaptive $p$-version will be able to provide between 2 and 3 times speed-up, at the expense of roughly doubling the memory requirements. However, their studies compare the use of tetrahedral meshes with the linear-basis elements to hexahedral meshes with the $p$-version; it is not clear that using hexahedra is the best approach to $p$-version FEM due to the limited geometric flexibility, so it is important to investigate the $p$-version on tetrahedral meshes. The improved accuracy available from high order elements is demonstrated by Maggio et al. [27] using test problems with no cell model (although they do mention the Luo-Rudy 1991 model [34], they never use it). Their later work [86] indicates that a speed-up of roughly one hundred times over linear FEM is possible in the test-case where no cell model is included in the simulations, and that this reduces to more like twenty times faster when the cell model is added. None of this $p$-version work by these authors has involved using local adaptivity in space, as this thesis does, and given that the quoted twenty-times speed-up is non-adaptive, dynamically selecting linear basis functions after the initial upstroke and retaining them for the majority of the action potential, as controlled by a local error indicator, should be expected to allow for an even greater improvement in simulation speed.

### 3.1.2 Adaptive Discretisations in Space: Finite Elements

Spatially adaptive methods tried to-date in the literature have met with limited success when applied to the cardiac monodomain and bidomain equations. Bernabeu et al. [87] note that there is only a “limited selection” of papers on adaptive techniques for the
bidomain equations, despite the popularity of such techniques in numerical analysis in general. They list the following four reasons for this:

1. Significant computational effort is required to compute the mesh required for each time-step

2. When the mesh is altered the [system matrices] must be re-computed, and this itself requires a large volume of computations

3. Each node introduced at refinement requires the generation of state from a cell model

4. In modelling fibrillation, the refinement is required to change rapidly.

The majority of the work that has been done on spatial adaptive methods for cardiac simulation has been based on $h$-refinement [40], which we do not consider here in this work. The reductions in computational time that have been observed using these methods range from 10% to two orders of magnitude faster [26]. However, with the exception of Southern et al. [88], we are not aware of any which have been shown to provide an increase in efficiency in 3D [87]; this is likely due to the reasons enumerated above.

Methods for adaptivity in the literature include that of Whiteley [15], which uses the biology to drive $h$-adaptivity by identifying steep gradients in the cell state variables and adapting the local mesh element size based upon that. This approach has the advantage of using a refinement criterion which is very cheap to compute, but the error is controlled in a heuristic rather than analytic manner so we can not necessarily have confidence in the accuracy of the results, and it does not circumvent the problems listed above.

The same can be said of the paper’s approach to temporal adaptivity: it is a scheme based on identifying when the ionic currents have dropped below some threshold value everywhere in the domain, and then switching the time-step to a larger size until the ionic currents recross the threshold. Having said this, with the loosest thresholding for adaptivity, the presented results in [15] show an order of magnitude of speedup with space
and time adaptivity in two-dimensional domains. Regarding the high computational cost of recomputing the system matrices in $h$-adaptive approaches, the paper also notes that when around half of a 1 cm $\times$ 1 cm simulation domain is refined from 1 mm spacing to 0.1 mm spacing, the additional cost of rebuilding the matrices balances the speedup gained from the system being smaller than if the fine spacing was used nonadaptively everywhere. It seems likely that working with $h$-adaptivity in three-dimensions would result in an even more time-consuming matrix reassembly process.

Colli-Franzone et al. [17] use the adaptive library KARDOS [89] to implement $h$-adaptivity using a hierarchical error estimator, together with a method of adaptively choosing the time-step based on a temporal error estimator. Using this method, two-hundred times fewer finite difference nodes than a non-adaptive method would need are used to produce the same $L^2$ error in the solution. Pennacchio [90] takes a mesh refinement approach with the mortar element method, decomposing the domain into subdomains, identifying which subdomains contain wavefronts and selecting fine grids to use for them, whilst choosing coarse grids for those without wavefronts. The method is shown to provide solutions of equal accuracy to a standard linear finite element solution in around a quarter of the time. Again using the KARDOS library, Deuflhard et al. [91] presented simulations performed on a realistic cardiac geometry in a state of fibrillation, with 800 ms requiring six weeks of CPU time on a 16 core shared memory machine, despite this adaptivity. This result lead the authors to conclude that improvements to the KARDOS system were essential.

One way of mitigating the cost of $h$-adaptivity is to perform the mesh adaptation and matrix reconstruction every few time-steps rather than on each step [92]. The advantage in terms of reducing the cost of adaptivity is obvious, but it requires additional heuristics such as the introduction of also-refined border-zones around the area marked for refinement to prevent the wavefront from leaving the refined region before the next adoption takes place [93].
The FEM adaptive $p$-version that we pursue in this work provides a potential solution to the computational overhead problems encountered by $h$-adaptivity; in the case of the $p$-version the system matrices are calculated once at the beginning of the simulation, and then spatial adaptivity is reduced to switching basis functions on or off by including or excluding whole rows and columns from the pre-computed (for efficiency) everywhere-maximal-degree system matrices, see Section 6.3. This, together with the fact that our actual mesh never changes means that the cell discretisation never changes, mitigates the effect of points 1-3 listed above. Additionally, the recent work of Southern et al. [88] demonstrates that considerable 3D whole-heart efficiency improvements are possible with an anisotropic $h$-adaptive approach with dynamic load balancing in parallel. Importantly, these workers show that $h$-adaptivity is beneficial despite the vast majority of the CPU time being devoted to refining the mesh. This is consistent with points 1-3 above, and indicates that avoiding this overhead using the $p$-version could provide great benefits.

3.1.3 Adaptive Discretisations in Space: Other Methods

Beyond the finite element method, other approaches to spatial adaptivity include the work of Cherry et al. [94, 16] who use adaptive mesh refinement driven by thresholding on the local truncation error, which is estimated using Richardson extrapolation [93]. The method uses a finite difference scheme, and they report a reduction in computational time and memory requirements by a factor of at least 30 for a single propagating wavefront in a 3D monodomain simulation using the Luo-Rudy 1991 cell model. Although this method is not closely related to the state-of-the-art finite element approaches, it hints at the benefit which is available to simulation from spatially adaptive techniques. This paper additionally points out that while adaptive methods could be of limited benefit once fibrillation is in progress, depending on how closely packed wavefronts in such a situation are, they can be extremely useful for investigations of the onset of fibrillation where the wavefronts are not so dense in the domain (for example, during pacing or tachycardia). Having said this, visual inspection of fibrillation simulations on realistic geometry [95]
suggests that the wavefronts are still sparse enough in the domain to allow for much speed-up from using the adaptive $p$-version. Both [15] and [16] discuss parallelisation but neither implement it.

### 3.1.4 Preconditioning

The discretisation of System (1.1) results in a system of linear equations which must be solved. Because this system is too large to handle using a direct method it must be solved iteratively, requiring us to use a preconditioner to reduce the number of iterations required. We expand on this brief explanation in Section 4.6, but note here that a preconditioner can be thought of as a method of generating an approximate and computationally-cheap inverse to the matrix of the linear system. Investigations of preconditioners for this problem in the literature include the work of Bernabeu and Kay [14], who compared block-diagonal (BD), lower-triangular diagonal upper-triangular (LDU) and algebraic multigrid (AMG) preconditioners, concluding that the BD and LDU gave the best performance at fine spatial discretisations, but noted that AMG can be the better choice when using large numbers of CPU cores or large values of $h$; this highlights the difficulty in choosing appropriate preconditioners. A review by Vigmond et al. [41] concluded that multigrid methods were in fact the fastest methods available, although they were comparing to incomplete LU (ILU) factorisation. Pennacchio and Simoncini showed that AMG iteration counts for the bidomain problem are essentially mesh-independent [96, 97, 98]. Dos Santos et al. [99] investigated additive Schwarz [100], multigrid and ILU preconditioners in a parallel implementation, concluding that multigrid is the most efficient, followed by additive Schwarz. Pavarino and Scacchi [101] looked at additive Schwarz preconditioners and concluded that their approach was “optimal and scalable” due to the fact that the iteration counts were unaffected by the number of processors they used. In later work [102], Scacchi finds that a particular Schwarz method gives the “best CPU times to date”, although the comparison was only explicitly made with multigrid and Block Jacobi ILU.
As this cross-section of the literature indicates, choosing a preconditioner is not straightforward because the answer to the question “which is best?” is highly situation-dependent.

### 3.2 Research Applications

Monodomain and bidomain simulation has been used to investigate the role of drugs in arrhythmogenesis [10, 103, 104], patient-specific cardiac resynchronisation therapy [70], the effect of myocardial microstructure on propagation [95], the suggestion that a larger heart has increased APD dispersion increasing the risk of arrhythmia [105], the possibilities for training surgeons [71], and the mechanisms of defibrillation [106, 107]. This list is far from exhaustive, but the majority of these studies note concerns about computational efficiency, either in terms of the time required for simulation or the numerical accuracy that the study attained. Concerns about accuracy are not surprising, given that obtaining $< 1\%$ error in the conduction velocity requires mesh discretisations smaller than $50 \mu$m along fibres and around $10 \mu$m in the perpendicular direction [108], and given further that the required sizes will become smaller still when conduction velocity drops in the case of pathologies of interest such as ischemia [109].

Simulation studies are not limited to just the electrical behaviour; some workers study combined electrical and mechanical behaviour, in which the electrical propagation drives the contraction of the heart model, and often incorporates mechanoelectric feedback from the contractile model into the electrics. For example, this sort of simulation can be used to investigate strategies for, and predict outcomes of, cardiac resynchronisation therapy; this is a surgical procedure in which pathological asynchronous left- and right-ventricle electrical activation is repaired in order to improve cardiac output [110, 111]. The results generated by this sort of work are extremely promising, indicating that simulation is likely to have an impact on patient treatment decisions in the near future. However, such applications mean that erroneous or inaccurate simulation results could become
extremely dangerous, and so accuracy is important.

Generally in the field, numerical convergence results are not presented alongside simulation studies, and in a proportion of those that do provide such information, the methods used to assess convergence are poor. It should be the case that publications are required to present (or reference) proper accuracy analysis for each simulation study, so that readers may evaluate the presented results in the context of numerical accuracy.
Chapter 4

The Finite Element Method and the High-Order $p$-Version

In this chapter, we explain the finite element method by using several example PDEs of increasing complexity, building up towards the finite element discretisation of the cardiac monodomain equations, which we will see in Chapter 5. We introduce the commonly-used linear basis, and then the contrasting hierarchical basis for the finite element $p$-version that we use to produce computationally efficient discretisations. We also cover high-order nodal bases which are required to discretise the cardiac cell model spatially. We discuss briefly how these bases are constructed in practice using a reference element. Some possible preconditioners are introduced at the end of the chapter.

The finite element approach for the space discretisation differential equations is outlined in what follows. We work with the norms

$$
\| \chi \|_{m,q} = \left( \sum_{0 \leq |\alpha| \leq m} \int_{\Omega} |D^\alpha \chi|^q \, dx \right)^{\frac{1}{q}},
$$

with $\alpha = (\alpha_1, \ldots, \alpha_n)$, $|\alpha| = \sum_{i=1}^n \alpha_i$ and $D^\alpha := D_1^{\alpha_1} \ldots D_n^{\alpha_n}$, where $D_i := \frac{\partial}{\partial x_i}$, [112], and the Hilbert spaces

$$
\mathcal{H}^m(\Omega) := \left\{ \chi \in L^2(\Omega) \mid \| \chi \|_{m,2} < \infty \right\}.
$$
For convenience we shall often use the abbreviations \((a, b) := \int_{\Omega} a \cdot b \, dx\) and \(<a, b>_{\partial\Omega} := \int_{\partial\Omega} ab \, dx^{l-1}\), where we are thinking of \(\partial\Omega\) as being part of the boundary of \(\Omega\). We use the Lebesgue measure \(dx\) so that we only need the functions to be defined almost everywhere.

### 4.1 The FEM for Laplace’s Equation

#### 4.1.1 Initial Discretisation of Laplace’s Equation

It is instructive to begin at a simple level and proceed by incrementally adding to the complexity of the equations we are discretising when explaining the use of the FEM, so we begin by considering Laplace’s equation: find \(u(x)\) such that

\[
-\Delta u = 0 \text{ in } \Omega, \tag{4.1a}
\]

\[
\hat{n} \cdot \nabla u = g_N \text{ on } \partial\Omega_N, \tag{4.1b}
\]

\[
u = g_D \text{ on } \partial\Omega_D, \tag{4.1c}
\]

where \(\Omega\) with polygonal boundary \(\partial\Omega\) is an open subset of \(\mathbb{R}^l\) for some \(l\). The boundary consists of one portion \(\partial\Omega_N\) on which we have Neumann boundary conditions \(g_N\) and another portion \(\partial\Omega_D\) on which Dirichlet boundary conditions \(g_D\) are prescribed, and we have \(\overline{\partial\Omega_N} \cup \overline{\partial\Omega_D} = \partial\Omega, \partial\Omega_N \cap \partial\Omega_D = \emptyset\). The outward-pointing unit normal \(\hat{n}\) to \(\partial\Omega\) is defined almost everywhere on the boundary. See Figure 4.1.

In the case where \(g_N \equiv 0\), system (4.1) can describe the distribution of heat in an object with geometry described by \(\Omega\), where we have perfect thermal insulation on \(\partial\Omega_N\) and fixed temperature distributions given by the function \(g_D\) defined on the boundary due to some part of the environment with fixed temperature contacting the object along \(\partial\Omega_D\). Alternatively, slightly less intuitively but with more direct relevance to this work, it can describe the distribution of electrical potential in an object with applied voltages \(g_D\) on \(\partial\Omega_D\) and perfect electrical insulation on \(\partial\Omega_N\).

In order to solve this problem numerically, we must make it finite dimensional by
discretising it suitably. The procedure for doing so using the Galerkin method is as follows. We begin by re-writing Equation (4.1a) in the weak form; we seek some \( u \in \mathcal{H}^1_D(\Omega) \cap \mathcal{H}^2(\Omega) \), with \( \mathcal{H}^1_D(\Omega) := \{ v \in \mathcal{H}^1(\Omega) \mid v = g_D \text{ on } \partial \Omega_D \} \), which satisfies

\[
(-\Delta u, \chi) = 0 \quad \forall \chi \in \mathcal{H}^1_0(\Omega),
\]  

(4.2)

where \( \mathcal{H}^1_0(\Omega) = \{ v \in \mathcal{H}^1(\Omega) \mid v = 0 \text{ on } \partial \Omega_D \} \).

To deal with the boundary condition, we choose some fixed function \( u_D \in \mathcal{H}^1_D(\Omega) \cap \mathcal{H}^2(\Omega) \), and write \( u = u_D + u_N \) for the \( u_N \) that we are to determine. Thus, Problem (4.2) becomes find \( u_N \in \mathcal{H}^1_0(\Omega) \cap \mathcal{H}^2(\Omega) \) such that

\[
(-\Delta u_N, \chi) = (\Delta u_D, \chi) \quad \forall \chi \in \mathcal{H}^1_0(\Omega),
\]

to which we apply Green's identity to obtain

\[
(\nabla u_N, \nabla \chi) - \langle \hat{n} \cdot \nabla u_N, \chi \rangle_{\partial \Omega_D} - \langle \hat{n} \cdot \nabla u_N, \chi \rangle_{\partial \Omega_N} = \langle \hat{n} \cdot \nabla u_D, \chi \rangle_{\partial \Omega_D} + \langle \hat{n} \cdot \nabla u_D, \chi \rangle_{\partial \Omega_N} - (\nabla u_D, \nabla \chi) \quad \forall \chi \in \mathcal{H}^1_0(\Omega).
\]

The use of the space \( \mathcal{H}^1_0 \) allows us to discard the integrals on \( \partial \Omega_D \) as these are always
equal to zero, giving

\[(\nabla u_N, \nabla \chi) - \langle \hat{n} \cdot \nabla u_N, \chi \rangle_{\partial \Omega_N} = \langle \hat{n} \cdot \nabla u_D, \chi \rangle_{\partial \Omega_N} - (\nabla u_D, \nabla \chi) \quad \forall \chi \in \mathcal{H}^1_0(\Omega),\]

which can be rearranged, and the problem re-stated (dropping the \(\mathcal{H}^2\) requirement) as

find \(u \in \mathcal{H}^1_D(\Omega)\) such that

\[(\nabla u_N, \nabla \chi) = \langle g_N, \chi \rangle_{\partial \Omega_N} - (\nabla u_D, \nabla \chi) \quad \forall \chi \in \mathcal{H}^1_0(\Omega); \quad (4.3)\]

the change of space is possible because we no longer have any second-order differential operators, and this is now the final continuous weak form of our problem. \(u = u_N + u_D\) satisfying Equation (4.3) will satisfy Equation (4.1), assuming that it is sufficiently smooth for the second derivatives in Equation (4.1a) to exist.

The fact that we require Equation (4.3) to be satisfied for all such \(\chi\) means that it really represents an uncountable infinity of conditions which must be checked before we know that we have found the solution \(u_N\) that we seek. Clearly this is unsuitable for translation into computer software, so we discretise by instead working in a finite dimensional subspace of \(\mathcal{H}^1_0(\Omega)\), checking condition (4.3) on the elements of a basis so that we can be sure that it holds for the whole finite dimensional space. To this end, we discretise by choosing basis functions \(\{\phi_i : \Omega \rightarrow \mathbb{R} \}_{i=1}^M \subset \mathcal{H}^1_0(\Omega)\) and work in the space which they span; call this space \(S\). This allows us to write the discrete form of Equation (4.3) in which we seek a (discrete) \(u_{N,hp} \in S\) such that

\[(\nabla u_{N,hp}, \nabla \chi) = \langle g_N, \chi \rangle_{\partial \Omega_N} - (\nabla u_D, \nabla \chi) \quad \forall \chi \in S. \quad (4.4)\]

Writing \(u_{N,hp} = \sum_{i=1}^M u_i \phi_i\) for scalars \(u_i\) which we are to determine, this can be re-cast as the problem: find \(u_i, \quad i = 1, 2, \ldots, M\) such that

\[\sum_{i=1}^M u_i (\nabla \phi_i, \nabla \phi_j) = \langle g_N, \phi_j \rangle_{\partial \Omega_N} - (\nabla u_D, \nabla \phi_j) \quad \forall j \in \{1, 2, \ldots, M\}.\]
We now replace $u_D$ by a discrete approximation $u_{D,hp} = \sum_{i=M+1}^{N} u_i \phi_i$ using additional basis functions $\{\phi_i\}_{i=M+1}^{N}$ which are non-zero on the Dirichlet boundary, giving

\[ \sum_{i=1}^{M} u_i (\nabla \phi_i, \nabla \phi_j) = \langle g_N, \phi_j \rangle_{\partial \Omega_N} - \sum_{i=M+1}^{N} u_i (\nabla \phi_i, \nabla \phi_j) \quad \forall j \in \{1, 2, \ldots, M\}, \quad (4.5) \]

where there are no unknowns on the right-hand side. This allows us to express our approximate solution $u_{hp} = u_{N,hp} + u_{D,hp}$ to Problem (4.1) as an element of a finite dimensional subspace $S_D := \text{span} \{\phi_i\}_{i=1}^{N} \cap \mathcal{H}_D^1(\Omega)$.

**Remark.** When we introduced $u_D$, we allowed for it to be any element of $\mathcal{H}_D^1(\Omega)$. Because $u_{D,hp} \in S_D \subset \mathcal{H}_D^1(\Omega)$, $u_{D,hp}$ would have been a perfectly good choice for $u_D$ in the first place, except for the fact that it may not satisfy the Dirichlet boundary conditions exactly. Thus $u_{D,hp}$ is an approximation only in the sense that it may not be equal to $g_D$ on $\partial \Omega_D$.

We now need to define some basis functions; in order to do this we first explain the discretisation of the domain $\Omega$ into the small pieces (elements) which will provide a structure upon which finite element basis functions $\phi_i$ for the Galerkin method can be defined.

### 4.1.2 Finite Element Meshes

A *mesh* for the purposes of finite elements is a finite set $\mathcal{M}$ of *elements* $\epsilon_i$, which are open subsets of $\Omega$ with the property $\cup_i \epsilon_i = \Omega \subset \mathcal{R}^l$ and such that when $i \neq j$, if $\epsilon_i \cap \epsilon_j =: e_{ij}$ is non-empty it may only be of a restricted type depending on the dimensionality and type of elements used, corresponding to requiring that the elements tile $\Omega$ in a suitably “nice” manner. For example, in this work we use tetrahedral elements when working in three dimensions; in this case we only allow the intersection $e_{ij}$ to be a whole triangular face, a whole edge line-segment, or a vertex of both $\epsilon_i$ and of $\epsilon_j$. Similarly, in two dimensions we use triangular elements and $e_{ij}$ must be a shared vertex or complete shared edge of both triangles, and $e_{ij}$ can only be single points for the line-segment elements in one-
dimensional space. Associated with the mesh is the set of nodes \( \mathcal{N} \), which consists of all points which are vertices of at least one element.

Let \( h_i = \text{diam}(\epsilon_i) := \sup\{d(x,y) | x, y \in \epsilon_i\} \), where \( d(\cdot, \cdot) \) is the standard Euclidean metric on \( \mathbb{R}^l \), be the diameter of \( \epsilon_i \), \( h = \max_i \{h_i\} \), \( \rho_{\epsilon_i} = \sup\{\text{diam}(B) | B \text{ a ball in } \epsilon_i\} \), and \( Q \) and \( R \) independent of \( \mathcal{M} \). We work with meshes that satisfy for all \( i \)

\[
\frac{h}{h_i} \leq Q, \quad \frac{h_i}{\rho_{\epsilon_i}} \leq R, \tag{4.6}
\]

which are the properties of quasiuniformity of the mesh and non-degeneracy of its elements, respectively [78]. We suppose during this work that we have such a mesh for the domain \( \Omega \) under consideration.

### 4.1.3 The Reference Element

Design and implementation of a finite element method is simplified greatly by the introduction of an abstract reference element, \( E \). This is essentially a stand-in for each and every element of the mesh, with no physical coordinates or meaning on its own. For \( E \) in one, two and three dimensions we respectively use \([0, 1]\), the triangle with vertices \{(0, 0), (0, 1), (1, 0)\} and the tetrahedron with vertices \{(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1)\}; these are shown in Figure 4.2. When we wish to define properties or structure which are needed on every element of the mesh, we can simply do so on the reference element. In dimensions one, two and three, our reference elements are a line segment, a triangle and a tetrahedron, respectively. Each physical mesh element \( \epsilon_i \) is then additionally equipped with a (linear) reference map \( r_i : \epsilon_i \rightarrow E \) which describes precisely how it is related to the reference element. In order to avoid “turning elements inside out”, we demand that \( \det (\text{jac}(r_i)) > 0 \). We use \( E \) as a domain for the \( N_{\text{loc}} \) reference basis function pieces \( \{\hat{\phi}_k : E \rightarrow \mathbb{R}\}_{k=1}^{N_{\text{loc}}} \) which are required to define the basis on a single element. Thus, if we wish to construct a basis function \( \phi_j \) whose support contains the physical element \( \epsilon_i \), then on that element it can be written in the form \( \phi_j|_{\epsilon_i} := \hat{\phi}_k \circ r_i \) for some \( k \in \{1, 2, \ldots, N_{\text{loc}}\} \).
This approach means that even though we may need millions of basis functions for the whole finite element system, we only need to explicitly define $N_{loc}$ pieces of them; the basis functions in the actual domain are constructed from these using the reference maps $r_i$. Determining the value of $N_{loc}$ is complicated by the problem of matching basis functions in neighbouring elements; in the high-order case it can be larger than an initial calculation based upon local function space dimensionality would suggest; we return to this point in Section 4.5.1.

**The Reference Element $E$**

![The Reference Element E in each dimensionality.](image)

**Remark.** The reference maps $r_i$ need not be linear; by using non-linear maps we can construct elements with curved surfaces in order to better capture the epicardium, endocardium or myocardial microstructure. This would be useful for constructing coarse but detailed meshes. Such maps define isoparametric elements [100].

### 4.1.4 The Linear Basis $p = 1$

Conceptionally, *nodal bases* are the simplest to think about. For $N_n$ such basis functions, $\{\phi_i\}_{i=1}^{N_n}$, there are $N_n$ points $x_i \in \Omega$ with the property that each $\phi_i$ has an $x_i$ associated with it in the sense that $\phi_i(x_j) = \delta_{ij}$, where $\delta_{ij}$ is the Kronecker delta function, meaning that if $u = \sum_{i=1}^{N} u_i \phi_i$, $u(x_i) = u_i$. This gives the nice property that we can easily read off the value of $u(x_i)$ by simply looking at the basis function coefficients $u_i$. The most
common choice here is to use linear finite elements, which are defined by their satisfaction of these properties using the vertices $N$ of the mesh as the associated points, together with a requirement for them to be linear on each element. Note that this definition forces $\phi_i$ to be continuous on $\Omega$ and satisfies the requirement that the support of each basis function be small; the latter is required so that as many of the scalar products as possible in Equation (4.5) are zero, thus simplifying (increasing the sparsity of) the linear system that it defines. We refer to this as the $p = 1$ basis in this work.

There are other bases which find use in the finite element method; the one that we shall need in this work is the hierarchical basis which will be introduced later. Note that hierarchical and nodal bases agree when the polynomial degree is 1, but they differ for higher degrees.

4.1.5 Completing the Discretisation of Laplace’s Equation using $p = 1$ Linear Finite Elements

Now that we have defined a basis, we can examine Equation (4.5) more closely. We begin by considering the $p = 1$ basis for $S$. Because functions in $S$ take the value zero on the Dirichlet portion of the boundary, the basis functions whose associated nodes lie on this boundary must be excluded from its basis. Suppose that $M$ of the $N$ mesh nodes do not lie on $\partial \Omega_D$, and that the $\phi_i$ are indexed such that the basis functions with nodes $x_i$ lying on $\partial \Omega_D$ are exactly those with $i > M$, then we can easily find values for the $u_i$ with $i > M$ in Problem (4.5), allowing us to re-write it as: find $u_i$, $i = 1, 2, \ldots, M$ such that

$$\sum_{i=1}^{M} u_i (\nabla \phi_i, \nabla \phi_j) = \langle g_N, \phi_j \rangle_{\partial \Omega_N} - \sum_{i=M+1}^{N} g_D(x_i) (\nabla \phi_i, \nabla \phi_j) \quad \forall j \in \{1, 2, \ldots, M\},$$  

(4.7)

which is a system of $M$ linear equations in $M$ unknowns, so we can re-write it as

$$Au = f,$$  

(4.8)
where the stiffness matrix $A$ is such that $A_{ij} = (\nabla \phi_i, \nabla \phi_j)$, $1 \leq i, j \leq M$, $\mathbf{u} = (u_1, u_2, \ldots, u_N)^T$, and $f$ is a vector with components

$$f_j = \langle g_N, \phi_j \rangle_{\partial \Omega_N} - \sum_{i=M+1}^{N} g_D(x_i) (\nabla \phi_i, \nabla \phi_j).$$

Upon solving this system for $\mathbf{u}$, we obtain the approximation $u_{hp} = u_{N, hp} + u_{D, hp}$ in the piecewise linear space $S_D \subset H^1_D(\Omega)$ by appending to $\mathbf{u}$ the vector

$$(g_D(x_{M+1}), g_D(x_{M+2}), \ldots, g_D(x_N));$$

this is then the complete vector of coefficients for the basis functions $\{\phi_i\}_{i=1}^{N}$ which describes the finite element solution $u_{hp}$.

**Remark.** Because we have taken a discrete form of the function $u_D$, $u_{hp}$ will only satisfy the Dirichlet boundary conditions approximately unless the original $g_D$ is the trace of a function in the finite element space $S_D$.

Solving systems such as that given by Equation (4.8) is a computationally demanding problem to which there are many possible approaches; selecting the correct method is vital for efficiency. We do not say more about this here, but will return to it in Section 4.6. We do pause here to note that $M$ is typically very large due to the small elements which are often required to properly represent the boundaries of the domain $\Omega$ and to achieve accuracy with the $p=1$ basis; clearly an $S_D$ built on a mesh with small elements will contain better approximations to the true solution than one built on a mesh with large elements using the same basis on each element, see Figure 4.3; this figure also sketches how high-order basis functions give better approximation properties, which we shall expand on in Section 4.5. Our choice of basis functions with small support means that many of the entries in $A$ are zero, and while the matrix can be very large, it is sparse. Without this property, many problems discretised using finite elements would be computationally intractable due to excessive memory requirements.
Figure 4.3: Sketch of how approximation power can be increased by working with a finer mesh or with higher-order polynomial elements.

4.2 The Heat Equation

So far we have examined the application of the finite element method to a stationary problem, but the monodomain problem in which we are interested is a time-dependent non-linear problem. We work now with a slightly more complex example, as it allows us to explore the treatment of the time derivative without the added complication of the non-linear forcing term which occurs in the monodomain equation.

The heat equation problem is: given $T > 0$, for $t \in [0, T]$ find $u(x, t)$ such that

$$\frac{\partial u}{\partial t} = \Delta u \text{ in } \Omega,$$  \hspace{1cm} (4.9a)

$$\hat{n} \cdot \nabla u = 0 \text{ on } \partial \Omega,$$  \hspace{1cm} (4.9b)

$$u(x, 0) = u^0(x) \text{ in } \Omega,$$  \hspace{1cm} (4.9c)

with initial condition $u^0(x)$. We have chosen to work with simpler homogeneous natural (Neumann) boundary conditions on the entire boundary in order to avoid unnecessary complication. Laplace’s equation can be seen as a special case of the heat equation where the temperature distribution in $\Omega$ has reached equilibrium, provided that we use the same
boundary conditions.

The finite element discretisation of System (4.9) proceeds in the same manner as for System (4.1), although we work here with $H^1(\Omega)$ because we have Neumann boundary condition data for the whole boundary; the fact that the FEM automatically deals with such boundary conditions without having to resort to tweaking the function spaces is the reason that Neumann boundary conditions are also known as natural boundary conditions in finite element theory. We define

$$L^2(0, T; X) := \left\{ w : (0, T) \to X \mid w \text{ is measurable and } \int_0^T \|w(t)\|_X^2 \, dt < \infty \right\},$$

where $\| \cdot \|_X$ is the norm on $X$ [113]. Beginning with the weak formulation of the problem defined by System (4.9): given $T > 0$, find $u \in L^2(0, T; H^2(\Omega))$ such that $\forall \, t \in [0, T]$,

$$(u_t, \chi) = (\Delta u, \chi) \quad \forall \chi \in H^1(\Omega), \quad (4.10)$$

we need to choose a method of treating the time derivative. In this work, we do so using Euler difference quotients, and so we make the approximation $u_t(x, t + \Delta t) \approx \frac{u(x, t + \Delta t) - u(x, t)}{\Delta t}$ for some constant time-step $\Delta t$; consistent with the initial condition (4.9c), we write $u^0(x) = u(x, 0)$ and $u^n(x)$ for the temporally-semidiscrete approximation to $u(x, n\Delta t)$, and our numerical scheme will yield approximations at times $t = 0, \Delta t, 2\Delta t, \ldots, T$.

Inserting this difference quotient and assuming that $\Delta t$ divides $T$, Equation (4.10) becomes

for $n = 1, 2, \ldots, \frac{T}{\Delta t}$, find $u^n \in H^2(\Omega)$ such that

$$ (u^n, \chi) - \Delta t (\Delta u^n, \chi) = (u^{n-1}, \chi) \quad \forall \chi \in H^1(\Omega), \quad (4.11)$$

which uses an implicit time-stepping scheme. Under this discretisation, solving this problem on a single time-step is reduced to approximating an elliptic problem with a forcing term given by the state of the system on the previous time-step.
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Applying Green’s theorem to Equation (4.11), removing the $H^2(\Omega)$ requirement and re-arranging, we have for $n = 1, 2, \ldots, \frac{T}{\Delta t}$, find $u^n \in H^1(\Omega)$ such that

$$(u^n, \chi) + \Delta t (\nabla u^n, \nabla \chi) = (u^{n-1}, \chi) \quad \forall \chi \in H^1(\Omega),$$

where the zero-derivative condition (4.9b) on the whole boundary means that we have no new terms arising due to boundary conditions.

Now, using a set of basis functions $\{\phi_i : \Omega \rightarrow \mathbb{R}\}_{i=1}^N$ such that $\text{span} \{\phi_i : 1 \leq i \leq N\} = S \subset H^1(\Omega)$, we can expand in this basis the approximation $u^n_{hp}$ to $u^n$ that we wish to determine, with the subscript $hp$ indicating that this form is now spatially discrete. We assume additionally that the spatially discrete form $u^{n-1}_{hp}$ of $u^{n-1}$ is given in this same basis; this is reasonable because we will have used the same method\footnote{In the spatially-adaptive that we explore later in this work, the basis varies from time-step to time-step. In that case, we deal with this by representing the forcing term $u^{n-1}$ using the the full maximal basis that the adaptivity has available to it, with zeros in place of the coefficients of any absent basis functions. In this way, the previous system state is always fully included. Note that this requires the copy of $M$ on the right-hand side of Equation (4.12) to be rectangular.} to generate $u^{n-1}_{hp}$, with the exception being $u^0$ which may need to be projected into $S$ before beginning simulation. Thus, writing $u^n_{hp} = \sum_{i=1}^N u^n_i \phi_i(x)$ and seeking unknown real scalars $u^n_i$, analogously to Equation (4.7) our fully discrete problem reads: for $n = 1, 2, \ldots, \frac{T}{\Delta t}$, find $u^n_i$ for $i = 1, 2, \ldots, N$ such that

$$\sum_{i=1}^N u^n_i (\phi_i, \phi_j) + \Delta t \sum_{i=1}^N u^n_i (\nabla \phi_i, \nabla \phi_j) = \sum_{i=1}^N u^{n-1}_i (\phi_i, \phi_j) \quad \forall j \in \{1, 2, \ldots, N\},$$

which leads to the matrix system: for $n = 1, 2, \ldots, \frac{T}{\Delta t}$, find $\mathbf{u}^n$ such that

$$M \mathbf{u}^n + \Delta t A \mathbf{u}^n = M \mathbf{u}^{n-1}, \quad (4.12)$$

where $M$ is the mass matrix and is defined by $M_{ij} = (\phi_i, \phi_j)$, $A$ is as defined in the Section 4.1, and $\mathbf{u}^n = (u^n_1, u^n_2, \ldots, u^n_N)$ is the vector of basis function coefficients for
time-step \( n \). Here, we are integrating the right-hand side using \( M \); this is referred to as \textit{matrix-based assembly} and is important for efficiency.

### 4.3 A Simple Reaction-Diffusion System: Fisher’s Equation

Fisher’s equation [114] is a simple example of a reaction-diffusion equation which takes us another step towards the monodomain system. It models the spread of a species through a (one-dimensional) habitat. Reaction-diffusion equations are parabolic PDEs which are characterised by processes on two levels; the diffusion process which affects the global behaviour of the solution (in the case of Fisher’s equation this corresponds to species migration), and the reaction process which affects the solution only locally (here, logistic birth and death).

A nondimensionalised form of Fisher’s Equation is: for \( t \in [0,T] \), find \( u(x,t) \) such that

\[
\frac{\partial u}{\partial t} = \Delta u + u(1-u) \quad \text{in } \Omega \tag{4.13a}
\]

\[
\hat{n} \cdot \nabla u = 0 \quad \text{on } \partial \Omega \tag{4.13b}
\]

\[
u(x,0) = u^0 \quad \text{in } \Omega, \tag{4.13c}
\]

which can be fully discretised using the same techniques as described above to obtain

\[
\forall j \in \{1, 2, \ldots, N\},
\]

\[
\sum_{i=1}^{N} u^n_i(\phi_i, \phi_j) + \Delta t \sum_{i=1}^{N} u^n_i(\nabla \phi_i, \nabla \phi_j) = \sum_{i=1}^{N} u^{n-1}_i(\phi_i, \phi_j) + \Delta t (u^{n-1}(1-u^{n-1}), \phi_j),
\]

where we have chosen to treat the equation semi-implicitly in time, using the values at time-step \( n - 1 \) in the final term on the right.

The interesting complexity of Fisher’s compared to the heat equation is that there
is an additional forcing term which is non-linear; this cannot be represented using the \( \{ \phi_j \}_{j=1}^N \) as it no longer lies in \( S \). This means that we cannot integrate the forcing term exactly using \( M \) as we did for the heat equation in Equation (4.12). An alternative would be to compute the integrals on the right-hand side using numerical quadrature; however, this can become very computationally demanding as the size of the domain and the number of elements in the mesh grows, so we wish to avoid using quadrature if possible. However, we can use matrix-based assembly here, but we must be aware of the error that this introduces. Specifically, if we work with the \( p = 1 \) basis and for each \( j \) we write

\[
(u^{n-1}(1-u^n), \phi_j) \approx \sum_{i=1}^N u_i^{n-1}(1-u_i^{n-1})(\phi_i, \phi_j)
= M (u^{n-1} - u^{n-1} \odot u^{n-1}) ,
\]

(4.14)

where we use the operator \( \odot \) to mean pairwise multiplication of corresponding elements of the two vectors to produce an elementwise-squared vector, we see that what we are actually integrating is not the actual forcing term, but rather a piecewise linear interpolant of it which is accurate at the nodes of the mesh; this is a projection into the finite element space. We will return to this point when we look at the nonlinear transmembrane current term which appears in the monodomain equation. Note for now that if we were using a basis that could represent quadratic functions, but were still computing solutions using only the linears, we would be able to integrate this forcing term exactly by finding appropriate basis coefficients. With the \( p = 1 \) basis however, the final discretisation of System (4.13) is

\[
(M + \Delta t A) u^n = M (u^{n-1} + \Delta t (u^{n-1} - u^{n-1} \odot u^{n-1})) ,
\]

(4.15)

which we can solve for for each \( n \).

More details on FEM can be found for example in [100, 115].
4.4 Linearisation and Time Discretisation

We have chosen here to use a first-order semi-implicit time-stepping scheme, but there are other options. We could, for example, have used a standard Forward Euler scheme by taking the value of the diffusion term from the previous \((n-1)\)-th time-step, resulting in the analogue

\[
Mu^n = ((1 + \Delta t)M - \Delta tA)u^{n-1} - \Delta tM (u^{n-1} \odot u^{n-1})
\]

of Equation (4.15). This would result in a scheme with the same asymptotic accuracy, but which was less stable. Alternatively, we could have chosen to work with a fully implicit scheme; one in which all the terms outside of the time derivative are evaluated at the new time-step with index \(n\). In this case, the analogue of Equation (4.15) is

\[
((1 - \Delta t)M + \Delta tA)u^n = M (u^{n-1} - \Delta tu^n \odot u^n)
\]

The advantage of this would be that it generally provides even greater numerical stability, but the price of this is that we can no longer solve the system of equations by algebraic manipulation alone; additionally we must use a costly iterative procedure such as Newton’s method [116, 117, 69]. This is done by writing

\[
F(u^n) = ((1 - \Delta t)M + \Delta tA)u^n - M (u^{n-1} - \Delta tu^n \odot u^n),
\]

and solving the equation \(F(u^n) = 0\) for \(u^n\) using the iterative Newton scheme

\[
u_{k+1}^n = u_k^n - J_F^{-1}(u_k^n)F(u_k^n),
\]

where \(J_F\) is the Jacobian of \(F\) and the indices \(k\) denote the iterate number. Whether or not this is beneficial is dependent on whether accuracy or stability is limiting the size of \(\Delta t\); if it is stability, then the more expensive Newton iterations may be worthwhile [118].
These time-stepping schemes are all first-order accurate and as such are simple to implement and computationally cheap. Therefore, they are natural first-attempt choices for the time discretisation, and in practice are reasonably good choices for our problem. For a more advanced time-stepping scheme, it has been suggested that the second-order accurate schemes Crank-Nicholson / Adams-Bashforth and second order semi-implicit backwards differentiation are excellent choices due to the much larger time-step that they allow and improved accuracy that they provide [69]. While it is important to ensure that we have accuracy in both space and in time, we see from our numerical results for the monodomain in Table 5.2 that the spatial and temporal errors are not strongly interconnected; when we fix $h$ and $p$ and reduce the time-step size by an order of magnitude to $\Delta t = 0.001 \, ms$, there is a relatively uniform shift in the CV across all but the coarsest, lowest order simulations. Thus we see that we can make meaningful accuracy comparisons for the monodomain across different values of $h$ and $p$ and using a fixed $\Delta t = 0.01 \, ms$ in the simple semi-implicit scheme of the type used in Equation (4.15), but must remember that with this time discretisation, a non-insignificant temporal error remains. When using such high-order numerical schemes in applications which require high accuracy, this temporal error must be reduced by using a smaller time-step or more accurate time integration method. However, justified by the observed approximate independence of the spatial and temporal errors, and because the focus of this work is on spatial accuracy, we do not concern ourselves with more advanced or efficient time-stepping methods, but note that the present work could make a good starting point for an approach which also involves reducing or controlling the temporal error, by using either a more accurate or an adaptive time integration method.

4.5 Finite Element Spaces

In Section 4.1.4 we described the the $p = 1$ piecewise-linear finite element basis which is very widely used in practice [23, 24, 22, 25], and in Section 4.2 we refrained from
working with a particular basis, preferring to leave the choice open. In both cases, we were defining a finite-dimensional space $S$ in which we were to find approximate solutions to our equations. In this work, we use specific high-order bases, and we describe them now.

The label $p = 1$ for the piecewise-linear basis refers to the fact that the basis functions, and thus also the generated finite element approximation, are polynomials of degree at most one on each element of the mesh $\mathcal{M}$. This nomenclature is indicative of the families of basis functions that we are to define now; our high-order finite element spaces will be piecewise-polynomial of degree $p \geq 1$ supported on the elements of $\mathcal{M}$, and continuous in $\Omega$.

For $p \geq 1$, the subspace $S$ is determined in the following way. We select an $\mathcal{M}$ satisfying Inequalities (4.6) with quasiuniform element diameter $h$ and a basis $\{\phi_i\}_{i=1}^N$ of continuous piecewise polynomials on each element of degree up to and including $p$ in each element, and denote the resulting subspace by $S_{hp}$; this is our maximal solution space. There is no unique way of doing this, neither in terms of specific basis functions nor general properties of the basis, but we choose the space $S_{hp}$ which can be obtained from the standard linear FEM space $S_{h1}$ by hierarchically adding basis functions of increasing degree to each element up to degree $p$, so that an arbitrary polynomial on $\Omega$ of degree $p$ lies in $S_{hp}$ [119]. This choice of basis has the computationally advantageous property of hierarchy such that on each element the basis of degree $p$ is the same as the basis of degree $p + 1$ with the degree $p + 1$ functions removed. We will need this property when we consider adaptivity in Chapter 6.

For example, with $p = 4$ on a 1D reference element $[0, 1]$ we have (scaled forms of) the basis functions

$$x, \quad 1 - x, \quad x (1 - x) \quad x (1 - x) \left(\frac{1}{2} - x\right) \quad \text{and} \quad x (1 - x) \left(\frac{1}{3} - x\right) \left(\frac{2}{3} - x\right)$$

which are the two components of a linear basis function, the quadratic, the cubic and the
quartic, respectively; these clearly satisfy the property of hierarchy. The one-dimensional basis functions up to degree $p=6$ are shown in Figure 4.4. In 2D with $p = 4$, there are three linear, three quadratic, four cubic basis and five quartic basis functions partially or wholly supported on each element; see Figures 4.5 and 4.6 for some of these. A complete list of the basis functions used in this work are given in Appendix A.

Figure 4.5: Three of the fifteen hierarchical basis function pieces required in 2D on the reference element for a quartic finite element approximation of the solution. Note that when mapped to the real mesh from the reference element, each basis function piece is generally just part of one of the basis functions that is actually supported on multiple elements; the exceptions are the “bubble” functions which are zero on the whole boundary of the element, see Figure 4.6.

An example of a basis without the hierarchy property is the degree-$p$ nodal basis, defined by the requirements that each of the $N$ basis functions $\phi_i$ has an associated node
Figure 4.6: Three of the fifteen hierarchical basis function pieces required in 2D on the reference element for a quartic finite element approximation of the solution. Note that when mapped to the real mesh from the reference element, each basis function piece is generally just part of one of the basis functions that is actually supported on multiple elements; here the first two plots would match over an element edge to form the two components of a complete basis function, and the third plot shows a “bubble” function which is zero on the whole boundary and so is supported on only one element.

$x_i$ such that $\phi_i(x_j) = \delta_{ij}$, and that the space $S_{hp}$ as defined above is spanned. Clearly, there must be more nodes here than just those of $N$; for example, with $p = 2$ in two dimensions, we use the six nodes shown in Figure 4.7. Nodal bases have the nice property that at the nodes we can read off the value of the solution by simply looking at the computed coefficient of the associated basis function, but since we need the hierarchy property for the $p$-adaptivity that we will investigate in Chapter 6, we can not use a nodal basis to represent the transmembrane potential field in computations. We will need such a high-order nodal basis in an auxiliary role to treat the spatial discretisation of the non-diffusing cell state variables; these are given by the vector PDE in Equation (1.1b). Thus we only need to know that nodal bases exist; we only use their nodal values rather than their complete functional forms. Unless noted otherwise, in this work we will always be thinking in terms of hierarchical bases.

4.5.1 Revisiting the Reference Element

Now that we have introduced our higher-order bases, we examine how these relate to the reference element $E$. Basis function pieces are defined on the reference element and transformed by the reference maps $r_i$ as $\hat{\phi}_k \circ r_i : \epsilon_i \to \mathbb{R}$ to the mesh element $\epsilon_i$. The
resulting functions are generally not complete basis functions in themselves, they are just the part of a basis function which is supported on \( \epsilon_i \); any part of the basis function which lies in a neighbouring element must be built using an appropriate \( \hat{\phi}_k \) which ensures continuity across their shared boundary. Thus, as in Section 4.1.3, we have a family of what can be thought of as basis function building blocks \( \hat{\phi}_k \) defined on \( E \). We must piece these together in order to construct whole basis functions on the mesh.

An issue arises with basis functions that lack appropriate symmetry, so that it is not immediately clear which basis function pieces should be used on two neighbouring elements in order to ensure continuity across their shared boundary. Cubic basis functions in 2D such as the cubic depicted in figure 4.5 provide an example of this; the following explanation of the problem is also presented graphically in Figure 4.8. We consider an element \( \epsilon_i \) and a basis function associated with an edge \( \gamma \) of \( E \), \( \hat{\phi}_\gamma \), the first of the four cubics in 2D, similar to the cubic depicted in Figure 4.5. Suppose we have constructed part of a basis function using this \( \hat{\phi}_\gamma \); let this be \( \hat{\phi}_\gamma \circ r_i \) and let \( \gamma = \overline{\epsilon_i \cap \epsilon_j} \) be the associated mesh edge. Suppose then that \( r_j(\gamma) = \hat{\gamma} \) also, then it appears at first that we need to use \( \hat{\phi}_\gamma \) again to form the complete basis function. This becomes a problem however, because we are now attempting to match a function with a rotation of itself along \( \gamma \) (see Figure 4.8), and that function is not symmetrical about the mid-point of \( \gamma \). The answer is to use \( -\hat{\phi}_\gamma \) in one of the two cases. Identifying when to do this across the whole mesh requires careful book-keeping. This negative form can be thought of as another reference basis.
function in its own right as opposed to one derived from $\hat{\phi}_i$, resulting in a greater number of reference basis functions $\hat{\phi}_i$ being defined on $E$ than the dimensionality of $S_{hp}$ on an element. This kind of thinking was hinted at in Section 4.1.3 in comments regarding the value $N_{loc}$, and really comes into its own when considering basis function matching on element boundaries in 3D, as this case is far more complicated.

Figure 4.8: Two elements $\epsilon_i$ and $\epsilon_j$ with a shared boundary $\gamma$. The central blue curve shows the value of the cubic basis function on $\gamma$, which is the trace on $\gamma$ of $\hat{\phi}_i \circ r_i : \epsilon_i \to \mathbb{R}$, and also the trace on $\gamma$ of $-\hat{\phi}_j \circ r_j : \epsilon_j \to \mathbb{R}$, showing that the basis function constructed from these two components is continuous on $\gamma$, as required. Notice how the reference maps $r$ carry the reference element to $\epsilon_i$ and $\epsilon_j$ in such a way that $\hat{\phi}_i$ is required twice in the construction of the complete basis function; the requirement for continuity is satisfied by using $-\hat{\phi}_j \circ r_j$, which is an inversion of the $\hat{\phi}_i$ depicted on the reference element.

4.5.2 Approximation Properties of the Finite Element Method

In this section, for simplicity we assume that $g_D$ is precisely the trace of a function which lies in $S_D$. The reason why the FEM gives high-quality approximate solutions to PDEs can be seen in the property of Galerkin orthogonality. For the Laplacian problem, this is can be seen by taking Equations (4.3) and (4.4); with $u = u_N + u_D$ and $u_{hp} = u_{N, hp} + u_D$, subtracting one of these from the other gives

$$\nabla (u - u_{hp}), \nabla \chi \rightleftharpoons 0 \quad \forall \chi \in S,$$  \hspace{1cm} (4.16)
which demonstrates that $u_{hp}$ is the closest point in $S_D$ to $u$ as measured in the norm induced by the inner product $(\nabla \cdot, \nabla \cdot)$. To see this, we note that $a(f, g) := (\nabla f, \nabla g)$ is an inner product on $H^1_0(\Omega)$, and write $\|f\|_a := \sqrt{a(f, f)}$ for the norm it induces; this is a full norm because the Poincaré Inequality [118] can be applied in $H^1_0(\Omega)$ due to the fixed-zero boundary values in this space. We then have

$$
\|u - u_{hp}\|_a^2 = a(u - u_{hp}, u - u_{hp})
$$

(by Equation (4.16))

$$
\leq \|u - u_{hp}\|_a \|u - \chi\|_a,
$$

(Cauchy-Schwarz)

which shows the closest-point property by giving us [100]

$$
\|u - u_{hp}\|_a \leq \|u - \chi\|_a \quad \forall \chi \in S_D.
$$

(4.18)

This property affords us a nice way of thinking about the advantages of high-order finite element spaces $S_{hp}$, which were introduced in Section 4.5. They have the property $S_{h1} \subset S_{h2} \subset \cdots \subset S_{hp} \subset H^1(\Omega)$; we see that by increasing $p$ we increase the size of the subspace within which we are obtaining the closest point to the weak solution $u$. Although this argument gives us no guarantee of convergence or even of improvement, it does provide us with an intuitive feel for the benefit of increasing $p$. Given Inequality (4.18), we can be more precise about how this error behaves as $p$ increases if we can find a particular element $\chi \in S_D$ for which we know something about the value of $\|u - \chi\|_a$.

In order to do this, we can turn to polynomial interpolation theory [100, 120], which tells us how well a polynomial of degree $p$ can approximate an arbitrary function, so long as it has a particular minimum degree of smoothness. Specifically, Babuska and Suri [78] show the following.

**Lemma 4.5.1.** Let $k > \frac{3}{2}$ such that $u \in H^k(\Omega)$. Then there exists an element $Iu \in S_D$ and $C > 0$ which depends on $k$ and on $Q$ and $R$ in (4.6) but is independent of $u$, $p$ and
such that for $\mu = \min\{k, p + 1\}$,

$$\|u - I_u\|_{1,2} \leq Ch^{\mu-1} p^{k-1} \|u\|_{k,2}.$$  

Combining this result with Inequality (4.18) and using the fact that $\|u - \chi\|_a \leq \|u - \chi\|_{1,2}$, we see that

$$\|u - u_{hp}\|_a \leq C h^{\mu-1} p^{k-1} \|u\|_{k,2},$$

which gives us an asymptotic convergence bound on the error. A similar result can be shown in the case where we have a non-empty Dirichlet boundary [78].

More relevantly for our cardiac application, this same argument regarding the closest point applies to our parabolic equations too. For example, to apply this to Fisher’s equation, we can take $a(f, g) := (f, g) + \Delta t(\nabla f, \nabla g)$ and suppose that there was no error in the approximation at the previous time-step by taking $u_{hp}^{n-1} = u^{n-1}$. This ensures that the forcing term on the right-hand side is identical in both the time-semidiscrete case

$$(u^n, \chi) + \Delta t(\nabla u^n, \nabla \chi) = (u^{n-1}, \chi) + \Delta t(u^{n-1}(1 - u^{n-1}), \chi) \quad \forall \chi \in \mathcal{H}^1(\Omega)$$

and fully-discrete form

$$(u_{hp}^n, \chi) + \Delta t(\nabla u_{hp}^n, \nabla \chi) = (u_{hp}^{n-1}, \chi) + \Delta t(u_{hp}^{n-1}(1 - u_{hp}^{n-1}), \chi) \quad \forall \chi \in S; \quad (4.19)$$

here, we also assume that we integrate the right-hand side of Equation (4.19) without using the efficiency approximation given in Equation (4.14) so that

$$a(u^n - u_{hp}^n, \chi) = 0.$$ 

This new $a(\cdot, \cdot)$ is a perfectly good inner product, so essentially the same argument as used in the elliptic case demonstrates that, in the norm induced by this inner product, the closest-point property holds. There are much more involved arguments which demon-
strate that convergence occurs; one of these will be given for the cardiac monodomain equation in Section 5.2.1.

4.6 Linear System Preconditioning

Because each basis function has a degree of freedom associated with it, increasing $p$ results in an enlargement of the linear system, such as Equation (4.15), which represents the fully-discrete form of the problem, both in terms of the dimensions of the matrix system and of the matrix fill-in. However, because using a mesh with larger $h$ will result in fewer elements making up $\Omega$ and thus fewer degrees of freedom (DOF), we can carefully balance a larger $h$ with a higher $p > 1$ when designing $S_{hp}$, reducing the overall number of DOF whilst maintaining or even improving numerical accuracy. This is not surprising in the light of Inequality (1.2).

This reduction in the overall DOF is the mechanism by which the high-order finite element method delivers its efficiency improvements. Because the linear systems used for realistic cardiac electrophysiology simulations are typically very large (millions of DOF), direct linear solvers such as Gaussian elimination are uncompetitive; we must instead use iterative Krylov methods such as preconditioned conjugate gradients (PCG) [121]. Because conjugate gradients will require more iterations to converge to a solution when the condition number of the system matrix is larger, this number is highly relevant to numerical efficiency. The computational cost of solving a linear system iteratively increases with both the number of DOF and the number of iterations required for convergence, and increasing $p$ will cause a corresponding increase in the condition number, so we must choose an effective preconditioner to bring the iteration count down.

Let us write our linear system as $Ax = b$, where $A$ is an $N \times N$ sparse matrix. Solving for $x$ using PCG will give an exact solution to the linear system after $N$ iterations; this is still computationally demanding. However, typically after significantly fewer iterations it will produce a result which is acceptably close to the exact solution. The number of
iterations required is related to the condition number \( \kappa(A) \in [1, \infty) \) of \( A \), which is the ratio of the largest to smallest eigenvalue of \( A \) \cite{121}. Generally, the larger \( \kappa(A) \), the slower the iterative convergence. Note that a good preconditioner will cause a large reduction in the condition number, and the condition number will be affected by the mesh and the degree of the polynomial basis (larger degrees increase the condition number) used in the FEM discretisation. We can reduce the condition number using a preconditioner \( P \) as follows.

(Left-) preconditioning of a linear system involves the application of some linear operator \( P^{-1} \) to \( A \) followed by performing conjugate gradient iteration on the preconditioned system \( P^{-1}Ax = P^{-1}b \), so that the relevant condition number is \( \kappa(P^{-1}A) \). This \( P^{-1} \) can be thought of as some approximate inverse of \( A \); the condition number of the identity matrix is 1, so we wish to choose \( P \) such that \( P^{-1}A \) is close to the identity matrix so that \( \kappa(P^{-1}A) \) will be small. Adjusting the condition number in this manner is necessary because it is usually large for FEM system matrices, particularly when \( p > 1 \).

The requirements for a good preconditioner \( P^{-1} \) are as follows.

1. \( P^{-1}A \) has a significantly smaller condition number than \( A \).

2. \( P^{-1}y \) is computationally cheap to evaluate.

3. The memory storage requirements for \( P^{-1} \) are not too great.

4. The iteration counts should be largely independent of the discretisation values \( h \) and \( p \).

5. Ideally, the evaluation of \( P^{-1}x \) should scale well to many processors in parallel.

These requirements can be difficult to reconcile with one another; for example, the greatest reductions in the condition number will generally require the most memory to store the preconditioner. Thus it can be quite difficult to make absolute statements about which preconditioning method is best, as this is affected by available memory, processor distribution and even the simulation protocol itself \cite{13}. Additionally, the ease of implementation
of different preconditioners varies from the incredibly simple to the extremely complex; this affects the choices made in designing software. Efficiency comparisons are possible between simulations which use the same preconditioner, but are not straightforward when using different preconditioners because the optimal choice is situation-dependent, making general statements difficult.

4.6.1 ILU(0) Preconditioner

In our one-dimensional and fixed-order two-dimensional simulation studies, we will use an incomplete LU with zero fill-in (ILU(0)) preconditioner for our linear system. This is a very simple preconditioner which consists of approximate lower $L$ and upper triangular $U$ factors of the system matrix $A$ so that $A \approx LU$, but adjusted so that the factors have the same sparsity pattern as $A$ within the nonzero triangle. The triangular nature of this preconditioner means that it can be applied cheaply. It provides an effective way of reducing the condition number for $p=1$ FEM, but it can be expected to perform less well in terms of the condition number of the preconditioned system as the ratio of the time-step $\Delta t$ to $h^2$ increases [122, 14], and its usefulness decreases further with larger $p$.

4.6.2 Block Preconditioner

In Chapter 6, for our two-dimensional adaptive simulations, we employ a block-preconditioning approach which is related to ILU(0). The precise details are best described together with the adaptive scheme, so we leave those to Section 6.4.1, but we provide an overview here.

Because we arrange the indexing of our degrees of freedom so that $A$ can be decomposed into blocks as

$$A = \begin{pmatrix} A_{LL} & A_{LT}^T \\ A_{LT} & A_{HH} \end{pmatrix},$$

where the subscripts $L$ or $H$ indicate whether linear or high-order (or both) basis function interactions occur within the block. We exploit this structure to design a preconditioner
which approximately inverts the blocks $A_{LL}$ and $A_{HH}$ using their ILU(0) decompositions; the advantage of doing this in the adaptive setting is that we can adjust the preconditioner for the $A_{HH}$ block without involving that for the never-changing $A_{LL}$, reducing the work involved in performing an adapt. It also displays better performance than ILU(0) in reducing the condition number for $p > 1$.

### 4.6.3 Additive Schwarz Preconditioner

For all our 3D studies, we use an overlapping block-Jacobi additive Schwarz preconditioner, chosen to allow us to evaluate the performance of our method with the sort of preconditioner that would be a good choice for whole-heart scale practical simulation on a large-scale parallel architecture.

For a linear system of the form $Ax = b$, the idea behind additive Schwarz preconditioners [100] is that we can approximate the solution of a linear system arising from the discretisation of a PDE in a domain $\Omega$ by breaking that domain up into small, slightly overlapping subdomains $\{\Omega_k\}_{k=1}^K$ with $\Omega = \bigcup_{k=1}^K \Omega_k$ and $\Omega_k = \bigcup_{i \in I_k} \epsilon_i$ for some indexing sets $I_k$, finding some approximate local form $A_k$ of the operator $A$ on each subdomain $\Omega_k$ and solving the problem locally in a subspace $S_k \subset S_{hp}$ on each $\Omega_k$. These local solutions can then be combined in a very simple way to generate an approximate global solution.

We can write down this preconditioner $P_{AS}^{-1}$ as

$$P_{AS}^{-1} = \sum_{k=1}^K \hat{R}_k^{-1} A_k R_k \quad (4.20)$$

where the $R_k : S_{hp} \to S_k$ are restriction operators, each to the subspace of the finite element space associated with $\Omega_k$. The operators $\hat{R}_k^{-1}$ can be thought of as the inverses of the $R_k$; however, because this inverse is not well-defined we should remember that strictly they are not inverses, but rather operators that embed the $S_k$ in $S_{hp}$ in the obvious way given that $S_k \subset S_{hp}$.

The choice of subspace that we make is guided by, but differs slightly from, the method
of Pavarino [123]. Our number of subdomains $K$ is equal to the number of nodes of the mesh, and our $k^{th}$ local subspace is defined using the $k^{th}$ linear basis function $\phi_k$ as $S_k := \text{span}(B_k)$ with $B_k := \{\phi_j \mid \text{supp}(\phi_k) \cap \text{supp}(\phi_j) \neq \emptyset\}$. Our subdomains $\Omega_k$ are therefore given by $\Omega_k = \text{supp}\left(\sum_{\phi_j \in B_k} \phi_j\right)$ and are small patches of elements around the $k^{th}$ mesh node; see Figure 4.9.

**Basis Function Locations for Schwarz Preconditioner Subspace $B_k$**

![Diagram showing basis function locations](image)

Figure 4.9: The patch of elements which support basis functions which are included in the local subspace $B_k$ associated with the $k^{th}$ mesh node and linear basis function for the additive Schwarz preconditioner.

The advantage of this preconditioner is that it is immediately parallelisable, and very likely will scale excellently; the study of Giraud et al. [124] indicates that superlinear parallel scaling can occur for such preconditioners. The terms of the sum in Equation (4.20) can be distributed to as many processors as we wish, until the workload of each processor is too small to make doing so worthwhile; the result then needs to be gathered back together and summed to complete the application of the preconditioner. We will see in Section 5.5 that the additive Schwarz preconditioner is effective for controlling the condition number across all values of $p$ investigated.
4.7 Chapter Conclusions

We have seen how the finite element method is applied to PDEs, and noted that nonlinearity in the forcing terms can introduce numerical error when using matrix-based assembly. We have described hierarchical and nodal finite element bases in general terms, and noted that we will require both for discretising the monodomain equation. We have seen that we must be careful to ensure we have preserved continuity across element boundaries when defining a hierarchical basis using the reference element, and we have discussed the requirements for and examples of linear system preconditioners. This sets us up with everything we need in order to apply these methods to the monodomain system in the next chapter. A major reference for the current chapter is [77].
Chapter 5

Application to the Monodomain System

Having seen high-order FEM in a more general setting, we specialise to the problem that we are interested in: the monodomain system. In this chapter, we shall see how to discretise it and perform simulation using uniform-degree high-order FEM. Via an a priori estimate, we shall understand how the errors in the transmembrane potential and in the cell model are intertwined so that both affect the accuracy of the FEM solution for the transmembrane potential.

Using norms of the error in one dimension, we show experimentally that the scheme provides the high accuracy that we expect, in agreement with the a priori estimate. Simulations in one, two and three dimensions across a range of different domains and conductivity tensor fields show that we obtain high-accuracy and improved efficiency over state-of-the-art p = 1 FEM. We include simulations using a 3D test-problem which has been used in the literature to evaluate the accuracy of a number of electrophysiology simulation packages [58].

5.1 The Monodomain Equation

Recall the monodomain system with a cell model which we focus on in this work is written as: for $t \in [0, T]$, find the time-dependent scalar field $u(x, t)$ and the time-dependent vector
field $w(x,t)$ such that

$$C_m \frac{\partial u}{\partial t} - \frac{1}{\beta} \nabla \cdot (\sigma \nabla u) - I_{ionic}(u,w) = I_{stim}(x,t) \text{ in } \Omega, \quad (5.1a)$$

$$\frac{\partial w}{\partial t} - g(u,w) = 0 \text{ in } \Omega, \quad (5.1b)$$

$$u(x,0) = u^0(x) \forall x \in \Omega, \quad (5.1c)$$

$$\hat{n} \cdot (\sigma \nabla u) = 0 \text{ on } \partial \Omega, \quad (5.1d)$$

$$w(x,0) = w^0(x) \forall x \in \Omega. \quad (5.1e)$$

This describes the propagating waves in the transmembrane potential $u(x,t)$ which coordinate contraction of cardiac myocytes [6]. As previously, $x$ is a point in the $l$-dimensional myocardial domain $\Omega$, $\Omega$ has boundary $\partial \Omega$ which is often polygonal due to the methods used to generate it from cardiac MRI [95], $\hat{n}$ is the outward-pointing unit surface normal to $\partial \Omega$, $u^0$ and $w^0$ are the initial conditions, and we have time $t$, cell membrane capacitance $C_m$, cell surface area to volume ratio $\beta$, and current $I_{total}(u,w,x,t) = I_{ionic}(u,w) + I_{stim}(x,t)$, consisting of the transmembrane ionic current $I_{ionic}(u,w)$ as described by the cell model and the stimulus current $I_{stim}(x,t)$ as determined by the experimental protocol. $g$ describes how the $m$ non-diffusing cell model state variables $w(x,t) = (w_1(x,t), \ldots, w_m(x,t))^T$ vary in time. $\sigma(x) \in \mathbb{R}^{l \times l}$ is the conductivity tensor, which is symmetric, satisfies $a^T \sigma(x) a > 0 \forall a \in \mathbb{R}^l \setminus \{0\}$ (positive definiteness), and its eigenvalues give the electrical conductivity in the direction of each associated eigenvector. In this work, in 3D we use the ten Tusscher 2006 cell model [57], and in 2D, the Luo-Rudy Phase I (LR91) cell model [34], modified according to [49], for $g$ and $I_{ionic}$; these quantities describe how the cardiac cells locally affect the transmembrane potential $u$. We cast the transmembrane potential PDE from system (5.1) into the weak form: find $u \in L^2(0,T; H^1(\Omega) \cap H^2(\Omega))$ such that for all $\chi \in H^1(\Omega)$ and $\forall t \in [0,T]$,

$$(u_t, \chi) - \frac{1}{\beta C_m} (\nabla \cdot (\sigma \nabla u), \chi) - \frac{1}{C_m} (I_{total}, \chi) = 0. \quad (5.2)$$
Integrating by parts and taking advantage of the removal of the second-order derivative, we adjust the problem statement to be find \( u \in L^2 (0, T; H^1(\Omega)) \) such that \( \forall \ t \in [0, T] \)

\[
(u_t, \chi) - \frac{1}{\beta C_m} \left( \int_{\partial \Omega} \chi \sigma \nabla u \cdot \hat{n} \, dx^{l-1} - (\sigma \nabla u, \nabla \chi) \right) - \frac{1}{C_m} (I_{total}, \chi) = 0 \ \forall \ \chi \in H^1(\Omega)
\]

where \( \hat{n} \) is an outward-pointing unit surface normal. Note that a sufficiently smooth solution to this will also be a solution to Equation 5.2. Applying the boundary condition (5.1d) and relaxing the second-order weak differentiability requirement on \( u \) gives the problem find \( u \in L^2 (0, T; H^1(\Omega)) \) such that \( \forall \ t \in [0, T] \)

\[
(u_t, \chi) + \frac{1}{\beta C_m} (\sigma \nabla u, \nabla \chi) - \frac{1}{C_m} (I_{total}, \chi) = 0 \ \forall \ \chi \in H^1(\Omega).
\]

Choosing some finite-dimensional subspace \( S \subset H^1(\Omega) \) to work in, with basis \( \{ \phi_i \}_{i=1}^N \), we can find a spatially discrete approximation \( u_d = \sum_{i=1}^N u_i \phi_i \) to \( u \) by determining appropriate basis function coefficients \( u_i \). Inserting this, we obtain the semi-discrete system of equations as follows:

\[
\left( \sum_{i=1}^N u_{t,i} \phi_i, \phi_j \right) + \frac{1}{\beta C_m} \left( \sigma \nabla \sum_{i=1}^N u_i \phi_i , \nabla \phi_j \right) - \frac{1}{C_m} (I_{total}, \phi_j) = 0 \quad j = 1, 2, \ldots, N.
\]

We now write \( u = (u_1, u_2, \ldots, u_N)^T \), \( I_{total} = ((I_{total}, \phi_1), (I_{total}, \phi_2), \ldots, (I_{total}, \phi_N)) \), and \( M \) and \( A \) for the matrices with \( (j,i) \)th entry \( (\phi_i, \phi_j) \) and \( (\sigma \nabla \phi_i, \nabla \phi_j) \), the mass and stiffness matrices respectively, to obtain

\[
Mu_t + \frac{1}{\beta C_m} Au - \frac{1}{C_m} I_{total} = 0, \quad (5.3)
\]

where we must remember that this is still nonlinear because \( I_{total} \) is still a function of \( u \) and \( w \); we show how to treat this in Section 5.2.2. We note that we have not yet discretised this equation in time; this is secondary to our objective of designing an
efficient spatial method, and we will come to this also in Section 5.2.2. For now, where we require the concept of a fully-discrete approximation to \( u \) using a time-step \( \Delta t \) and some time-discretisation scheme, we will write

\[
    u^n = u^n(x) = \sum_{i=1}^{N} u_i(n\Delta t)\phi_i(x),
\]

where the coefficients \( u_i \) are defined on the discrete set of time points \( \{0, \Delta t, 2\Delta t, \ldots\} \), and depend on the time-stepping scheme that we choose.

**Remark.** We use the notation \( \tilde{I}_{\text{total}} \) here to distinguish from the form \( I_{\text{total}} \) that we will introduce later. The former includes the current \( I_{\text{total}} \) in the matrix equation (5.3) as \( \tilde{I}_{\text{total}} := ((I_{\text{total}}, \phi_1), (I_{\text{total}}, \phi_2), \ldots, (I_{\text{total}}, \phi_N))^T \), with \( I_{\text{total}} \) not necessarily polynomial. The latter will approximate \( \tilde{I}_{\text{total}} \) by \( ((\Pi I_{\text{total}}, \phi_1), (\Pi I_{\text{total}}, \phi_2), \ldots, (\Pi I_{\text{total}}, \phi_N))^T = MI_{\text{total}} \), with \( \Pi I_{\text{total}} \) a projection of \( I_{\text{total}} \) into the finite element space, and \( I_{\text{total}} = (I_1, I_2, \ldots, I_N) \) the vector of coefficients in the expansion \( \Pi I_{\text{total}} = \sum_{i=1}^{N} I_i \phi_i \). The projection will be discussed further in Section 5.2.

### 5.1.1 Discretising the Cell Model, \( w \)

As we shall see in what follows, and as we hinted in Section 4.5, choosing to discretise \( w \) using order-\( \tilde{p} \) finite elements in space is necessary in order to achieve the high-accuracy that we expect from the scheme; the lower of the degrees used for the discretisation of \( u \) and \( w \) will define the convergence rate of the scheme with \( h \)-refinement, and more importantly, the magnitude of the error on a particular mesh. We explain the discretisation now.

We take the PDE (5.1b) for \( w \) and discretise it in each of its components using high order finite elements; starting from the weak form, for each \( i \),

\[
    \left( \frac{\partial w_i}{\partial t}, \chi \right) = (g_i(u, w_i), \chi) \quad \forall \chi \in L^2(\Omega),
\]
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which is discretised in time using a (semi-implicit) Euler scheme as

\[
\left( w^{n+1}_i - w^n_i, \chi \right) = \Delta t \left( g_i(u^n, w^n_i, w^{n+1}_i), \chi \right) \quad \forall \chi \in L^2(\Omega),
\]

(5.4)

where we use \( n \) to denote the time-step to which each quantity belongs. The extra arguments of \( g \) in Equation (5.4) represent the fact that we treat terms implicitly wherever possible, taking \( u^{n+1} \) and \( w^{n+1}_i \) on the right-hand side wherever simple algebraic manipulation allows us to do so without requiring an iterative scheme to perform a time-step update.

As in Section 4.3, we want to be able to write the term on \( g_i \) the right-hand side of Equation (5.4) in terms of our basis \( \{ \phi_j \} \) so that we can perform the right-hand side integration using the mass matrix \( M_{cell} \) that we are to construct. We choose to use a nodal basis of degree \( \tilde{p} \) for the discretisation and thus for \( M_{cell} \); the tilde is used to distinguish from the degree used for approximating the transmembrane potential PDE (5.1a). The need for this distinction will become clear in when we prove Theorem 5.2.1.

We have the problem that \( g \) will most likely lie outside of the solution space \( S_{h\tilde{p}} \) that this basis spans, so we will require a projection \( \Pi \) into our finite element space for the cell model, and must accept the error that this introduces if we do not wish to introduce additional computational expense. Performing this projection means that we are actually solving the equation

\[
\left( w^{n+1}_i - w^n_i, \chi \right) = \Delta t \left( \Pi g_i(u^n, w^n_i, u^{n+1}, w^{n+1}_i), \chi \right) \quad \forall \chi \in L^2(\Omega)
\]

as opposed to our original formulation. Expanding using the nodal basis and working in the finite dimensional space \( S_{h\tilde{p}} \), we obtain the linear system

\[
M_{cell}w^{n+1}_i = M_{cell}(w^n_i + \Delta t \Pi g_i)
\]

(5.5)

where we have used bold symbols to denote the vectors of basis function coefficients; for
example $\Pi g_i := \left( \Pi g_1^i, \Pi g_2^i, \ldots, \Pi g_{N_{cell}}^i \right)$, thus representing the function $\Pi g_i(u^n, w^n_i, u^{n+1}_i, w^{n+1}_i)$ by $\sum_{j=1}^{N_{cell}} \Pi g_j^i \phi_j$.

Because the matrix $M_{cell}$ is non-singular, this calculation is merely a formality, albeit one worth exposing because it makes an easily-overlooked source of discretisation error apparent. Multiplying on the left by the inverse of this matrix, the cell model problem now completely de-couples into what looks like a system of spatially localised ODEs for each $i$ as

$$w_i^{n+1} = w_i^n + \Delta t \Pi g_i;$$

(5.6)

these $w_i^{n+1}$ can then be used in the computation of $I_{total}$ to drive the next time-step of the transmembrane potential PDE; see section 5.1.

5.2 The Requirements of Cell Model Treatment in Tissue and an a priori Estimate

This Section presents some analysis in support of the cell model discretisation that we choose to use in this work. We wish to have an approximation to $I_{total}$ of the form

$$I_{total} \approx \sum_{i=1}^{N} I_i \phi_i, \quad I_{total} := (I_1, I_2, \ldots, I_N)^T \in \mathbb{R}^N,$$

so that the integration required to generate the current term in the linear system (5.3) can be reduced to the computationally efficient approximation $\tilde{I}_{total} \approx M I_{total}$, referred to as matrix-based assembly. Because the term $I_{ionic}$ in Equation (5.1a) is nonlinear, in general $I_{total}(u^n, w^n, x, t) \notin S_{hp}$. Thus we require a choice of a suitable projection $\Pi : L^2(\Omega) \to S_{hp} \subset S_{hp}$ for some $\tilde{p}$; we can then work with $\Pi I_{total}$. Additionally, the non-diffusing cell state variables $w$ must be solved with sufficient spatial accuracy; a piecewise-linear approach to $w$, which is effectively what is used in most implementations,
will limit the overall accuracy of the scheme. We can obtain the accuracy needed by using finite elements of degree $\tilde{p}$ to approximate $w$; in this case there is a very natural way to construct $\Pi$ mapping into $S_{h\tilde{p}}$ (see Section 5.2.2), so we take the same $\tilde{p}$ for the degree of the image of $\Pi$ and the order of the finite elements used for $w$.

Taking $\tilde{p} = 1$ is not sufficient; the problem with this can be seen by considering the error in 1D simulations at different levels of $h$-refinement with $p$ kept fixed. We take a 2 cm 1D domain, and perform monodomain simulations with $\tilde{p}$ always set to 1. Define

$$\|h(x,t)\|_{L^\infty(L^2)} = \text{ess sup}_{t \in [0,T]} \left\{ \sqrt{\int_{\Omega} h(x,t)^2 dx} \right\},$$

where $T$ is the stopping time of the monodomain simulation. For each of $p \in \{1, 2, 3\}$ and six different values of $h$ in the range $[0.001, 0.01]$ cm (18 simulations in total), we apply a stimulus at one end of the domain, chosen such that it can be applied exactly to all simulations, and run the simulation for $T = 20$ ms to allow the wavefront time to form and propagate. For each simulation, we computed the error in the $L^\infty(L^2)$ norm, using a reference solution generated with $h = 0.0001$ cm and $p = 3$. Figure 5.1 shows the error convergence rates for these simulations, demonstrating the restricted convergence. Because of inequality (1.2) we might expect the error in this norm to be $O(h^{p+1})$, but we only see $O(h^2)$. This is consistent with the quadratic convergence of the error in $w$ caused by $\tilde{p} = 1$. Instead, we let $\tilde{p} = p$ to allow for the full convergence rate. In the next subsection we put this on a solid theoretical foundation.

### 5.2.1 Analysis for the Error in $L^2$

We begin with a necessary lemma, supposing that the true solution to system (1.1) has at least $k$ derivatives.

**Lemma 5.2.1.** For $u \in H^k(\Omega)$, $\Omega \subset \mathbb{R}^2$, the $L^2$ projection $\pi : H^k(\Omega) \to S_{hp}$ satisfies

$$\|u - \pi u\|_{0,2} \leq C h^p p^{-k} \|u\|_{k,2}$$
Figure 5.1: 1D simulation results demonstrating that we never do better than quadratic convergence in the $L^\infty(L^2)$ norm when the approximation to $w$ is linear-only, even when the finite element space $S_{hp}$ is of high enough order to allow for better convergence. The points are the measured errors, the dashed line shows a theoretical quadratic convergence gradient. The simulation was 1D and the errors are measured against a reference with mesh spacing $h=0.0001 \text{ cm}$, whereas the test simulations use meshes with six different spacings ranging from $h=0.01 \text{ cm}$ to $h=0.001 \text{ cm}$.

for $k > 3/2$ and $\mu = \min \{p + 1, k \}$.

Proof. A modification of Theorem 3 of [125] produces a continuous piecewise polynomial $\psi$ on a mesh of quadrilaterals which satisfies

$$
\| u - \psi \|_{0,2} \leq C h^{\mu} p^{-k} \| u \|_{k,2};
$$

the proof of Theorem 4 of [126] contains the details necessary to modify $\psi$ so that it applies when the mesh consists of triangles. Because $\pi$ is the $L^2$ projection, we have

$$
\| u - \pi u \|_{0,2} \leq \| u - \psi \|_{0,2}.
$$

The importance of $\bar{p}$ can be seen via an a priori error estimate (see [127]). We examine this in what follows, where we work with the vectorised formulation of system (5.1), treating the spatial discretisation of the non-diffusing state variables in the finite
element framework. To this end we introduce the inner product

\[(a_1, a_2)^T, [b_1, b_2]^T)_F := (a_1, b_1) + \sum_{i=1}^m (a_{2,i}, b_{2,i})\]

and associated norm \(\|\cdot\|_F\), where \((a, b)\) is the standard \(L^2\) inner product, \(a_1, b_1 \in L^2(\Omega)\) and \(a_2, b_2 \in (L^2(\Omega))^m\). Define

\[\Pi_{h\tilde{p}} : \mathcal{H}^1(\Omega) \times (L^2(\Omega))^m \rightarrow (S_{h\tilde{p}})^{m+1},\]

the \(L^2(\Omega)\) projection into \(S_{h\tilde{p}}\) in each of its \(m + 1\) components, with \(m\) the number of components of \(w\), and also the \((m + 1) \times (m + 1)\) matrix-like operator

\[G := \begin{pmatrix} \nabla & 0 & \ldots & 0 \\ 0 & 0 & \ddots & \vdots \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \ldots & \ldots & 0 \end{pmatrix}\]

which operates as \(Gu = G[u \, w]^T = [\nabla u \, 0]^T\).

Dropping the constants and conductivity tensor \(\sigma\) from system (5.1) for clarity, we obtain the weak form of the full system: find \(u \in L^2(0, T; \mathcal{H}^1(\Omega) \times (L^2(\Omega))^m)\) such that \(\forall \, t \in [0, T]\),

\[(u_t, \chi)_F + (Gu, G\chi)_F = (f(u), \chi)_F, \quad \forall \, \chi \in \mathcal{H}^1(\Omega) \times (L^2(\Omega))^m,\]  

(5.7)

where \(u(x, t) := [u(x, t) \, w(x, t)]^T\) and \(f(u) := [I_{\text{total}}(u) \, g(u)]^T\), with the symbols as in system (5.1). Let \(p = (p, \tilde{p}), \, u_{hp}(x, t) := [u_{hp}(x, t) \, w_{hp}(x, t)]^T\) be the solution to our FEM formulation

\[(u_{hp,t}, \chi)_F + (Gu_{hp}, G\chi)_F = (\Pi_{h\tilde{p}} f(u_{hp}), \chi)_F, \quad \forall \, \chi \in S_{hp} \times (S_{h\tilde{p}})^m,\]  

(5.8)

where we are solving for \(u\) using elements of order \(p\) and for \(w\) using elements of order \(\tilde{p}\),
and we have applied $\Pi_{\hat{h}p}$ to obtain an approximation in $S_{\hat{h}p}$ to the current $I_{\text{total}}$ for the purpose of computationally-efficient matrix-based right-hand side assembly of the linear system (5.3).

Let $R_{hp} : H^1(\Omega) \times (L^2(\Omega))^m \rightarrow S_{hp} \times (S_{\hat{h}p})^m$ be a Ritz-$L^2$ projection, given by

$$((G + \hat{I})u, (G + \hat{I})\chi)_F = ((G + \hat{I})R_{hp}u, (G + \hat{I})\chi)_F \quad \forall \chi \in S_{hp} \times (S_{\hat{h}p})^m, \quad (5.9a)$$

$$\int_{\Omega} (R_{hp}u)_1 \, dx_n = 0, \quad (5.9b)$$

where $\hat{I}$ is the $(m+1) \times (m+1)$ identity matrix adjusted so that $\hat{I}(1,1) = 0$, $(z)_1$ denotes the first component of $z$, and Equation (5.9b) ensures that $R_{hp}$ is well-defined. We note that in particular $R_{hp}$ satisfies

$$(Gu, G\chi)_F = (GR_{hp}u, G\chi)_F \quad \forall \chi \in S_{hp} \times (S_{\hat{h}p})^m. \quad (5.10)$$

Informed by [127], we now prove the following theorem on the error in the finite element approximation, which demonstrates the importance of $\hat{p}$.

**Theorem 5.2.1.** Let $u$ be the solution to system (5.7) with initial conditions as given in system (5.1), $\Omega \subset \mathbb{R}^2$, and $u_{hp}$ the solution to its semidiscrete-in-space form (5.8). Let $\mu = \min \{p + 1, k\}$ and $\hat{\mu} = \min \{\hat{p} + 1, k\}$, where $u$ has spatial derivatives of order at least $k$. Suppose $k > 3/2$ and that $f$ is Lipschitz continuous in $u$ with respect to the norm $\|\cdot\|_F$ and with Lipschitz constant $L$. Then for some constant $C$, the following a
priori estimate for the error at time $T$ holds:

$$
\| u_{hp}(T) - u(T) \|_F \leq C \left( \exp(LT) \left\{ \| u_{hp}(0) - u(0) \|_F + h^\mu p^{-k} \| u(0) \|_{k,2} + h^{\tilde{\mu} \tilde{p}^{-k}} \sum_{i=1}^{m} \| w_i(0) \|_{k,2} \\
+ \int_0^T L \left( h^\mu p^{-k} \| u \|_{k,2} + h^{\tilde{\mu} \tilde{p}^{-k}} \sum_{i=1}^{m} \| w_i \|_{k,2} \right) \right\} + \| (f - \Pi_{hp} f)(u) \|_F \\
+ h^\mu p^{-k} \| u_t \|_{k,2} + h^{\tilde{\mu} \tilde{p}^{-k}} \sum_{i=1}^{m} \| g_i \|_{k,2} dt \right) + h^{\tilde{\mu} p^{-k}} \| u(T) \|_{k,2} \\
+ h^{\tilde{\mu} \tilde{p}^{-k}} \sum_{i=1}^{m} \| w_i(T) \|_{k,2} \right). 
$$

(5.11)

Proof. Following [127], we decompose the error we wish to bound as

$$
u - u_{hp} = \underbrace{u - R_{hp} u}_{\rho} + \underbrace{R_{hp} u - u_{hp}}_{\theta},$$

and then bound $\rho$ and $\theta$ separately. $\theta$ satisfies

$$
(\theta_t, \chi)_F + (G\theta, G\chi)_F = ((R_{hp} u)_t, \chi)_F - (u_{hp,t}, \chi)_F + (G R_{hp} u, G\chi)_F \\
- (G u_{hp}, G\chi)_F \quad \forall \chi \in S_{hp} \times (S_{hp})^m;
$$

applying equation (5.10) and rearranging,

$$
(\theta_t, \chi)_F + (G\theta, G\chi)_F = - (u_{hp,t}, \chi)_F - (G u_{hp}, G\chi)_F \\
+ (G u, G\chi)_F + ((R_{hp} u)_t, \chi)_F \quad \forall \chi \in S_{hp} \times (S_{hp})^m.
$$

The first two terms are replaced using the semidiscrete equation (5.8):

$$
(\theta_t, \chi)_F + (G\theta, G\chi)_F = - (\Pi_{hp} f(u_{hp}), \chi)_F + (G u, G\chi)_F + ((R_{hp} u)_t, \chi)_F \\
+ (f(u), \chi)_F - (f(u), \chi)_F \quad \forall \chi \in S_{hp} \times (S_{hp})^m.
$$
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Using equation (5.7),

\[
(\theta_t, \chi) + (G\theta, G\chi) = (f(u) - \Pi_h \tilde{p} f(u_h), \chi)_F - (u_t, \chi)_F + ((R_h u)_t, \chi)_F
\]

Thus, we have

\[
(\theta_t, \chi) + (G\theta, G\chi) = (f(u) - \Pi_h \tilde{p} f(u_h), \chi)_F - (\rho_t, \chi)_F \quad \forall \chi \in S_h \times (S_h^m)^m. \quad (5.12)
\]

Taking \( \chi = \theta \) (which is possible because we chose \( \theta \) such that \( \theta \in S_h \times (S_h^m)^m \)) and applying Cauchy-Schwarz,

\[
1 \frac{d}{dt} \|\theta\|_F^2 + \|\nabla \theta_1\|_{0,2}^2 \leq (\|f(u) - \Pi_h \tilde{p} f(u_h)\|_F + \|\rho_t\|_F) \|\theta\|_F,
\]

where \( \theta_1 \) is the first component of theta. Since \( \|\nabla \theta_1\|_{0,2}^2 \geq 0 \) and \( \frac{d}{dt} \|\theta\|_F^2 = 2 \|\theta\|_F \frac{d}{dt} \|\theta\|_F \), we can write

\[
\frac{d}{dt} \|\theta\|_F \leq \|f(u) - \Pi_h \tilde{p} f(u_h)\|_F + \|\rho_t\|_F,
\]

\[
\frac{d}{dt} \|\theta\|_F \leq \|f(u) - \Pi_h \tilde{p} f(u_h)\|_F + \|\Pi_h f(u)\|_F + \|\Pi_h f(u_h)\|_F + \|\rho_t\|_F.
\]

Using the Lipschitz property of \( f \) and the \( L^2 \) projection bound \( \|\Pi_h f(v)\|_F \leq \|f(v)\|_F \),

\[
\frac{d}{dt} \|\theta\|_F \leq \|(f - \Pi_h \tilde{p} f)(u)\|_F + L \|u - u_h\|_F + \|\rho_t\|_F.
\]

Now we can integrate to obtain

\[
\|\theta(T)\|_F \leq \|\theta(0)\|_F + \int_0^T L \|u - u_h\|_F + \|(f - \Pi_h \tilde{p} f)(u)\|_F + \|\rho_t\|_F \, dt.
\]
\[ \|\theta(T)\|_F \leq \|\theta(0)\|_F + \int_0^T L (\|\theta\|_F + \|\rho\|_F) + \| (f - \Pi_{h\tilde{\rho}}f)(u) \|_F + \| \rho_t \|_F \, dt. \]

Applying Gronwall’s lemma, we see that

\[ \|\theta(T)\|_F \leq \exp (LT) \left( \|\theta(0)\|_F + \int_0^T L \|\rho\|_F + \| (f - \Pi_{h\tilde{\rho}}f)(u) \|_F + \| \rho_t \|_F \, dt \right). \]

In addition, we have the bounds

\[
\|\rho(T)\|_F \leq C \left( h^\mu p^{-k} \|u(T)\|_{k,2} + h^{\tilde{\mu}} \tilde{\rho}^{-k} \sum_{i=1}^m \|w_i(T)\|_{k,2} \right)
\]

\[
\|\rho_t\|_F \leq C \left( h^\mu p^{-k} \|u_t\|_{k,2} + h^{\tilde{\mu}} \tilde{\rho}^{-k} \sum_{i=1}^m \|g_i\|_{k,2} \right)
\]

(5.13)

from [21] and Lemma 5.2.1, where \( k \) can be as large as is allowed by the smoothness of \( u \) and \( w \). These can be combined with the bound for \( \theta \), together with

\[
\|\theta(0)\|_F \leq \|u_{hp}(0) - u(0)\|_F + \|R_{hp} u(0) - u(0)\|_F \\
\leq \|u_{hp}(0) - u(0)\|_F + C h^\mu p^{-k} \|u(0)\|_{k,2} + C h^{\tilde{\mu}} \tilde{\rho}^{-k} \sum_{i=1}^m \|w_i(0)\|_{k,2},
\]

which can essentially be found in [127], to arrive at the estimate for the full error:

\[
\|u_{hp}(T) - u(T)\|_F \leq C \left( \exp (LT) \left\{ \|u_{hp}(0) - u(0)\|_F + h^\mu p^{-k} \|u(0)\|_{k,2} + h^{\tilde{\mu}} \tilde{\rho}^{-k} \sum_{i=1}^m \|w_i(0)\|_{k,2} \right\} \\
+ \left[ \int_0^T L \left( h^\mu p^{-k} \|u\|_{k,2} + h^{\tilde{\mu}} \tilde{\rho}^{-k} \sum_{i=1}^m \|w_i\|_{k,2} \right) + \| (f - \Pi_{h\tilde{\rho}}f)(u) \|_F \right. \\
+ \left. h^\mu p^{-k} \|u_t\|_{k,2} + h^{\tilde{\mu}} \tilde{\rho}^{-k} \sum_{i=1}^m \|g_i\|_{k,2} \, dt \right] \right) + h^\mu p^{-k} \|u(T)\|_{k,2} \\
+ h^{\tilde{\mu}} \tilde{\rho}^{-k} \sum_{i=1}^m \|w_i(T)\|_{k,2},
\]

as required. \( \Box \)

The theorem demonstrates that the approximation properties of \( S_{h\tilde{\rho}} \) are crucial. For
example, with \( p = 3 \) we would like to get a quartic convergence rate of \( u_{hp} \) to \( u \) at any particular time \( T \) in the norm \( \| u_{hp} - u \|_{0,2} \) as we refine \( h \), but we can not expect this if \( \hat{p} = 1 \) because of the \( O(h^2) \) terms that then appear in inequality (5.11). This agrees with our experimental results (see Figure 5.1).

**Remark.** The restriction to \( \Omega \subset \mathbb{R}^2 \) of Theorem 5.2.1 is due to Lemma 5.2.1 only having been proved for \( \mathbb{R}^2 \). In other dimensionalities, this restriction would be lifted by extending the proof of the Lemma.

### 5.2.2 Proper treatment of the cell model PDEs for High Order FEM

Recall that for an element \( \epsilon \), a nodal basis \( \{ \phi^L_i \}_{i=1}^{N(p)} \) of degree \( p \) (for the space of polynomials of degree \( \leq p \) on \( \epsilon \)) associated with a set of nodes \( \{ x_i \}_{i=1}^{N(p)} \), \( x_i \in \epsilon \), is such that \( \phi^L_i(x_j) = \delta_{ij} \) \( \forall i, j \) [100]. For our problem (1.1), we use a nodal basis of degree \( \hat{p} \) on the elements of \( M \) to approximate \( w \); the Gauss-Lobatto points associated with polynomials of order \( \hat{p} \) [128] make a good choice here for high-quality approximation. This naturally gives us an approximation \( \iota \) to \( \Pi_{hp} \); we compute the current at each \( x_i \), and we immediately have the nodal basis coefficients for our degree-\( \hat{p} \) projection \( \iota I_{\text{total}} \), interpolating \( I_{\text{total}} \) at the points \( x_i \). Informed by Theorem 5.2.1, we take \( \hat{p} \geq p \) to obtain the expected convergence rate for our choice of \( p \).

If we assume that the \( L^2 \) projection \( \Pi_{hp} \) used in Theorem 5.2.1 and the interpolation operator \( \iota \) that we replace it by in practice are sufficiently close, we can suppose that the error between \( f \) and \( \iota f \) is \( O \left( h^{\hat{p} - p - k} \right) \), where we also assume sufficient smoothness of \( f \). Of course, we cannot be certain that this error will be achieved with our scheme given that we have not attempted to carefully approximate \( \Pi_{hp} \), but our experimental work has indicated that \( \iota \) is sufficient.

Because there are no spatial derivatives in the PDE for \( w \), the nodal finite element system reduces to effectively a large number of local ODE systems; these are familiar in
concept as the pointwise ODE models that occur in standard linear FEM approaches to this problem. In practice, this means that we never have to form matrices for the nodal system. As $\imath I_{total}$ is represented using the Lagrange basis, but $M$ is the mass matrix in the hierarchical basis, once we have calculated $\imath I_{total}$ on each time-step we must change its basis to hierarchical so that we can efficiently integrate the current term as $MI_{total}$.

We discretise System (5.3) in time, with a degree $p$ basis representation of the current $I_{total}$, using (semi-implicit) backward Euler differences with a fixed time-step $\Delta t$, and for each function $f$, we write $f_{hp}^n$ to denote the discretised form of $f$ at time-step $n$ represented using polynomial element degrees $p$ and with element size $h$. Here, $p$ is a vector and has one entry for each element of the mesh; in this chapter every entry is always $p$, but this notation will serve us well when we introduce our adaptive algorithm in Chapter 6, where $p$ changes from time-step to time-step and thus should also be considered to be indexed by $n$. Note that we consider $f_{hp}^n$ to be constant on the interval $[n\Delta t, (n+1)\Delta t)$. The fully-discrete form of System (5.3) that we work with is

$$\left( M + \frac{\Delta t}{\beta C_m} A \right) u_{hp}^n = M \left( u_{hp}^{n-1} + \frac{\Delta t}{C_m} I_{total}^{n-1} \right),$$

(5.14)

together with the discrete scheme for the cell model given by Equation (5.6).

### 5.2.3 Discontinuities in the Cell Model

This subsection describes a deficiency in the cell model which must be overcome for a proper high-order FEM implementation. Many of the cardiac cell models in the literature include some discontinuous functions which describe the voltage-dependent rate at which conductive ion channels embedded in the cell membrane open and close [129]. Such issues can prevent high-order numerical schemes from attaining their theoretical rates of convergence. This has been noted previously for high order temporal schemes [129]; here we identify it as a problem for spatial schemes also. Figure 5.5(a) shows the problem; note the deviation of the quartic and cubic solutions from their respective theoretical
convergence rates. The discontinuity exists because two different analytic expressions have been fitted to experimental data for the voltage-dependent transition rates for the ion channel gates in the cell model. Which of these expressions is used is determined by the transmembrane potential, with the discontinuity at the point where the model switches between them (-40 mV).

A continuous replacement has been around for some time [49] but has not been adopted; the problem has propagated due to the fact that some cell models have been created as modifications of older ones. Introducing this continuous form is required to ensure theoretically optimal errors in the solutions to system (5.1). Compare Figure 5.5(a) with Figure 5.5(b) which differs only in that the cell model used in Figure 5.5(b) has undergone this modification.

Figure 5.2 shows the AP difference between the standard LR91 model and the modified Noble-form LR91; they are quite minor. Given the fact that cell models are generated from experimental data naturally prone to experimental error [130], these differences are probably not worth being concerned with, especially given that the discontinuities do not appear to be biologically justified. We must check for and remove such discontinuities when using a particular cell model for simulation.

5.2.4 Including a Smooth Fibre Field

In one of our test simulations (see Section 5.4.4), we demonstrate applicability of the method when the boundaries of myocardial microstructure must be resolved. We will do this by using a geometry that includes holes representing blood vessels passing through the tissue (see Figure 5.9(b)). In order to construct a realistic conductivity tensor $\sigma$ we generate fibre orientation vector fields using a Laplace-Dirichlet approach [62]. In order to do this, we solve Laplace’s equation on the domain with Dirichlet boundary condition $+1$ on one external edge of $\Omega$, $-1$ on the opposite external edge and zero Neumann conditions on all other boundaries. Taking the gradient of the resulting scalar field, we obtain a vector field $V(x)$ with streamlines that negotiate around the holes in the domain; we take
Figure 5.2: Plot comparing the action potential in an isolated cell model using the standard Luo-Rudy 1991 formulation and the Noble-form modification. Left: Noble-form modified LR91 action potential in an isolated cell. On this scale, differences caused by the modification would be hardly noticeable. Right: original LR91 transmembrane potential subtracted from Noble-form LR91 transmembrane potential. Note that the scales on the y-axes differ.
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5.3 Notes on Implementation

5.3.1 Cell Model Nodes

Because the monodomain system (5.1) is derived as a homogenisation, there is no concept of a “cardiac cell” in the equations. Instead, we must think of the cell model state variables \( w(x) \) as everywhere-defined state fields which evolve as prescribed by the whole monodomain system. These are PDEs which look like ODEs once discretised, as we explained in Section 5.2.2; see also Equation (5.5). However, for the purposes of implementation we need to choose some points at which we compute the values of the cell state variables. We store these locations in the finite element mesh data structure itself, and they are distributed on a typical tetrahedron as shown in Figure 5.3. We then use Lagrange finite elements to approximate the cell model state variables; this effectively means producing a degree-\( \tilde{p} \) interpolant of the transmembrane current which agrees with the current at the Lagrange nodes.

Note that most of the cell nodes are on the boundary of the element, and that multiple elements sharing an edge, face or vertex also share the cell nodes that it contains. The former is because the node distribution is constrained by the requirement for continuity across element boundaries of interpolating functions \( f \) represented using the associated Lagrange basis. We need to have sufficient nodes on each face or edge to uniquely determine the trace of \( f \) there; uniqueness means that elements sharing the boundary must agree there on the value of \( f \). For a degree-\( \tilde{p} \) Lagrange basis representation, we use sufficient Lagrange nodes to determine a two-dimensional polynomial of degree-\( \tilde{p} \) on each face, and sufficient nodes to determine a one-dimensional degree-\( \tilde{p} \) polynomial on each edge. The nodes shared between two elements correspond to the Lagrange basis functions which are supported on both elements, consisting of a piecewise polynomial component in each. The uniqueness means that changing the basis for the current term can be performed in an entirely element-local manner.
Figure 5.3: The location of the cell model nodes in a typical tetrahedron (i.e. the location of the Lagrange basis nodes). The colours roughly indicate the depth of the point within the 3D volume.

5.3.2 Harnessing Powerful Computer Hardware

The single instruction, multiple data compute capabilities of modern graphics processors (GPUs) means that they can deliver extremely high levels of performance when a problem can be broken down into many instruction-identical calculations. The cell model component of the monodomain system fits this condition perfectly, which means we can boost our simulation speeds considerably by using GPU software. Using the Matlab API Mex [132], we have built an interface between Matlab and the GPU compute language OpenCL [133] which allows us to take advantage of this. Figure 5.4 shows the magnitude of the speed-up that we obtain with OpenCL when compared to single-threaded, compiled Mex code in C. Note that it would take approximately twenty CPU cores to match the speed that we obtain from the GPU. We do not perform any further evaluation of the GPU software that we have designed, but we note that the extra speed has been important in allowing us to perform our larger-scale simulations.
5.4 Numerical Experiments with Uniform Degree High-Order Discretisations

We now present the results of using this scheme. All simulations were performed in MATLAB and use a semi-implicit backward Euler time discretisation scheme. We use a fixed $\tilde{p} = 4$ regardless of the value of $p(\leq 4)$ so that we can focus on the effect of varying the approximation order for the transmembrane potential $u$; leaving $\tilde{p}$ fixed means that we can examine this in a fair manner. Throughout this work, the results tables use highlighted cells to indicate the most interesting data for the attention of the reader. Timings presented are for a 3.4 GHz CPU coupled where necessary with an AMD Radeon 6950 graphics card; the latter is for the easily-parallelised cell model only.

5.4.1 Convergence in 1D

We stimulated a 2 cm 1D domain at one end with a ramp stimulus using a time-step of $\Delta t = 0.001$ ms and simulated the first 20 ms of activation. The errors in two differ-
ent norms are presented in Figures 5.5(b) and 5.6(a) and use as a reference a quartic solution generated with $h=0.0001$ cm. Figure 5.6(a) shows the error measured using the $L^2([0,T];H^1(\Omega))$ norm, for which we expect $O(h^p)$ convergence rates [21]. Note the agreement of Figures 5.5(b) and 5.6(a) with the theoretical error convergence rates presented, and the limited accuracy displayed in Figure 5.5(a) caused by the discontinuities in the standard LR91 cell model. The exponential error convergence rate achievable using $p$-refinement is emphasised in Figure 5.6(b), and Figure 5.7 shows the same data on semilog axes; in the latter plot we see approximately straight lines, which is as expected for exponential convergence. Note that there is some deviance from the straight lines for large $h$ and large $p$; we are not certain what has caused this. We use a conductivity of 0.5 $Sm^{-1}$ for all our convergence figures.

In order to perform a robust investigation of conduction velocity (CV), we used a 6 cm domain, stimulated at one end with a ramp stimulus and used $\Delta t = 0.01$ ms; the activation time for the node at the opposite end of the domain and the CVs are presented in Table 5.1. We performed two sets of simulations in order to gather data on the fast and slow conductivities that we will use later, respectively parallel and perpendicular to the fibres in anisotropic 2D simulations. Note how small $h$ needs to be when using linear elements to achieve CV convergence; the error remains as large as 11% (highlighted in red in Table 5.1) with the physiological conductivity $\sigma=0.2$ S m$^{-1}$ and state-of-the-art mesh resolution 0.01 cm; consider the effect of even lower conductivities in pathological states. Also highlighted in the table are the coarsest of the linear and high-order results to produce a CV error smaller than 5% (green) and 1% (blue) for each of the two tested conductivities, demonstrating the accuracy of the high-order method.

### 5.4.2 2D Homogeneous Conductivity

Having demonstrated the superior accuracy in 1D, we move on to 2D. In this subsection, unless otherwise noted we use a time-step $\Delta t = 0.01$ ms.

Before performing our experiments, we demonstrate the effect of anisotropy in our
Figure 5.5: Data from 20 ms simulations on a 2 cm 1D domain using our method with and without the Noble-form LR91 cell model modification. Note the limited accuracy caused by the discontinuity in standard LR91. $\Delta t=0.001$ ms. $L^\infty(L^2)$ is the maximum-in-time of the $L^2$-norm of the error in space. The errors are against a quartic reference solution with $h=10^{-4}$ cm.

simulations. Figure 5.8 shows wavefront locations ($u=0$ mV) with $p=1-4$ for two simulation modes at 12 ms, one with homogeneous isotropic conductivity (Figure 5.8(a)) and one with homogeneous anisotropic conductivity using fibres aligned to the x-axis (Figure 5.8(b)). In the latter case, the conductivity along the fibres is the same as that for the isotropic case (1 S cm$^{-1}$), and perpendicular to the fibres we use one-fifth of that value. Both simulations were initiated with the same stimulus current in the lower-left corner.
Figure 5.6: Noble-form LR91 with our method. Figure 5.6(a) shows the $L^2(H^1)$ norm of the error; this is the $L^2$-in-time norm of the Sobolev $\| \cdot \|_{1,2}$ norm of the error in space. Figure 5.6(b) shows the same data as Figure 5.5(b), but with the exponential convergence in $p$ highlighted instead. Data from 20 ms simulations on a 2 cm 1D domain. $\Delta t=0.001$ ms. The errors are against a quartic reference solution with $h = 10^{-4}$ cm. The values of $h$ given are in cm.

of the domain and use a mesh with mean element diameter 0.0113 cm. Note the poor accuracy of the linear case, and note further that where the anisotropic $p = 1$ wavefront has propagated predominantly perpendicular to the fibres in Figure 5.8(b), its accuracy is even worse. This is due to the low conduction velocity in that direction, requiring better approximation properties to properly capture $u$ at the wavefront. The higher-order sim-
Figure 5.7: Noble-form LR91 with our method. Same data as in figure 5.6(b), but plotted on semilog axes to make the exponential convergence clearer. Data from 20 ms simulations on a 2 cm 1D domain. $\Delta t=0.001$ ms. The errors are against a quartic reference solution with $h=10^{-4}$ cm. The values of $h$ given are in cm.

Simulations depicted do use considerably more degrees of freedom than the $p=1$ simulation to which we compare them, and thus we could expect the improved accuracy in advance. However, because simulation studies in the literature generally do not use meshes finer than this, Figure 5.8 serves to expose the error that remains at such standard discretisation resolutions, both in terms of wavefront location (Figure 5.8(a)) and shape (Figure 5.8(b)).

In our first 2D experiment we investigated a 1 cm by 1 cm 2D domain with homogeneous isotropic conductivity. A ramp stimulus was applied to a rectangular region along the bottom of the domain, generating a planar propagating wave. The measured CVs and activation times at the top-right corner of the domain are given in Table 5.2. Each simulation was performed with $\Delta t=0.01$ ms and $\Delta t=0.001$ ms (asterisked) in order to investigate how the temporal error affects the results. The CV is an average taken over many randomly selected point pairs in the domain. Percentage errors in conduction ve-
<table>
<thead>
<tr>
<th>Elt Diam h (cm)</th>
<th>$p$</th>
<th>Activation Time (ms)</th>
<th>CV (cm s$^{-1}$)</th>
<th>CV % Err</th>
<th>Activation Time (ms)</th>
<th>CV (cm s$^{-1}$)</th>
<th>CV % Err</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1</td>
<td>50.43</td>
<td>118.13</td>
<td>83.09</td>
<td>62.76</td>
<td>94.65</td>
<td>228.30</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>67.01</td>
<td>88.50</td>
<td>37.17</td>
<td>103.18</td>
<td>57.18</td>
<td>98.34</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>80.94</td>
<td>73.13</td>
<td>13.34</td>
<td>182.44</td>
<td>32.09</td>
<td>11.31</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>88.62</td>
<td>66.73</td>
<td>3.43</td>
<td>243.44</td>
<td>24.11</td>
<td>16.37</td>
</tr>
<tr>
<td>0.05</td>
<td>1</td>
<td>68.33</td>
<td>86.81</td>
<td>34.55</td>
<td>104.77</td>
<td>56.34</td>
<td>95.42</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>81.35</td>
<td>72.81</td>
<td>12.85</td>
<td>143.15</td>
<td>41.17</td>
<td>42.80</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>88.68</td>
<td>66.73</td>
<td>3.43</td>
<td>177.89</td>
<td>33.10</td>
<td>14.81</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>90.39</td>
<td>65.47</td>
<td>1.47</td>
<td>198.47</td>
<td>29.65</td>
<td>2.84</td>
</tr>
<tr>
<td>0.02</td>
<td>1</td>
<td>83.92</td>
<td>70.55</td>
<td>9.34</td>
<td>157.40</td>
<td>37.44</td>
<td>29.86</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>90.61</td>
<td>65.30</td>
<td>1.21</td>
<td>185.18</td>
<td>31.81</td>
<td>10.34</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>91.65</td>
<td>64.54</td>
<td>0.03</td>
<td>199.50</td>
<td>29.52</td>
<td>2.39</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>91.66</td>
<td>64.54</td>
<td>0.03</td>
<td>202.17</td>
<td>29.12</td>
<td>1.01</td>
</tr>
<tr>
<td>0.01</td>
<td>1</td>
<td>89.36</td>
<td>66.20</td>
<td>2.60</td>
<td>183.75</td>
<td>32.06</td>
<td>11.20</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>91.59</td>
<td>64.58</td>
<td>0.09</td>
<td>200.79</td>
<td>29.33</td>
<td>1.73</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>91.67</td>
<td>64.52</td>
<td>0.00</td>
<td>204.10</td>
<td>28.84</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>91.67</td>
<td>64.52</td>
<td>0.00</td>
<td>204.16</td>
<td>28.84</td>
<td>0.03</td>
</tr>
<tr>
<td>0.005</td>
<td>1</td>
<td>91.08</td>
<td>64.96</td>
<td>0.68</td>
<td>197.83</td>
<td>29.77</td>
<td>3.26</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>91.67</td>
<td>64.54</td>
<td>0.03</td>
<td>203.93</td>
<td>28.87</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>91.67</td>
<td>64.52</td>
<td>0.00</td>
<td>204.22</td>
<td>28.83</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>91.67</td>
<td>64.52</td>
<td>0.00</td>
<td>204.22</td>
<td>28.83</td>
<td>0.00</td>
</tr>
<tr>
<td>0.002</td>
<td>1</td>
<td>91.58</td>
<td>64.60</td>
<td>0.12</td>
<td>203.15</td>
<td>28.98</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>91.67</td>
<td>64.52</td>
<td>0.00</td>
<td>204.21</td>
<td>28.83</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>91.67</td>
<td>64.52</td>
<td>0.00</td>
<td>204.22</td>
<td>28.83</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>91.67</td>
<td>64.52</td>
<td>0.00</td>
<td>204.22</td>
<td>28.83</td>
<td>0.00</td>
</tr>
<tr>
<td>0.001</td>
<td>1</td>
<td>91.65</td>
<td>64.54</td>
<td>0.03</td>
<td>203.95</td>
<td>28.86</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>91.67</td>
<td>64.52</td>
<td>0.00</td>
<td>204.22</td>
<td>28.83</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>91.67</td>
<td>64.52</td>
<td>0.00</td>
<td>204.22</td>
<td>28.83</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>91.67</td>
<td>64.52</td>
<td>0 (def)</td>
<td>204.22</td>
<td>28.83</td>
<td>0 (def)</td>
</tr>
</tbody>
</table>

Table 5.1: 6 cm 1D domain simulation with a ramp stimulus at one end and $\Delta t = 0.01$ ms. The activation time is the time until the transmembrane potential at the node at the opposite end of the domain (at 6 cm) passes up through 0 mV. CVs are computed using the nodes at 2 cm and 4 cm. Highlighted in green are the coarsest mesh results for a CV error below 5% in the $p = 1$ and $p > 1$ cases, and in blue for CV error below 1%. Details on the degrees of freedom are in Table 5.5.

Highlighted in blue, the data show that $p=4$ on the coarsest mesh or $p=3$ on the second coarsest mesh with $\Delta t=0.01$ ms ought to be preferred over $p=1$ on the finest mesh, given that this produces given that these produce, respectively, 2.5 times less error with a linear system solve which takes two-thirds of the time to solve, and a sixfold-
Figure 5.8: Wavefront location at $t = 12$ ms with $p=1-4$, demonstrating the scheme with isotropic tissue and with fibres aligned with the x-axis having anisotropic conductivity (1 S m$^{-1}$ along the fibres and 0.2 S m$^{-1}$ perpendicular to them). In both cases, the larger $p$ is, the less distance the wavefront has propagated. Note that $p = 2 - 4$ are indistinguishable in Figure 5.8(a), and that $p = 3$ and $p = 4$ are indistinguishable in Figure 5.8(b). This simulation used $\Delta t=0.01$ ms, the mean element diameter was 0.0113 cm and the stimulus was applied to the lower-left corner of the domain.

smaller error with a faster linear system. Alternatively, $p=2$ on the second coarsest mesh with $\Delta t=0.01$ ms produces roughly equivalent accuracy to the finest linear solution, but does so using a linear system which can be solved four times faster. Similar results hold for the $\Delta t = 0.001$ ms case, highlighted in green.

5.4.3 2D Inhomogeneous Conductivity: Plain Square Domain with Cubic Fibre Field

We studied simulation on a 1 cm by 1 cm domain using $\Delta t = 0.01$ ms and inhomogeneous anisotropic conductivity, with the conductivity along the fibres the same as that used in the isotropic case above (1 Sm$^{-1}$), and one-fifth of this value in the perpendicular direction. The fibre field is defined by a cubic polynomial designed to represent cardiac fibres rapidly changing orientation (see Figure 5.9(a)) and is integrated by reading the value of the vector field at each Gauss point [118] during matrix construction. The domain
<table>
<thead>
<tr>
<th>Mean Element Diameter $h$ (cm)</th>
<th>Basis Degree $p$</th>
<th>Activation Time (ms)</th>
<th>CV (cm s$^{-1}$)</th>
<th>% CV Error vs. best solution</th>
<th>ILU PCG Time (s)</th>
<th>Mean It. Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0444</td>
<td>1</td>
<td>12.89</td>
<td>81.93</td>
<td>26.37</td>
<td>0.002</td>
<td>0.050</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>14.89</td>
<td>69.02</td>
<td>6.44</td>
<td>0.008</td>
<td>0.056</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>15.41</td>
<td>66.28</td>
<td>2.23</td>
<td>0.020</td>
<td>0.067</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>15.63</td>
<td>65.00</td>
<td>0.24</td>
<td>0.061</td>
<td>0.109</td>
</tr>
<tr>
<td></td>
<td>1*</td>
<td>12.72</td>
<td>83.01</td>
<td>26.85</td>
<td>0.002</td>
<td>0.051</td>
</tr>
<tr>
<td></td>
<td>2*</td>
<td>14.72</td>
<td>69.84</td>
<td>6.72</td>
<td>0.007</td>
<td>0.056</td>
</tr>
<tr>
<td></td>
<td>3*</td>
<td>15.25</td>
<td>66.99</td>
<td>2.37</td>
<td>0.015</td>
<td>0.063</td>
</tr>
<tr>
<td></td>
<td>4*</td>
<td>15.49</td>
<td>65.58</td>
<td>0.21</td>
<td>0.050</td>
<td>0.097</td>
</tr>
<tr>
<td>0.0222</td>
<td>1</td>
<td>14.61</td>
<td>70.59</td>
<td>8.86</td>
<td>0.005</td>
<td>0.190</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>15.55</td>
<td>65.41</td>
<td>0.88</td>
<td>0.023</td>
<td>0.210</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>15.64</td>
<td>64.91</td>
<td>0.11</td>
<td>0.070</td>
<td>0.257</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>15.66</td>
<td>64.84</td>
<td>0.00</td>
<td>0.170</td>
<td>0.368</td>
</tr>
<tr>
<td></td>
<td>1*</td>
<td>14.43</td>
<td>71.44</td>
<td>9.16</td>
<td>0.005</td>
<td>0.198</td>
</tr>
<tr>
<td></td>
<td>2*</td>
<td>15.39</td>
<td>66.06</td>
<td>0.95</td>
<td>0.022</td>
<td>0.209</td>
</tr>
<tr>
<td></td>
<td>3*</td>
<td>15.49</td>
<td>65.51</td>
<td>0.11</td>
<td>0.059</td>
<td>0.249</td>
</tr>
<tr>
<td></td>
<td>4*</td>
<td>15.51</td>
<td>65.44</td>
<td>0.00</td>
<td>0.170</td>
<td>0.361</td>
</tr>
<tr>
<td>0.0111</td>
<td>1</td>
<td>15.63</td>
<td>66.40</td>
<td>2.41</td>
<td>0.015</td>
<td>0.854</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>15.65</td>
<td>64.89</td>
<td>0.08</td>
<td>0.074</td>
<td>0.912</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>15.65</td>
<td>64.85</td>
<td>0.01</td>
<td>0.226</td>
<td>1.056</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>15.65</td>
<td>64.84</td>
<td>0.01</td>
<td>0.592</td>
<td>1.423</td>
</tr>
<tr>
<td></td>
<td>1*</td>
<td>15.19</td>
<td>67.08</td>
<td>2.50</td>
<td>0.016</td>
<td>0.865</td>
</tr>
<tr>
<td></td>
<td>2*</td>
<td>15.49</td>
<td>65.50</td>
<td>0.09</td>
<td>0.084</td>
<td>0.334</td>
</tr>
<tr>
<td></td>
<td>3*</td>
<td>15.50</td>
<td>65.44</td>
<td>0.00</td>
<td>0.236</td>
<td>1.125</td>
</tr>
<tr>
<td></td>
<td>4*</td>
<td>15.50</td>
<td>65.44</td>
<td>0.00</td>
<td>0.663</td>
<td>1.530</td>
</tr>
<tr>
<td>0.0055</td>
<td>1</td>
<td>15.58</td>
<td>65.24</td>
<td>0.61</td>
<td>0.087</td>
<td>3.585</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>15.65</td>
<td>64.85</td>
<td>0.01</td>
<td>0.423</td>
<td>4.027</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>15.65</td>
<td>64.84</td>
<td>0.00</td>
<td>1.432</td>
<td>4.972</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>15.65</td>
<td>64.84</td>
<td>0 (by def.)</td>
<td>3.841</td>
<td>7.397</td>
</tr>
<tr>
<td></td>
<td>1*</td>
<td>15.42</td>
<td>65.86</td>
<td>0.65</td>
<td>0.065</td>
<td>3.681</td>
</tr>
<tr>
<td></td>
<td>2*</td>
<td>15.50</td>
<td>65.45</td>
<td>0.02</td>
<td>0.342</td>
<td>4.100</td>
</tr>
<tr>
<td></td>
<td>3*</td>
<td>15.50</td>
<td>65.44</td>
<td>0.00</td>
<td>0.984</td>
<td>4.655</td>
</tr>
<tr>
<td></td>
<td>4*</td>
<td>15.50</td>
<td>65.44</td>
<td>0 (by def.)</td>
<td>2.462</td>
<td>6.135</td>
</tr>
</tbody>
</table>

Table 5.2: Activation times, conduction velocities, percentage conduction velocity errors and linear system solve times for a variety of 2D meshes of $\Omega = [0, 1] \times [0, 1]$ cm. The first timings presented are for a single time-step only and use preconditioned conjugate gradients (PCG) with an incomplete LU (ILU) decomposition of the portion of the system matrix corresponding to the linear basis functions as a preconditioner, and the second times all code on a time-step iteration (ILU PCG + cell updates, etc.). The stimulus was along the bottom edge of the domain and the activation time is for the node in the top-right corner. Asterisked basis degrees indicate that the simulation was run with $\Delta t = 0.001$ ms instead of the usual $\Delta t = 0.01$ ms. The percentage errors use as a reference the $p=4$ simulation on the finest mesh with the same value of $\Delta t$. Some interesting results are highlighted; see the text for details.
Figure 5.9: Fibre orientations used for the inhomogeneous simulations. The marked points are those at which activation time is measured. For Figure 5.9(a), results are displayed in Table 5.3 and stimulation was a ramp in the bottom-left corner. For Figure 5.9(b), results are displayed in in Table 5.4 and stimulation was a ramp along the bottom of the domain.

was stimulated with a ramp in the bottom-left corner of the domain. The measured activation times at the four points shown in Figure 5.9(a) are given in Table 5.3. Note how cubic and quartic elements display superior accuracy to all tested linear simulations by the second coarsest level, and that equivalent accuracy to the finest $p = 1$ solution can be obtained on the second coarsest mesh using $p = 2$ (blue highlighting). Notice also how large the $p = 1$ errors are, highlighted in green. Details on the degrees of freedom are in Table 5.5.

5.4.4 2D Inhomogeneous Conductivity: Domain with Holes

Figure 5.9(b) shows the fibre vector field on a 1 cm by 1 cm domain with two holes representing blood vessels passing through the simulation plane. We performed this study to demonstrate the applicability of the method when the domain contains fine structure that must be properly captured using small elements. This vector field was generated using the Laplace-Dirichlet approach and the time-step used for the monodomain was $\Delta t = 0.01$ ms. The activation times at the three points shown in Figure 5.9(b) are given
<table>
<thead>
<tr>
<th>Mean Elt Diam h (cm)</th>
<th>( p )</th>
<th>Activation Time 1 (ms)</th>
<th>Activation Time 2 (ms)</th>
<th>Activation Time 3 (ms)</th>
<th>Activation Time 4 (ms)</th>
<th>Max % Err</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0452</td>
<td>1</td>
<td>18.29</td>
<td>22.64</td>
<td>13.17</td>
<td>15.68</td>
<td>40.63</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>24.55</td>
<td>29.03</td>
<td>15.12</td>
<td>20.51</td>
<td>20.32</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>27.89</td>
<td>31.86</td>
<td>15.66</td>
<td>22.88</td>
<td>9.48</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>35.86</td>
<td>37.63</td>
<td>16.04</td>
<td>28.65</td>
<td>16.39</td>
</tr>
<tr>
<td>0.0226</td>
<td>1</td>
<td>23.60</td>
<td>28.07</td>
<td>14.90</td>
<td>19.77</td>
<td>23.40</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>28.52</td>
<td>32.74</td>
<td>15.93</td>
<td>23.42</td>
<td>7.43</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>30.01</td>
<td>33.95</td>
<td>16.06</td>
<td>24.48</td>
<td>2.60</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>30.72</td>
<td>34.46</td>
<td>16.09</td>
<td>24.99</td>
<td>0.29</td>
</tr>
<tr>
<td>0.0113</td>
<td>1</td>
<td>27.52</td>
<td>31.77</td>
<td>15.72</td>
<td>22.71</td>
<td>10.52</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>30.38</td>
<td>34.22</td>
<td>16.08</td>
<td>24.74</td>
<td>1.40</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>30.75</td>
<td>34.47</td>
<td>16.09</td>
<td>24.98</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>30.80</td>
<td>34.50</td>
<td>16.09</td>
<td>25.02</td>
<td>0.03</td>
</tr>
<tr>
<td>0.0057</td>
<td>1</td>
<td>29.68</td>
<td>33.61</td>
<td>15.99</td>
<td>24.25</td>
<td>6.91</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>30.77</td>
<td>34.48</td>
<td>16.09</td>
<td>24.99</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>30.81</td>
<td>34.50</td>
<td>16.09</td>
<td>25.02</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>30.81</td>
<td>34.50</td>
<td>16.09</td>
<td>25.02</td>
<td>0 (def)</td>
</tr>
</tbody>
</table>

Table 5.3: Activation times in the 1 cm by 1 cm domain with fibre orientation and four measurement points shown in Figure 5.9(a) using various \( h \) and \( p \) values. The maximum CV error over the four points is shown, using the finest quartic solution as a reference.

in Table 5.4. With blue highlighting, our results show that the third coarsest mesh with \( p = 2 \) can more than halve the worst percentage error in activation time using a linear system which can be solved in around the same time as for \( p = 1 \) on the finest mesh, or with \( p = 4 \) on the second coarsest mesh, we can reduce the error to one-tenth that of \( p=1 \) on the finest mesh without having to resort to extremely fine meshes. See Figure 5.10 for some wavefront locations using various meshes and values of \( p \); note how poor the wavefront location can be when \( p = 1 \) even on highly refined meshes, and how on the second coarsest mesh with \( p = 3 \) the results are better than \( p = 1 \) on the finest mesh. As with Figure 5.8, we naturally expect the observed improvement in accuracy due to the increasing number of degrees of freedom as \( p \) increases on a fixed mesh. However, Figure 5.10 provides a visual understanding of how accuracy increases with \( p \), and in particular Figure 5.10(d) demonstrates the magnitude of the error that remains in \( p = 1 \) simulation results when the conductivity is low, and when using a value of \( h \) not dissimilar to those found in the simulation literature.
Figure 5.10: Wavefront location at 17 ms using various meshes and degrees. Figure 5.10(a): transmembrane potential distribution on the second coarsest mesh with $p=4$. Note that each triangle represents a single element of the mesh, and that this is independent of $p$. 5.10(b): Wavefront ($u = 0$) contours on the second coarsest mesh with various degrees compared to $p=1$ on the finest mesh. 5.10(c): Wavefront contours on the second coarsest mesh with various degrees compared to $p=1$ on the finest mesh. 5.10(d): Detail from Figure 5.10(c). See the corresponding activation time data in Table 5.4.

5.4.5 2D Degrees of Freedom

Details on the degrees of freedom for the various meshes and basis degrees are presented in Table 5.5.
Table 5.4: Activation times in the $1 \text{ cm} \times 1 \text{ cm}$ domain with holes, fibre orientation and three measurement points shown in Figure 5.9(b) using various $h$ and $p$ values. The meshes are identified by maximum element diameter because the mean element size would convey little information due to the very small elements near the holes. The timings presented are for the linear system only (ILU PCG) and for the whole-timestep (ILU PCG + cell updates, etc.). More information about the meshes used is presented in Table 5.5, and some plots of the wavefront at 17 ms are shown in Figure 5.10. Results showing the accuracy improvement over $p = 1$ are highlighted in blue; in green we highlight how large the $p = 1$ errors are even on quite fine meshes.

<table>
<thead>
<tr>
<th>Max. Elt Diam $h$ (cm)</th>
<th>$p$</th>
<th>Activation Time 1 (ms)</th>
<th>Activation Time 2 (ms)</th>
<th>Activation Time 3 (ms)</th>
<th>Max % Error</th>
<th>ILU PCG Time (s)</th>
<th>Mean It. Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0593</td>
<td>1</td>
<td>6.46</td>
<td>13.48</td>
<td>10.01</td>
<td>42.31</td>
<td>0.003</td>
<td>0.109</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7.61</td>
<td>17.16</td>
<td>13.69</td>
<td>21.10</td>
<td>0.017</td>
<td>0.121</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>7.96</td>
<td>18.68</td>
<td>15.59</td>
<td>10.14</td>
<td>0.055</td>
<td>0.160</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>8.15</td>
<td>20.66</td>
<td>18.65</td>
<td>7.49</td>
<td>0.152</td>
<td>0.257</td>
</tr>
<tr>
<td>0.0296</td>
<td>1</td>
<td>7.24</td>
<td>16.14</td>
<td>13.08</td>
<td>24.61</td>
<td>0.007</td>
<td>0.304</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8.00</td>
<td>18.84</td>
<td>15.96</td>
<td>8.01</td>
<td>0.039</td>
<td>0.321</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>8.12</td>
<td>19.54</td>
<td>16.86</td>
<td>2.82</td>
<td>0.122</td>
<td>0.402</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>8.14</td>
<td>19.85</td>
<td>17.29</td>
<td>0.35</td>
<td>0.323</td>
<td>0.607</td>
</tr>
<tr>
<td>0.0148</td>
<td>1</td>
<td>7.71</td>
<td>18.11</td>
<td>15.36</td>
<td>11.47</td>
<td>0.020</td>
<td>1.029</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8.11</td>
<td>19.68</td>
<td>17.08</td>
<td>1.56</td>
<td>0.118</td>
<td>1.142</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>8.14</td>
<td>19.86</td>
<td>17.31</td>
<td>0.23</td>
<td>0.396</td>
<td>1.142</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>8.15</td>
<td>19.89</td>
<td>17.35</td>
<td>0.00</td>
<td>1.225</td>
<td>2.322</td>
</tr>
<tr>
<td>0.0076</td>
<td>1</td>
<td>7.96</td>
<td>19.21</td>
<td>16.64</td>
<td>4.09</td>
<td>0.102</td>
<td>4.224</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8.14</td>
<td>19.86</td>
<td>17.32</td>
<td>0.18</td>
<td>0.878</td>
<td>4.700</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>8.15</td>
<td>19.89</td>
<td>17.35</td>
<td>0.00</td>
<td>4.969</td>
<td>8.981</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>8.15</td>
<td>19.89</td>
<td>17.35</td>
<td>0 (def)</td>
<td>15.125</td>
<td>19.086</td>
</tr>
</tbody>
</table>

Table 5.5: The degrees of freedom for the 2D simulations.
5.5 Uniform Degree High-Order Simulations in Three Dimensions

In three dimensions, we work with an additive Schwarz preconditioner, which has been suggested in the literature as the best class of preconditioner to use for this problem\(^1\) [102]. Because applying this preconditioner involves solving lots of small, local linear systems, it is very easily parallelisable and thus well-suited for simulation using supercomputing facilities. However, when all these small linear systems have to be solved in serial, as in our software, solving the global linear system becomes slower than it would be if we were to use a simpler preconditioner. Therefore, the timings that we produce are only meaningful when used to make comparisons between simulations which use an additive Schwarz preconditioner. For this reason, all our 3D simulations use this preconditioner, which is described in Section 4.6.3. Timings aside, we shall see that the preconditioner also performs well in terms of the number of iterations that the conjugate gradients algorithm requires to converge. We use a tolerance of $10^{-6}$ for our Schwarz-preconditioned conjugate gradient algorithm; this was tested to ensure that it gives the same activation times as a tolerance of $10^{-10}$.

As for Section 5.4, all simulations were performed in MATLAB and use a semi-implicit backward Euler time discretisation scheme, we use a fixed $\tilde{p} = 4$ regardless of the value of $p(\leq 4)$ and timings presented are for a 3.4 GHz CPU coupled where necessary with an AMD Radeon 6950 graphics card. Note that in three dimensions we use the ten Tusscher 2006 cell model [57], as opposed to the simpler Luo-Rudy I model of the one- and two-dimensional simulations [34].

\(^1\)Specifically, a hybrid multi-level Schwarz preconditioner is best, but we work with a simpler form here for which we also obtain excellent PCG iteration counts.
5.5.1 Small Test Cube

Because of the time-consuming nature of performing monodomain simulation in three dimensions, a thorough evaluation of a numerical method across a range of different parameters is a demanding task. Since the software we are working with here is non-parallel, three-dimensional testing is all the more difficult. For this reason, we begin by performing an evaluation of high-order finite elements on a very small test domain: a cube of myocardial tissue having dimensions $0.2 \times 0.2 \times 0.2$ cm. We set anisotropic conductivities equal to those used for the Niederer benchmark problem, given by $1.33 \text{ S m}^{-1}$ parallel to the fibres and $0.18 \text{ S m}^{-1}$ in their orthogonal plane, with the fibres aligned with one of the coordinate axes [58]. We record the activation time of the last node in the domain, in the corner of the cube furthest from the stimulus site; this is labelled as node eight in Figure 5.11.

![Activation Time Measurement Points in the 0.2x0.2x0.2 cm Cube](image)

Figure 5.11: The small test cube with the stimulus region and activation time measurement points marked. We generally only report activation times at node 8 (referred to as the “last node”), but use all nodes in Section 7.2.2.
We present the results of these small cube mesh simulations in Table 5.6. Notice that the percentage activation time errors (using a \( h=0.01 \ cm \) \( p=4 \) simulation as a reference solution) remain quite large even on the finest mesh. This large error is in part due to the lower conductivities that we use; as these are physiological it is important to take them into account when evaluating a numerical method. Our higher order scheme does a much better job of cheaply producing very accurate solutions, for example by preferring the \( p = 3 \) coarsest mesh solution over the one generated with \( p = 1 \) on the finest mesh, we can produce a solution with one-third of the error in about one-third of the time. If we instead chose the \( p = 4 \) coarsest mesh solution, we would get a solution with a thirty-three times lower error in approximately the same amount of CPU time. It is also important to note that the Schwarz preconditioner we are using means that the PCG iteration counts remain small, and in a manner which appears to be independent of \( h \) and only weakly dependent on \( p \) for \( p \neq 1 \). We will return to this problem in Section 6.7.1 in order to evaluate the performance of spatial adaptivity.

<table>
<thead>
<tr>
<th>Elt. Diam. ( h ) (cm)</th>
<th>Simulation Mode</th>
<th>Final Activ. Time (ms)</th>
<th>% Activ. Time Error</th>
<th>PCG Time (s)</th>
<th>Mean It. Time (s)</th>
<th>Mean PCG Iterations</th>
<th>Max. PCG Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.04</td>
<td>( p=1 )</td>
<td>8.32</td>
<td>31.4</td>
<td>0.05</td>
<td>0.15</td>
<td>7.3</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>( p=2 )</td>
<td>8.93</td>
<td>26.4</td>
<td>0.12</td>
<td>0.22</td>
<td>12.3</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>( p=3 )</td>
<td>12.77</td>
<td>5.3</td>
<td>0.39</td>
<td>0.49</td>
<td>13.3</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>( p=4 )</td>
<td>12.19</td>
<td>0.5</td>
<td>1.57</td>
<td>1.68</td>
<td>14.3</td>
<td>17</td>
</tr>
<tr>
<td>0.02</td>
<td>( p=1 )</td>
<td>8.58</td>
<td>29.3</td>
<td>0.23</td>
<td>0.52</td>
<td>6.7</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>( p=2 )</td>
<td>10.68</td>
<td>12.0</td>
<td>0.76</td>
<td>1.06</td>
<td>12.1</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>( p=3 )</td>
<td>12.18</td>
<td>0.4</td>
<td>2.90</td>
<td>3.21</td>
<td>12.4</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>( p=4 )</td>
<td>12.07</td>
<td>0.5</td>
<td>12.61</td>
<td>12.93</td>
<td>13.4</td>
<td>16</td>
</tr>
<tr>
<td>0.01</td>
<td>( p=1 )</td>
<td>10.11</td>
<td>16.7</td>
<td>1.39</td>
<td>3.19</td>
<td>6.0</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 5.6: Activation times of the final node in the \( 0.2 \times 0.2 \times 0.2 \) cm small cube domain shown in Figure 5.11 using various \( h \) and \( p \) values. The reference solution, generated using \( h=0.01 \) and \( p=4 \), gave an activation time of 12.13 ms. The simulation mode is given in terms of \( p \), for the fixed polynomial degree of the simulation. Fibres and conductivities are as given in [58]. The timings presented are for the linear system only (additive Schwarz PCG) and for the whole-timestep (additive Schwarz PCG + cell updates, etc.). The mean number of iterations that the PCG took to converge are given. More information about the meshes used is presented in Table 5.8.
5.5.2 The Niederer Benchmark

We performed simulation in three dimensions using the benchmark designed by Niederer et al. [58]. This is a reasonably well-defined problem intended to test the accuracy of cardiac electrophysiology software. The simulation domain is given to be $0.3 \times 0.7 \times 2$ cm at mesh discretisations of 0.05, 0.02 and 0.01 cm, uses fibres aligned to the long axis of the domain and conductivities set to $1.33 \text{ S m}^{-1}$ parallel to the fibres and $0.17 \text{ S m}^{-1}$ perpendicular to them. The stimulus is applied to the cubic region $[0, 0.15]^3 \text{ cm}^3$, and the activation times evaluated at the points shown in Figure 5.12. Recall that in 3D we use the ten Tusscher 2006 cell model.

![Activation Time Measurement Points in the 0.3x0.7x2.0 cm Niederer Test Problem](image)

Figure 5.12: The Niederer benchmark domain with the stimulus region and activation time measurement points marked. Note that the ninth node is at the centre of mass of the domain.

The results of solving this test problem with our software are presented in Table 5.7. Notice that the activation times are more accurate at almost all of the nodes when we use $p = 3$ or 4 on the coarsest mesh than with $p = 1$ on the finest, and that in those cases, the simulation time is 20-80% of that for the finest $p = 1$ simulation. We evaluate
this problem further with spatial adaptivity in Section 6.7.2.

Table 5.7: 3D activation times on the $0.3 \times 0.7 \times 2$ cm Niederer test problem domain shown in Figure 5.12 using various $h$ (cm) and $p$ values. The timings presented are for the additive Schwarz PCG-solve only, and for the whole-timestep full iteration (PCG, cell updates, etc.). Plots of the wavefront at 10 ms are shown in Figure 5.13. The asterisked simulation was run with $\tilde{p} = 1$, and some timings are absent because the simulation was run on a different computer, due to memory restrictions on the primary test machine.

<table>
<thead>
<tr>
<th>$h$ (cm)</th>
<th>$p$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>PCG Time (s)</th>
<th>Mean It. Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>1</td>
<td>1.25</td>
<td>27.95</td>
<td>5.87</td>
<td>27.12</td>
<td>15.96</td>
<td>29.24</td>
<td>14.40</td>
<td>33.22</td>
<td>13.40</td>
<td>0.63</td>
<td>1.48</td>
</tr>
<tr>
<td>2</td>
<td>1.24</td>
<td>30.08</td>
<td>6.29</td>
<td>30.03</td>
<td>19.45</td>
<td>33.49</td>
<td>19.15</td>
<td>32.70</td>
<td>15.86</td>
<td>2.50</td>
<td>3.33</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.24</td>
<td>31.52</td>
<td>7.78</td>
<td>32.85</td>
<td>23.10</td>
<td>38.24</td>
<td>26.33</td>
<td>40.80</td>
<td>18.66</td>
<td>9.54</td>
<td>10.37</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.24</td>
<td>31.90</td>
<td>7.54</td>
<td>33.66</td>
<td>25.21</td>
<td>40.02</td>
<td>28.89</td>
<td>41.52</td>
<td>19.24</td>
<td>42.85</td>
<td>43.68</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>1</td>
<td>1.23</td>
<td>30.64</td>
<td>7.12</td>
<td>30.47</td>
<td>21.65</td>
<td>33.56</td>
<td>21.15</td>
<td>32.73</td>
<td>15.89</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>1.24</td>
<td>31.92</td>
<td>7.81</td>
<td>32.69</td>
<td>24.30</td>
<td>39.16</td>
<td>25.11</td>
<td>39.47</td>
<td>18.61</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.24</td>
<td>32.19</td>
<td>8.46</td>
<td>33.41</td>
<td>26.65</td>
<td>41.84</td>
<td>28.97</td>
<td>43.01</td>
<td>19.93</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.25</td>
<td>32.23</td>
<td>8.37</td>
<td>33.52</td>
<td>26.64</td>
<td>42.16</td>
<td>28.78</td>
<td>43.20</td>
<td>20.06</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>1*</td>
<td>1.23</td>
<td>31.46</td>
<td>7.82</td>
<td>31.93</td>
<td>25.44</td>
<td>38.04</td>
<td>26.02</td>
<td>38.17</td>
<td>17.87</td>
<td>51.58</td>
<td>51.82</td>
</tr>
</tbody>
</table>

5.5.3 3D Degrees of Freedom

Details on the degrees of freedom for the various meshes and basis degrees are presented in Table 5.8.
<table>
<thead>
<tr>
<th>Diameter (cm)</th>
<th>Basis Degree</th>
<th>Small Cube Domain</th>
<th>Niederer Benchmark Cuboid</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.04 (cube) / 0.05 (Niederer)</td>
<td>1</td>
<td>216</td>
<td>4,305</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1,331</td>
<td>30,537</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>4,096</td>
<td>98,857</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>9,261</td>
<td>229,425</td>
</tr>
<tr>
<td>0.02</td>
<td>1</td>
<td>1,331</td>
<td>58,176</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>9,261</td>
<td>442,401</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>29,791</td>
<td>1,467,676</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>68,921</td>
<td>3,449,001</td>
</tr>
<tr>
<td>0.01</td>
<td>1</td>
<td>9,261</td>
<td>442,401</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>68,921</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>226,981</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>531,441</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5.8: The degrees of freedom for the 3D simulations. The empty entries are for simulations that were not performed due to hardware constraints.
Figure 5.13: The state of the domain after 10 ms of simulation on the $h=0.05$ cm Niederer mesh with $p=1-4$.  
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Chapter 6

Adaptive High-Order Finite Elements for the Monodomain System

So far we have seen how the uniform high-order FEM is applied to the monodomain system and we have understood that the cell model must be treated as a PDE and discretised to the same high degree as the transmembrane potential. We know that we can achieve improved efficiency with this method, but because we have chosen to use hierarchical basis functions, we can do even better. In this chapter, we shall see that these allow us to create an adaptive version of the scheme which, unlike other adaptive methods, does not suffer from large computational overhead at the matrix-adjustment stage.

We describe and analyse the error indicator that we use to drive the adaptivity, explain the preconditioning strategies, demonstrate the excellent error-control properties, and then investigate performance of the adaptive scheme using similar test problems to those in the previous chapter. Simulations using a whole-heart mesh are included, and we perform a calculation based on these which indicates possible simulation speed improvements for a high-performance computing environment.

The essence of the adaptive scheme which we develop in this chapter is that we generally do not work with the entire space $S_{hp}$ described in Section 4.5; rather, we
cut down on the required computational effort by adaptively shaping our solution space $S = S_{hp} \subseteq S_{hp}$ to meet the requirements of the current state of the system. Here, $p = (p_1, p_2, \ldots, p_{N_e})$ is a vector with one entry for each element of the mesh, with $p_i$ the polynomial degree automatically selected for element $\epsilon_i$ on the present time-step (as we shall see in Section 6.3). Note that we now fix the cell model degree $\tilde{p} = p \geq p_i$ for all $i$, and that this definition of $p$ now supersedes that of the previous chapter, where it was used to mean the pair $(p, \tilde{p})$. We also now drop the subscripts $h$ from our finite element approximations. The adaptive shaping of $S$ allows us to focus the DOF only where they are needed, meaning that the DOF used are only those required in order to give us confidence of producing an approximation in which the error has been controlled by some choice of a target error parameter $\theta$. Thus we can obtain a high degree of computational efficiency, which we shall show allows us to quickly obtain highly accurate approximations.

The property of the hierarchical basis noted in Section 4.5 that on each element the basis of degree $p$ is the same as the basis of degree $p + 1$ with the degree $p + 1$ functions removed makes $p$-adaptivity a computationally feasible method; in order to adapt, we simply add or remove the basis functions to or from the existing ones as necessary on each element; this can be achieved cheaply using pre-computed data. Without this property, we would be forced to reconstruct the linear system whenever we adapted it; the cost of this would outweigh the savings made by using the adapted system.

6.1 A Posteriori Error Indicator

Because we are to use spatial $p$-adaptivity, we need to know how much contribution to the total error occurs in each element, so we require a spatially-localised error indicator. We give an outline of the analytically-derived indicator $\eta$ which can be computed on each element that we use in what follows. System (5.1) has weak form: find $u \in L^2 (0, T; H^1(\Omega))$
and \( w \in L^2(0, T; (L^2(\Omega))^m) \) such that \( \forall \ t \in [0, T] \),

\[
\beta C_m(u_t, \chi)_\Omega + (\sigma \nabla u, \nabla \chi)_\Omega = \beta (I_{total}, \chi)_\Omega \quad \forall \chi \in \mathcal{H}^1(\Omega),
\]

\[
(w_t, \tilde{\chi}) - (g, \tilde{\chi}) = 0 \quad \forall \tilde{\chi} \in (L^2(\Omega))^m.
\]

The two forms that we will work with here are the semidiscrete in time formulation: for \( n = 1, 2, \ldots, N \), find \( u^n \in \mathcal{H}^1(\Omega) \) and \( w^n \in (L^2(\Omega))^m \) such that

\[
\beta C_m(u^n - u^{n-1}, \chi)_{\Omega} + \Delta t (\sigma \nabla u^n, \nabla \chi)_{\Omega} = \beta \Delta t (I_{total}^{n-1}, \chi)_{\Omega} \quad \forall \chi \in \mathcal{H}^1(\Omega), \quad (6.1)
\]

\[
(w^n - w^{n-1}, \tilde{\chi})_{\Omega} = \Delta t (\tilde{g}, \tilde{\chi})_{\Omega} \quad \forall \tilde{\chi} \in (L^2(\Omega))^m,
\]

where \( \tilde{g} \) is \( g(u, w) \) evaluated at \( u^{n-1} \) and a mixture of \( w^n \) and \( w^{n-1} \), using the latter only when the former is not possible without requiring iterations to perform an update over a time-step and \( I_{total}^{n-1} := I_{total}(u^{n-1}, w^n) \), and the fully-discrete formulation: for \( n = 1, 2, \ldots, N \), find \( u^n_p \in S_{hp}^n \) and \( w^n \in (S_{hp})^m \) such that

\[
\beta C_m(u^n_p - u^{n-1}_p, \chi_p)_{\Omega} + \Delta t (\sigma \nabla u^n_p, \nabla \chi_p)_{\Omega} = \beta \Delta t (I_{total}^{n-1}_p, \chi_p)_{\Omega} \quad \forall \chi_p \in S_{hp}^n, \quad (6.2)
\]

\[
(w^n_p - w^{n-1}_p, \chi_p)_{\Omega} = \Delta t (\tilde{g}_p, \chi_p)_{\Omega} \quad \forall \chi_p \in (S_{hp})^m,
\]

with \( u^0_p \) the \( L^2 \) projection of \( u^0 \) into \( S_{hp}^0 \), \( I_{total, p}^{n-1} := \Pi_p^{L^2} I_{total}(u^{n-1}_p, w^n_p) \), \( \tilde{g}_p \) is \( g \) evaluated at \( u^{n-1}_p \), \( w^n_p \) and \( w^{n-1}_p \), \( \Pi_p^{L^2} \) the \( L^2 \) projection into \( S_{hp} \). Recall that \( w \) is an \( m \)-component vector. We require the bilinear form

\[
E(v, w) := \beta C_m(v, w)_{\Omega} + \Delta t (\sigma \nabla v, \nabla w)_{\Omega},
\]

where \( (\cdot, \cdot)_\Omega \) denotes the \( L^2 \) inner product on \( L^2(\Omega) \).

Define the residual on element \( \epsilon_i \) at time-step \( n \) by

\[
r^n_i := \left( \beta C_m \frac{u^n_p - u^{n-1}_p}{\Delta t} - \nabla \cdot (\sigma \nabla u^n_p) - \beta I_{total, p}^{n-1} \right)_{\epsilon_i},
\]
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where we have restricted the functions involved to the $i$-th element, and for an element $\epsilon_i$ and its neighbour $\epsilon_j \in \mathcal{M}$, with $\hat{n}_{\epsilon_i}, \hat{n}_{\epsilon_j}$ their outward-pointing unit normals along their shared edge (in 2D; face in 3D) $\gamma = \epsilon_i \cap \epsilon_j$ respectively, we write

$$\left[ \frac{\partial u^n_p}{\partial n} \right]_{\gamma} := (\sigma \nabla u^n_p)_{\epsilon_i} \cdot \hat{n}_{\epsilon_i} + (\sigma \nabla u^n_p)_{\epsilon_j} \cdot \hat{n}_{\epsilon_j}$$

for the jump in the flux across $\gamma$. The a posteriori error indicator that we use to inform our adaptivity on each element $\epsilon_i$ after the $n$-th timestep is then given by

$$\eta_{\epsilon_i,n} = \Delta t \left( \| r^n_i \|_{0,2,\epsilon_i}^2 \frac{h_{\epsilon_i}^2}{p_{\epsilon_i,n}} + \sum_{\gamma \in \partial \epsilon_i} \delta_{\gamma} \left\| \left[ \frac{\partial u^n_p}{\partial n} \right]_{\gamma} \right\|_{0,2,\gamma}^2 \frac{h_{\gamma}}{p_{\gamma,n}} \right)^{\frac{1}{2}},$$

(6.3)

where $h_y := \text{diam}(y)$, and at time-step $n$, $p_{\epsilon_i,n} := \text{polynomial degree}(\epsilon_i)$ and $p_{\gamma,n} := \min \{ p_{\epsilon,n} | \gamma \subset \epsilon \}$. The term

$$\delta_{\gamma} = \begin{cases} 1, & \gamma \subset \partial \Omega \\ \frac{1}{2}, & \text{otherwise} \end{cases}$$

describes how we choose to distribute the jump-term error between two elements sharing an edge. The sum in Equation (6.3) is over the edges (2D; faces in 3D) which together make up the whole of the boundary $\partial \epsilon_i$ of $\epsilon_i$. Similar error indicators have been used for elliptic problems previously; see for example [134], but the literature is lacking in their use for parabolic problems and for high-order finite elements, and certainly for cardiac applications.

We define the spatial discretisation error in the transmembrane potential to be the difference between the solutions to Equations (6.1) and (6.2) as $e^n_p = u^n_p - u^n$, and as we
will demonstrate, we have a bound on this of the form

$$\sqrt{\int_{t_{n-1}}^{t_n} E(e^n_p, e^n_p) dt} \leq C \sum_{i \in \mathcal{M}} \eta_{i,n}$$

$$+ C \sqrt{\frac{\beta}{C_m}} \left[ \Delta t^\frac{3}{2} \left( \sum_{j=1}^{m} \| w^n_{\tilde{p},j} - w^n_j \|_{0,2,\Omega} + \| \Pi L^2_{\tilde{p}} I^{n-1}_{total} - I^{n-1}_{total} \|_{0,2,\Omega} \right) \right]$$

$$+ \left( \Delta t^\frac{3}{2} \sqrt{\beta C_m} + \Delta t^\frac{3}{2} \sqrt{\beta/C_m} \right) \| e^\frac{n-1}{p} \|_{0,2,\Omega}$$

(6.4)

where the first sum is over the mesh $\mathcal{M}$ and the second is over the $m$ non-diffusing cell state variables, and $\Pi L^2_{\tilde{p}}$ is $L^2$ projection into the finite element space $S_{h\tilde{p}}$. This inequality shows how the error indicator $\eta$ relates to the error over a single time-step.

In order to justify using $\eta$ as an error indicator, we must suppose that the terms enclosed within the square brackets are small. For the term $\| \Pi L^2_{\tilde{p}} I^{n-1}_{total} - I^{n-1}_{total} \|_{0,2,\Omega}$, this is due to the fact that we use a large value of $\tilde{p}$; although we do not use the $L^2$ projection that the analysis calls for, in practice using a degree-$\tilde{p}$ interpolation projection $\Pi_{\tilde{p}}$, we suppose that our high order interpolation method is a good approximation to this. Evidence supporting this comes from the accuracy of the uniform scheme that we saw when using this same approximation in Chapter 5. The term $\sum_{j=1}^{m} \| w^n_{j} - w^n_{\tilde{p},j} \|_{0,2,\Omega}$ we have no error control for, but again we assume that the high value of $\tilde{p}$ that we use ensures this term is sufficiently small. The third term $\| e^\frac{n-1}{p} \|_{0,2,\Omega}$ we presume has been kept small by the error control on the previous time-step. All of these assumptions hold sufficiently well to provide numerical results which behave as we would expect; see for example Figure 6.1 and Table 6.5.

Because Inequality (6.4) provides a bound which is dependent on the error that was present at the previous time-step, what it tells us is how much more error we introduce by taking a single step. We can derive an alternate, global bound which does not depend directly on the transmembrane potential error introduced on previous time-steps, and thus says what the error will look like by the $N^{th}$ time-step. This time-global bound is given by
∥e_p^N∥_{0,2,Ω} \leq \exp \left( \sum_{n=1}^{N-1} \frac{\Delta t}{2} \left( \frac{\beta C_m^2 + L}{\beta C_m^2(1 - \Delta t)} \right) \right) \left[ \sqrt{\frac{\beta C_m^2 + \Delta t L}{\beta C_m^2(1 - \Delta t)}} \|e_p^0\|_{0,2,Ω} + \sum_{n=1}^{N} \left( \sqrt{\frac{\Delta t D_n}{\beta C_m(1 - \Delta t)}} + \sqrt{\frac{C \Delta t}{\lambda_{\min}(\sigma) \beta C_m(1 - \Delta t)}} \sum_{i, \epsilon \in M} \eta_{i,n} \right) \right],

where $L$ is the Lipschitz constant for the current term $I_{\text{total}}$, see Inequality (6.13), $\lambda_{\min}(\sigma)$ is the minimum eigenvalue of the conductivity tensor, and

$$D_n := \frac{1}{C_m} \left( L \sum_{j=1}^{m} \|w_j^n - w_{\tilde{p},j}^n\|_{0,2,Ω}^2 + \|\Pi^{L2} I_{\text{total}}^{n-1} - I_{\text{total}}^{n-1}\|_{0,2,Ω}^2 \right)$$

measures the error in the cell model and in the projection of the current term. Note that this global bound requires that $\Delta t < 1$.

### 6.2 Deriving the Error Bound

In this section, we derive the error bounds which were given in Section 6.1 as a justification of the error indicator that we use.

#### 6.2.1 Preliminaries

Suppose $\Omega \subset \mathbb{R}^2$ or $\mathbb{R}^3$ is an open domain with polygonal boundary $\partial \Omega$. Let $\mathcal{M}$ be a set meshing $\Omega$, consisting of triangular or tetrahedral elements $\epsilon$ (see for example [135] or Section 4.1.2), let $n$ be the index of the current time-step, let $S_{hp}^n \subset H^1(\Omega)$, $n = 1, 2, \ldots$ be a family of finite element spaces based on $\mathcal{M}$ consisting of piecewise polynomial functions of degree not greater than $p$, let $\mathcal{N}$ be the set of vertices of elements of $\mathcal{M}$ and let $\partial \mathcal{M}$ be the set of boundaries of elements of $\mathcal{M}$ consisting of triangle edges in 2D and tetrahedron faces in 3D. Suppose that for some $Q \geq 1$ as in Inequalities (4.6), the polynomial degrees $p_{i,n}$ (which define $S_{hp}^n$) on the elements $\epsilon_i \in \mathcal{M}$ satisfies the quasuniformity condition
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\[ Q^{-1}p_{j,n} \leq p_{i,n} \leq Qp_{j,n} \quad \forall \, \epsilon_i, \epsilon_j \in \mathcal{M} \text{ with } \bar{\epsilon}_i \cap \bar{\epsilon}_j \neq \emptyset \quad \forall n. \quad (6.5) \]

In what follows, \( C \) will be a generic constant whose value is independent of \( p \) but dependent on \( Q \), and because its value is not relevant to this work, it will be varied without note. We use ideas from [136] and [137] as a guide.

We give the definitions

\[ \mathcal{N}(y) := \{ V \in \mathcal{N} \mid V \in \mathcal{g} \} \text{ (the nodes of an object } y), \]
\[ \omega^1_{\gamma} := \cup_{V \in \mathcal{N}(\gamma)} \{ \epsilon \in \mathcal{M} \mid V \in \bar{\epsilon} \} \text{ (the patch containing } \gamma \in \partial \mathcal{M}), \]
\[ \omega^1_\epsilon := \cup_{V \in \mathcal{N}(\epsilon)} \{ \epsilon' \in \mathcal{M} \mid V \in \bar{\epsilon}' \} \text{ (the patch containing } \epsilon \in \mathcal{M}). \]

Then Theorem 3.1 of [138] implies that there exists a family of linear operators \( \Pi^n_{hp} : \mathcal{H}^1(\Omega) \to S^n_{hp} \) such that for each \( n, \epsilon_i \in \mathcal{M}, \gamma \in \partial \mathcal{M} \text{ and } w \in \mathcal{H}^1(\Omega), \)

\[ \| w - \Pi^n_{hp}w \|_{0,2,\epsilon_i} \leq C \frac{h_{\epsilon_i}}{p_{\epsilon_i,n}} \| \nabla w \|_{0,2,\omega^1_{\epsilon_i}}, \quad (6.6a) \]
\[ \| w - \Pi^n_{hp}w \|_{0,2,\gamma} \leq C \sqrt{\frac{h_{\gamma}}{p_{\gamma,n}}} \| \nabla w \|_{0,2,\omega^1_{\gamma}}, \quad (6.6b) \]

with \( C \) depending only on \( Q \).

We define the element and edge inner products for regions \( \mathcal{R} \) and boundary components \( \gamma \) by

\[ (v, w)_\mathcal{R} = \int_{\mathcal{R}} vw \, dx, \quad \langle v, w \rangle_\gamma = \int_{\gamma} vw \, ds, \]

respectively, where the multiplication in the expression for \((v, w)_\mathcal{R}\) is a dot product in the case where \( v \) and \( w \) are vectors.
6.2.2 A posteriori error estimation for the PDE

We will demonstrate that the use of $\eta$ as an error indicator is justified by showing its role in bounding the error in the finite element approximation of $u$. We start from the PDE System 5.1, which we intend to solve using continuous hierarchical polynomial finite elements in space and a semi-implicit time-stepping method for solutions $u_p^0, u_p^1, \ldots, u_p^N$ at times $0 = t_0, t_1, \ldots, t_N$. We write $\Delta t = t_n - t_{n-1}$ for the (constant) time-step.

Remark. Recall that we actually work with the PDE system for the cell model $w$ too, as given in System (5.1), but that we only treat error control for Equation (5.1a). In parallel, the time taken to solve for $w$ is a tiny fraction of that required for the transmembrane potential $u$ [139], and so the approach we have previously described of solving for $w$ using Lagrange finite elements of fixed degree $\tilde{p}$ is both cheap and accurate, and if deemed necessary we can increase its accuracy cheaply. Thus, we do not concern ourselves with adapting it.

Recall that $u^n$ is the semidiscrete in time solution at time $t_n$, and $u^n_p$ is its fully-discrete counterpart. Our aim is to identify a computable error indicator for controlling the error $e^n_p = u^n_p - u^n$ during simulations. Our initial approach is to bound $e^n_p$ using the norm induced by the inner product

$$E(v, w) = \beta C_m(v, w)_\Omega + \Delta t (\sigma \nabla v, \nabla w)_\Omega$$
on $H^1(\Omega)$. We define $A_{n-1}$ as

$$A_{n-1} := \beta \|I_{\text{total},\tilde{p}}^{n-1} - I_{\text{total}}^{n-1}\|_{0,2,\Omega}. \quad (6.7)$$

We prove the a posteriori error bound as follows.

Theorem 6.2.1. Define the residual at the $n$-th time-step on $\epsilon_i$ by

$$r^n_i := \beta C_m \frac{u^n_p - u^n_{p-1}}{\Delta t} - \nabla \cdot (\sigma \nabla u^n_p) - \beta I_{\text{total},\tilde{p}}^{n-1} \bigg|_{\epsilon_i}$$.
and let
\[
\left[ \frac{\partial u^n_p}{\partial n} \right]_\gamma := (\sigma \nabla u^n_p)_{\hat{n}} \cdot \hat{n} + (\sigma \nabla u^n_p)_{\xi} \cdot \hat{\xi}
\]
be the jump in the flux in the finite element solution across the edge (face in 3D) \( \gamma = \epsilon \cap \xi \) shared by the two elements \( \epsilon \) and \( \xi \), with \( \hat{n} \), \( \hat{\xi} \) their respective outward-pointing unit normals along \( \gamma \); note that when \( \gamma \subset \partial \Omega \) we only have one of the two summands. Then the error \( e^n_{n_p} \) introduced by updating the fully discrete solution across one time-step from time \( t_{n-1} \) to time \( t_n \) as measured using \( E \) can be bounded as
\[
\sqrt{\int_{t_{n-1}}^{t_n} E(e^n_{n_p}, e^n_{n_p}) dt} \leq C \Delta t \sum_{\epsilon_i \in M} \left( \frac{\| u^n_{n_p} \|_{0,2,\epsilon_i}^2}{p_{\epsilon_i,n}^2} + \sum_{\gamma \in \partial \epsilon_i} \| \left[ \frac{\partial u^n_p}{\partial n} \right]_\gamma \|_{0,2,\gamma}^2 \right)^{\frac{1}{2}} + C \left( \Delta t^\frac{3}{2} \sqrt{\frac{\beta}{C_m}} \left( \sum_{j=1}^{m} \| u^n_{n_p, j} - w^n_j \|_{0,2,\Omega} + \| \Pi_{I_n-1} - I_{\Omega} \|_{0,2,\Omega} \right) \right) + \left( \Delta t^\frac{1}{2} \sqrt{\beta C_m} + \Delta t^2 \sqrt{\beta/C_m} \right) \| e^n_{n_p-1} \|_{0,2,\Omega} ;
\]

**Proof.** We follow the ideas of [137], proceeding to find a bound for \( \sqrt{E(e^n_p, e^n_p)} \) by writing \( \forall \chi \in H^1(\Omega) \),
\[
E(e^n_p, \chi) = E(u^n_{n_p}, \chi) - E(u^n, \chi)
\]
\[
= E(u^n_{n_p}, \chi) - \beta (\Delta t I_{\Omega}^{n-1} + C_m u^{n-1}, \chi)_{\Omega}.
\]
Splitting up the integrals \( (\cdot, \cdot)_{\Omega} \) over the elements \( \epsilon_i \) of the mesh \( M \), we can write the right-hand side as
\[
E(u^n_{n_p}, \chi) - \beta (\Delta t I_{\Omega}^{n-1} + C_m u^{n-1}, \chi)_{\Omega} = \sum_{\epsilon_i \in M} \left[ \beta C_m \left( u^n_{n_p, \chi} \right)_{\epsilon_i} + \Delta t (\sigma \nabla u^n_{n_p, \nabla \chi})_{\epsilon_i} - \beta \left( \Delta t I_{\Omega}^{n-1} + C_m u^{n-1}, \chi \right)_{\epsilon_i} \right] + \beta (\Delta t (I_{\Omega}^{n-1} - I_{\Omega}^{n-1}), u^{n-1} - u^n_{n_p}, \chi)_{\Omega}.
\]
Integrating by parts on each element $\epsilon_i$, we obtain

\[
E(\epsilon_p^n, \chi) = \sum_{\epsilon_i \in M} \left[ \beta C_m (u_p^n, \chi)_{\epsilon_i} + \Delta t \left( \sigma \nabla u_p^n \cdot \hat{n}_{\epsilon_i} ; \chi \right)_{\partial \epsilon_i} - \Delta t \left( \nabla \cdot (\sigma \nabla u_p^n) ; \chi \right)_{\epsilon_i} \right] - \beta \left( \Delta t I_{\text{total}, p}^{n-1} + C_m u_p^{n-1} ; \chi \right)_{\epsilon_i} \\
+ \beta \left( \Delta t (I_{\text{total}, p}^{n-1} - I_{\text{total}}^{n-1}) + C_m (u_p^{n-1} - u^{n-1}) ; \chi \right)_{\Omega},
\]

with $\partial \epsilon_i$ the boundary of the element $\epsilon_i$ and $\hat{n}_{\epsilon_i}$ the outward-pointing unit normal to $\partial \epsilon_i$, defined on faces of the element. Rewriting,

\[
E(\epsilon_p^n, \chi) = \Delta t \sum_{\epsilon_i \in M} \left( \left( \beta C_m \frac{u_p^n - u_p^{n-1}}{\Delta t} - \nabla \cdot (\sigma \nabla u_p^n) - \beta I_{\text{total}, p}^{n-1} ; \chi \right)_{\epsilon_i} + \left( (\sigma \nabla u_p^n)_{\epsilon_i} \cdot \hat{n}_{\epsilon_i} ; \chi \right)_{\partial \epsilon_i} \right) \\
+ \beta \left( \Delta t (I_{\text{total}, p}^{n-1} - I_{\text{total}}^{n-1}) + C_m (u_p^{n-1} - u^{n-1}) ; \chi \right)_{\Omega}.
\]

Rewriting the edge integral as a sum,

\[
E(\epsilon_p^n, \chi) = \Delta t \sum_{\epsilon_i \in M} (r_i^n, \chi)_{\epsilon_i} + \Delta t \sum_{\gamma \in \partial M} \left( \left[ \frac{\partial u_p^n}{\partial n} \right]_\gamma ; \chi \right)_{\gamma} \\
+ \beta \left( \Delta t (I_{\text{total}, p}^{n-1} - I_{\text{total}}^{n-1}) + C_m (u_p^{n-1} - u^{n-1}) ; \chi \right)_{\Omega},
\]

where $\partial M$ is the set of all element faces in $M$ when the domain is three-dimensional, and the set of all element edges when it is two-dimensional.

Recall that $\Pi_{hp}^n$ is a projection into $S_{hp}^n$, and consider

\[
E(\epsilon_p^n, \chi) - E(\epsilon_p^n, \Pi_{hp}^n \chi) = \Delta t \sum_{\epsilon_i \in M} (r_i^n, \chi - \Pi_{hp}^n \chi)_{\epsilon_i} + \Delta t \sum_{\gamma \in \partial M} \left( \left[ \frac{\partial u_p^n}{\partial n} \right]_\gamma ; \chi - \Pi_{hp}^n \chi \right)_{\gamma} \\
+ \beta \left( \Delta t (I_{\text{total}, p}^{n-1} - I_{\text{total}}^{n-1}) + C_m (u_p^{n-1} - u^{n-1}) ; \chi - \Pi_{hp}^n \chi \right)_{\Omega}.
\]

Making use of the fact that $\forall \chi_p \in S_{hp}^n$,

\[
E(\epsilon_p^n, \chi_p) = \beta \Delta t (I_{\text{total}, p}^{n-1} - I_{\text{total}}^{n-1}, \chi_p)_{\Omega} + \beta C_m (u_p^{n-1} - u^{n-1}, \chi_p)_{\Omega},
\]
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we see that

\[
E(e^n_p, \chi) = \Delta t \sum_{i \in M} (r^n_i, \chi - \Pi^n_{hp} \chi)_{\epsilon_i} + \Delta t \sum_{\gamma \in \partial \Omega} \left\langle \frac{\partial u^n_p}{\partial n} \right \rangle_{\gamma, \chi - \Pi^n_{hp} \chi} \\
+ \beta \left( \Delta t \left( I^n_{\text{total}, \beta} - I^n_{\text{total}} \right) + C_m \left( u^n_p - u^{n-1} \right) + \Pi^n_{hp} \chi \right)_{\Omega} \\
+ \beta \left( \Delta t \left( I^n_{\text{total}, \beta} - I^n_{\text{total}} \right) + C_m \left( u^n_p - u^{n-1} \right) \right)_{\Omega},
\]

Applying Cauchy-Schwarz and using definition (6.7),

\[
E(e^n_p, \chi) \leq \Delta t \sum_{i \in M} \| r^n_i \|_{0,2,\epsilon_i,} \| \chi - \Pi^n_{hp} \chi \|_{0,2,\epsilon_i,} \\
+ \Delta t \sum_{\gamma \in \partial \Omega} \left\| \frac{\partial u^n_p}{\partial n} \right \|_{0,2,\gamma, \chi - \Pi^n_{hp} \chi} \\
+ \left( \Delta t A_{n-1} + \beta C_m \| \epsilon^{n-1}_p \|_{0,2,\Omega} \right) \| \chi \|_{0,2,\Omega},
\]

from which, together with inequalities (6.6), we obtain

\[
E(e^n_p, \chi) \leq C \Delta t \sum_{i \in M} \| r^n_i \|_{0,2,\epsilon_i,} \frac{h_{\epsilon_i}}{p_{\epsilon_i,}} \| \nabla \chi \|_{0,2,\omega_{i,}} \\
+ \Delta t \sum_{\gamma \in \partial \Omega} \left\| \frac{\partial u^n_p}{\partial n} \right \|_{0,2,\gamma,} \sqrt{\frac{h_{\gamma}}{p_{\gamma,}}} \| \nabla \chi \|_{0,2,\omega_{i,}} \\
+ \left( \Delta t A_{n-1} + \beta C_m \| \epsilon^{n-1}_p \|_{0,2,\Omega} \right) \| \chi \|_{0,2,\Omega};
\]

For \( \lambda_{\text{min}}(\sigma) \) the smallest eigenvalue of \( \sigma \), we have

\[
\| \nabla \chi \|_{0,2,\omega_{i,}}^2 = (\nabla \chi, \nabla \chi)_{\omega_{i,}} \leq \frac{1}{\lambda_{\text{min}}(\sigma)} (\sigma \frac{1}{2} \nabla \chi, \sigma \frac{1}{2} \nabla \chi)_{\omega_{i,}} \\
= \frac{1}{\Delta t \lambda_{\text{min}}(\sigma)} \left[ \Delta t (\sigma \nabla \chi, \nabla \chi)_{\omega_{i,}} \right] \\
\leq E_{\omega_{i,}} (\chi, \chi) / (\Delta t \lambda_{\text{min}}(\sigma)),
\]
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where we have assigned a subscript to \( E_\omega \) in order to make it clear that we are considering it on a patch \( \omega \) here. Because of this, and with \( s : M \cup \partial M \to M \) some fixed function which is the identity on \( M \) and for \( \gamma \in \partial M \) takes the value \( s(\gamma) = \epsilon \in M \) for some arbitrary \( \epsilon \) such that \( \gamma \subset \partial \epsilon \), we see that the bound

\[
\sqrt{\sum_{y \in M \cup \partial M} \| \nabla \chi \|_{0,2,\omega}^2} \leq \sqrt{\sum_{y \in M \cup \partial M} \frac{E_{\omega_{s(y)}}(\chi, \chi)}{\Delta t \lambda_{\min}(\sigma)}} 
\leq \frac{\sum_{y \in M \cup \partial M} \frac{E_{\omega_{s(y)}}(\chi, \chi)}{\sqrt{\Delta t \lambda_{\min}(\sigma)}}}{\sqrt{\Delta t \lambda_{\min}(\sigma)}} \leq \frac{k}{\sqrt{\Delta t \lambda_{\min}(\sigma)}} \sqrt{E(\chi, \chi)}
\]

holds for some \( k \) equal to the maximum number of times any one element is covered by the patches \( \omega_{s(y)} \) over \( \{ y : y \in M \cup \partial M \} \). Applying the Cauchy-Schwarz inequality to Inequality (6.9), noticing that \( \omega_{\gamma} \subset \omega_{s(\gamma)} \) so that \( \| \nabla \chi \|_{0,2,\omega_{\gamma}} \leq \| \nabla \chi \|_{0,2,\omega_{s(\gamma)}} \) and then applying Inequality (6.10), we get

\[
E(e^n_p, \chi) \leq C \Delta t^{\frac{3}{2}} \sqrt{E(\chi, \chi)} \left( \sum_{\epsilon_i \in M} \| r^n_{\epsilon_i} \|_{0,2,\epsilon_i}^2 \frac{h_{\epsilon_i}}{p_{\epsilon_i,n}} + \sum_{\gamma \in \partial M} \left\| \left[ \frac{\partial u^n_p}{\partial \hat{n}} \right] \right\|_{0,2,\gamma}^2 \frac{h_{\gamma}}{p_{\gamma,n}} \right)^{\frac{1}{2}} + C \left( \Delta t A_{n-1} + \beta C_m \| e^{n-1}_p \|_{0,2,\Omega} \right) \| \chi \|_{0,2,\Omega},
\]

where we have absorbed \( k/\sqrt{\lambda_{\min}(\sigma)} \) into \( C \). Taking \( \chi = e^n_p \), dividing through by \( \sqrt{\Delta t E(e^n_p, e^n_p)} \) and integrating this in time over the time interval \( [t_{n-1}, t_n] := [(n-1)\Delta t, n\Delta t) \), we can write

\[
\sqrt{\int_{t_{n-1}}^{t_n} E(e^n_p, e^n_p) dt} \leq C \Delta t \left( \sum_{\epsilon_i \in M} \| r^n_{\epsilon_i} \|_{0,2,\epsilon_i}^2 \frac{h_{\epsilon_i}}{p_{\epsilon_i,n}} + \sum_{\gamma \in \partial M} \left\| \left[ \frac{\partial u^n_p}{\partial \hat{n}} \right] \right\|_{0,2,\gamma}^2 \frac{h_{\gamma}}{p_{\gamma,n}} \right)^{\frac{1}{2}} + C \left( \Delta t^{\frac{3}{2}} A_{n-1} + \Delta t^{\frac{3}{2}} \beta C_m \| e^{n-1}_p \|_{0,2,\Omega} \right) \| e^n_p \|_{0,2,\Omega} \sqrt{E(e^n_p, e^n_p)},
\]

because our expressions are piecewise-constant in time on these intervals. We can use the
fact that $\sqrt{E(e^n_p, e^n_p)} \geq \sqrt{\beta C_m \|e^n_p\|_{0,2,\Omega}}$ and re-arrange the term in the inner brackets to obtain

$$\sqrt{\int_{t_{n-1}}^{t_n} E(e^n_p, e^n_p) dt} \leq C \Delta t \left( \sum_{e_i \in M} \left( \|r_{e_i}^n\|_{0,2,\epsilon_i}^2 \frac{h_{e_i}^2}{\rho_{e_i,n}} + \sum_{\gamma \in \partial e_i} \delta_{\gamma} \left\| \frac{\partial u^n_p}{\partial \hat{n}} \right\|_{0,2,\gamma} \frac{h_{\gamma}}{\rho_{\gamma,n}} \right)^{\frac{1}{2}}

+ C \left( \Delta t^2 (\beta C_m)^{-\frac{1}{2}} A_{n-1} + \Delta t^2 (\beta C_m)^{\frac{1}{2}} \|e^{n-1}_p\|_{0,2,\Omega} \right), \quad (6.12)$$

where the inner sum is over the edges (in 2D; faces in 3D) of the element $\epsilon_i$ and

$$\delta_{\gamma} = \begin{cases} 1, & \gamma \subset \partial \Omega \\ \frac{1}{2}, & \text{otherwise;} \end{cases}$$

this has been inserted into Equation (6.12) to compensate for the fact that the terms involving the edge normals now each occur twice over the outer sum whenever the edge (or face) $\gamma$ is shared by two elements.

We now expand the term $A_{n-1}$ using the $L^2$ projection $\Pi^L_{\tilde{p}} : L^2(\Omega) \rightarrow S_hp$:

$$A_{n-1}/\beta = \|I_{total,\tilde{p}}^{n-1} - I_{total}^{n-1}\|_{0,2,\Omega} \quad (def) = \|\Pi^L_{\tilde{p}} I_{total}(w_{p-1, \tilde{p}}) - I_{total}(w_{n-1}^{t}, w_{\tilde{p}}^{t})\|_{0,2,\Omega} \leq \|\Pi^L_{\tilde{p}} I_{total}(w_{p-1}^{n-1} - w_{n}^{n}) - I_{total}(w_{n-1}^{n-1} - w_{n}^{n})\|_{0,2,\Omega}$$

By applying the property $\|\Pi^L_{\tilde{p}} (v)\|_{0,2,\Omega} \leq \|v\|_{0,2,\Omega}$ of $\Pi^L_{\tilde{p}}$ and using the Lipschitz property

$$\|I_{total}(w_{p-1}^{n-1} - w_{n}^{n}) - I_{total}(w_{n-1}^{n-1} - w_{n}^{n})\|_{0,2,\Omega} \leq L \left( \|w_{n-1}^{n-1} - w_{n-1}^{n}\|_{0,2,\Omega} + \sum_{j=1}^{m} \|w_{\tilde{p},j}^{n} - w_{j}^{n}\|_{0,2,\Omega} \right) \quad (6.13)$$

of $I_{total}$ with Lipschitz constant $L$ (we will discuss this in Section 7.1.1), we can write
\[ A_{n-1} / \beta \leq L \left( \left\| u_{n-1}^n - u_{n-1}^n \right\|_{0,2,\Omega} + \sum_{j=1}^{m} \left\| w_{p,j}^n - w_j^n \right\|_{0,2,\Omega} \right) + \left\| \Pi_p^{L^2} I_{n-1} - I_{n-1}^{total} \right\|_{0,2,\Omega}, \]

which can then be inserted into Inequality (6.12), giving

\[
\sqrt{\int_{t_{n-1}}^{t_n} E(e_p^n, e^n_p) dt} \leq C \Delta t \left( \sum_{\epsilon_i \in \mathcal{M}} \left( \frac{h_{\epsilon_i}^2}{p_{\epsilon_i,n}} \right) + \sum_{\gamma \in \partial \epsilon_i} \delta_{\gamma} \left\| \frac{\partial u_p^n}{\partial n} \right\|_{0,2,\Omega} \frac{h_{\gamma}}{p_{\gamma,n}} \right)^{\frac{1}{2}}
+ C \left( \Delta t^2 \sqrt{\frac{\beta}{C_m}} \left( \sum_{j=1}^{m} \left\| w_{p,j}^n - w_j^n \right\|_{0,2,\Omega} + \left\| \Pi_p^{L^2} I_{n-1}^{total} - I_{n-1}^{total} \right\|_{0,2,\Omega} \right)
+ \left( \Delta t^2 \sqrt{\beta C_m} + \Delta t^2 \sqrt{\beta / C_m} \right) \left\| e_p^{n-1} \right\|_{0,2,\Omega} \right);
\]

Taking the square root inside the sum completes the proof. \(\Box\)

Alternatively, we can find a global-in-time error bound over the interval of simulation \([0, T]\) by employing a discrete Gronwall inequality, as we demonstrate in the following theorem.

**Theorem 6.2.2.** Suppose \(\Delta t < 1\). We can then bound the error introduced by the finite element scheme by time \(t_N\) measured in the \(L^2(\Omega)\) norm as

\[
\left\| e_p^N \right\|_{0,2,\Omega} \leq \left[ \sqrt{\frac{\beta C_m^2 + \Delta t L}{\beta C_m^2 (1 - \Delta t)}} \left\| e_p^0 \right\|_{0,2,\Omega} + \sum_{n=1}^{N} \left( \frac{\Delta t D_n}{\beta C_m (1 - \Delta t)} + \sqrt{\frac{C \Delta t}{\lambda_{\min}(\sigma) \beta C_m (1 - \Delta t)}} \sum_{\epsilon_i \in \mathcal{M}} \eta_{\epsilon_i,n} \right) \right] \exp \left( \frac{1}{2} \sum_{n=1}^{N-1} \frac{\Delta t}{\beta C_m^2 (1 - \Delta t)} \right) \right).
\]

where

\[ D_n := \frac{1}{C_m} \left( L \sum_{j=1}^{m} \left\| w_j^n - w_{p,j}^n \right\|_{0,2,\Omega}^2 + \left\| \Pi_p^{L^2} I_{n-1}^{total} - I_{n-1}^{total} \right\|_{0,2,\Omega}^2 \right). \]
Proof. Return to equation (6.8),
\[
E(e_p^n, \chi) = \Delta t \left( \sum_{e_i \in \mathcal{M}} (r^i_n, \chi - \Pi_{hp}^n \chi)_{e_i} + \sum_{\gamma \in \partial \mathcal{M}} \left( \frac{\partial u_p^n}{\partial n} \right)_\gamma, \chi - \Pi_{hp}^n \chi \right) \\
+ \beta \left( \Delta t (I_{\text{total},p}^{n-1} - I_{\text{total}}^{n-1}) + C_m (u_p^{n-1} - u^{n-1}), \chi \right)_\Omega,
\]
equation (6.12) of the previous theorem, we obtain using inequalities (6.6), applying Cauchy-Schwarz and rearranging the sums as for Inequality (6.12) of the previous theorem, we obtain
\[
\beta C_m (e_p^n, \chi)_\Omega + \Delta t (\sigma \nabla e_p^n, \nabla \chi)_\Omega \leq \Delta t \left( \sum_{e_i \in \mathcal{M}} (r^i_n, \chi - \Pi_{hp}^n \chi)_{e_i} + \sum_{\gamma \in \partial \mathcal{M}} \left( \frac{\partial u_p^n}{\partial n} \right)_\gamma, \chi - \Pi_{hp}^n \chi \right) \\
+ \beta \left( \Delta t (I_{\text{total},p}^{n-1} - I_{\text{total}}^{n-1}, \chi) + C_m (e_p^n, \chi) \right) \forall \chi \in H^1(\Omega).
\]
Applying Cauchy-Schwarz and Young’s inequality,
\[
\beta C_m (e_p^n, \chi)_\Omega + \Delta t (\sigma \nabla e_p^n, \nabla \chi)_\Omega \leq \Delta t \left( \sum_{e_i \in \mathcal{M}} (r^i_n, \chi - \Pi_{hp}^n \chi)_{e_i} + \sum_{\gamma \in \partial \mathcal{M}} \left( \frac{\partial u_p^n}{\partial n} \right)_\gamma, \chi - \Pi_{hp}^n \chi \right) \\
+ \beta \left( \Delta t (I_{\text{total},p}^{n-1} - I_{\text{total}}^{n-1}, \chi) + \frac{C_m \|e_p^{n-1}\|_{0,2,\Omega}^2}{2} + \frac{C_m \|\chi\|_{0,2,\Omega}^2}{2} \right).
\]
Using inequalities (6.6), applying Cauchy-Schwarz and rearranging the sums as for Inequality (6.12) of the previous theorem, we obtain
\[
\beta C_m (e_p^n, \chi)_\Omega + \Delta t (\sigma \nabla e_p^n, \nabla \chi)_\Omega \leq \\
C \Delta t \|\nabla \chi\|_{0,2,\Omega} \left( \sum_{e_i \in \mathcal{M}} \left( \|r^i_n\|_{0,2,\epsilon_i}^2 + h_{\epsilon_i, n}^2 \right) + \sum_{\gamma \in \partial e_i} \delta_{\gamma} \left( \frac{\|\partial u_p^n}{\partial n}\|_{0,2,\gamma}^2 + h_\gamma \right) \right)^{\frac{1}{2}} \\
+ \Delta t \beta \|I_{\text{total},p}^{n-1} - I_{\text{total}}^{n-1}, \chi\|_{0,2,\Omega} + \beta \left( \frac{C_m \|e_p^{n-1}\|_{0,2,\Omega}^2}{2} + \frac{C_m \|\chi\|_{0,2,\Omega}^2}{2} \right).
\]
With \( \chi = e_p^n \) and two more applications of Young’s inequality, this time with splitting
constants $\mu$ and $\nu$, and bounding $\|I_{\text{total},\bar{p}}^{n-1} - I_{\text{total}}^{n-1}\|_{0,2,\Omega}$ as in Inequality (6.14), we have

$$
\beta C_m \|e_p^n\|^2_{0,2,\Omega} + \Delta t \lambda_{\min}(\sigma) \|\nabla e_p^n\|^2_{0,2,\Omega} \leq \frac{C \Delta t}{2\mu} \sum_{\epsilon_i \in \mathcal{M}} \eta_{\epsilon_i,n}^2 + \frac{C \Delta t \mu}{2} \|\nabla e_p^n\|^2_{0,2,\Omega}
$$

$$
+ \Delta t \beta L \|e_{p-1}^{n-1}\|^2 + L \sum_{j=1}^m \|w_j^n - w_{\bar{p},j}^n\|^2 + \|\Pi L^2 I_{\text{total}}^{n-1} - I_{\text{total}}^{n-1}\|^2 + \frac{\Delta t \nu}{2} \|e_p^{n-1}\|^2_{0,2,\Omega} + \frac{\Delta t \beta}{2} \sum_{\epsilon_i \in \mathcal{M}} \|e_{\epsilon_i,n}\|^2_{0,2,\Omega} + \beta C_m \|e_p^n\|^2_{0,2,\Omega} + \frac{\beta C_m}{2} \|e_p^n\|^2_{0,2,\Omega}.
$$

Taking $\mu = 2\lambda_{\min}(\sigma)/C$ and rearranging,

$$
\beta C_m \left( \|e_p^n\|^2_{0,2,\Omega} - \|e_p^{n-1}\|^2_{0,2,\Omega} \right) \leq \frac{C \Delta t}{\lambda_{\min}(\sigma)} \sum_{\epsilon_i \in \mathcal{M}} \eta_{\epsilon_i,n}^2
$$

$$
+ \Delta t \nu \|e_p^n\|^2_{0,2,\Omega} + \frac{\Delta t \beta L}{\nu} \|e_{p-1}^{n-1}\|^2_{0,2,\Omega}
$$

$$
+ \frac{\Delta t \beta}{\nu} \left( L \sum_{j=1}^m \|w_j^n - w_{\bar{p},j}^n\|^2 + \|\Pi L^2 I_{\text{total}}^{n-1} - I_{\text{total}}^{n-1}\|^2 \right),
$$

then summing over $n$ ranging from 1 to $N$,

$$
\beta C_m \left( \|e_p^N\|^2_{0,2,\Omega} - \|e_p^0\|^2_{0,2,\Omega} \right) \leq \frac{C \Delta t}{\lambda_{\min}(\sigma)} \sum_{n=1}^N \sum_{\epsilon_i \in \mathcal{M}} \eta_{\epsilon_i,n}^2 + \Delta t \nu \sum_{n=1}^N \|e_p^n\|^2_{0,2,\Omega}
$$

$$
+ \frac{\Delta t \beta L}{\nu} \sum_{n=1}^N \|e_{p-1}^{n-1}\|^2_{0,2,\Omega}
$$

$$
+ \frac{\Delta t \beta}{\nu} \sum_{n=1}^N \left( L \sum_{j=1}^m \|w_j^n - w_{\bar{p},j}^n\|^2 + \|\Pi L^2 I_{\text{total}}^{n-1} - I_{\text{total}}^{n-1}\|^2 \right).
$$

This can be rearranged and re-indexed to give

$$
(\beta C_m - \Delta t \nu) \|e_p^N\|^2_{0,2,\Omega} \leq \frac{C \Delta t}{\lambda_{\min}(\sigma)} \left( \sum_{n=1}^{N-1} \sum_{\epsilon_i \in \mathcal{M}} \eta_{\epsilon_i,n+1}^2 + \sum_{\epsilon_i \in \mathcal{M}} \eta_{\epsilon_i,1}^2 \right)
$$

$$
+ \left( \Delta t \nu + \frac{\Delta t \beta L}{\nu} \right) \sum_{n=1}^{N-1} \|e_p^n\|^2_{0,2,\Omega}
$$

$$
+ \frac{\beta C_m \Delta t}{\nu} \left( \sum_{n=1}^{N-1} D_{n+1} + D_1 \right) + \left( \beta C_m + \frac{\Delta t \beta L}{\nu} \right) \|e_p^0\|^2_{0,2,\Omega}.
$$
Choosing $\nu = \beta C_m$,

$$\beta C_m (1 - \Delta t) \| e_p^N \|^2_{0,2,\Omega} \leq \Delta t D_1 + \left( \beta C_m + \frac{\Delta t L}{C_m} \right) \| e_p^0 \|^2_{0,2,\Omega} + \frac{C \Delta t}{\lambda_{\min}(\sigma)} \sum_{e_i \in M} \eta_i^2,$$

$$+ \sum_{n=1}^{N-1} \left( \Delta t D_{n+1} + \frac{C \Delta t}{\lambda_{\min}(\sigma)} \sum_{e_i \in M} \eta_i^2 \right),$$

$$+ \sum_{n=1}^{N-1} \Delta t \left( \beta C_m + \frac{L}{C_m} \right) \| e_p^n \|^2_{0,2,\Omega},$$

which upon dividing by $\beta C_m (1 - \Delta t)$ satisfies the conditions for the discrete Gronwall inequality [113] p.14, giving

$$\| e_p^N \|^2_{0,2,\Omega} \leq \exp \left( \sum_{n=1}^{N-1} \Delta t \left( \frac{\beta C_m^2 + L}{\beta C_m (1 - \Delta t)} \right) \left[ \frac{\Delta t D_1}{\beta C_m (1 - \Delta t)} + \left( \frac{\beta C_m^2 + \Delta t L}{\beta C_m (1 - \Delta t)} \right) \| e_p^0 \|^2_{0,2,\Omega} \right.ight.$$

$$+ \frac{C \Delta t}{\lambda_{\min}(\sigma) \beta C_m (1 - \Delta t)} \sum_{e_i \in M} \eta_i^2,$$

$$\left. + \sum_{n=1}^{N-1} \left( \frac{\Delta t D_{n+1}}{\beta C_m (1 - \Delta t)} + \frac{C \Delta t}{\lambda_{\min}(\sigma) \beta C_m (1 - \Delta t)} \sum_{e_i \in M} \eta_i^2 \right) \right],$$

or re-indexing again,

$$\| e_p^N \|^2_{0,2,\Omega} \leq \exp \left( \sum_{n=1}^{N-1} \Delta t \left( \frac{\beta C_m^2 + L}{\beta C_m (1 - \Delta t)} \right) \left[ \left( \frac{\beta C_m^2 + \Delta t L}{\beta C_m (1 - \Delta t)} \right) \| e_p^0 \|^2_{0,2,\Omega} \right.ight.$$

$$+ \sum_{n=1}^{N-1} \left( \frac{\Delta t D_n}{\beta C_m (1 - \Delta t)} + \frac{C \Delta t}{\lambda_{\min}(\sigma) \beta C_m (1 - \Delta t)} \sum_{e_i \in M} \eta_i^2 \right) \right],$$

this can be square-rooted to give the required conclusion.

### 6.3 Adaptive Strategy

Here we give the algorithm that we use to choose the polynomial degree distribution $p$ on the $n$-th time-step, given the computed error indicators $n_{e_i,n}$. First, we need an expression for the magnitude of the error that we currently have. Theoretical and uniform-degree empirical results tell us that we can expect the error in an element $e_i$ to be an exponential
function of its polynomial degree $p_i$ when the true solution is smooth [78, 21], which we assume for our problem. Thus we express it as

$$E_{\epsilon_i} \propto \exp(-\omega p_i)$$  \hspace{1cm} (6.15)

for a constant $\omega$ which we can estimate from observed convergence rates for non-adaptive formulations of high-order elements for the monodomain problem, for example the data displayed in Figure 5.6(b); we use $\omega=1.66$. We also need an expression for the size of the error that we wish to have; suppose that this target is $E_{T,\epsilon_i}$. Again, we assume this to be exponential in the target polynomial degree $q_i$ that we are to determine, and so we write

$$E_{T,\epsilon_i} \propto \exp(-\omega q_i).$$  \hspace{1cm} (6.16)

Combining Equations (6.15) and (6.16), we see that we should take

$$q_i = p_i + \frac{\ln(E_{\epsilon_i}/E_{T,\epsilon_i})}{\omega}$$  \hspace{1cm} (6.17)

for the new polynomial degree in element $\epsilon_i$.

Since we do not know $E_{\epsilon_i}$, here we use the approximation $E_{\epsilon_i} \simeq \eta_{\epsilon_i,n}$, which we compute for each element. Inequality (6.4) shows this approximation makes sense, and we have support from the fact that it works very effectively in practice; see for example Figure 6.1.

Because the value of $q_i$ that Equation (6.17) produces may not be an integer or may not lie in the range of element degrees $1, 2, \ldots, p$ our scheme is capable of using, we round to the nearest integer $\hat{q}_i \geq q_i$ and clamp to the interval $[1, p]$.

We employ the error indicator on each time-step of our solution scheme as follows:

1. Compute the Lagrange finite element solution for the non-diffusing cell state variables $w$. Compute the current field $I_{\text{total},p}^{n-1}$ from this.
2. Perform a pre-solve for the transmembrane potential, using \( p=1 \) finite elements everywhere in the domain and generating \( u^n_1 \); this means that we must take \( p_i = 1 \) \( \forall i \) in Equation (6.17). The output of this step is not used as an update to the transmembrane potential; its purpose is to provide an up-to-date snapshot of the location of significant spatial error. This step is cheap due to the fixed coarse mesh that the high-order elements allow us to use.

3. Taking \( u^n_p \) in Equation (6.3) to be \( u^n_1 \), compute the error estimate for each element. Here, we choose some small positive percentage error tolerance \( \theta \) and take our target error to be

\[
E_{T,\epsilon_i} = \frac{\theta}{100} \sqrt{\int_{t_{n-1}}^{t_n} E(u^n_1, u^n_1) \, dt},
\]

where we divide by 100 to convert \( \theta \) from a percentage to a fraction, so that the error is relative to the magnitude of the solution. Here, \( t_n = n \Delta t \).

4. Adapt the basis degrees for all the elements in the mesh accordingly, setting the degree of \( \epsilon_i \) to be the newly found \( \hat{q}_i \). In order to perform the actual adaptation, we work from stored reference mass and stiffness matrices constructed with every element at its maximum possible degree. From these, we extract the rows and columns corresponding to the basis functions which the system has chosen to use at the current point in time; this gives us our adapted matrices without having to perform any costly calculation.

5. Solve our adapted system for \( u^n_p \), with \( p = (\hat{q}_1, \hat{q}_2, \ldots, \hat{q}_N) \), using conjugate gradients and taking the result of Step 2 as an initial guess.

It is possible that two neighbouring elements \( \epsilon_i \) and \( \epsilon_j \) will have different degrees assigned to them. In this situation it is not immediately obvious what should be done with a basis function of degree \( s \) whose support includes both \( \epsilon_i \) and \( \epsilon_j \) if, for example, \( \hat{q}_i < s \leq \hat{q}_j \). In such circumstances, we make the rule that we include this basis function, even though it is not required by one of the elements that it belongs to. Thus we err
on the side of caution, choosing to make our approximate solution slightly over-accurate rather than under-accurate.

6.4 The Adapted Linear System

Let $\mathcal{P}_n$ be the set of basis functions which we use on the $n$-th time-step to represent $u^n_p$ and let $\mathcal{P}_{max}$ be the set of all basis functions when all elements are at their maximal degree. Define $N_n := |\mathcal{P}_n|$, $N_{max} := |\mathcal{P}_{max}|$, and let $\hat{u}^{n-1}_p$ be the extension of $u^{n-1}_p$ to length $N_{max}$ by including zero coefficients for the basis functions in $\mathcal{P}_{max} \setminus \mathcal{P}_{n-1}$. Under the adaptive discretisation, the fully discrete form of the monodomain equation (5.1a) is

$$\left(M + \frac{\Delta t}{\beta C_m} A\right) u^n_p = M_R \left(\hat{u}^{n-1}_p + \frac{\Delta t}{C_m} I^{n-1}_{total}\right);$$

where $M$ and $A$ are now $N_n \times N_n$ adapted forms of the maximal-degree mass and stiffness reference matrices; the former are constructed on each time-step by extracting from the latter the rows and columns corresponding to the in-use basis functions, as identified by the error estimation procedure. We have the second mass matrix $M_R$ on the right-hand side; this must now be a rectangular matrix of size $N_n \times N_{max}$, which we construct by extracting complete rows from the reference mass matrix for the in-use basis functions. Doing this means that we can integrate the never-adapted, uniform-degree $\hat{p}$ current term $I^{n-1}_{total}$; note that it also allows us to integrate the full state of the system on the previous time-step $\hat{u}^{n-1}_p$ despite the fact that the basis may have changed since then.

6.4.1 Preconditioning in 2D

Once we have performed the row and column extraction and have our adapted system matrix $Q = M + \frac{\Delta t}{\beta C_m} A$ for a particular time-step, we can write it as

$$Q = \begin{pmatrix} Q_{LL} & Q_{LT}^T \\ Q_{LT} & Q_{HH} \end{pmatrix},$$
where $Q_{LL}$, $Q_{LH}$ and $Q_{HH}$ are the linear-linear, linear-(higher degree) and (higher degree)-(higher degree) basis function interaction blocks, respectively. Due to Step 4 of the adaptive algorithm described in Section 6.3, we see that the blocks $Q_{HH}$ and $Q_{LH}$ will generally be small due to the large number of basis functions that will be “switched off” by the adaptivity; this is the main source of CPU time savings. Note that the block $Q_{LL}$ never changes in size because the linear basis functions are always present in $S_{hp}$.

Recall that we use PCG to solve our linear system (5.14) on each iteration. As a preconditioner, in two dimensional studies we use a $2 \times 2$ block LDU decomposition of our system matrix, choosing the linear basis function entries as the upper-left block and the higher-order basis functions as the lower-right block, similar to the block decomposition approach that has been used to split transmembrane and extracellular potentials in bidomain simulations [13]. For completeness, we reproduce the decomposition here.

The matrix $Q$ is factorized as

$$Q = \begin{pmatrix} I & 0 \\ Q_{LH}Q_{LL}^{-1} & I \end{pmatrix} \begin{pmatrix} Q_{LL} & 0 \\ 0 & S \end{pmatrix} \begin{pmatrix} I & Q_{LL}^{-1}Q_{LH}^T \\ 0 & I \end{pmatrix},$$

with $S := Q_{HH} - Q_{LH}Q_{LL}^{-1}Q_{LH}^T$ the Schur complement. We can then write

$$Q^{-1} = \begin{pmatrix} I & -Q_{LL}^{-1}Q_{LH}^T \\ 0 & I \end{pmatrix} \begin{pmatrix} Q_{LL}^{-1} & 0 \\ 0 & S^{-1} \end{pmatrix} \begin{pmatrix} I & 0 \\ -Q_{LH}Q_{LL}^{-1} & I \end{pmatrix}.$$

We make the approximation $S^{-1} \approx Q_{HH}^{-1}$ and then use the resulting approximate decomposition of $Q^{-1}$ as

$$\begin{pmatrix} I & -Q_{LL}^{-1}Q_{LH}^T \\ 0 & I \end{pmatrix} \begin{pmatrix} Q_{LL}^{-1} & 0 \\ 0 & Q_{HH}^{-1} \end{pmatrix} \begin{pmatrix} I & 0 \\ -Q_{LH}Q_{LL}^{-1} & I \end{pmatrix}.$$

to precondition our linear system, where the hats $\hat{R}^{-1}$ indicate that the inverses are not explicitly formed; we instead work with approximations to the action of their inverses by using ILU decompositions of $R$. This is because the blocks $R$ are sparse and we do
not wish to store their dense inverses. Thus we have broken down $Q$ so that we can use well-established preconditioning techniques for the linear basis functions on block $Q_{LL}$ together with some choice of preconditioning method for the $Q_{HH}$; we choose ILU decompositions for both of these as they work well for banded matrices [140] (see Section 6.6 for our iteration counts), although other preconditioning choices are possible and further investigation into efficient preconditioning for the $Q_{HH}$ block in particular could be worthwhile.

6.4.2 Preconditioning in 3D

In three dimensions, recall that we instead use the additive Schwarz preconditioner that we discussed in Section 4.6.3. This is in order to give us an evaluation of performance with a different type of preconditioner which has the potential to scale very well in parallel whilst also being very easy to adapt.

6.5 Adaptive Simulation in 1D: Error Norms

6.5.1 Effective Error Control

For initial evaluation of our method, we worked with uniform divisions of a one-dimensional domain of length 2 cm. We performed a 20 ms simulation in 1D with various meshes and error tolerances $\theta$ and $\Delta t = 0.01$ ms. The results are plotted in Figure 6.1, which shows that the error control in the adaptive scheme is very effective. We see that with each tolerance, the scheme holds the error at a particular level across a range of fine meshes. The error only starts to rise once the elements become so large that the scheme is already choosing maximal values of $p_i$ in the critical region around the electrical wavefront; in this situation it is no longer able to compensate for the additional error introduced by increasing the element diameter $h$ because no further increase in the $p_i$-s near the wavefront is possible. As is expected, beyond this point the error follows the quartic convergence
gradient (dashed line) predicted by theory for fixed $p = 4$ FEM [21].

The error was computed using the $L^2$ norm in time of the $H^1$ (Sobolev) norm $\| \cdot \|_{1,2,\Omega}$ in space [112], using a non-adaptive $p=4$ simulation with $h=0.0001$ cm as a reference solution.

![Figure 6.1: Convergence in 1D with various spatial steps $h$ and adaptive tolerances. Each line has seven data points, each corresponding to a different value of $h$ ($h=0.001$, 0.002, 0.004, 0.005, 0.01, 0.02, 0.04 cm), and each line uses a different error tolerance. Note that with a fixed tolerance (line on the figure), the error is held roughly constant for all values of $h$ below a certain value, dependent on the tolerance. Above that value of $h$, the error starts to rise because the scheme is using the maximum polynomial basis degree ($p=4$) available to it, and this is not sufficient to reduce the error to the tolerance level with such large elements. Note that this $p=4$ limit is simply because we have not coded higher degree basis functions, and also note that when the tolerance is exceeded, the error follows the quartic convergence rate expected for non-adaptive fixed $p=4$ simulation. The error is measured against high-accuracy solution with $h=0.0001$ cm and non-adaptive $p=4$, and all use $\Delta t=0.01$ ms.

### 6.6 Adaptive Simulation in 2D: Activation Times

#### 6.6.1 Meshes and Simulations

In order to evaluate our methods, we worked with a variety of meshes, including differing levels of biological complexity. In two dimensions, we worked with narrow domains $\Omega = [0, 0.25] \times [0, 1]$ cm and $\Omega = [0, 0.25] \times [0, 4]$ cm using a homogeneous isotropic conductivity
tensor field $\sigma(x)$ for basic evaluation of computational performance; the first of these simulates the worst-case scenario for wavefront occupancy in sinus rhythm (i.e. peak occupancy; see Section 7.3.1 for details), and the second represents a case where the wavefront occupancy is lower than this peak, see Section 6.6.2. Because these simulations use stimuli along one of the short edges, they are similar to one-dimensional studies. Therefore, we also perform a simulation using a corner stimulus on a square mesh $\Omega = [0, 1] \times [0, 1]$ cm in order to create a curved wavefront; these results are in Section 6.6.3.

Including more biological detail, we also use a square mesh $\Omega = [0, 1] \times [0, 1]$ cm with a rapidly changing cardiac fibre orientation field. While the transmural angular variation of $180^\circ$ that we use is greater than the $120^\circ$ seen to occur transmurally with histologically derived fibres [141] (Figure 5.9(a)), this serves to demonstrate that the method is capable of coping with strongly varying fibre orientations. We also use a square domain of the same size with two holes included in order to represent blood vessels passing through the simulation plane, see Figure 5.9(b). For the latter, we used a Laplace-Dirichlet fibre generation method [62]; recall that the fibres describe the direction of fastest conductivity and thus affect the pattern of electrical activation. See Sections 6.6.4 and 6.6.5.

In a final two-dimensional test before moving to three-dimensions, we show snapshots of our scheme working when simulating a re-entrant wave. This was created by first generating a planar wavefront by stimulating along the whole left-hand side of the domain, followed by an early stimulus over the retreating wave-back. The results of this are shown in Figures 6.6 and 6.7.

Where we present timings in this section, they are mean times across the course of the whole simulation. For the non-adaptive comparison cases, they include only the time taken to perform the linear system solve with PCG. For adaptive simulations, they include the time taken to perform the linear system pre-solve, adapt the system matrices and solve the linear system, as in Steps 2, 4 and 5 of the algorithm given in Section 6.3. Note that the time taken to evaluate the error indicator (Step 3) is not included as our simulations are non-parallel; because the error indicator is local to each element, this will
be trivially parallelised and thus cost essentially nothing in terms of compute time. For this reason, we also do not include times for solving for the easily-parallelisable cell model \( w \) [139]. We will return to this point in Section 7.4.1. All simulations were performed using MATLAB on a 3.4 GHz CPU, and ran until the wavefront had reached all of the reported test-nodes, unless otherwise stated. We work with a time-step \( \Delta t = 0.01 \) ms, and all simulations are performed with \( \tilde{p} = 4 \), whether or not they are adaptive.

We use a conductivity tensor such that the converged conduction velocity parallel to the fibres is roughly 65 cm s\(^{-1}\); this is also the value in all directions in the isotropic case. For the anisotropic simulations, the converged conduction velocity perpendicular to the fibres is about 29 cm s\(^{-1}\), produced by using a conductivity value one-fifth of that used parallel to the fibres. These values are within the physiological range for rabbit hearts [142].

### 6.6.2 Narrow Meshes with Isotropic Conductivity

We performed simulations on two narrow domains of different lengths with a whole-edge stimulus in order to show the method working in a basic 2D setting. Table 6.1 shows the results for the activation time in the top-right corner of a short narrow domain \((\Omega = [0, 0.25] \times [0, 1] \) cm) stimulated in a thin region along the whole of the lower edge. The table includes simulations in adaptive mode with various error tolerances \( \theta \), and also some fixed degree (non-adaptive) simulations for comparison. Note that on each mesh we can achieve the same accuracy with the adaptive scheme as we can with the fixed \( p = 4 \) simulation at a fraction of the cost (highlighted in red). Note also the superiority over the finest linear simulation in terms of both accuracy and single-iteration linear system solve time. In green we highlight the results which produce around the same accuracy as the finest linear (blue), but with considerably faster linear system solve times; for example with \( \theta = 0.3 \) on the coarsest mesh we can achieve equivalent accuracy to the finest linear simulation using a linear system which we solve in one-fifth of the time. Figure 6.2 gives an illustrative view of the adaptive selection of element degrees near the wavefront on
this domain; note here the spatially-localised nature of the high spatial gradients and the localised nature of the refinement.

<table>
<thead>
<tr>
<th>Mean Elt. Diam. (cm)</th>
<th>Simulation Mode</th>
<th>Error Tol. θ (%)</th>
<th>TR Activation Time (ms)</th>
<th>Activ. Time Error (%)</th>
<th>Mean Lin. Sys. Time (s)</th>
<th>Mean PCG Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0442</td>
<td>Fixed p=1</td>
<td>N/A</td>
<td>13.18</td>
<td>0.0010</td>
<td>7.18</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fixed p=4</td>
<td>N/A</td>
<td>15.47</td>
<td>0.0326</td>
<td>15.42</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Adaptive</td>
<td>0.7</td>
<td>15.36</td>
<td>0.0039</td>
<td>10.78</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Adaptive</td>
<td>0.3</td>
<td>15.42</td>
<td>0.0045</td>
<td>12.34</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Adaptive</td>
<td>0.1</td>
<td>15.47</td>
<td>0.0056</td>
<td>14.46</td>
<td></td>
</tr>
<tr>
<td>0.0221</td>
<td>Fixed p=1</td>
<td>N/A</td>
<td>14.69</td>
<td>0.0019</td>
<td>5.97</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fixed p=4</td>
<td>N/A</td>
<td>15.48</td>
<td>0.0777</td>
<td>9.37</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Adaptive</td>
<td>0.7</td>
<td>15.39</td>
<td>0.0068</td>
<td>6.89</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Adaptive</td>
<td>0.3</td>
<td>15.45</td>
<td>0.0079</td>
<td>8.21</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Adaptive</td>
<td>0.1</td>
<td>15.48</td>
<td>0.0092</td>
<td>8.93</td>
<td></td>
</tr>
<tr>
<td>0.0110</td>
<td>Fixed p=1</td>
<td>N/A</td>
<td>15.28</td>
<td>0.0048</td>
<td>4.43</td>
<td></td>
</tr>
<tr>
<td>0.0055</td>
<td>Fixed p=1</td>
<td>N/A</td>
<td>15.43</td>
<td>0.0222</td>
<td>8.99</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Results for the adaptive scheme on a short narrow test mesh \( \Omega = [0, 0.25] \times [0, 1] \) cm. The tolerance used and the activation time in the top-right corner of the domain are given, together with the percentage error in the activation time compared to the converged value and the single-iteration linear system solve CPU time. The mean number of iterations our PCG took to converge on each time-step is shown. Figures 6.3(a) and 6.3(b) show the degrees of freedom used in the adaptive cases compared to the corresponding \( p = 1 \) simulations, and Figure 6.2 shows a representative polynomial degree distribution for the case \( \theta = 0.1 \% \) on the coarsest mesh reported in this table. We compare the adaptive scheme to the uniform \( p = 4 \) method on each mesh using red, we highlight the most accurate linear result in blue, and more efficient alternatives to that linear solution in green.

Figure 6.3 shows how the maximum and mean number of degrees of freedom on the short narrow domain \( \Omega = [0, 0.25] \times [0, 1] \) change with the tolerance \( \theta \). These are the traces with data points marked by crosses, and their scale is on the left of each plot. The values given are ratios of the number of degrees of freedom that a linear-only simulation would use on the particular mesh; note that this changes between plots because the underlying mesh changes. The ratios approach one in both cases; this is particularly interesting for larger values of \( \theta \) because as can be seen from the diamond-marker error ratio traces also shown in the Figure (right axes scales) and the corresponding data in Table 6.1, even large values of \( \theta \) provide a huge improvement in accuracy over the linear \( p = 1 \) case on the same mesh. Note however that for the DOF ratios to reach one, there would have
to be linear elements everywhere over all time; this would cause the error to be equal to that for the $p=1$ case.

Figure 6.2: Left panel: representative plot of the automatically-chosen element degrees, taken 9 ms after stimulation began. The mesh used is the coarsest short narrow mesh (mean element diameter 0.0442 cm), and the tolerance used was $\theta = 0.1\%$. The wavefront (contour $u=0$) is shown by the blue line. Right panel: plot of the transmembrane potential $u$ showing that the steep behaviour occurs only near the wavefront. The colouring shows the same data as the height of the surface in the $z$-direction. Physiologically, $u(x,t)$ remains well within the region $[-100,50]$ mV. See Table 6.1 for full data.

In Table 6.2, we show results for a long narrow domain. These simulations differ from those on the short narrow domain only in that we use meshes of $\Omega = [0,0.25] \times [0,4]$ cm. This gives us an idea of the performance of the scheme when the wavefront occupies a smaller percentage of the domain. Here, we see even more impressive analogues of the results for the short narrow mesh; the adaptive scheme delivers considerable performance improvements for the same error over fixed $p=4$ simulations (red cells), and it is easily superior on measures of both speed and accuracy to the finest fixed $p=1$ simulation (blue vs. green cells). For example, with $\theta = 0.1$, simulation on the coarsest mesh generates the approximation nine times faster than the finest linear can, and with a large increase in accuracy.
Figure 6.3: Plots showing the average (mean) and the peak number of degrees of freedom used over the course of the adaptive simulations shown in Table 6.1 (scale on the left axes) and the error in each case (right axes). The DOF values are ratios of the number of degrees of freedom that a fixed linear simulation on the same mesh would use, and the errors are ratios of the percentage activation time errors at a single point in the domain (error using given value of $\theta$) / (error using fixed linear on the same mesh). Each plot shows how the number of degrees of freedom used changes with the tolerance $\theta$ used.

Table 6.2: Results for the adaptive scheme on a long narrow test mesh $\Omega = [0, 0.25] \times [0, 4]$ cm. The tolerance used and the activation time in the top-right corner of the domain are given, together with the percentage error in the activation time compared to the converged value and the single-iteration linear system solve CPU time. The mean number of iterations our PCG took to converge on each time-step is shown. We compare the adaptive scheme to the uniform $p = 4$ method on each mesh using red, we highlight the most accurate linear result in blue, and more efficient alternatives to that linear solution in green.
6.6.3 Square Mesh with Isotropic Conductivity

We tested our method with homogeneous isotropic conductivity tensor $\sigma$ by stimulating in the lower-left corner of a 1 cm $\times$ 1 cm domain to obtain a curved propagating wavefront. The activation time percentage errors for the node in the top-right (diagonally opposite the stimulus) corner are given in Table 6.3. Note that we can achieve very similar accuracy to the finest linear solution in one-seventh of the linear system time by using $\theta=0.3\%$ on the coarsest mesh (highlighted in red), or we can obtain a huge increase in accuracy (greater than fifty times more accurate, to convergence at this measurement resolution) with an almost three-times faster linear system solve by using $\theta=0.1\%$ on the second coarsest mesh. The results which show a clear efficiency improvement are shown in green. Figure 6.4 shows how the high-order basis functions are localised to the steep wavefront on the second coarsest mesh with $\theta=0.5\%$. Note that with this large value of $\theta$, the scheme has only deemed the use of a small number of degree-four elements to be necessary.

![Element Degree Distribution](image1)

![Transmembrane Potential $u$](image2)

Figure 6.4: Left panel: representative plot of the automatically-chosen element degrees, taken 9 ms after stimulation began. The mesh used is the second coarsest square mesh without holes (mean element diameter 0.0226 cm), and the tolerance used was $\theta = 0.5\%$. The wavefront (contour $u=0$) is shown by the blue line. Right panel: plot of the transmembrane potential $u$ showing that the steep behaviour occurs only near the wavefront; the colouring shows the same data as the height of the surface in the $z$-direction. See Table 6.3 for the full data.
<table>
<thead>
<tr>
<th>Mean Elt. Diam. (cm)</th>
<th>Simulation Mode</th>
<th>Err. Tol. ( \theta ) (%)</th>
<th>TR Activation Time (ms)</th>
<th>Activ. Time Error (%)</th>
<th>Mean Lin. Sys. Time (s)</th>
<th>vs. Finest Lin.: Error</th>
<th>Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0452</td>
<td>Fixed ( p=1 )</td>
<td>N/A</td>
<td>18.33</td>
<td>18.93</td>
<td>0.0016</td>
<td>35.7</td>
<td>44.5</td>
</tr>
<tr>
<td></td>
<td>Fixed ( p=4 )</td>
<td>N/A</td>
<td>22.56</td>
<td>0.22</td>
<td>0.0822</td>
<td>4.4</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>Adaptive ( 0.5 )</td>
<td>N/A</td>
<td>22.32</td>
<td>1.28</td>
<td>0.0088</td>
<td>2.4</td>
<td>8.1</td>
</tr>
<tr>
<td></td>
<td>Adaptive ( 0.3 )</td>
<td>N/A</td>
<td>22.45</td>
<td>0.71</td>
<td>0.0101</td>
<td>1.3</td>
<td>7.0</td>
</tr>
<tr>
<td></td>
<td>Adaptive ( 0.1 )</td>
<td>N/A</td>
<td>22.57</td>
<td>0.18</td>
<td>0.0136</td>
<td>0.3</td>
<td>5.2</td>
</tr>
<tr>
<td>0.0226</td>
<td>Fixed ( p=1 )</td>
<td>N/A</td>
<td>20.92</td>
<td>7.47</td>
<td>0.0035</td>
<td>14.1</td>
<td>20.3</td>
</tr>
<tr>
<td></td>
<td>Fixed ( p=4 )</td>
<td>N/A</td>
<td>22.61</td>
<td>0.00</td>
<td>0.2025</td>
<td>0.0</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>Adaptive ( 0.5 )</td>
<td>N/A</td>
<td>22.49</td>
<td>0.53</td>
<td>0.0209</td>
<td>1.0</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td>Adaptive ( 0.3 )</td>
<td>N/A</td>
<td>22.58</td>
<td>0.13</td>
<td>0.0223</td>
<td>0.3</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td>Adaptive ( 0.1 )</td>
<td>N/A</td>
<td>22.61</td>
<td>0.00</td>
<td>0.0259</td>
<td>0.0</td>
<td>2.7</td>
</tr>
<tr>
<td>0.0113</td>
<td>Fixed ( p=1 )</td>
<td>N/A</td>
<td>22.12</td>
<td>2.17</td>
<td>0.0113</td>
<td>4.1</td>
<td>6.3</td>
</tr>
<tr>
<td>0.0057</td>
<td>Fixed ( p=1 )</td>
<td>N/A</td>
<td>22.49</td>
<td>0.53</td>
<td>0.0712</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 6.3: Results for the adaptive scheme on a square domain \( \Omega = [0, 1] \times [0, 1] \) cm, stimulated in the lower-left corner in order to produce a curved wavefront. The tolerance used and the activation time in the top-right corner of the domain are given, together with the percentage error in the activation time compared to the converged value and the single-iteration linear system solve CPU time. The final two columns present the percentage activation time error as a fraction of the finest linear error, and the speed-up fraction (finest \( p=1 \) linear system time) / (linear system time). We highlight the simulations showing clear efficiency improvement in green, and one which would also make a good choice in red.

### 6.6.4 Square Mesh with Anisotropic Conductivity

Representing the case of rapidly changing cardiac fibre orientation using the vector field shown in Figure 5.9(a) and using activation times at the four points shown there, we evaluated our adaptive scheme on a square domain \( \Omega = [0, 1] \times [0, 1] \) cm and with a suitable \( \sigma \). The results of this are given in Table 6.4; notice that the error remains quite large with \( p = 1 \) (blue cells), even on very fine meshes, whereas the adaptive scheme can produce very much higher quality approximations. It does so efficiently; for example, with \( \theta = 0.1 \% \), we cut the error to under one-tenth of that of the finest \( p = 1 \) simulation, obtaining the approximation using a linear system which can be solved twice as fast, or we can obtain a similar worst-node error in around one-third of the time (green cells).

Figure 6.5(a) presents the DOF and error ratios for the simulation data. See Section 6.6.2 for a description of these plots, and note that between Figures 6.5(a) and 6.5(b), the scales on both the x- and y-axes differ.
Figure 6.5: Plots showing the average (mean) and the peak number of degrees of freedom used over the course of the adaptive simulations shown in Tables 6.4 and 6.5 (scales on the left axes) and the error in each case (right axes). The DOF values are ratios of the number of degrees of freedom that a fixed linear simulation on the same mesh would use, and the errors are ratios of the percentage activation time errors at a single point in the domain (error using given value of $\theta$) / (error using fixed linears on the same mesh). Each plot shows how the number of degrees of freedom used changes with the tolerance $\theta$ used.

### Table 6.4: Results for the adaptive scheme on a square test mesh $\Omega = [0, 1] \times [0, 1]$ cm with fibres.

<table>
<thead>
<tr>
<th>Mean Elt. Diam. (cm)</th>
<th>Simulation Mode</th>
<th>Error Tol. $\theta$ (%)</th>
<th>Node 1 Error (%)</th>
<th>Node 2 Error (%)</th>
<th>Node 3 Error (%)</th>
<th>Node 4 Error (%)</th>
<th>Lin. Sys. Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0226</td>
<td>Fixed $p=1$</td>
<td>N/A</td>
<td>23.38</td>
<td>18.64</td>
<td>7.40</td>
<td>19.13</td>
<td>0.0036</td>
</tr>
<tr>
<td></td>
<td>Fixed $p=4$</td>
<td>N/A</td>
<td>0.26</td>
<td>0.14</td>
<td>0.00</td>
<td>0.09</td>
<td>0.2841</td>
</tr>
<tr>
<td></td>
<td>Adaptive</td>
<td>0.5</td>
<td>3.05</td>
<td>2.26</td>
<td>0.75</td>
<td>2.53</td>
<td>0.0227</td>
</tr>
<tr>
<td></td>
<td>Adaptive</td>
<td>0.1</td>
<td>0.32</td>
<td>0.20</td>
<td>0.00</td>
<td>0.18</td>
<td>0.0280</td>
</tr>
<tr>
<td></td>
<td>Adaptive</td>
<td>0.01</td>
<td>0.26</td>
<td>0.14</td>
<td>0.00</td>
<td>0.09</td>
<td>0.0586</td>
</tr>
<tr>
<td>0.0113</td>
<td>Fixed $p=1$</td>
<td>N/A</td>
<td>10.65</td>
<td>7.94</td>
<td>2.30</td>
<td>8.12</td>
<td>0.0124</td>
</tr>
<tr>
<td>0.0055</td>
<td>Fixed $p=1$</td>
<td>N/A</td>
<td>3.67</td>
<td>2.58</td>
<td>0.62</td>
<td>2.62</td>
<td>0.0649</td>
</tr>
</tbody>
</table>

Using the domain, Laplace-Dirichlet-derived fibres and three test nodes shown in Figure 5.9(b), we can investigate how adaptivity performs when holes representing blood vessels
passing through the domain are present. Table 6.5 shows the results; note that the error in the solution with $p = 1$ on a very fine mesh (blue cells) is even worse than it is in the case of the square-with-fibres simulations on the domain shown in Figure 5.9(a) (data in Table 6.4). Here we see that with $\theta = 0.1\%$ (shown in green) we can reduce the error to one-tenth of the best linear approximation with a linear system which can be solved in half the time. Another clear improvement is shown in red.

In addition to the superiority to piecewise-linear FEM, the same observations that can be made in the previous cases hold true here too; specifically, the adaptive scheme allows us to achieve equivalent accuracy as the fixed $p = 4$ approach, but at a fraction of the cost.

<table>
<thead>
<tr>
<th>Max. Elt. Diam. (cm)</th>
<th>Simulation Mode</th>
<th>Error Tol. $\theta$ (%)</th>
<th>Node 1 Error (%)</th>
<th>Node 2 Error (%)</th>
<th>Node 3 Error (%)</th>
<th>Lin. Sys. Time (s)</th>
<th>Err. Ratio vs. Best Linear</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0296</td>
<td>Fixed $p=1$</td>
<td>N/A</td>
<td>11.17</td>
<td>18.85</td>
<td>24.61</td>
<td>0.0075</td>
<td>6.02</td>
</tr>
<tr>
<td></td>
<td>Fixed $p=4$</td>
<td>N/A</td>
<td>0.12</td>
<td>0.20</td>
<td>0.35</td>
<td>0.4827</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>Adaptive</td>
<td>1</td>
<td>5.64</td>
<td>7.49</td>
<td>9.34</td>
<td>0.0297</td>
<td>2.42</td>
</tr>
<tr>
<td></td>
<td>Adaptive</td>
<td>0.5</td>
<td>1.96</td>
<td>2.77</td>
<td>3.29</td>
<td>0.0343</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>Adaptive</td>
<td>0.1</td>
<td>0.25</td>
<td>0.30</td>
<td>0.40</td>
<td>0.0425</td>
<td>0.11</td>
</tr>
<tr>
<td>0.0148</td>
<td>Fixed $p=1$</td>
<td>N/A</td>
<td>5.40</td>
<td>8.95</td>
<td>11.47</td>
<td>0.0186</td>
<td>2.80</td>
</tr>
<tr>
<td>0.0076</td>
<td>Fixed $p=1$</td>
<td>N/A</td>
<td>2.33</td>
<td>3.42</td>
<td>4.09</td>
<td>0.0952</td>
<td>1 (by def.)</td>
</tr>
</tbody>
</table>

Table 6.5: Results for the adaptive scheme on a square test mesh $\Omega = [0, 1] \times [0, 1]$ cm with two holes and Laplace-Dirichlet fibres. In each case, we show the worst value over the three sampled nodes of (percentage error)/(finest linear percentage error). Note that the meshes are identified by maximum element diameter rather than mean here due to the many small elements near the holes. The tolerance used and the percentage error in the activation time compared to the converged value are given, as is the mean single-iteration linear system solve CPU time. The activation time measurements were made at the three points marked in Figure 5.9(b); the domain and stimulus site used are shown there also. Figure 6.5(a) shows the degrees of freedom used in the adaptive cases compared to the corresponding $p = 1$ simulation. The best linear solution is shown in blue, and significant efficiency improvements over it are shown in red and in green.

Figure 6.5(b) presents the DOF and error ratios for the simulation data in Table 6.5. See Section 6.6.2 for a description of these plots, and note that between Figures 6.5(a) and 6.5(b), the scales on both the x- and y-axes differ.
6.6.6 Re-entrant Behaviour

Of particular interest is the situation where the normal, ordered electrical propagation breaks down due to tissue damage or external influence such as electric shock or physical impact [143]. In this case, the waves of electrical activation can re-enter regions which were recently activated, causing dangerous cardiac arrhythmias. This can be induced on a sufficiently large domain by stimulating along one tissue edge to create a planar wave and waiting for the full action potential to pass through, and then applying a second early stimulus to a region containing both excitable and refractory tissue near the wave-back. The border of this early stimulus can be seen in Figure 6.6. Four time instants showing the induced wave are given in Figures 6.6 and 6.7. The right-hand panel in each pair shows the transmembrane potential distribution, and the left shows the elements coloured according to the polynomial degree that the adaptive software automatically selected for each. These results serve to give a feel for how the scheme would perform for a class of simulations different to the simple pacing cases presented above, demonstrating that the adaptive scheme refines $p$ as expected in this more complicated case. We did not perform convergence studies for this simulation because the scale of high-accuracy (i.e. converged), fixed polynomial degree simulations on the large domain size necessary to support re-entrant waves becomes problematic for the non-parallel software we are using.

6.7 Adaptive Simulation in 3D: Activation Times

6.7.1 Small Test Cube

We return to the cube mesh investigated in Section 5.5.1, examining the efficiency that we gain by using the adaptive algorithm. Recall that the cube has dimensions $0.2 \times 0.2 \times 0.2$ cm and that we use Niederer benchmark conductivities [58]. We record the activation time of the last node in the domain, in the corner of the cube furthest from the stimulus site; see Figure 5.11 in which this measurement is taken at the corner marked with an
Figure 6.6: Four time instants in a simulation of re-entrant behaviour. The right-hand panel of each pair shows the transmembrane potential $u$ distribution in the domain, and on the left we have the mesh elements coloured according to the polynomial degree that the adaptive scheme has automatically chosen for each. The contour $u = 0$ is drawn on the left panels; note that sometimes it appears as a broken line as it is calculated using the linear basis component of the solution only, which has insufficient resolution to correctly identify the contour at some points in time. Plots continue in Figure 6.7.

We present the results of this in Table 6.6. As we have come to expect, given our lower dimensional test cases, we see that the errors are controlled effectively by the adaptive scheme and that it shows improved efficiency. Notice that the additive Schwarz preconditioner (see Section 4.6.3) keeps the number of iterations that are required for convergence of the conjugate gradient algorithm small. Of particular interest is the result that we can achieve roughly the same error by using $\theta = 20\%$ on the coarsest grid as we can on the finest grid with $p = 1$ using a linear system which can be solved four times faster. Compared to the same linear solution, also of interest is the fact that we
can achieve a sixteen-times smaller percentage error in about the same amount of CPU time by taking $\theta = 1\%$. While these results are promising, it needs to be remembered that because the simulation domain is tiny, the proportion of it which will be occupied by the wavefront at any one time is very large. This means that adaptivity, which typically refines in $p$ at the wavefront, is not expected to come close to its full potential on this test problem. Thus, the accuracy is of more interest than CPU times in this case. Note that we use $\tilde{p} = 4$ in all simulations, which can result in values for the mean iteration time which is much larger than the PCG time (which is our main interest here), as seen in the $h = 0.01$ cm case in Table 6.6. Such a high value of $\tilde{p}$ may not be necessary when $p$ is small.

Figure 6.9 gives a graphical presentation of the percentage errors for the adaptive simulations given in Table 6.6, showing how the numerical results respond to the target error parameter $\theta$. This figure provides further evidence that the error control scheme
is highly effective in practice; the error response is approximately linear below 20%, and above this value of $\theta$ it starts to drop off. Note that for all values of $\theta$, the error remains below the line $y = x$, meaning that for this simulation it happens that $\theta$ is an upper bound for the error. While these linearity and bounding properties say nothing about the general case, they provide a useful feel for the sort of behaviour we might expect, and a complement to the impressive error norm traces given in Figure 6.1. We note however that the precise form that Figure 6.9 takes will likely depend on many factors, such as conductivities, fibre orientation, domain geometry and mesh resolution.

<table>
<thead>
<tr>
<th>Elt. Diam. $h$ (cm)</th>
<th>Simulation Mode</th>
<th>Final Activ. Time (ms)</th>
<th>% Activ. Time Error</th>
<th>PCG Mean It.</th>
<th>Mean PCG Time (s)</th>
<th>Mean PCG Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p=1$</td>
<td>8.32</td>
<td>31.4</td>
<td>0.05</td>
<td>0.15</td>
<td>7.3</td>
</tr>
<tr>
<td></td>
<td>$p=2$</td>
<td>8.93</td>
<td>26.4</td>
<td>0.12</td>
<td>0.22</td>
<td>12.3</td>
</tr>
<tr>
<td></td>
<td>$p=3$</td>
<td>12.77</td>
<td>5.3</td>
<td>0.39</td>
<td>0.49</td>
<td>13.3</td>
</tr>
<tr>
<td></td>
<td>$p=4$</td>
<td>12.19</td>
<td>0.5</td>
<td>1.57</td>
<td>1.68</td>
<td>14.3</td>
</tr>
<tr>
<td></td>
<td>$\theta = 50%$</td>
<td>8.73</td>
<td>28.0</td>
<td>0.22</td>
<td>0.34</td>
<td>12.2</td>
</tr>
<tr>
<td></td>
<td>$\theta = 40%$</td>
<td>9.29</td>
<td>23.4</td>
<td>0.25</td>
<td>0.37</td>
<td>12.6</td>
</tr>
<tr>
<td></td>
<td>$\theta = 30%$</td>
<td>9.61</td>
<td>20.8</td>
<td>0.30</td>
<td>0.42</td>
<td>13.1</td>
</tr>
<tr>
<td></td>
<td>$\theta = 20%$</td>
<td>10.27</td>
<td>15.3</td>
<td>0.38</td>
<td>0.50</td>
<td>13.6</td>
</tr>
<tr>
<td></td>
<td>$\theta = 15%$</td>
<td>10.63</td>
<td>12.4</td>
<td>0.46</td>
<td>0.58</td>
<td>13.8</td>
</tr>
<tr>
<td></td>
<td>$\theta = 12.5%$</td>
<td>10.93</td>
<td>9.9</td>
<td>0.48</td>
<td>0.60</td>
<td>13.8</td>
</tr>
<tr>
<td></td>
<td>$\theta = 10%$</td>
<td>11.10</td>
<td>8.5</td>
<td>0.54</td>
<td>0.66</td>
<td>13.9</td>
</tr>
<tr>
<td></td>
<td>$\theta = 5%$</td>
<td>11.93</td>
<td>1.6</td>
<td>0.65</td>
<td>0.77</td>
<td>13.9</td>
</tr>
<tr>
<td></td>
<td>$\theta = 1%$</td>
<td>12.25</td>
<td>1.0</td>
<td>1.29</td>
<td>1.40</td>
<td>14.2</td>
</tr>
<tr>
<td></td>
<td>$p=1$</td>
<td>8.58</td>
<td>29.3</td>
<td>0.23</td>
<td>0.52</td>
<td>6.7</td>
</tr>
<tr>
<td></td>
<td>$p=2$</td>
<td>10.68</td>
<td>12.0</td>
<td>0.76</td>
<td>1.06</td>
<td>12.1</td>
</tr>
<tr>
<td></td>
<td>$p=3$</td>
<td>12.18</td>
<td>0.4</td>
<td>2.90</td>
<td>3.21</td>
<td>12.4</td>
</tr>
<tr>
<td></td>
<td>$p=4$</td>
<td>12.07</td>
<td>0.5</td>
<td>12.61</td>
<td>12.93</td>
<td>13.4</td>
</tr>
<tr>
<td></td>
<td>$p=1$</td>
<td>10.11</td>
<td>16.7</td>
<td>1.39</td>
<td>3.19</td>
<td>6.0</td>
</tr>
</tbody>
</table>

Table 6.6: Activation times of the final node in the $0.2 \times 0.2 \times 0.2$ cm small cube domain shown in Figure 5.11 using various $h$ and $p$ values. The reference solution, generated using $h=0.01$ and $p=4$, gave an activation time of 12.13 ms. The simulation mode is given in terms of either $p$ or $\theta$, for the fixed polynomial degree or the adaptive scheme error tolerance, respectively. Fibres and conductivities are as given in [58]. The timings presented are for the linear system only (additive Schwarz PCG) and for the whole-timestep (additive Schwarz PCG + cell updates, etc.). The mean number of iterations that the PCG took to converge are given. The degrees of freedom for the meshes used was presented in Table 5.8, and a plot of the wavefront at 6 ms is given in Figure 6.8. The response of the percentage error to the error tolerance parameter $\theta$ is also presented graphically in Figure 6.9.
Figure 6.8: The adaptive scheme applied to the cube benchmark problem using a target error parameter $\theta = 10\%$ and $h = 0.04$ cm. Element degrees (left) and transmembrane potential (right) at 6 ms. Notice the narrow band of high-order elements tracking the transmembrane potential wavefront.

Figure 6.9: The effect of varying $\theta$ on the percentage activation time error for the final node in the domain on the 3D cube test mesh at $h=0.04$ cm. Data is for the activation time at Node 8; see Table 6.6 and Figure 5.11. Note the approximately linear trend for small values of $\theta$, and that this breaks down for small values of $\theta$ when we approach the minimum error possible on this mesh (i.e. that of a fixed $p = 4$ simulation).

6.7.2 The Niederer Benchmark

We now return to the Niederer et al. 3D test problem that we examined in Section 5.5.2 and evaluate the performance of $p$-adaptivity for its solution. Recall that this uses a
simulation domain of size to be \(0.3 \times 0.7 \times 2\) cm at mesh discretisations of 0.05, 0.02 and 0.01 cm, and uses anisotropic conductivity. The domain was presented in Figure 5.12, and further details were given in Section 5.5.2. Figure 6.10 shows the element degree distribution and transmembrane potential of a simulation using \(\theta = 10\%\), at 18 ms.

The results of solving this test problem with our adaptive technique are presented in Table 6.7. We start to see the full power of adaptivity in 3D in this test, with the adaptive scheme producing the same accuracy as the finest linear solution at node eight in less than one-tenth of the time. Notice that we achieve comparable accuracy at node eight to this finest linear case when we use \(\theta = 15\%\); this is similar to the \(\theta = 20\%\) value that we saw on the small cube mesh in Section 6.7.1. This indicates that we have a consistency in the response of the numerical scheme to differing values of \(\theta\) between similar simulations. Note also that we can obtain good accuracy at all nine test-nodes using \(\theta = 5\%\), obtaining in this case a seven-fold faster linear system than that of the finest linear.

![Figure 6.10: The adaptive scheme applied to the Niederer benchmark problem using a target error parameter \(\theta = 10\%\) and \(h = 0.05\) cm. Element degrees (left) and transmembrane potential (right) at 18 ms. Notice the narrow band of high-order elements tracking the transmembrane potential wavefront.](image)

Figure 6.10 shows a similar result for the Niederer problem as Figure 6.9 did for the small cube. We see a linear response to \(\theta\) in the range \([5, 20]\), which breaks down for larger values of \(\theta\) and as we approach the minimum possible error on this mesh, which corresponds to a simulation with \(p = 4\) set in all the elements. As we commented for
Table 6.7: 3D activation times on the 0.3 × 0.7 × 2 cm Niederer test problem domain shown in Figure 5.12 using various h (cm) and p values. The timings presented are for the additive Schwarz PCG-solve only, and for the whole-timestep full iteration (PCG, cell updates, etc.). The wavefront at 18 ms is shown in Figure 6.10, the degrees of freedom for the meshes used was presented in Table 5.8, and the response of the percentage error to the error tolerance parameter $\theta$ is presented in Figure 6.11. Asterisked simulations were run with $\tilde{p} = 1$, and some timings are absent because the simulation was run on a different computer, due to memory restrictions on the primary test machine.

the cube domain in Section 6.7.1, this reinforces the idea that the error control behaves in an intuitive way as we adjust $\theta$. This property is desirable for the software user, but we reiterate that we can not infer anything about the general case from these activation time error response results.

6.8 Whole Rabbit Heart Mesh: Simulations and Predictions

In this section, we compute an estimate for the theoretical maximum speed-up for generating a solution with an accuracy that would be suitable for some research applications (specifically, with a target error of 5%) on a complete mesh of the ventricles in a rabbit heart and using adaptivity. Comparisons are made using systems preconditioned by the
Figure 6.11: The effect of varying theta on the percentage activation time error for the final node in the domain on the Niederer test problem mesh at $h=0.05$ cm. Data is for the activation time at Node 8; see Table 6.7 and Figure 5.12. The solution $h = 0.02, p = 4$ is taken as the reference solution. Note the approximately linear trend for small values of $\theta$, and that this breaks down for small values of $\theta$ when we approach the minimum error possible on this mesh (i.e. that of a fixed $p = 4$ simulation).

We converted the data structures of the magnetic-resonance-derived, anatomically-accurate rabbit heart mesh of Bishop et al. [95] into our high-order format and simulated propagation using isotropic conductivities and an apical stimulus. We set an error tolerance parameter of $\theta = 5\%$; the resulting propagation and polynomial degree distribution is shown at 20 ms in Figure 6.12, and at 56 ms in Figure 6.13. Note that we were unable
to perform any convergence analysis on this mesh due to the huge computational demand that would be involved in working with a refined mesh in our single-threaded software. However, the mesh has mean element diameter of approximately 0.06 cm, and the conductivities are all set to one, so with $\theta = 5\%$ on the rabbit mesh we can expect similar accuracy to the $\theta = 5\%$ adaptive Niederer-problem studies performed in this work. This mesh contains 431,990 tetrahedra, and 82,619 degrees of freedom at $p = 1$ and 4,771,084 at uniform $p = 4$. Due to the adaptivity we shall never use more than a small fraction of the $p = 4$ degrees of freedom at the same time.

![Rabbit Heart Mesh at 20ms](image)

(a) Local polynomial degree. (b) Transmembrane potential. The dark blue tissue is at the resting potential.

Figure 6.12: The adaptive scheme applied to an anatomically-accurate rabbit heart mesh and using a target error parameter $\theta = 5\%$. Notice the narrow band of high-order elements tracking the transmembrane potential wavefront.

We can compute some estimates of the sort of speed that we might expect to obtain with this mesh with $\theta = 5\%$ if we were using a high-performance computing facility. Ignoring the preconditioner to begin with, we can consider the number of floating point operations (FLOPS) that are required in order to perform a matrix-vector multiplication using the system matrix, as this constitutes the majority of the cost of the conjugate gradients algorithm, after preconditioning. Comparisons of the number of floating point operations...
Figure 6.13: Cut-away view of the anatomically-accurate rabbit heart mesh after 56 ms of adaptive simulation using a target error parameter $\theta = 5\%$. Notice the narrow band of high-order elements tracking the transmembrane potential wavefront in Figure 6.13(a), located at the red region of most recently activated tissue shown in Figure 6.13(b).

operations required for this will then provide an indication of the speed we might expect on a powerful supercomputer.

As an example, we take the data for the rabbit heart after 20 ms of simulation. This is the state shown in Figure 6.12. We then perform the estimation

$$\frac{\text{number of nonzeros in adapted linear system matrix}}{\text{number of nonzeros in } 0.012 \text{ cm } p=1 \text{ linear system matrix}} \approx 0.07,$$

where we have chosen the fivefold finer mesh with $h=0.012$ cm as one that we could expect, in the light of the results in Table 6.7, to provide similar accuracy to the $\theta = 5\%$ solution generated on the coarse mesh. This estimate reveals that a matrix-vector multiply is around 7\% as costly for the adapted system as for a fine $p = 1$ system. All that remains to be accounted for is the number of matrix-vector multiplications that are required in each
case; this information is available via the iteration counts we have recorded when using the
Schwarz preconditioner. Referring to Table 6.6, we estimate that the ratio of required
iterations for the adapted coarse to the fine $p=1$ linear systems would be $I := 19/8$, which would result in an overall floating point ratio of around 17%, representing an
overall sixfold speedup.

However, this calculation, which applies when the wavefront is present in the domain,
does not tell the whole story. For a study of sinus rhythm on the rabbit heart, the
wavefront is only present in the domain for around 60 ms of the approximately 300 ms
full cycle length, so for around $T_{NW} := 240/300$ of the time, the adapted linear system
would have no high-order elements present, making the adapted linear system around 1%
of the size of the fine system in terms of its number of non-zero matrix entries. In this
case, we will not have the factor 19/8. We can also include the cost of performing the
linear presolve on each iteration, which will just be another 1%. Thus the full-cycle cost
with adaptivity can be approximated as

$$\frac{240}{300} \times 1\% + \frac{60}{300} \times 17\% + 1\% \approx 5\%$$

of that of the fine linear. We note that this final point is not always relevant because
it is not always necessary to run simulations for whole cycles, but there are cases where
this is important, such as when investigating slow APD adaptation [144, 145]. This can
require running for hundreds of cardiac cycles, and is currently limited in 3D due to the
computational cost.

We can perform a similar calculation for the cost of the Schwarz preconditioner as
follows. The preconditioner breaks down into a local matrix problem of size $S \times S := 15 \times
15$ for linear degrees of freedom. This size increases with $p$; at $p = 4$ it is approximately
$B \times B := 300 \times 300$. We store these problems as an LU decomposition, and the number
of FLOPS required to perform back-substitution using a triangular matrix of size $n \times n$ is
$n^2$. There are two triangular factors, so this cost is doubled. At the 20 ms state shown in
Figure 6.12, approximately 2.5% ($F_H := 0.025$) of the elements have degree greater than one; we assume that this is representative and that all elements have degree either one or four. Let $P$ be the number of local matrix problems that we must solve. We estimate the FLOPS required for the preconditioner over a whole cardiac cycle using the expression

$$
[T_{NW} P(2S^2)] + [(1 - T_{NW}) IP \times ((2 \times B^2) F_H + (2S^2)(1 - F_H))]
$$

as

$$\left[ \frac{240}{300} \times P \times 2 \times 15^2 \right] + \left[ \frac{60}{300} \times \frac{19}{8} \times P \times (2 \times 300^2 \times 0.025 + 2 \times 15^2 \times 0.975) \right].$$

(6.18)

As previously, we consider a mesh five times finer as one which we could expect to give similar accuracy to our $\theta=5\%, \ h=0.06$ cm case. The same calculation for this finer mesh with $p = 1$ gives

$$(5^3 \times P) \times 2 \times 15^2,$$

(6.19)

where the $5^3$-term represents the approximate scaling of $P$ under the refinement. The ratio of (6.18) to (6.19) is approximately 5%, which gives us a very large speed up in the cost of applying the preconditioner.

These calculations indicate that it is reasonable to expect an increase in simulation speed of around an order of magnitude for whole-heart simulation.
Chapter 7

Discussion and Evaluation

We have now seen that adaptive high-order FEM improves the efficiency of cardiac simulation in the single-thread case, and that we can expect to see improvements in the case of parallel simulation. We now discuss some of the choices and assumptions that our scheme makes, and recap some of the most important results from the previous chapters.

7.1 The Cell Model

Our treatment of the cell model differs in both concept and in practice from the approach used by many other workers; ours is necessary for a high-order treatment. We now comment on and justify the less common aspects of this.

7.1.1 Assumptions on the Regularity of the Cell Model

Note that the requirement in Theorem 5.2.1 that $f$ be Lipschitz in $u$ is not satisfied for general cell models. However, if we suppose that $u$ is bounded, the Lipschitz property will hold. For simulations, there is evidence to suggest this boundedness occurs for cell models modified to take electroporation currents into account; such currents occur for membrane potentials around 300-400 mV [146, 66, 147, 148]. Indeed, if we do not have
boundedness, we can say that there is a problem in the simulation study design rather than in the numerics; it is certain that real-world quantities such as the transmembrane potential will be bounded in general, and all the more stringently whilst the cell is still functional. We also need to assume that the \([\text{Ca}^{2+}]\) is bounded away from zero; again this is likely to be the case in a functioning cell due to leak currents.

7.1.2 Representation of \(I_{\text{total}}\)

The approach that we take to \(I_{\text{total}}\) could be compared to a more standard scheme which used a piecewise linear \(I_{\text{total}}\). Neither approach involves making any statements about what \(I_{\text{total}}\) looks like; even though \(I_{\text{total}}\) is smooth on elements and has discontinuous derivative at element boundaries, the positioning of the elements themselves is essentially arbitrary within the domain. It is clear therefore that no claims are really being made about any lack of smoothness in \(I_{\text{total}}\). Therefore, the assertion that we make in using the \(p\)-version that the smoothness of \(u\) (depending on the smoothness of \(I_{\text{total}}\)) is sufficient so as not to limit the rate of convergence the \(p\)-version is not really any different from the assumptions that are implicitly made when discretising \(\Omega\) for any standard application of FEM to the cardiac equations.

7.1.3 Gauss Points for the Cell Model

Another approach to approximating the cell model variables \(w\) would be to construct a nodal basis using the Gauss points [118]. Instead of integrating the right-hand side of Equation (5.3) using the mass matrix, we could do so by computing the current at each node and then integrating it against each basis function on each element using quadrature. This would work, but would be considerably more computationally demanding than the matrix-based assembly we use [39].

Another alternative would be to use the same nodal basis for \(u\) and for \(w\); this would allow matrix-based assembly, but without the need for the change of basis (see Section
5.2.2). However, without the use of the hierarchical basis for \( u \), our method would no longer be suitable for adaptivity.

### 7.1.4 Choosing the Cell Model Degree, \( \tilde{p} \)

We discussed this point briefly in Section 5.2.2, and we expand on it here. Technically, the requirements for choosing \( \tilde{p} \) are that it is at least as large as the degree being used for \( u \) on each element for convergence reasons (see Section 5.2.2), and that

\[
\tilde{p} \leq p \tag{7.1}
\]

so that our approximation to \( I_{\text{total}} \) can be integrated using matrix-based assembly. At first glance, these two appear to form two inequalities which require us to choose \( \tilde{p} = p \); indeed, this is the choice we make in this work for simplicity. However, there is some subtlety here which is worth expanding upon; note that it would be possible to construct a second mass matrix \( M_w \) associated with a solution space \( S_{hq} \) larger than our maximal solution space \( S_{hp} \) (i.e. \( q > p \)) and use \( M_w \) to integrate our approximation to \( I_{\text{total}} \). In this scenario, the restriction given in Inequality (7.1) becomes \( \tilde{p} \leq q \). Thus, there is no analytical reason why we cannot make \( \tilde{p} \) as large as we wish.

This point has some implications for efficient scheme implementation; because of the lack of spatial derivatives in the PDEs for \( w \), solving for \( w \) on each time-step reduces to solving for its value at the nodes of the Lagrange basis, and the solve at each node is independent of the solves at every other node. (This is the reason why the cell models are often thought of as ODE systems scattered throughout \( \Omega \), but this way of thinking about them does not make sense in the finite element framework; they must be everywhere-defined.) The lack of spatial coupling means that the nodes of the Lagrange basis must be dense enough in \( \Omega \) to properly capture the spatial distribution of the behaviour of \( w \). In the cases where we work with large elements, we may have sufficient spatial accuracy in \( u \) using \( S_{hp} \), but require \( \tilde{p} > p \) in order to have sufficient density of Lagrange basis
nodes. We comment further on this in Section 7.2.2, and it is certainly worth future investigation.

7.2 Evaluation of Uniform Degree Experiments

7.2.1 Summary of Results

We have shown how to successfully employ high-order finite element methods for simulation of the cardiac monodomain system (1.1), meeting or exceeding theoretical error convergence rates. The method achieves our goal of improved efficiency over linear finite elements; we produce highly accurate numerical solutions cheaply, as can be seen for the homogeneous conductivity by comparing the finest linear solution to the second coarsest cubic $\Delta t=0.01$ ms solution in Table 5.2. In this case, taking the finest quartic solution as a reference, we see that we obtain a six times smaller percentage error in activation time with a linear system that takes less time to solve (these results are highlighted in the table in blue). It can be used with isotropic and anisotropic conductivity, and geometries which include microstructure such as blood vessels passing through the tissue. The improved efficiency is key because good numerical approximations can take days to obtain with present technology.

As shown in Table 5.2, convergence in the conduction velocity requires very fine meshes when working with $p=1$. Even at $h = 0.0111$ cm, the CV error is still around 2.5%; at that level, the error in the position of the wavefront will become large during long-time, whole-heart (large domain) simulations. We note that this is using conductivity towards the higher end of the physiological range; with slower physiological (or even pathological) conductivities the error can be very large at this resolution. For example, at 0.01 cm with conductivity $0.2$ S m$^{-1}$ in Table 5.1, we have an error of over 10% when using $p=1$.

In the case of inhomogeneous conductivity (Table 5.3) the second coarsest cubic solution is the point at which the accuracy starts to beat that of the finest linear solution, and it does so by a considerable margin. We note that in this case, it may not be wise
to use the coarsest mesh for simulation; due to the low conductivity perpendicular to the fibre direction (one-fifth of that parallel to the fibres), we see that the activation times at nodes one and two overshoot the converged activation times; we can see this in the maximum percentage error for this simulation. This is due to the effective mesh size being coarser when the conductivity is lower, introducing error into the solution. This explanation is supported by the fact that node three, being connected to the stimulus site by a straight line to which all the fibres along its length are aligned, does not experience any activation time problems. See also Table 5.1, which shows that the same effect occurs in 1D on very coarse meshes when using a low conductivity equal to that for the slow direction here (see $h = 0.1, p=4$). Because error due to the coarse mesh discretisation of $u$ will be compensated for by the accuracy gained as we increase $p$, we believe that this effect is due to insufficient resolution in the spatial discretisation of $w$, as this does not change as we refine $p$. Further investigation is needed to confirm this.

When holes are present in the domain, the simulations are much slower (Table 5.4) due to the increased number of elements required to mesh around the holes (see Figure 5.10). Here we recommend using, for example, $p=2$ on the third coarsest mesh for better than double the accuracy using a linear system which can be solved in approximately the same amount of time when compared to the finest mesh with $p=1$. This accuracy can be seen by the position of the wave fronts in Figures 5.10(c) and 5.10(d). An example high-resolution anatomically-derived heart mesh has $h = 0.0125$ cm [95]; this is comparable with the third coarsest mesh here, where the error remains quite considerable with $p = 1$. See Table 7.1 for more detail and other possible choices of mesh and $p$.

In three dimensions, working with the Schwarz preconditioner, we have seen that adaptivity can produce a three-times more accurate result with a linear system which can be solved in under one-third of the time; this example is comparing $h = 0.04$ cm, $p = 3$ to $h = 0.01$ cm, $p = 1$ on the small cube mesh using the results in Table 5.6. Making the equivalent comparison for the Niederer test domain in Table 5.7 and taking the $h = 0.02$ cm, $p = 4$ solution as a reference, we see that the $h = 0.05$ cm, $p = 3$
<table>
<thead>
<tr>
<th>Maximum Elt. Diameter (cm)</th>
<th>Simulation Degree</th>
<th>Time Ratio</th>
<th>Example Error Tolerance Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0296</td>
<td>3</td>
<td>1.19</td>
<td>3%</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>3.17</td>
<td>0.5%</td>
</tr>
<tr>
<td>0.0148</td>
<td>1</td>
<td>0.20</td>
<td>12%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.16</td>
<td>2%</td>
</tr>
<tr>
<td>0.0076</td>
<td>1</td>
<td>1 (by def.)</td>
<td>5%</td>
</tr>
</tbody>
</table>

Table 7.1: Simulations on the mesh with holes in the context of the prescribed error tolerances for percentage activation time error at which they would be acceptable. The average single-iteration linear system solve time ratio (time for simulation)/(time for finest linear simulation) is given. Finest mesh $p=4$ solution taken to be the “true” solution. Error tolerance is on the worst-case percentage activation time error over the three test nodes used. Full data in Table 5.4.

solution has an activation time error at node eight of 5.5%, whereas the $h = 0.01$ cm, $p = 0.01$ has an error of 11.6%; in this case the linear system can be solved five times faster in the high-order than in the linear element case.

### 7.2.2 Observations regarding Convergence

We note that Figures 5.5(b) and 5.6(b) show some unexpected behaviour, apparent in Figure 5.5(b) as a crossing over of the errors for the $p=3$ and $p=4$ solutions, and in Figure 5.6(b) as a smaller-than-expected error reduction when going from $p=3$ to $p=4$ on the coarser meshes.

We are not certain of the cause of this. Possible explanations include it being caused by the error introduced by our approximation of $\Pi_h \tilde{\varphi}$ by $\iota$, or that the smoothness $k$ of the cell model is limiting, for example where Lemma 5.2.1 is applied. Simulations using the very simple FitzHugh-Nagumo model [149] instead of LR91 with $\hat{p}=4$ do not display any problems, neither do $\hat{p}=6$ simulations with LR91 for $p=1$-4.

Regardless of this, the efficiency remains compelling, and we note that the time-integrated Sobolev norm spatial error (Figure 5.6(a)) does not appear to be so strongly affected.

Similarly, we observe some interesting behaviour in Table 5.6, where we see that the convergence in the activation times is not monotonic as we increase $p$ on the cube mesh.
at a resolution of 0.04 cm. We investigated this further by taking the cube mesh and inverting it (reflecting it in the $yz$-plane and then translating so that it occupies the same space as the original mesh), and discovered that the issue appears to be caused by the bias introduced by the meshing. Table 7.2 re-presents some of the results shown in Table 5.6, together with identical simulations run on the inverted mesh. Note that on the inverted mesh, the convergence at the final node (the eighth, highlighted), the convergence is monotonic in $p$ on the inverted mesh. However, note that the inversion causes a loss of monotonicity in some of the other test nodes (e.g. node 3), supporting this meshing bias hypothesis.

![Standard Small Cube Mesh](image1.png) ![Inverted Small Cube Mesh](image2.png)

Figure 7.1: A comparison of the element organisation in $h=0.04$ cm the small cube test mesh used in Sections 5.5.1 and 6.7.1. Inverting the mesh has an effect on the convergence. Note that it will not affect the convergence rate.

Figure 7.1 shows the two meshes, and Figure 5.3 shows the distribution of cell model nodes in an example element. Note that the orientation of the mesh will naturally have an effect on the spatial resolution of the cell model along a line segment joining the centre of the stimulus region to any point at which we measure activation time. As a trivial example, consider the triangle with vertices $(0,0)$, $(0,1)$ and $(1,0)$ cm in the plane; if we have a cell node at each vertex and three more spaced along each edge, the resolution on either of the edges aligned with an axis is $5 \text{ cm}^{-1}$, whereas on the diagonal edge it is $\approx 3.5$
cm$^{-1}$. This drop in resolution can introduce errors, and the effect is more complicated than this in three dimensions.

<table>
<thead>
<tr>
<th>Mesh (0.04 cm small cube)</th>
<th>Degree $p$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.29</td>
<td>3.39</td>
<td>6.34</td>
<td>6.34</td>
<td>6.29</td>
<td>7.71</td>
<td>7.94</td>
<td>8.32</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.32</td>
<td>3.77</td>
<td>6.91</td>
<td>6.90</td>
<td>7.29</td>
<td>7.29</td>
<td>8.73</td>
<td>8.93</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.37</td>
<td>3.75</td>
<td>8.08</td>
<td>8.30</td>
<td>8.41</td>
<td>8.77</td>
<td>12.07</td>
<td>12.77</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.33</td>
<td>3.81</td>
<td>8.17</td>
<td>8.03</td>
<td>8.69</td>
<td>8.61</td>
<td>11.54</td>
<td>12.19</td>
<td></td>
</tr>
<tr>
<td>Inverted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.35</td>
<td>3.49</td>
<td>6.08</td>
<td>5.72</td>
<td>7.09</td>
<td>6.84</td>
<td>7.02</td>
<td>8.01</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.35</td>
<td>3.70</td>
<td>6.91</td>
<td>6.90</td>
<td>7.57</td>
<td>7.55</td>
<td>8.79</td>
<td>9.31</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.35</td>
<td>3.79</td>
<td>8.10</td>
<td>7.71</td>
<td>8.81</td>
<td>8.43</td>
<td>10.93</td>
<td>11.65</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.35</td>
<td>3.79</td>
<td>7.88</td>
<td>8.10</td>
<td>8.45</td>
<td>8.58</td>
<td>11.64</td>
<td>11.80</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.2: Activation times of the final node in the inverted version of the 0.2 $\times$ 0.2 $\times$ 0.2 cm small cube domain shown in 5.11 with $h = 0.04$ cm. Fibres and conductivities are as given in [58]. A comparison of the standard and inverted form of this mesh is presented in Figure 7.1. The highlighted column for the eighth node is the one which corresponds to the Final Activation Time column in Table 5.6.

A sensible approach to avoiding this problem would be to increase the cell model degree $\tilde{p}$ further; this would ameliorate the cell resolution problem, and it helped with the unexpected behaviour in one dimension described earlier in this section. Alternatively, the use of an unstructured mesh could spread the effect of the varying cell model resolution more evenly; in this case it is unlikely that inverting the mesh would make any substantial difference to the activation times.

The issues described here, particularly those in three-dimensions, highlight that we must be extremely careful when we decide on a numerical method for solving the monodomain equation. Error can easily be introduced from unexpected sources, and problems would only be identified with thorough investigations such as the one presented in this work. $h=0.04$ cm meshes such as the one used to generate Table 7.2 have certainly been used for cardiac simulation, and perhaps a clinician would worry about the validity of a simulation in which the order of node activation can be permuted by inverting the mesh (see nodes 5 and 6). In general, one or more of the methods suggested here to avoid this problem should be implemented before working with such a coarse mesh simulation, but doing so would not reduce the efficiency of the method that we have reported. We note
here for completeness that the three-dimensional convergence becomes monotonic in $p$ when the cube mesh is refined to $h=0.01$ cm elements; the final node activation times in this case, with $p$ increasing from 1 to 4 in order, are 10.11, 11.67, 12.12 and 12.13 ms.

### 7.3 Evaluation of Adaptivity

Extending our high-order approach, we have demonstrated a method of performing efficient cardiac simulation using spatially-adaptive hierarchical finite elements. The results that we generate provide us with an accuracy that we can have confidence in, as demonstrated by Figure 6.1, where we see that the error indicator does indeed allow the scheme to maintain a target accuracy with remarkable consistency across different meshes. We must emphasise the importance of this plot; it demonstrates just how effective our error control scheme is. Additionally, the target error parameter $\theta$ is a useful tool for the user, providing a simple method of tuning the accuracy (and thus time-cost) of a simulation to the needs of a particular study.

#### 7.3.1 Isotropic Simulations in 2D

The most interesting 2D results are in Table 6.1, because in this simulation the wavefront passes through roughly 8 % of the mesh triangles in each millisecond. This percentage is relevant because it is approximately the peak per-millisecond activation percentage for the tetrahedra in a sinus rhythm whole-heart simulation with mean element size 0.025 cm (complete with Purkinje system, which would only boost this number) [150], and so relates to the worst-case wavefront occupancy seen in state-of-the-art scenarios. Our results show that in this case, the adaptive scheme allows us to reduce the error in the simulation to one-fifth of the highest-accuracy linear simulation, and we obtain this result using a linear system which takes a quarter of the time to solve (finest mesh fixed $p=1$ simulation compared to the 0.1 % tolerance adaptive simulation on the coarsest mesh). Alternatively, we can achieve a comparable error in one-fifth of the time by instead using
0.3 % tolerance on the coarsest mesh. Note that for the realistic simulation, the 8%-per-
millisecond peak is very sharp in time, whereas in our test-case we maintain a roughly 
uniform wavefront occupancy. This means that even greater efficiency improvements 
should be expected for whole-heart simulation. A graphical presentation of error and 
DOF ratios is given in Figure 6.3.

Note that the increased efficiency is not surprising, given the narrow region of high-
order elements required to effectively capture the steep gradients at the wavefront. This 
is highlighted in Figure 6.2, which shows the element degree distribution for the case 
of the coarsest (mean element diameter 0.0442 cm) short narrow mesh with \( \theta = 0.1 \% \). 
Comparing the error that this gives to that with linear-only on the same mesh in Table 
6.1 shows just how powerful an idea it is to use adaptivity for this problem.

In order to demonstrate more clearly the advantages of the scheme, we also worked 
with a long, narrow domain \( \Omega = [0, 0.25] \times [0, 4] \text{ cm} \). The results for this block of 
simulations are presented in Table 6.2. Here, the wavefront occupancy is lower than in 
the previous case; this gives us insight into how the scheme would perform away from the 
peak wavefront occupancy in the realistic case. Here, we see that we can use \( \theta=0.1 \% \) on 
the coarsest mesh to generate an approximation with one-sixth as much error, but using 
a linear system that can be solved in one-ninth of the time over the \( p=1 \) fixed finest mesh 
case. For a very high accuracy application, we could use the second coarsest mesh and 
\( \theta=0.1 \% \) to obtain an error one-thirtieth of the size that the most accurate linear solution 
produces, doing so with a linear system that takes one-quarter of the time to solve.

We also evaluated isotropic simulation where the wavefront is curved, produced using 
a stimulus applied in the corner of the square domain. Data on this are presented in Table 
6.3. We see similar improvements in efficiency and accuracy in this case: a three-fold 
 improvement in accuracy with a five-times faster linear system, comparing the \( \theta = 0.1 \% \) 
simulation on the coarsest mesh to the finest fixed linear case.
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7.3.2 Anisotropic Simulations in 2D

Anisotropy, and specifically the low conductivity that is associated with it in vivo, can cause significant accuracy problems even on very fine meshes. It is therefore interesting to observe the improvements which are possible using adaptivity.

For the results show in Table 6.4, we see that it is possible to increase the accuracy of the solution by an order of magnitude using a linear system which can be solved twice as fast compared to the finest linear scheme ($\theta = 0.1\%$). Graphical representation of the error and DOF ratios is provided by Figure 6.5(a).

When we have holes present in the domain, the results are similar to the fibres-only case. Table 6.5 shows that with $\theta = 0.1\%$, we can achieve a ten-fold improvement in accuracy with a linear system which can be solved in less than half the time, again when compared to the finest linear solution. The error and DOF ratios are shown in Figure 6.5(b).

We expect that once the limitations in the cell model resolution discussed in Section 7.2.2 have been dealt with, we will be able to perform properly converging simulations on the coarser mesh, leading to even more impressive efficiency improvements. This could be done by using an anisotropic mesh structure guided by $\sigma$ or by increasing $\tilde{p}$, thus increasing the spatial resolution of the cell model, see Section 7.1.4.

7.3.3 Simulations in 3D: The Small Cube and the Niederer Cuboid

The test on the small cube presented in Section 6.7.1 allowed us to perform a simple but thorough investigation of the adaptive scheme in three dimensions. It showed that adaptive high-order elements on a coarse mesh are considerably more computationally efficient than $p = 1$ elements on a very fine mesh. However, the speed advantages for similar accuracy in Table 6.6 compared to using a fixed $p = 3$ or 4 scheme on the coarse mesh are quite modest. While the parameter $\theta$ gives us more control over the
error achieved than we would have when limited to a fixed $p$, as can be seen in Figure 6.9, for suitable $p$ and $\theta$ giving similar accuracy, the PCG times are comparable to the non-adaptive method on the same mesh. This is to be expected; as can be seen from Figure 6.8, the wavefront occupancy proportion is very high for such a small mesh, so the difference in the number of degrees of freedom between a fixed and an adaptive scheme is not large. Having said this, both adaptive and non-adaptive high-order approaches outperform the finest linear simulation.

Applying the adaptive scheme to the much larger Niederer test domain allowed us to observe the performance when the wavefront occupancy proportion is far lower. In this case, we see that the PCG times for the adaptive scheme represent a marked improvement on the non-adaptive; we can achieve $p = 4$ accuracy on the $h = 0.05 \text{ cm}$ mesh in around one-third of the time by using $\theta = 1\%$. Comparing the $h = 0.05 \text{ cm}$ mesh to the $h = 0.01 \text{ cm} p = 1$ simulation, the $\theta = 15\%$ case shows an eleven-fold speed-up for similar accuracy at the eighth node, and a seven-fold speed-up better accuracy at all the nodes tested, apart from one which remains comparable, when $\theta = 5\%$. This discrepancy at one node is minor, and is likely because it is connected to the stimulus region by a straight line which has the lowest possible conductivity; the use of anisotropic meshes, as would make sense in general in electrophysiology simulation, would likely solve this problem. There is also likely a mesh orientation issue here, similar to that discussed in Section 7.2.2, which could be mitigated using an unstructured meshing of the domain.

7.3.4 Simulations in 3D: The Rabbit Heart

Due to the non-parallel nature of our software, it has not been possible to perform a thorough evaluation using the rabbit heart mesh. However, in Section 6.8, we presented a simulation on this mesh using $\theta = 5\%$. This serves to prove that the scheme can be applied to realistic geometries, and that it behaves as expected in this case. We do not have a reference solution in this case, so we can not evaluate the error experimentally, but we should expect that we achieve a similar degree of accuracy in this case (mean
h = 0.06 cm) to the h = 0.05 cm Niederer evaluation.

The estimates of relative computational demand that we make in Section 6.8 provide an evaluation of the maximum increase in speed that we could expect for whole-heart simulation. In terms of FLOPS for the linear system, we could expect a twenty-fold speed up over the state-of-the-art, especially given the highly-parallel nature of the additive Schwarz preconditioner. While it is unlikely that we would achieve the full twenty-fold improvement in practice, realising even half of it would be an important gain.

### 7.3.5 General Evaluation relative to a High Accuracy Requirement

We wish to say something about the general performance of our scheme, regardless of the domain Ω that we use. One way of doing this is to ask about the relative cost of achieving a target error on each domain, comparing the state-of-the-art linear approach to our adaptive scheme. For example, if we decide that we want a 1% error in the activation times in our numerical approximation, we can make comparisons regarding the mean linear system times required to obtain this; we do so in Table 7.3, which shows benefits regardless of Ω. Note that on two of the meshes it is not possible to obtain an error satisfying the 1% target using linear FEM only. This is interesting for two reasons: firstly because the meshes used are already far finer than those commonly used for cardiac electrical simulation; certainly finer meshes are not used for whole-heart studies. Secondly, it is interesting to look at the magnitude of the error that remains in these linear simulations; it can be around the 4% mark, widely missing the target. See Tables 6.4 and 6.5. This suggests that considerable further refinement may be required to achieve 1% error, and thus the inequalities given in the final column are very loose bounds on the actual value.

We were unable to perform a similar analysis in 3D as the errors remained large even on the finest meshes; none of our 3D simulations was able to achieve a p = 1 activation
time error better than 11%.

| Domain                      | Fixed $p = 1$ Time for <1% Error (s) | Best Adaptive Time for <1% Error (s) | Time Ratio
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Short Narrow ($\Omega = [0, 0.25] \times [0, 1]$)</td>
<td>0.0222</td>
<td>0.0039</td>
<td>5.69</td>
</tr>
<tr>
<td>Long Narrow ($\Omega = [0, 0.25] \times [0, 4]$)</td>
<td>0.0917</td>
<td>0.0078</td>
<td>11.75</td>
</tr>
<tr>
<td>Square no Fibres ($\Omega = [0, 1] \times [0, 1]$)</td>
<td>0.0712</td>
<td>0.0101</td>
<td>7.04</td>
</tr>
<tr>
<td>Square with Fibres ($\Omega = [0, 1] \times [0, 1]$)</td>
<td>Not Achieved (0.0055 cm)</td>
<td>0.0280</td>
<td>&gt; 2.32</td>
</tr>
<tr>
<td>Holes with Fibres ($\Omega \subset [0, 1] \times [0, 1]$)</td>
<td>Not Achieved (0.0076 cm)</td>
<td>0.0425</td>
<td>&gt; 2.24</td>
</tr>
</tbody>
</table>

Table 7.3: Comparison of the per-linear-system-solve times taken to achieve a 1% target activation time error by the fixed $p = 1$ linear finite element approach with those for our adaptive scheme. Note that in two cases, even on meshes much finer than those routinely used in cardiac simulation (finest mesh sizes used displayed in brackets), the non-adaptive method fails to achieve this goal; in this case, the ratio is given as an upper bound using the most accurate linear solution time in place of the 1% error time. This failure of the state-of-the-art to obtain this small target error shows that our scheme is not only efficient, but in some cases is the only realistic way of obtaining high-accuracy solutions. In order from the top, the four domains referred to are those with data given in Tables 6.1, 6.2, 6.4 and 6.5, respectively.

### 7.4 Evaluation of Methods

#### 7.4.1 Parallel Simulation

The investigation that we have been able to perform has been limited by the fact that we do not have a parallel implementation. Because of this, in order to provide a meaningful evaluation, we have only considered the timings for the linear system solve, as this is the component that does not scale straightforwardly in parallel. As noted in Section 6.6, this means that our timings do not include the time taken to evaluate the residual error indicator (Step 3 of the algorithm presented in Section 6.3). Similarly, and as appropriate for adaptive or uniform degree simulations, none of our timings include the time taken to solve for the non-diffusing state variables $w$ of the cell model, nor the time to switch the basis for $I_{total}$ from Lagrangian to hierarchical (see 5.2.2). Because all of these are local problems on an element or sub-element scale, their time-costs will become very small very quickly as we increase the number of processors being used; updates for $w$ can take
less than 5% of the total simulation time in parallel [139]. In current parallel cardiac simulators, it is the linear system solve time which dominates, due in part to this local nature of the cell model updates, justifying our focus on linear system timings. As future computing hardware will only become more parallel, this is important; for example, the single-instruction, multiple-data nature of GPUs mean that they will be well-suited to dealing with these many identical local problems [151, 67]; see also Section 5.3.2.

Having said this, the locality of the additive Schwarz preconditioner means that the domain can be partitioned amongst processors which require only a minimal amount of interaction with one another during the PCG iterations, so we may see good parallel scaling; we recall that this class of preconditioners has been seen to exhibit superlinear scaling in some cases [124]. It will be interesting to discover how this affects the relative times for the linear system and for the trivially-parallelisable components.

### 7.4.2 Timings

Timings in general should be treated with some caution, as there are many factors which can affect them. At the most basic level, solving the linear system using an iterative method requires matrix-vector multiplications (matvecs). With the sparse data structures used in this sort of problem, the cost of each matvec is a function of the number of nonzero entries in each row of the system matrix and of the number of rows it has; note that the last two vary with \( h \) and \( p \). Each solve will require multiple matvecs to achieve convergence, with the number needed varying with the condition number of the system matrix. Thus, in addition to depending on \( h \) and \( p \), the relative time costs of solving different linear systems will vary according to the preconditioner, the hardware type (parallel architecture, CPU cache size, available memory for pre-caching components of the calculation) and the software implementation. Therefore, calculations based on FLOPS, such as those in Section 6.8 may be a more meaningful measure of computational cost.
7.4.3 Preconditioning

There are many possible choices of preconditioner, and we have only investigated a few in this work. A more complete study on optimal preconditioning could be worthwhile, but we believe that those we have investigated work well. Tables 6.1 and 6.2 for 2D and Table 6.6 in 3D present the mean number of iterations that were required to solve the linear system with PCG on each time-step. We note that there is an increase in the number of iterations required over the $p=1$ case when we are using higher-order elements; this is to be expected due to the increase in the condition number of the system matrix in this case. However, due to the block preconditioner that we are using in 2D (see Section 6.4.1), and the Schwarz preconditioner in 3D (Section 4.6.3), the increase is moderate. It will be informative to investigate the performance of these preconditioners in the parallel setting once such an implementation is available.
Chapter 8

Conclusions

*We make some final comments on the work that this thesis documents.*

8.1 Overview

This thesis has provided a design template for a locally $p$-adaptive finite element scheme which achieves its goals of increasing the efficiency of solving the linear system component of the discretised monodomain equation. It is capable of providing much higher accuracy than the state-of-the-art if necessary, can deal with microstructure, and shows particular benefit in the case of anisotropic conductivities. We have tested the method applied to whole-heart simulation, and predicted that we can expect a ten-fold speed-up in parallel for such geometries. The improvements in speed for two-dimensional simulation tell a similar story, demonstrating up to a ten-fold speed-up when the wavefront is in the domain; recall that when the wavefront is absent from the domain the simulation speed will increase greatly under the adaptivity. Because two dimensional simulation is currently the only practical option for tissue-based population simulations, speed improvements in this case are also important.
In three dimensions, we have worked with a very powerful preconditioner which provides excellent control of the condition number across all tested values of $p$, and remains just as effective in the adaptive case. It is very naturally parallelisable, which means that it can be expected to perform well in a supercomputer-capable implementation of our method.

We have shown that the cell model must be considered to be a PDE when using the FEM rather than a collection of ODEs. The latter masks the spatial error that the cell model introduces into the transmembrane potential solution, and does not make sense under the homogenisation. This is an important point, particularly given that some workers still talk of the essentially-irrelevant “cell-resolution meshes”.

### 8.2 Uniform Degree Monodomain Simulation

Because of the efficiency we have demonstrated, our work leads us to recommend implementation of higher-order finite elements for cardiac monodomain simulation in parallel, with the expectation that this will improve on the computational efficiency of the state-of-the-art. Using high $p$ provides a method of obtaining highly accurate solutions; we have seen that the inaccuracies which occur with $p = 1$ simulation on meshes with commonly-used resolutions can be quite substantial.

We have evaluated the use of high-order finite elements for simulation in one, two and three dimensions, and have demonstrated that they are efficient in all three settings. Of particular interest is the very large gains in accuracy which they provide over linear FEM simulation, even when compared with linear simulations on what are widely considered to be very fine (and thus accuracy-conducive) meshes; this is particularly apparent when an anisotropic conductivity tensor is in use, leading to the delivery of very poor accuracy by linear FEM. In such cases, it is likely that obtaining even larger gains will be possible by using our method together with meshes which are finer perpendicular to the fibre orientation than parallel to it in order to compensate for the reduced CV in that direction,
complemented by using a much higher degree cell model representation. Because the error that can exist in state-of-the-art linear FEM solutions is considerable, we would like to recapitulate that workers must be aware of this problem and should take steps to ensure that their simulation results meet accuracy standards that they consider to be appropriate for their application.

8.3 $p$-Adaptive Monodomain Simulation

Further to the uniform-degree case, we have demonstrated an adaptive high-order finite element scheme for simulating cardiac electrical propagation. Because of the highly localised steep-gradient behaviour that is characteristic of this problem, this allows us to carefully focus computational effort where it is most needed in space, eliminating computational waste. We have demonstrated efficacy in various two- and three-dimensional test cases.

The scheme can be fine-tuned using the error tolerance parameter $\theta$, allowing us to have confidence in the accuracy of the results we generate; the quality of the error control we use is excellent, as shown by Figure 6.1, and it has the potential to allow researchers to tune the error in their solutions in accordance with the needs of their work. Due to the high-order finite elements that the adaptive scheme uses, we have been able to show that the adaptive scheme has the capability to produce far more accurate solutions than piecewise-linear FEM, and that it is more efficient again than the uniform-degree $p$-version.

We note that we have only evaluated the situation where the wavefront is present in the domain, and that when it is not present the scheme will generally keep the elements at their lowest degree; for example, certainly between action potentials, and especially for human pacing studies where the cycle length is around 1000 ms but the wavefront is in the domain for only a fraction of that time. The resulting small linear system in the absence of the wavefront will be extremely cheap to solve. We discussed the
rabbit heart analogue of this in Section 6.8, and identified that the whole-heartbeat cycle cost in terms of FLOPS for solving the linear system will be approximately 5% of that for a $p = 1$ simulation with similar accuracy. This opens up the potential for considerable speed improvements in cardiac studies which require the simulation of many heart-beats. Examples include investigations into heterogeneity in slow-phase adaptation in response to changes in pacing cycle length [144] and many-simulation parameter sweeps investigating the effects of a novel drug on cardiac tissue.

8.4 Further Work

8.4.1 Parallelisation and Geometry

We have presented a thorough evaluation of the proposed numerical methods, but due to the details of the implementation have not been able to experimentally evaluate its parallel performance. Developing proof-of-concept software in MATLAB is extremely convenient; designing new algorithms always involves both coding mistakes and conceptual errors which must be dealt with, and MATLAB’s workspace interface allows easier examination and repair of such problems. Designing the software which has been used in this work directly in C++ would have been extremely difficult simply due to the increased amount of time that bug-hunting would take. However, the lack of a versatile parallel processing capability in MATLAB is a barrier to a complete evaluation of a real-world applicable (i.e. supercomputer-capable) implementation. Extending the powerful open-source, parallel, C++ cardiac FEM package Chaste [152] to use high-order FEM would be a good route to testing the method in parallel, and this should be a future direction in which this work is taken.

Once this implementation is available, one of the most important tasks will be to analyse the convergence of the method on realistic geometries, building on the whole-heart simulations shown in Section 6.8. In such cases, the use of isoparametric elements should be investigated in order to allow for capturing the detailed domain boundaries at
the epi- and endocardium without having to resort to using very small elements. The computational demands of generating non-adaptive simulation results for comparison purposes will not be possible without this multi-core software. This implementation will allow us to discover how effectively we can precondition this problem in parallel and investigate optimal load-balancing strategies, and it will allow for evaluation of the efficiency gains it provides in the case of practical simulation studies.

8.4.2 The Bidomain

An easy extension of this work which has not been possible for this thesis due to time constraints is to evaluate these methods applied to the bidomain equations. The potential here is great: the bidomain system describes the time-evolution of both an intracellular and extracellular potential field as opposed to the monodomain’s single transmembrane potential difference field. The two bidomain fields have differing wavefront steepnesses, and so allowing for different basis degrees to be set for the intracellular and extracellular potentials could allow for even greater gains. This can be further extended to a recently-developed tridomain system [12].

8.4.3 Cell Model Resolution

In this thesis, we have seen indications that the spatial discretisation of the cell model can sometimes be insufficient on very coarse meshes, even when using high-order elements for $w$. This is something which needs further investigation; it seems likely that there is a sampling problem here. Because the cell models are in practice solved at sufficient discrete points within each element to allow for the construction of a degree-$p$ polynomial, this amounts to sampling of the transmembrane potential. Without a sufficient sampling frequency, we cannot expect there to be enough information captured to contain the original signal. It would be fruitful to investigate this further.

The problem of cell model resolution is closely related to the need for anisotropic
meshes. The elements themselves should have similar anisotropy to the local conductivity tensor; they should be longer in the directions of greater conductivity. Isotropic elements are a computational waste, as they must over-resolve parallel to the fibres when the conductivity is anisotropic.

8.4.4 Time Adaptivity

We would like to see a similar degree of careful study and numerical analysis applied to the development of efficient time-integration schemes for the monodomain system. This could be done using a coupled space-time error indicator, or be based upon the time-adaptive scheme of Perego and Veneziani [85].

8.5 Final Remarks

It is clear that there is a great requirement for enhanced simulation capabilities when it comes to cardiac modelling. The possibility of rapid simulation on smaller-scale computers or clusters will enable researchers in the fields of drug discovery, medical device design, clinical treatment planning, and basic research. The efficiency gains which we have demonstrated in this thesis, once implemented for large-scale simulation in a compiled language, will likely allow us to perform studies with a high degree of accuracy in less time than was previously possible. This will have important implications, not just because it will enable researchers to answer questions about pathological cardiac conditions more quickly, but also because it will help in the design and testing of the cardiac cell models themselves. For example, it has been noted that cell models are rarely validated thoroughly in tissue across a range of physiological and pathological parameters [153], something which would require a large number of simulations; many of these would be for long periods of time. In general, it seems likely that any real insight provided by cardiac electrophysiology simulation studies will come either from such studies based on populations of models, or from simulation that has become so fast that it is possible to
run hundreds of realistic-geometry simulations interactively in an afternoon, encouraging informative manual exploration. In the words of Trefethen [154],

“A computational study is unlikely to lead to real scientific progress unless the software environment is convenient enough to encourage one to vary parameters, modify the problem, play around.”

Perhaps a more succinct statement would be the following. Without efficient simulation capability, cardiac simulation will struggle to reach its full potential.
Appendix A

Basis Functions

We present here the list of the basis functions that we use in this work. Those basis functions presented with a ± symbol are those which are sometimes used with inverted sign in order to enforce continuity across element boundaries, see Section 4.5.1.

A.1 One Dimensional Basis Functions

The following single-element components of one-dimensional basis functions are defined on a reference element [0, 1]. These functions have scaling factors $c_i$ to ensure that their maximum in absolute value is one; this is required with small meshes to avoid singular system matrices due to floating-point error.

1. $x$ (linear uphill)
2. $1 - x$ (linear downhill)
3. $c_2 x (1 - x)$ (quadratic)
4. $c_3 x (1 - x) \left( \frac{1}{2} - x \right)$ (cubic)
5. $c_4 x (1 - x) \left( \frac{1}{3} - x \right) \left( \frac{2}{3} - x \right)$ (quartic)
6. $c_5 x (1 - x) \left( \frac{1}{4} - x \right) \left( \frac{1}{2} - x \right) \left( \frac{3}{4} - x \right)$ (quintic)
\[ c_6 x (1-x) \left( \frac{1}{5} - x \right) \left( \frac{2}{5} - x \right) \left( \frac{3}{5} - x \right) \left( \frac{4}{5} - x \right) \text{ (sextic)} \]

### A.2 Two Dimensional Basis Functions

The following single-element components of two-dimensional basis functions are defined on a reference element given by the triangle in the plane with vertices (0,0), (1,0) and (0,1).

**Linears:**

1. \( x \)
2. \( y \)
3. \( 1 - x - y \)

**Quadratics:**

1. \( xy \)
2. \( y(1-x-y) \)
3. \( x(1-x-y) \)

**Cubics:**

1. \( \pm xy \left( x - \frac{1}{2} \right) \)
2. \( \pm y \left( y - \frac{1}{2} \right) (1-x-y) \)
3. \( \pm x \left( \frac{1}{2} - x \right) (1-x-y) \)
4. \( xy(1-x-y) \)

**Quartics:**

1. \( xy \left( \frac{1}{3} - x \right) \left( y - \frac{1}{3} \right) \)
2. \( y(1-x-y) \left( y - \frac{1}{3} \right) \left( y - \frac{2}{3} \right) \)
3. \( x(1 - x - y) \left( x - \frac{1}{3} \right) \left( x - \frac{2}{3} \right) \)

4. \( x^2y(1 - x - y) \)

5. \( y^2x(1 - x - y) \)

### A.3 Three Dimensional Basis Functions

The following single-element components of three-dimensional basis functions are defined on a reference element given by the tetrahedron in \( \mathbb{R}^3 \) with vertices \((0, 0, 0)\), \((1, 0, 0)\), \((0, 1, 0)\) and \((0, 0, 1)\).

**Linears:**

1. \( x \)

2. \( y \)

3. \( z \)

4. \( 1 - x - y - z \)

**Quadratics:**

1. \( x(1 - x - y - z) \)

2. \( y(1 - x - y - z) \)

3. \( z(1 - x - y - z) \)

4. \( xy \)

5. \( yz \)

6. \( xz \)

**Cubics:**

1. \( yz(1 - x - y - z) \)
2. $xz(1 - x - y - z)$
3. $xy(1 - x - y - z)$
4. $xyz$
5. $\pm x(1 - x - y - z)(1 - 2x - y - z)$
6. $\pm y(1 - x - y - z)(1 - x - 2y - z)$
7. $\pm z(1 - x - y - z)(1 - x - y - 2z)$
8. $\pm xy(x - y)$
9. $\pm yz(y - z)$
10. $\pm xz(z - x)$

Quartics:

Remark. Only two out of each set of three quartic functions with indices 1-3, 4-6, 7-9 and 10-12 are used on any given element, but all three are required to be available on the reference element. This is because for a general mesh we do not know in advance which two of these will be required to enforce continuity across each particular element boundary. See Section 4.5.1 for more details.

1. $\pm - zy(1 - x - y - z)(1 - 2z - x - y)$
2. $\pm zy(1 - x - y - z)(y - z)$
3. $\pm zy(1 - x - y - z)(1 - 2y - x - z)$
4. $\pm xz(1 - x - y - z)(z - x)$
5. $\pm xz(1 - x - y - z)(1 - 2z - x - y)$
6. $\pm - xz(1 - x - y - z)(1 - 2x - y - z)$
7. $\pm -xy(1-x-y-z)(1-2y-x-z)$

8. $\pm xy(1-x-y-z)(x-y)$

9. $\pm xy(1-x-y-z)(1-2x-y-z)$

10. $\pm -xyz(x-y)$

11. $\pm -xyz(y-z)$

12. $\pm -xyz(z-x)$

13. $x(1-x-y-z)(1-y-z-4x)(1-y-z-\frac{4}{3}x)$

14. $y(1-x-y-z)(1-x-z-4y)(1-x-z-\frac{4}{3}y)$

15. $z(1-x-y-z)(1-x-y-4z)(1-x-y-\frac{4}{3}z)$

16. $\frac{1}{3}xy(x-3y)(3x-y)$

17. $\frac{1}{3}yz(z-3y)(3z-y)$

18. $\frac{1}{3}xz(x-3z)(3x-z)$

19. $xyz(1-x-y-z)$
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