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Abstract—Billions of user images, which are shared on social media, can be widely accessible by others due to their sharing nature. Using machine-generated labels to annotate those images is a reliable solution for user connections discovery on social networks. The machine-generated labels are obtained from encoded vectors using up-to-date image processing and computer vision techniques, such as convolution neural network. By analyzing 2 million user-shared images from 8 online social networks, a phenomenon is observed that the distribution of user similarity based on their shared images follows exponential functions. Users who share visually similar images are likely having follower/followee relationships, regardless of the origins and the content sharing mechanisms of a social network. This phenomenon is nicely formulated for a multimedia big data recommendation engine as an alternative to social graphs for recommendation. By utilizing the formulation of the distribution, it is proven the proposed engine can be 46% better than previous approaches in F1 score and achieves a comparable performance of friends-of-friends approach. To the best of our knowledge, this is the first attempt in related fields to characterize such phenomenon by massive user-shared images collected from real-world SNs, and then formulate into practical analytics engine for connection discovery.
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1 INTRODUCTION

User connection, which can be in many varieties such as users with similar interests and in the same physical location, is a fundamental attribute for online social networks (SNs). On social media, user connections could possibly be follower/followee-relationships in Twitter, and friendships on Facebook. As a result, social graphs (SGs) can be established by those follower/followee-relationships or friendships. By the definition of a connection, two users who have a connection in between them, are more inclined to share similar content [1]. Online service providers such as Twitter and Pinterest possess comprehensive data about user connections, which are used to improve the services they offer to users. However, accessing the SGs, originally provided by users, in many SNs today, is difficult and even unavailable. For example, trending mobile social networking applications, such as WhatsApp and WeChat, keep information exclusive to their related services or technologies. Some users may hide their SGs from being accessed by the public due to their privacy concerns. With such limited access to SGs, effective discoveries of user connections for novel applications are almost impossible for researchers, merchants, third-party service providers, and individuals. The aim of user connection discovery (UCD) is to discover hidden connections for applications such as follower/followee recommendations, gender identification and origin inference by analysing user-shared images. Two users with a connection are not necessary to be followers/followees, but they share similar online profiles, such as gender and location [2]. Billions of user-shared images are generated by individuals everyday in many SNs, and this particular form of user generated content is very widely accessible by others due to its nature for online social sharing. Hence, using computer vision/image processing techniques to discover user connections is a more accessible alternative than SGs for many applications. The images are first encoded into vectors, followed by a clustering to annotate the same unique machine-generated label on the images of the same cluster. User profiles are built based on the occurrence of the labels in bag-of-features tagging (BoFT) for UCD [1], by computing the user similarities with their profiles. It has been proven that the distribution of the similarity follows an exponential function.

The UCD is not affected by the techniques used to encode an image [3], such as scale-invariant feature transform (SIFT), or GIST [4], which are hand-engineered for object recognition tasks. Recently, convolutional neural network (CNN) is proven to be effective for object recognition [5] [6]. Motivated by humans’ visual systems, in which neurons of CNN are arranged to respond to small regions, the structure of CNN comprises of several layers of non-linear feature extractors, which is handcrafted with learnable weights and biases from data. Different from traditional hand-engineered representations of images, CNN seeks to learn rich features automatically through a feature learning process and build a hierarchical representation from low level to high-level features. This work applies a pre-trained CNN [6] to encode images, by using the layer before the softmax layer as the encoded vector. It is interesting to investigate if the same conclusion can be found in the distribution of user similarity when another technique is used [7], and the improvement using CNN. The user profiles are calculated with the same procedures as BoFT [1]. When
the SGs are only accessible by exclusive parties, using user-shared images to discover user connections is proved in [1] to be a more accessible and effective alternative to the traditional approach, such as using user annotated tags or SGs, in many SNs today. Fig. 1(a) to (d) show examples of discovered follower/followee relationships. Those relationships can be discovered through the similarity among their SGs and shared images.

A phenomenon of user-shared images on social media is proved and characterized that related users, who form a follower/followee relationship, share visually similar images, results in higher similarities [1]. Effective methods are therefore developed by more accessible user-shared images for UCD through the characterized phenomena. It is based on a simple computer vision approach for analysing images to calculate the user similarity from their shared images. However, there is no investigation on how the characterized phenomena can improve the recommendation, and it is not clear if other SNs with different origins and content sharing mechanisms are applicable to the same framework. As a result, main contributions of this research work are: 1) applying machine-generated labels to detect social signal from user-shared images, and proving that the users of a follower/followee pair share visually similar images, regardless of the origin country and content share mechanism of a SN; 2) proving that the user similarity distributions from their shared images follows an exponential function; 3) formulating the distributions for a multimedia big data recommendation system, and utilizing the formulation to obtain optimized cutoff similarity for a better follower/followee recommendation; 4) verifying the formulation with datasets from 8 SNs with 2M user-shared images with different origins and content sharing mechanisms.

This paper is organized as follows: section 2 discusses the related work, while section 3 introduces and summarizes the development of machine-generated labels. Section 4 conducts measurements on the user behaviours based on machine-generated labels, as well as introducing the model function and formulating the distributions. Section 5 proposes the UCD engine, with section 6 presents the experimental results. Section 7 concludes the papers.

2 Related Works

User connections are always an important information for a SN operator to improve their service relevance, such as follower/followee recommendations [8]. Recommendations are possible as those connections are not formed randomly, but following the power law distribution [9]. Similar users, such as users with the similar location [10], trajectory [11], mutual friends [12] and interest [13], tend to form follower/followee. Fig. 1 (a) and (b) show examples of ground truth and SG-based approach for follower/followee recommendations, on a network with 4 users. It is observed that many follower/followee relationships can be found. However, such observation is not shown when the relationships are recommended randomly. As a result, even without the access to SGs, UCD is also achievable using user common interests inferred from user inputs [14], [15] or user generated content [16], [17] and other personal information [13], [18], [19], [20], [21]. In particular, using user generated content is a common alternative as they refer user’s interests, especially images, that are widely accessible by others and shared by many people. A common way to UCD is to utilize user annotated tags that are applied to their shared images [22], in which those tags are simple wordings created by users as a meta-data to describe their shared images [23]. These textual tags can reflect a certain level of user interests, and hence, user connections are possibly discovered or recommended by matching users with high similarities in their annotated tags. Due to the inconsistency of different wording and languages, or even levels of details, user annotated tags are therefore unreliable [24], [25] and cause a poor UCD or recommendation accuracy.

An emerging image-based approach [25] [26] applies computer vision or signal-processing techniques to understand user interests by producing machine annotated labels from recognized objects and in the context of user-shared images. Fig. 1 (c) shows an example of ground truth and image-based approach for follower/followee recommendations, on a network with 4 users. It is concluded that image-based approach can also tell follower/followee relationships, through their shared images. Given a set of images, the images are first encoded into a vector with $R$
dimensions by some image processing or computer vision techniques. Feature-based [27] [28] and colour-based techniques [29] are proven to be useful for encoding images [3]. If a colour-based technique is used, 2 images with the same machine-generated labels are with similar colour. One of the possible approaches is convolutional neural networks for image encoding [7]. As a result, 2 images with the same label are likely to be similar objects. User profiles are then built using the occurrence of those labels on their shared images, and their image similarity can be calculated accordingly. It is proven that 2 users with a higher value of image similarity are more likely to be follower/followee [1] on Skyrock and 163, where the distribution of the image similarity follow an exponential function. However, there is no investigation how the characterized phenomena can improve the recommendation, and it is not clear if other encoding techniques and SNs are applicable to the same framework. Based on this observation, the major differences of this paper to the previous one [1] are: 1) scraping and studying 6 more SNs: in which there are 2M user-shared images studied, and conclude an exponential function can well model the similarity distributions of the 8 SNs; 2) enhancing the mathematical formulation, and hence proposing a new method to utilize the modeled distribution for a better recommendation; 3) introducing and studying $S_{i,j}$, the cutoff similarity, in which the F1 score is 46% higher than the one in [1]; 4) proposing a method to obtain $S_{i,j}$ to maximize F1; 5) adopting the state-of-the-art technique, CNN, for image encoding, and proved that it has out-performed the previous works;

3 User Connection Discovery with Machine-generated Labels

This section introduces and summarizes the recent development of UCD with machine-generated labels. The first part introduces the framework for discovering user connections from user-shared images through machine-generated labels, which is followed by how the connections can be applied in follower/followee recommendation. The way to discover connections from the user profiles is also discussed.

3.1 Machine-generated Label and User Profile

Machine-generated labels are used to represent visual features in a user-shared images. Fig. 2 shows the flow. The user-shared images are first encoded. In this paper, instead of using a pre-trained classifier and the class label (e.g., ‘car’ and ‘cat’), an unsupervised approach for clustering, is used for generating labels. Many image encoding techniques, such as SIFT [28], GIST [4], and CNN [6] are also applicable for UCD [3]. In particular, CNN is adopted in this work. In this work, the last layer of the CNN from [6] was used as the encoded vector. The encoded vectors are then clustered into $K$ clusters using $K$-means, and images in the same cluster are assigned with the same unique label, as shown in step 2 and 3 of Fig. 2. The occurrence of $k$-th labels among the shared images of a user $i$, $l_{i,k}$, is counted from the clustering assignment. The connections are discovered by user profile (step 5 of Fig. 2), is hence defined as follows:

$$L_i = \{l_{i,1}, \ldots l_{i,k}, \ldots l_{i,K}\}$$

(1)

where $K$ is the total number of possible labels, which is the number of clusters during the clustering process. UCD is based on the image similarity of two users (step 3 of Fig. 2), $i$ and $j$, by a popular formula, cosine similarity:

$$S_{i,j} = S(L_i, L_j) = \frac{L_i \cdot L_j}{||L_i|| \cdot ||L_j||}$$

(2)

where $L_i$ and $L_j$ are the profile of users $i$ and $j$, respectively.
Other similarity calculations will also work. Note that as cosine similarity is used in this work, \( L_i \) does not have to be normalized, as \( ||L_i|| \) and \( ||L_j|| \) are in the denominator of Eq. 2. These connections can be used to discover online friendships and identify the user gender, and it is proven that two users with a higher similarity are more likely be a pair of follower/followee [1]. In follower/followee recommendation, the goal is to recommend a set of users with the highest probability with a user. Other approaches, such as matrix factorization [30], can be applied for recommendation. The coming section discusses how follower/followee recommendation can be conducted with the similarity.

### 3.2 User Profile and Recommendation

Follower/followee recommendation is one of the most popular applications on social media. The goal is to recommend a user to another user that they are likely to become follower/followee, such as, they share similar interests. A user pair, users \( i \) and \( j \), can be considered as two classes; one is a related pair while the other one is unrelated:

\[
C_{i,j} = \begin{cases} 
1 & \text{if two users are related as follower/followee} \\
0 & \text{if otherwise},
\end{cases}
\]

\[ (3) \]

where \( C_{i,j} = 1 \) is the class of related pairs, in which a user pair is a pair of follower/followee, and \( C_{i,j} = 0 \) is the class of unrelated pairs, in which a user pair does not have an online friendship. Follower/followee recommendation should be made based on the probability that users \( i \) and \( j \) is a related pair given the image similarity of user \( i \) and \( j \) is \( s \), where \( s \) is a value range from 0 to 1, \( P(C_{i,j} = 1|S_{i,j} = s) \). The recommendation should be made from the highest \( P(C_{i,j} = 1|S_{i,j} = s) \) to the lowest. If \( P(C_{i,j} = 1|S_{i,j} = s) \) is increasing, i.e., 2 users with a higher \( S_{i,j} \) are always more likely to be friends, the problem can be formulated as [1]:

\[
U_{i,j}^* = \arg \max_{U_{i,j}} \prod_{j=1}^{j} S_{i,j}, \text{ where } j \in U_{i,j}
\]

\[ (4) \]

where \( U_{i,j} \) is the list of users to be recommended to user \( i \), given the image similarities of all users and the list of users that are most likely to be related pairs with user \( i \). By selecting the top \( J \) users with the highest \( S_{i,j} \) with user \( i \), Eq. 4 can be maximized, i.e., the recommendations are most likely to be accepted. Hence, the list of recommended users are those with the higher image similarity to user \( i \). However, it is not clear whether \( P(C_{i,j} = 1|S_{i,j} = s) \) is increasing on different SNs, especially SNs from different origins and content sharing mechanisms. As well, even the recommendations have the highest probability to be accepted, some recommendation could be noisy, as they may have very little probability to be accepted. Hence, it is desirable to improve Eq. 4 such that those recommendations with a very low probability to be accepted are filtered. The next section introduces the 8 datasets and how they are collected, conduct measurements on the 8 SNs and model the distribution.

### 4 Measurements on User-shared Images

The goal of this section is to prove and observe the characteristics of user-shared images. The measurement is based on 2 million images and 20 million connections of following/followee from 8 real SNs originating from the East and the West with 2 different content sharing mechanisms. The first part introduces the collected massive data, study the increasing trend of \( P(C_{i,j} = 1|S_{i,j} = s) \) and the second part characterizes the images.

#### 4.1 Dataset from 8 SNs

Those images are originally shared by users in the dataset. The dataset, collected and organized from 2013 to 2014, includes most of the public information, including user IDs, follower/followee relationships and shared images. In order to maintain the randomness of the dataset, the users are selected randomly from a larger set of users. The personal information such as names and locations are anonymized in the analysis. Table 1 shows the statistics of these datasets. The total relationship is follower/followee relationship involving a selected user and any user. Existing relationships are those follower/followee relationships among selected users only. The datasets of Flickr, Twitter, Tencent Weibo, Skyrock and 163 Weibo are collected through their official API. No authorisation is needed in these SNs for collecting the user connections and the user-shared images. Pinterest, Digu and Duitang do not provide any official API for data collection and the data of is collected by HTTP requests.

#### 4.2 Increasing Trend of \( P(C_{i,j} = 1|S_{i,j} = s) \)

The connection between 2 users indicates that they share some similarity. Table 2 shows the average \( S_{i,j} \) for related and all pairs on different SNs. It is observed that related pairs have a higher \( S_{i,j} \) on all SNs. The table also shows the standard deviation of all pairs, \( \sigma \), the z-score, \( z \). The \( z \) is the values of a null hypothesis that related and all users have a smaller or equal similarity, and an alternative hypothesis that related user has a higher \( S_{i,j} \) than unrelated users. It is observed that the \( z \) on all SNs are large. If the corresponding \( p \) of each value of \( z \) is calculated, it tends to be zeros on all SNs. This observation proves that related pairs always have higher similarities, regardless of the origin and the content sharing mechanisms, of the SN. Note that the value of average \( S_{i,j} \) of unrelated and all pairs are close, as the number of unrelated pairs is much larger than related pairs. It is also interesting to investigate whether the probability that users \( i \) and \( j \) are related, \( P(C = 1|S_{i,j} = s) \), is an

<p>| TABLE 2: Average ( S_{i,j} ) for related, all, and unrelated pairs, and the corresponding ( \sigma ), ( z ) and ( p ) |
|-----------------------------------|--------|--------|--------|--------|--------|</p>
<table>
<thead>
<tr>
<th>related</th>
<th>unrelated</th>
<th>all</th>
<th>( \sigma )</th>
<th>( z )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flickr</td>
<td>0.276</td>
<td>0.0793</td>
<td>0.0803</td>
<td>0.0814</td>
<td>90.6</td>
</tr>
<tr>
<td>Pinterest</td>
<td>0.230</td>
<td>0.162</td>
<td>0.162</td>
<td>0.110</td>
<td>21.4</td>
</tr>
<tr>
<td>Twitter</td>
<td>0.183</td>
<td>0.116</td>
<td>0.116</td>
<td>0.0886</td>
<td>27.8</td>
</tr>
<tr>
<td>Skyrock</td>
<td>0.106</td>
<td>0.0329</td>
<td>0.0339</td>
<td>0.0693</td>
<td>89.0</td>
</tr>
<tr>
<td>Duitang</td>
<td>0.230</td>
<td>0.145</td>
<td>0.150</td>
<td>0.122</td>
<td>16.6</td>
</tr>
<tr>
<td>Digu</td>
<td>0.150</td>
<td>0.112</td>
<td>0.113</td>
<td>0.0903</td>
<td>11.8</td>
</tr>
<tr>
<td>163 Weibo</td>
<td>0.112</td>
<td>0.0370</td>
<td>0.0376</td>
<td>0.0876</td>
<td>35.4</td>
</tr>
<tr>
<td>Tencent Weibo</td>
<td>0.0749</td>
<td>0.0584</td>
<td>0.0585</td>
<td>0.0865</td>
<td>8.23</td>
</tr>
<tr>
<td>Average</td>
<td>0.136</td>
<td>0.0707</td>
<td>0.0703</td>
<td>0.0920</td>
<td>37.6</td>
</tr>
</tbody>
</table>
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Fig. 3: User interfaces of SNs from the West and the East, with different content-sharing mechanisms.

TABLE 1: The datasets from 8 real-world SNs measurement

<table>
<thead>
<tr>
<th>origins</th>
<th>social network</th>
<th>user-shared images</th>
<th>total relationships</th>
<th>existing relationships</th>
<th>network density</th>
<th>users</th>
<th>*sharing mechanism</th>
</tr>
</thead>
<tbody>
<tr>
<td>US</td>
<td>Flickr</td>
<td>201,006</td>
<td>92,056</td>
<td>1418</td>
<td>0.48%</td>
<td>562</td>
<td>image-oriented</td>
</tr>
<tr>
<td>US</td>
<td>Pinterest</td>
<td>324,369</td>
<td>483,798</td>
<td>1212</td>
<td>0.35%</td>
<td>600</td>
<td>image-oriented</td>
</tr>
<tr>
<td>US</td>
<td>Twitter</td>
<td>150,696</td>
<td>14,487,045</td>
<td>1364</td>
<td>0.65%</td>
<td>462</td>
<td>general</td>
</tr>
<tr>
<td>France</td>
<td>Skyrock</td>
<td>176,547</td>
<td>2,439,058</td>
<td>7348</td>
<td>1.41%</td>
<td>722</td>
<td>general</td>
</tr>
<tr>
<td>China</td>
<td>Duitang</td>
<td>596,342</td>
<td>21,019</td>
<td>654</td>
<td>0.43%</td>
<td>391</td>
<td>image-oriented</td>
</tr>
<tr>
<td>China</td>
<td>Digu</td>
<td>148,337</td>
<td>43,141</td>
<td>798</td>
<td>0.49%</td>
<td>404</td>
<td>image-oriented</td>
</tr>
<tr>
<td>China</td>
<td>163 Weibo</td>
<td>187,491</td>
<td>850,487</td>
<td>1732</td>
<td>0.71%</td>
<td>493</td>
<td>general</td>
</tr>
<tr>
<td>China</td>
<td>Tencent Weibo</td>
<td>490,624</td>
<td>1,091,492</td>
<td>2176</td>
<td>0.86%</td>
<td>503</td>
<td>general</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>2,275,412</td>
<td>19,508,096</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note: Users of a SN with general sharing mechanism can share images/videos/texts/etc. Image-oriented SNs are mainly with images

increasing function. If so, it implies that a user pair is more likely to be related with a higher value of $S_{i,j}$, and Eq. 4 is applicable.

It is desirable to directly measure $P(C = 1 | S_{i,j} = s)$ from the dataset. Unfortunately, $S_{i,j}$ is a continuous variable from 0 to 1, it is not possible to obtain enough user pairs with exact $S_{i,j} = s$. As a result, the value of $P(C = 1 | S_{i,j} = s)$ cannot be measured directly from data measurements. Alternatively, the method of density estimation [31] is applied to estimate the probability density function (PDF) of related pairs, $f(S_{i,j} = s | C = 1)$, and all pairs, $f(S_{i,j} = s)$, from the observed discrete data with a kernel estimator. The estimator requires a parameter, window width. A larger value of window width can average out the noise, while a small window width can preserve the local features. Fig. 4 shows the estimated PDF of all pair, $f(S_{i,j} = s)$, on a real SN, Skyrock. The solid line is the estimated $f(S_{i,j} = s)$, and the circles are the observed $S_{i,j} = s$ of pairs. It is observed that the range with more observed $S_{i,j} = s$, $f(S_{i,j} = s)$ has a higher value, as shown in the left part of the figure. While $f(S_{i,j} = s)$ is lower when there are fewer observed $S_{i,j}$, as shown in the right part of the figure. It is a good estimation of the PDF.

By using a Bayesian approach, $P(C = 1 | S_{i,j} = s)$ can be computed by:

$$P(C = 1 | S_{i,j} = s) = \frac{P(S_{i,j} = s | C = 1) P(C = 1)}{P(S_{i,j} = s)}$$

(5)

$P(C_{i,j} = 1)$ is the probability that users $i$ and $j$ are a related pair, which is number of related pairs divided by number of all pairs, and equals to the network density.
they are all increasing functions, and follower/followee P compute tive distribution function (CDF) from the observed data to all pairs, for a P related by Their Shared Images

4.3 Characterizing the Probability that Users Are Re-

measurements. Hence, it is a constant number that can be obtained from data measurements. Hence, $P(C = 1 | S_{i,j} = s)$ can be estimated by the PDFs or related and all pairs:

$$P(C = 1 | S_{i,j} = s) = \frac{f(S_{i,j} = s | C = 1) P(C = 1)}{f(S_{i,j} = s)} \tag{6}$$

It is interesting to investigate if $P(C = 1 | S_{i,j} = s)$ is an increasing function. Fig. 5 show the measurement of $P(C = 1 | S_{i,j} = s)$ on the 8 SNs. It is observed that they are all increasing functions, and follower/followee recommendation can be made by recommending users with highest $S_{i,j}$ with user $i$. Besides $P(C = 1 | S_{i,j} = s)$, it is also interesting to investigate how to utilize the distribution through modeling. The coming section studies and models the distributions of the 8 SNs for recommendation.

4.3 Characterizing the Probability that Users Are Related by Their Shared Images

Although the estimator can show the trend of $P(C = 1 | S_{i,j} = s)$, but it requires a parameter, window width. If the window is small, spurious noise may appear, while a large window width may mask the of the distribution. It is desirable to model these distributions, from the cumulative distribution function (CDF) from the observed data to compute $P(C = 1 | S_{i,j} = s)$. This section first introduces a function that can apply to model the CDF. The cross in Fig. 6 shows the measurements of CDFs of related and all pairs, for a $S_{i,j}$, $F(S_{i,j} | C_{i,j} = 1)$ and $F(S_{i,j})$, from the 8 SNs, respectively. It can be concluded that the CDF of related and all pairs of all SNs follow similar trends. As observed in [1], the PDF of the distributions of related and all pairs, $f(S_{i,j} = s | C = 1)$ and $f(S_{i,j} = s)$, follow exponential functions. Hence, the CDFs can be modeled by the integration of an exponential function:

$$G(S_{i,j} = s | \lambda) = \frac{1 - e^{-\lambda s}}{1 - e^{-\lambda}}, \text{ for } s \in [0, 1] \tag{7}$$

where $\lambda$ is a real number. The details of $G(S_{i,j} = 1 | \lambda)$ can be found in the appendix A. Note that $G(S_{i,j} = s | \lambda)$ is an increasing function, as well, $G(S_{i,j} = 0 | \lambda)$ and $G(S_{i,j} = 1 | \lambda)$ equal to 0 and 1, respectively. If the value of $\lambda$ is positive, $G(S_{i,j} = s | \lambda)$ grows fast at the beginning, and grow slowly when $s$ is close to 1. Also, a larger value of $\lambda$ will result in a faster growth when $s$ is small. If the value of $\lambda$ is negative, $G(S_{i,j} = s | \lambda)$ grows slowly at the beginning, and grows fast when $s$ is close to 1. As the distribution of related and all pairs are different, there are $2 \lambda$s, $\lambda_r$ and $\lambda_a$, for the distributions of related and all pairs, respectively. As observed in Fig. 6, both $\lambda_r$ and $\lambda_a$ are all positive numbers.

In follower/followee recommendation, a list of $J$ users, $U_{i,j}$, is recommended to user $i$, given the $S_{i,j} = s$ and the list of users that are most likely to be related pairs with user $i$. By using the definition of a CDF [32], Eq. 5 becomes:

$$P(C_{i,j} = 1 | S_{i,j} = s) = \lim_{\Delta s \to 0} \frac{[F(S_{i,j} = s + \Delta s | C_{i,j} = 1) - F(S_{i,j} = s | C_{i,j} = 1)]}{\Delta s} \tag{8}$$

$$= \lim_{\Delta s \to 0} \frac{[F(S_{i,j} = s + \Delta s | C_{i,j} = 1) - F(S_{i,j} = s | C_{i,j} = 1)]}{\Delta s} \tag{8}$$

$$= \lim_{\Delta s \to 0} \frac{G(S_{i,j} = s + \Delta s | \lambda_r) - G(S_{i,j} = s | \lambda_r))}{[G(S_{i,j} = s + \Delta s | \lambda_a) - G(S_{i,j} = s | \lambda_a)]} P(C_{i,j} = 1)$$

Hence, the probability of $P(C_{i,j} = 1 | S_{i,j} = s)$ can be computed by:

$$P(C_{i,j} = 1 | S_{i,j} = s) = \frac{\lambda_r (1 - e^{-\lambda_r}) e^{(\lambda_a - \lambda_r) s}}{\lambda_a (1 - e^{-\lambda_a})} P(C_{i,j} = 1) \tag{9}$$

The detailed steps for Eq. 9 can be found in the appendix B.
This section introduces the flow and formulation of how recommendation can be made with discovered connections. This is a 4-stage (stages A to D) engine as shown in Fig. 7, extending the one in [1] with better formulation and methods to utilize modeled distributions for recommendation. The first part is image collection, followed by connection discovery using CNN. The third part focuses on modeling distribution. The fourth part focuses on how to recommend follower/followees based on the discovered connections and the image similarity distribution. The stages are introduced one by one below.

### 5.1 Image Collection from a SN

The proposed engine carries out data collection as shown in step A of Fig. 7, which shows the process to collect user generated images from social media applications, such as the 8 SNs in the datasets. The images can be provided by the operators of the social media and mobile applications or collected through the API of the SNs. The user generated images can be shared in various forms, such as posted images on social media or images shared through instant messaging applications. On SNs such as on the 8 SNs, user generated images are those images shared by users. This process is ongoing, which means that user-shared images are collected continuously.

### 5.2 Connection Discovery from Images

The objective is to discover connections by annotating user generated images with machine annotated labels, as shown in step B of Fig. 7. The proposed engine applies a computer

---

**Fig. 6:** Distribution of $S_{i,j}$ among related and all pairs on the 8 SNs. All the fitted curves follow the measured points well.

**Fig. 7:** Flow of the proposed recommendation engine: (a) image collection from social media; (b) connection discovery by collected images; (c) distribution modeling; (d) recommendation by discovered connections.
vision approach to give a label to user generated images, which is not affected by the language, culture or other characteristics of the user who shares the image, but is based on the image’s visual appearance only. The accuracy of the user generated tags is unreliable, sometimes even unavailable, and the performance of connection discovery is affected. The proposed engine applies CNN to annotate user generated images with machine annotated labels, called CNN labels. The set of user-shared images of user $i$ is processed by the proposed engine, and a set of CNN labels, $L_i$, is generated to represent user $i$. As discussed, millions of images are generated every day, so an engine that can process big data with scalable storage design is needed for collecting and processing these user-shared images, such as a cloud-assisted engine to handle profile learning and similarity calculation [33] for a scalable engine. The feature vectors are first to split into multiple blocks in the Hadoop Distributed File System (HDFS) and distributed to virtual machines (VMs) for the k-means clustering process. Each VM is in charge of computing the distribution of different labels for several users, and the image similarity is also calculated in a distributed way.

5.3 Distribution Learning

The goal of the learning is to model the 2 distributions from measurements for follower/followee recommendation. This subsection computes the value of the distribution (probability density function) of the 8 SNs by estimating $\lambda_a$ and $\lambda_r$ in Eq. 7. Instead of computing the probability density function from data, the CDF is first estimated, by counting the number of related pairs and all pairs that are smaller than a given $s$. The parameters of the distributions can be estimated accordingly using algorithms such as Trust-Region algorithm [34], using Eq. 7 to estimate $\lambda_a$ and $\lambda_r$ accordingly. The parameters are then stored and used in recommendation.

5.4 Recommendation

The proposed engine can work for many types of recommendations, such as gender and origin [2]. Among those recommendations, follower/followee recommendation is one of the most popular applications on social media. The probability that two users are a related pair, or $C_{i,j} = 1$, given the image similarity of user $i$ and $j$, $P(C_{i,j} = 1|S_{i,j} = s)$ can be calculated by Eq. 2 and Eq. 9 based on $L_i$ and $L_j$. As shown in Fig. 5, $P(C_{i,j} = 1|S_{i,j} = s)$ is an increasing function, one can conclude that a higher $S_{i,j}$ implies a higher chance that a pair of users are friends. The recommendations to user $i$ are the users with the highest $S_{i,j} = s$ with user $i$. Follower/followee recommendation should be made based on $P(C_{i,j} = 1|S_{i,j} = s)$, from the highest to the lowest. On social media, $P(C_{i,j} = 1|S_{i,j} = s)$ will become small when $S_{i,j}$ is less than some value of $s$, which are very unlikely to be related with user $i$. It would be better not to recommend those users, as they are noise to user $i$. Hence, the cutoff of similarity, $\hat{S}_{i,j}$ is defined. For an engine that recommends a list of users to user $i$, Eq. 4 can be expressed as:

$$U_{i,j} = \arg \max_{U_{i,j}} \prod_{j=1}^{J} S_{i,j}, \text{ where } j \subset U_{i,j}$$ (10)

subject to $S_{i,j} > \hat{S}_{i,j}$

where $J$ and $U_{i,j}$ are the number of users and the list of users to be recommended. Note that $J$ is not a constant, it may vary from one user to another, as the similarity of some users may be too low to be recommended. The physical meaning of Eq. 10 is to recommend users only if they have $S_{i,j}$ greater than $\hat{S}_{i,j}$, i.e., users that are more likely to be related with user $i$ than random. In follower/followee recommendation, there are 2 common measurements on the performance. The first one is precision ($p$), which is the percentage of recommendation are related with user $i$, and the second one is recall ($r$), which is the percentage of related users are covered in the recommendation. By using a higher $\hat{S}_{i,j}$, the $J$ recommended users are more likely to be accepted by user $i$ (higher precision), but a fewer number of users can be recommended (lower recall). The value of $p$ can be estimated by computing the expected value of accepted rated as follow:

$$p(\hat{S}_{i,j}) = \frac{\sum_{j=1}^{J} P(C_{i,j} = 1|S_{i,j} = s)}{J}$$ subject to $S_{i,j} > \hat{S}_{i,j}$ (11)

Similarly, $r$ can be estimated by:

$$r(\hat{S}_{i,j}) = \frac{\sum_{j=1}^{J} P(C_{i,j} = 1|S_{i,j} = s)}{N_{C=1}^{(p)}}$$ subject to $S_{i,j} > \hat{S}_{i,j}$ (12)

where $N_{C=1}^{(p)}$ is the number of related pairs among users. The results can be evaluated by a common metric of prediction performance, $F1$ [35], for users with the highest similarities, as in step 2 of Fig. 8. $F1$ can be calculated as:

$$F1(\hat{S}_{i,j}) = \frac{2p(\hat{S}_{i,j})r(\hat{S}_{i,j})}{p(\hat{S}_{i,j}) + r(\hat{S}_{i,j})} = \frac{2 \sum_{j=1}^{J} P(C_{i,j} = 1|S_{i,j} = s)}{N_{C=1}^{(p)} + J}$$ subject to $S_{i,j} > \hat{S}_{i,j}$ (13)

$F1$ gives a good balance between precision and recall. On one hand, if only confidence recommendations are made (e.g., pairs with a high $S_{i,j}$), a high precision can be achieved with a low recall. On the other hand, a high recall rate (e.g., recommend all users) leads to a low precision. It is desirable to find the optimized $\hat{S}_{i,j}$ to obtain the best $F1$. Based on
Fig. 8: Two steps in experimental setup: 1) ranking by $S_{i,j}$ of discovered connections, 2) evaluation by ground truth.

the model, $\hat{S}_{i,j}$, can be estimated by:

$$\hat{S}_{i,j} = \arg\max_{S_{i,j}} F1(S_{i,j})$$

$$= \arg\max_{S_{i,j}} \frac{2 \sum_{j=1}^{J} P(C_{i,j} = 1 | S_{i,j} = s)}{N_{p}^{(p)} + J}$$

$$= \arg\max_{S_{i,j}} \frac{\sum_{j=1}^{J} e^{(\lambda_{u} - \lambda_{v})s}}{N_{p}^{(p)} + J}$$

subject to $S_{i,j} > \hat{S}_{i,j}$

(14)

Fig. 9: $F1$ of follower/followee recommendations with discovered connections using different methods, for 5 to 10 recommendations.

6 EXPERIMENTAL RESULTS

This section introduces how the experiment is conducted, followed by the experimental results. The discussions on 2 parameters, $K$ and $\hat{S}_{i,j}$, conclude this section.

6.1 Experimental Setup for Recommendation

Based on the observation that user pairs with a higher image similarity are more likely to be follower/followee, discovered connections can be evaluated as a follower/followee recommendation engine using $S_{i,j}$. Fig. 8 shows the experiment setup for the evaluation with user-shared images from the 8 SNs. As in step 1 of Fig. 8 (a), the user-shared images are analyzed using CNN, as shown in Fig. 2 (a), and users are represented by user profiles of the distribution of CNN labels that the user has, as shown in Fig. 2 (b). Connections are discovered by computing the pairwise $S_{i,j}$ using Eq. 2 by analysing the user profiles. The distribution of image similarity is then learned accordingly. The list of users to be recommended to user $i$ are ranked by $S_{i,j}$ in the discovered connections. According to Eq. 4, the set of $J$ users is most likely to be follower/followee of user $i$ if they are users with the highest similarities. As a result, the set of users with the highest similarities are recommended to user $i$, in which the recommended users have higher $S_{i,j}$ than $\hat{S}_{i,j}$. The result is measured in $F1$. Three other methods are also implemented for comparative evaluation. The first method is friends-of-friends (FoF), in which user connections are discovered by its similarity with their SGs as an achievable upper bound when the difficult and limited access to SGs are fully available. The second one is the same approach in [1], in which user are recommended by ranking the similarity, without using the knowledge of distributions. The third method is a random method (Rand), in which user connections are discovered based on a randomly assigned similarity value to all possible user pairs. This serves as a baseline, or the lower bound, due to its simplicity.

6.2 Results of Follower/followee Recommendation

The number of recommendations is set to be 5 to 10, to simulate a normal recommendation engine; however, the same trend can be found even when a smaller or a bigger number of recommendations is used. When $S_{i,j}$ is set to be high, only confident recommendations are made (i.e., user pairs with a high $S_{i,j}$), a high $p$ can be achieved, but $r$ will be small as only a few recommendations can be made. $F1$ can make measurements balancing $p$ and $r$. Fig. 9 shows the $F1$ from 5 to 10 recommendations on different SNs. As a SN with a higher density gives a higher $F1$, even with Rand approach. $\hat{F1}$ is the normalized $F1$ which is divided by the $F1$ of Rand on that SN. It makes sure that the high-density SN will not be overweighted in the result, as they have a high $F1$. It is observed that the improvement of the proposed engine, on average, there is a 28% increase in $F1$. More discussion on $\hat{S}_{i,j}$ can be found at the end of this section.

It is also interesting to investigate the differences between eastern and western SNs, as well as image-oriented and general SNs. Fig. 10 (a) and (b) show the comparison of $\hat{F1}$ on between eastern and western, as well as image-oriented and general SNs, respectively. From Fig. 10 (a), FoF gives the best performance. One of the reasons is that FoF makes use of the relationships besides those among users, and hence it gives a better performance, and serves...
Fig. 10: The precision of follower/followee recommendations with connection discovery, for 5 to 10 recommendations, between: (a) eastern and western SNs; (b) image-oriented and general SNs.

Fig. 11: Comparison of follower/followee recommendations with different values of $\hat{S}_{i,j}$, for 5 to 10 recommendations as the upper bound. It is observed that the proposed engine performs better in eastern SNs, in which it achieves 96.1% of FoF performance. It is also 46% better than original approach. On the other hand, the proposed engine is 6.94% better than the original approach on western SNs. A similar observation can be found in Fig. 10 (b). The proposed engine performs better in image-oriented SNs, in which it achieves 98.1% of FoF performance. It is concluded that the proposed engine performs better on Eastern and image-oriented SNs, as the value is much closer to the upper bound, FoF. The reason for a better performance in eastern and image-oriented SNs is that the proposed engine on Daitung and Digu has a comparable performance as FoF. Daitung and Digu have the smallest number of total relationships, as shown in Table 1. The users on those SNs tend to have fewer friends, as a result the SGs are less useful. The proposed engine can achieve a better performance, when there are many missing connections, or the SGs are not accessible.

6.3 Fitting Quality of Distributions

The subsection shows the quality of the fitting of distribution, and the result are shown in Fig. 6. It is observed that they are good fits of the original functions. The fitting can be evaluated by the root-mean-square error (RMSE):

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{B} (y_i - \hat{y}_i)^2}{B}}$$ (16)

where $B$ is the number of points takes, and $y_i$ and $\hat{y}_i$ are the measured values from data and predicted values from the model. Table 3 shows the RMSE of the fitting on different SNs. It is observed that they are relatively small in all SNs. The reason is that the number of all pairs is much greater the number of related pairs (1% of all pairs), and the errors reduced when more samples (related pairs) are available.

<table>
<thead>
<tr>
<th>SN</th>
<th>all pairs</th>
<th>related pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flickr</td>
<td>0.00191</td>
<td>0.0326</td>
</tr>
<tr>
<td>Pinterest</td>
<td>0.00942</td>
<td>0.00778</td>
</tr>
<tr>
<td>Twitter</td>
<td>0.00118</td>
<td>0.0110</td>
</tr>
<tr>
<td>Skyrock</td>
<td>0.00918</td>
<td>0.00963</td>
</tr>
<tr>
<td>Duitang</td>
<td>0.00393</td>
<td>0.0218</td>
</tr>
<tr>
<td>Digu</td>
<td>0.00208</td>
<td>0.00860</td>
</tr>
<tr>
<td>163 Weibo</td>
<td>0.00249</td>
<td>0.0231</td>
</tr>
<tr>
<td>Tencent Weibo</td>
<td>0.00886</td>
<td>0.0325</td>
</tr>
<tr>
<td>Average</td>
<td>0.00782</td>
<td>0.0184</td>
</tr>
</tbody>
</table>

6.4 Results of $\hat{S}_{i,j}$

In Tencent, the performance of recommendation of $\hat{S}_{i,j} = 0.325$ is the best, while $\hat{S}_{i,j} = 0.455$ on Digu. It is interesting to study how to study the effect of $\hat{S}_{i,j} = 0.325$ on different SNs, and how good the proposed engine can estimate $\hat{S}_{i,j}$. Fig. 11 shows the results of different values of $\hat{S}_{i,j}$ and the corresponding actual (from measurement) as well as
predicted (from Eq. 13) normalized $F_1$ on different SNs. The actual $F_1$ is computed by making recommendations with different $\hat{S}_{i,j}$, while the predicted $F_1$ is the one predicted using Eq. 14 with different $\hat{S}_{i,j}$. Note that the two values are normalized by dividing the maximum value in each set of data. As observed, the predicted $\hat{S}_{i,j}$ is a good indicator of the trend of the actual $\hat{S}_{i,j}$. The value of $\hat{S}_{i,j}^{*}$ of different SNs is close to the actual value of the maximum $F_1$.

6.5 Showcase: Comparing CNN and BoFT

It is desirable to investigate how much improvement can be achieved by using a CNN-based approach. An experiment that makes 1-10 recommendation per user has been conducted, and the corresponding $F_1$ is recorded. Note that the experiment does not consider the distribution and $P_{si}$, as the distribution from other approaches may not follow the same distribution. Two approaches are implemented for the evaluation. The first one is Bag-of-features Tagging (BoFT) [1], which has similar procedures as the proposed engine, but uses a SIFT-based technique to encode the vector. It is the baseline to evaluate the improvement by applying CNN for image encoding. The second uses is using the tag generated by CNN [6] (CNNTag), which it is used to classify images by the 1000 objects. The user profiles are built and the connections are discovered using the same procedures as the proposed engine.

The results are shown in Fig. 12. Note that they are then divided by the $F_1$ of the proposed engine, and averaged according to their origins and mechanisms. It is clear that proposed engine is at least 138% better in western SNs, and 69% better in eastern SNs than BoFT. It is proven that the proposed engine is 23% and 75% better than CNNTag in western and eastern SNs. A similar conclusion can be found while comparing their mechanisms. It is proven that the proposed engine is better.

6.6 Showcase: Comparing TF-IDF

One of the most common techniques in using user annotated tags is through term frequency-inverse document frequency (TF-IDF) [36]. It is a statistic method to reflect the importance of a tag in any document in similarity calculation. For those tags that are commonly used across many users have a lower weight. In the experiment, the same procedures as the proposed engine are used, but using TF-IDF when building the user profile:

$$l^{(T)}_{i,k} = (1 + \log(l_{i,k})) \cdot \log(1 + \frac{N^{(u)}(k)}{df(k)})$$

where $l_{i,k}$ is the number of labels of user $i$ on the $k$-th machine-generated label, $N^{(u)}(k)$ is the number of users and $df(k)$ is the user frequency of $k$-th machine-generated label. For example, if $k$-th machine-generated label is annotated on images of 3 users only, then $df(k) = 3$. A label presents in many users has a lower weight. Fig. 13 shows the result of the comparison. It is observed that the approach using TF-IDF can only slightly improve the performance. One of the reasons is the limited number of unique labels.

7 Conclusion

This work has demonstrated that user connections can be discovered using the 2M user-shared images from 8 real world SNs originating from the East and the West with different content sharing mechanisms. It is demonstrated that related users tend to share similar images, and this phenomenon is independent of the origins and sharing mechanisms of the SNs, using a deep learning technique, convolutional neural network. By utilizing this observed
phenomenon, an analytics engine is proposed to discover connections for follower/followee recommendations. To the best of our knowledge, this is the first attempt in related fields to characterize such phenomenon by massive user-shared images collected from real-world SNs, and then formulate and develop the results into practical methods to discover user connections. This work can significantly enhance the understanding of user-shared images on social media, and create a long-term impact to the related fields.

**APPENDIX A**

**DETAILS OF** $G(S_{i,j} = s|\lambda)$

Consider the exponentiate function from [1]:

$$g(S_{i,j} = s|\lambda, \alpha) = \alpha e^{-\lambda s}$$

(18)

As $S_{i,j}$ is ranged for 0 to 1:

$$\int_0^1 g(S_{i,j} = s|\lambda, \alpha) ds = 1$$

$$\int_0^1 \alpha e^{-\lambda s} ds = 1$$

$$\alpha = \frac{1}{\int_0^1 e^{-\lambda s} ds}$$

(19)

$$\alpha = \frac{1}{-\lambda e^{-\lambda t}}|_0^t$$

$$\alpha = \frac{\lambda}{1 - e^{-\lambda t}}$$

(20)

Hence, Eq. 18 becomes:

$$g(S_{i,j} = s|\lambda) = \frac{\lambda e^{-\lambda s}}{1 - e^{-\lambda}}$$

By taking integration from 0 to $t$, where $t \subset [0, 1]$:

$$G(S_{i,j} = t|\lambda) = \int_0^t \frac{\lambda e^{-\lambda s}}{1 - e^{-\lambda}} ds$$

$$= \frac{\lambda e^{-\lambda t}}{1 - e^{-\lambda}}$$

(21)

which is Eq. 7.

**APPENDIX B**

**PROOF OF Eq. 9**

From Eq. 8 and putting Eq. 7:

$$P(C_{i,j} = 1|S_{i,j} = s)$$

$$= \lim_{\Delta s \to 0} \frac{F(S_{i,j} = s + \Delta s|\lambda_r) - F(S_{i,j} = s|\lambda_r)}{F(S_{i,j} = s + \Delta s|\lambda_s) - F(S_{i,j} = s|\lambda_s)}$$

$$\cdot \frac{\lambda_s e^{-\lambda_s s}}{1 - e^{-\lambda_r s}}$$

(23)

$$\approx \frac{1 - e^{-\lambda_r s} e^{-\lambda_s s}}{1 - e^{-\lambda_r s} e^{-\lambda_s s}} P(C_{i,j} = 1) \lim_{\Delta s \to 0} \frac{1 - e^{-\lambda_r s} \Delta s}{1 - e^{-\lambda_s s} \Delta s}$$

(22)

By using l’hôpital rule:

$$P(C_{i,j} = 1|S_{i,j} = s)$$

$$= \frac{1 - e^{-\lambda_r s} e^{-\lambda_s s}}{1 - e^{-\lambda_r s} e^{-\lambda_s s}} P(C_{i,j} = 1) \lim_{\Delta s \to 0} \frac{\lambda_r e^{-\lambda_r s} \Delta s}{\lambda_s e^{-\lambda_s s} \Delta s}$$

(23)
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