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Abstract

The Dynamics of a Changing Arctic Ocean

Peter Davis
St. Edmund Hall, Oxford
Doctor of Philosophy in Earth Sciences
Trinity Term, 2015

The Arctic Ocean is undergoing a period of rapid transition, and many different aspects of its environment (ocean, sea ice, and atmosphere) are changing faster than has ever previously been observed. Motivated by the role that the Arctic plays in the global climate and ocean circulation, the aim of this thesis is to investigate how the changing environment is affecting the dynamics and circulation of the Arctic Ocean.

Observations show that freshwater accumulation in the Beaufort Gyre of the western Arctic Ocean has accelerated over the past decade. First, a simple process model and idealised perturbations to the annual cycle in ocean surface stress are used to show that the decline in Arctic sea ice cover and an increase in the annual mean momentum flux can explain this accelerated accumulation. The adjustment timescale and quantity of freshwater accumulated are determined by a balance between Ekman pumping and an eddy-induced volume flux, highlighting the importance of eddies in the changing Arctic.

Sea ice decline may also drive periodic increases in vertical mixing. Using a 1D model of the Arctic Ocean water column, the competing effects of elevated vertical mixing and enhanced freshwater input on the stratification, the stability of the cold halocline, and the sea ice cover at the surface are explored. An elevated diffusive heat flux driven by stronger vertical mixing has little effect on the sea ice. Instead, the erosion of the cold halocline, which isolates the sea ice from the warm Atlantic water, represents the most important feedback for ongoing sea ice melt.

The changing Arctic Ocean will further affect the freshwater export to either side of Greenland; however, local dynamics will also be important. In this chapter, the vertical structure of the tides in Nares Strait in the Canadian Arctic Archipelago are explored, as tidal turbulence may represent an important frictional constraint for the freshwater flow in this region. The tides propagate as either standing or progressive waves, and the vertical structure is set by the proximity of the semi-diurnal critical latitude, the requirement of no normal flow through the coast, and the strong stratification at the surface. There is little temporal variability in the vertical structure, and tidal dissipation is comparable in magnitude to that over the highly dissipative region of the northwest European Shelf.
The Arctic Ocean is a semi-enclosed mediterranean sea that covers 2.6% of the world’s total oceanic surface. In the vertical, it is characterised by a cold and fresh wind-driven surface layer, separated by the cold halocline from the warm and salty Atlantic layer, and the cold and salty bottom waters. The cold halocline is a unique feature of the Arctic Ocean, and is generally identified by the coincidence of a strong salinity gradient with near freezing temperatures. As salinity dominates density in the Arctic, the cold halocline represents a significant density gradient that isolates the sea ice cover at the surface from the heat contained within the Atlantic layer.

The Arctic Ocean plays a critical role in the global climate through its effect on the large-scale atmospheric energy budget, the global ocean circulation, and the global freshwater cycle. Specifically, excess freshwater that has been evaporated at lower latitudes is delivered to the Arctic Ocean through river run-off, excess precipitation, and an inflow of Pacific water through Bering Strait, and is subsequently exported to the North Atlantic, closing the northern hemisphere freshwater loop. This freshwater is exported directly into the regions of dense water formation, which are critical in maintaining the Atlantic Meridional Overturning Circulation (AMOC), and hence a change in the Arctic freshwater budget may impact the climate of northwestern Europe. Sea ice in the Arctic reflects 80-90% of incoming shortwave solar radiation back into space due to its high albedo surface, and it limits the turbulent exchange of heat and momentum between the
atmosphere and the ocean. Consequently, it helps maintain the low temperature environment of the high latitude regions and thus the equator-to-pole temperature difference, which is crucial in driving the global atmospheric and oceanic circulation. Furthermore, carbon uptake by biological and physical processes in the Arctic accounts for 10-12% of the total global oceanic carbon uptake, and therefore compared to its surface area, the region plays a disproportionately important role in the global carbon cycle.

Over the past few decades, the Arctic has been undergoing a period of rapid transformation, and many different aspects of its environment have been changing at their fastest rate on record. One of the clearest indicators of change is the rapid decline that has been observed in the Arctic sea ice cover. Since 1979 the monthly mean sea ice extent has declined at \(-3.8 \pm 0.3\%\) per decade, and the sea ice cover reached a record minimum extent in 2007, and again in 2012. Sea ice thickness has also been declining, and the Pan-Arctic Ice Ocean Modelling Assimilation System (PIOMAS) suggests that sea ice volume has decreased by \(-2.8 \times 10^3\) km\(^3\) per decade since 1979, in agreement with shorter observational records. Overall, it is expected that the Arctic will become ice-free in summer sometime between the middle and the end of the century. At the same time, the sources, sinks, and distribution of freshwater in the Arctic Ocean have been fundamentally changing. Runoff from Eurasian rivers has increased by 7% between 1936 and 1999, and the rate of freshwater accumulation in the western Arctic Ocean has been accelerating. Freshwater input from sea ice melt has noticeably increased, and between 1992 and 2012, the freshwater content of the entire Arctic increased at a rate of 600 \pm 300\) km\(^3\) yr\(^{-1}\) (approximately 7% of the annual input). In the future, freshwater accumulation in the Arctic is expected to continue, as a warming climate drives an enhanced hydrological cycle with increased moisture transport towards the polar regions.

The impacts of these changes, along with many others, will be felt both locally and globally. Within the Arctic itself, sea ice decline will affect the transfer of wind momentum into the upper ocean, and over the coming decades, is expected to lead to an overall spin-up of the Arctic Ocean, with implications for the freshwater budget and the export of
freshwater to the North Atlantic. In addition, stronger wind forcing may fundamentally change the levels of turbulence and vertical mixing within the Arctic Ocean, by generating strong inertial motions over open water. Elevated vertical mixing may erode the cold halocline or drive an enhanced vertical diffusive heat flux, fundamentally altering the extent to which the sea ice cover at the surface is isolated from the warm Atlantic water. On the other hand, the projected increase in the freshwater input may act to offset the effect of elevated vertical mixing by increasing the strength of the stratification. On more global scales, sea ice decline is affecting the stability of the Arctic atmosphere, increasing the baroclinicity and changing storm activity. It has been hypothesised (although the physics remain highly contentious) that “Arctic Amplification” (whereby the ice-albedo feedback effect has caused the mean atmospheric temperature over the Arctic to rise at almost twice the rate of the global average) has already modified the midlatitude jet stream, with implications for northern hemisphere weather patterns. Observations and modelling studies have shown that increased Arctic freshwater export can impact dense water formation, with implications for the AMOC, the climate of northwestern Europe, and the dynamics of the global atmospheric circulation.

Motivated by the dramatic changes occurring in the Arctic environment, and the wide-ranging and significant impacts that these changes may have at both local and global scales, the aim of this thesis is to explore and understand how the changing environment is affecting the Arctic Ocean’s circulation and dynamics using both simple numerical models and observations. In Chapter 2, the physical processes behind the accelerated accumulation of freshwater in the western Arctic Ocean and its link with Arctic sea ice decline are considered, whilst in Chapter 3, the effects of elevated vertical mixing and enhanced freshwater input on the stratification, the strength of the cold halocline, and the sea ice cover at the surface are examined. In Chapters 4 and 5 the local dynamical processes that set the vertical structure of the tides in Nares Strait are explored, as turbulence generated by tides may represent an important frictional constraint on the Arctic freshwater export through this region. Implications of the work in this thesis are discussed in Chapter 6.
The Beaufort Gyre in the Canadian Basin of the western Arctic Ocean is a permanent anticyclonic circulatory feature driven by the winds associated with the atmospheric Beaufort High. It accumulates freshwater through Ekman convergence and the mechanical deformation of the salinity field, and contains approximately 25% of the total Arctic Ocean freshwater content. Recent satellite and hydrographic observations have shown that the rate of freshwater accumulation in the Beaufort Gyre has accelerated over the past decade, coinciding with the dramatic decline in Arctic sea ice cover. It has been proposed that this accelerated accumulation is a dynamical adjustment in response to the changing efficiency by which wind energy is transferred through a thinner and weaker sea ice cover, and if the period of time over which the Arctic Ocean adjusts to a change in forcing is close to seasonal, the emergence of an asymmetrical annual cycle in ocean surface stress (i.e. the integrated stress felt by the ocean from the wind blowing over a partly ice-covered Arctic) may also be responsible for driving multiyear trends in the freshwater content. By idealistically perturbing the annual cycle in ocean surface stress in a simple reduced gravity model of the Canadian Basin, a linear relationship is found between the annual mean momentum flux and the accumulation of freshwater in the Beaufort Gyre: as sea ice is becoming thinner and more broken up, the ocean surface stress is increasing for the same wind speed, resulting in an accelerated linear accumulation of freshwater in the Beaufort Gyre. In the model, both the adjustment timescale and the quantity of freshwater accumulated are determined by a balance between Ekman pumping and an eddy-induced volume flux towards the boundary, highlighting the importance of eddies in the adjustment of the Arctic Ocean to a change in forcing. On the other hand, when the seasonal cycle in ocean surface stress is modified (but the annual mean is held constant), there is no change in the net freshwater content of the Beaufort Gyre, as the adjustment timescale is considerably longer than seasonal (14 years). Nevertheless, it does impact the timing and amplitude of the annual cycle in Beaufort Gyre freshwater content, which may have implications for the magnitude and seasonality of the freshwater export to the North Atlantic.
If it were to reach the surface, there is enough heat contained within the Atlantic layer of the Arctic Ocean to melt all sea ice in the Arctic within a few years. This heat, however, is currently isolated from the surface by the strong stratification associated with the cold halocline (which limits the depth to which surface-generated mixing can penetrate), and internal wave mixing in the Arctic is presently too weak to drive a significant diffusive heat flux. Over the coming decades, however, freshwater input to the Arctic is expected to increase, and the decline in Arctic sea ice cover is likely to drive periodic increases in internal wave mixing during ice-free periods. Using a 1D model of the Arctic Ocean water column, the effect of these competing processes on the stratification and the stability of the cold halocline are explored, and their role in the ongoing melting of Arctic sea ice is quantified. Elevated vertical mixing initially warms the mixed layer due to an enhanced diffusive heat flux, however, the change in mixed layer temperature is too small to adversely affect the sea ice cover at the surface. In the Eurasian Basin, the elevated vertical mixing also strengthens the stratification over the Atlantic layer; after about a decade, this effect dominates, and the mixed layer begins to cool. The sea ice cover can be significantly affected if the elevated vertical mixing is strong enough to completely erode the cold halocline, and allow the heat contained within the Atlantic layer to be directly entrained into the mixed layer. This occurs within as little as 10 years in the Eurasian Basin, but in the Canadian Basin the stronger stratification ensures that the cold halocline always remains stable. Overall, the results suggest that until the cold halocline is eroded, the sea ice cover at the surface will remain largely immune to the heat contained within the Atlantic layer.

The changing dynamics of the surface freshwater layer, as well as the projected increase in the freshwater content of the Arctic Ocean will further affect the export of freshwater to either side of Greenland. However, local dynamics in these export regions are also likely to play an important role. The day-to-day variability in the flow through Nares Strait to the west of Greenland, through which approximately 30-50% of the total Canadian Arctic Archipelago freshwater export passes, is dominated by the tides. Consequently, tidally-generated turbulence may represent an important frictional constraint
on the subtidal flow. Using observations collected in Nares Strait between 2003 and 2006, and output from Version 8 of the Oregon State University TOPEX/Poseidon Global Inverse Solution (TPXO8) barotropic tidal model, the dynamical processes responsible for setting the vertical structure of the tides in Nares Strait are investigated in detail, providing the first steps towards a full understanding of the role they may play in controlling the export of freshwater through this region. The analysis shows that the semi-diurnal tides propagate with standing wave characteristics, explaining the unusually strong tidal currents that are observed in Nares Strait, whilst the diurnal tides propagate with a more progressive nature. There is significant variability in the vertical structure of the tides, and fitting simple boundary layer models to the observed vertical structure suggests that the important dynamical processes behind the vertical variability are the proximity of the strait to the semi-diurnal critical latitude, the requirement of no normal flow through the coastlines, and the strong stratification in the upper water column. In contrast, there is little temporal variability associated with the quasi-annual cycle in ice conditions and the presence of a second under-ice no slip boundary layer (although it must be noted that the observations do not extend above a depth of 30 m). Estimates of depth-integrated tidal dissipation calculated from the simple boundary layer models are consistent with the TPXO8 tidal model, and are comparable in magnitude to that over the highly dissipative region of the northwest European Shelf.

The work in this thesis has a number of implications for the the wider Arctic and scientific community. Individually, the work in each of the chapters provides new insight into the physical processes that will be important for the changing Arctic Ocean, and highlight not only how a reduction in sea ice cover will affect the ocean, but also how the ocean will affect the sea ice. However, none of these dynamical processes will operate in isolation, and the complex feedbacks that arise between them will define the overall response of the Arctic Ocean to the changing environment. In terms of modelling the changing Arctic, future studies should work to incorporate the physics associated with sea ice decline and the changing momentum transfer through sea ice into state-of-the-art coupled atmosphere-ice-ocean models, and more attention should be given to the
parameterisations of turbulent mixing in the Arctic Ocean. In addition, eddies are likely to play an immensely important role in the adjustment of the Arctic Ocean to a change in forcing, and future modelling and observational studies should investigate their dynamics in more detail. Overall, in light of the rate at which the Arctic is changing, and the many feedback processes that are likely to continue to drive further environmental change over the coming decades, future studies that aim to make progress in understanding the dynamics of the changing Arctic Ocean should be a priority.
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Chapter 1

Introduction: The Arctic Ocean

Despite only covering 2.6% of the world’s total oceanic surface (Rey, 1982), and containing only 1% of the total ocean volume (Haine et al., 2015), the Arctic Ocean forms a pivotal part of the climate system through the role it plays in the global freshwater cycle, the global ocean circulation, and the large-scale atmospheric energy budget. Many different components of the Arctic environment, however, (including the atmosphere, ocean, and sea ice) are currently experiencing a period of rapid change, and these changes are expected to have significant impacts both within the Arctic itself, but also at lower latitudes. The aim of this thesis is to investigate how this changing environment may impact a number of different aspects of the Arctic Ocean’s circulation and dynamics in order to better understand how the region may operate in the future.

1.1 Geography and Bathymetry

The Arctic Ocean is a semi enclosed mediterranean sea (Figure 1.1), bounded by Greenland, Canada, Alaska, Siberia, Russia, and Scandinavia. It is characterised by the existence of a deep central basin surrounded by extensive shallow shelf seas, which cover 53% of the total Arctic area ($9.7 \times 10^6$ km$^2$; Haine et al., 2015). The deep central basin is split by the Lomonosov Ridge at a depth of 1600 m into the Eurasian Basin and the Canadian Basin, which reach depths of 4500 m and 4000 m, respectively (Rudels, 2015). The Eurasian Basin is further divided into the southern Nansen Basin and northern Amundsen Basin by the Gakkel Ridge, and the Canadian Basin into the Canada Basin.
Figure 1.1: Bathymetry of the Arctic Ocean from the International Bathymetric Chart of the Arctic Ocean (Jakobsson et al., 2012). BS stands for Bering Strait, CS for the Chukchi Sea, ESS for the East Siberian Sea, MB for the Makarov Basin, LS for the Laptev Sea, KS for the Kara Sea, BaS for the Barents Sea, BSO for the Barents Sea Opening, FS for Fram Strait, Sca for Scandinavia, CAA for the Canadian Arctic Archipelago, BB for Baffin Bay, and FHS for Fury and Hecla straits. The black box highlights the location of the Canadian Arctic Archipelago which will be discussed in more detail in Chapter 4.

and the Makarov Basin (Figure 1.1) by the Alpha and Mendeleev Ridges (Rudels, 2015). The Russian and Siberian periphery of the Arctic Ocean is composed of 5 epicontinental seas: the Chukchi Sea, the East Siberian Sea, the Laptev Sea, the Kara Sea, and the Barents Sea (CS, ESS, LS, KS, and BaS, respectively in Figure 1.1). They cover 48% of the total area, but due to their shallow average depth of only 100 m, make up no more than approximately 4% of the total volume (Jakobsson et al., 2004). In contrast, against the coasts of Greenland, Canada, and Alaska, the continental shelf is only 50-90 km wide, with an average depth of 200 m (Tomczak and Godfrey, 2003).

The Arctic Ocean has four major connections to the surrounding oceans: Fram Strait,
Bering Strait, the Barents Sea Opening, and the convoluted channels and passageways of the Canadian Arctic Archipelago (FS, BS, BSO, and CAA, respectively in Figure 1.1). Fram Strait is the only deep connection that allows for two-way exchange (2600 m deep, 580 km wide; Rudels, 2015), and the latter three act more as sills than passageways in terms of the dynamics that affect the exchange of water between the Arctic, Pacific, and Atlantic (Rey, 1982). Bering Strait is 85 km wide and 50 m deep, the Barents Sea Opening is 480 m deep and 820 km wide, and the convoluted channels of the Canadian Arctic Archipelago (CAA) range in width from 1.9 km to >50 km and in depth from 65 m to 600 m (although the sill depths are considerably less; Rudels, 2015).

1.2 Role in Global Climate

The role that the Arctic Ocean plays in the global climate spans many different aspects of its hydrosphere, cryosphere, biosphere, and atmosphere; a number of its more important roles are summarised here.

The Arctic Ocean forms a critical part of the global hydrological cycle by closing the northern hemisphere freshwater loop. Through both meridional distillation, whereby freshwater is evaporated in the warm tropics and precipitated over the cold polar regions, and zonal distillation, by which westward atmospheric moisture transport over the Isthmus of Panama results in the Pacific being fresher than the Atlantic, the Arctic Ocean receives a net supply of freshwater that is then returned to the north Atlantic through the export of ice and low salinity water to either side of Greenland (Carmack and McLaughlin, 2011). This excess freshwater is exported directly into the regions of dense water formation (e.g. the Greenland and Labrador seas), which are critical in maintaining the Atlantic Meridional Overturning Circulation (AMOC; e.g. Dickson et al., 2002). Consequently, as the AMOC is responsible for approximately 1 petawatt ($10^{15}$ W) of northward heat transport at 25°N (e.g. Johns et al., 2011), changes to the dynamics underlying the export of freshwater from the Arctic Ocean may affect the climate of northwestern Europe by altering the rate of dense water formation (e.g. Jahn and Holland, 2013; Jackson et al., 2015).

The surface of the Arctic Ocean is characterised by the existence of a floating sea ice
cover, which is composed of thin (30 cm to 2 m) first-year ice that does not survive the summer season, and thick (2 m to 4 m) multiyear ice that has survived at least one melt season. The sea ice is in constant motion with individual ice floes, which range in size from a few meters to many kilometres across, constantly colliding with each other to create ice ridges and keels, and drifting apart to create areas of open water known as leads. Sea ice in the Arctic plays a crucial role in the atmospheric energy budget. By creating a high albedo surface that reflects 80-90% of incoming shortwave solar radiation back into space (Perovich et al., 2002), and by modulating the turbulent exchange of heat and momentum between the atmosphere and ocean (e.g. Barry et al., 1993; Serreze et al., 2007), it helps maintain the low temperature environment of the high latitude regions and hence the equator-to-pole temperature difference. This temperature gradient is essential in driving the general atmospheric and oceanic circulation, as well as the polewards transport of heat that is required to close the Earth’s energy budget (e.g. Wunsch, 2005). Sea ice cover in the Arctic is declining rapidly, and this is expected to have knock-on effects for atmosphere and ocean dynamics both within the Arctic itself, but also at lower latitudes.

In addition, the physical and biological uptake of carbon in the Arctic Ocean accounts for 10-12% of the total present-day global oceanic carbon uptake (MacGilchrist et al., 2014), and therefore given its size, the region also plays a disproportionately important role in the global carbon cycle. Furthermore, Arctic soils, permafrosts, wetlands, and ocean sediments contain more organic carbon than any other region on the planet (1650 Gt; Tamocai et al., 2009), as well as large quantities of methane hydrates (400 Gt; Gornitz and Fung, 1994). Consequently, future changes in ocean temperature (Takahashi et al., 2002), sea ice extent (Bates et al., 2006), ocean ecosystems (Arrigo et al., 2008), permafrost stability, and thawing soils (Schuur et al., 2009) are all poised to affect the Arctic carbon cycle, with potentially catastrophic impacts for the remainder of the planet (Kerr, 2010; Whiteman et al., 2013).

1.3 Water Masses and Circulation

The water mass structure of the Arctic Ocean can be broadly split into three distinct layers (Jones, 2001; Figure 1.2). As salinity dominates density at low temperatures, the
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**Figure 1.2:** Schematic of the Arctic Ocean water mass structure in terms of climatological temperature (red) and salinity (blue) profiles from the Monthly Isopycnal / Mixed Layer Ocean Climatology (MIMOC; *Schmidtko et al.*, 2013) in the Eurasian Basin (solid lines) and the Canadian Basin (dashed lines). The delineations between the different water masses are for illustrative purposes only, and the approximate region of the water column covered by the cold halocline is indicated on the depth axes. For a higher resolution schematic of this region see Figure 3.1. Note the change in vertical scale below a depth of 500 m.

The cold halocline (highlighted by the blue bar in Figure 1.2) is a unique feature of the Arctic Ocean water column, and is characterised by the coincidence of a strong salinity gradient with near freezing temperatures (although in the Canadian Basin the inflow of Pacific waters through Bering Strait creates a local temperature maximum within the halocline; *Aagaard et al.*, 1981; *Timmermans et al.*, 2014). The dynamics behind the formation of the cold halocline are generally thought to be both advective and convective.
in nature, and whilst the exact mechanisms remain uncertain, the cold halocline is likely created from waters formed during sea ice formation, brine rejection, and haline convection over the shallow shelf seas or within the deep Arctic basins themselves (Rudels et al., 1996; Steele and Boyd, 1998; Rudels et al., 2004). By limiting the depth to which surface-generated mixing can penetrate, the strong salinity gradient associated with the cold halocline is essential in isolating the sea ice cover at the surface from the heat contained within the Atlantic layer, and in the Eurasian Basin, the near freezing temperatures ensure that any pycnocline water that is mixed up to the surface is devoid of any excess heat (Steele and Boyd, 1998).

1.3.1 Surface Freshwater Layer

The surface layer of the Arctic Ocean is a vast reservoir of freshwater (Figure 1.3b). Freshwater is defined as the volume of water with zero salinity that must be added to a seawater sample in order to reach the observed salinity from a specified reference salinity (Haine et al., 2015). In the Arctic, the reference salinity is generally taken to be 34.8 psu, which represents the mean salinity of the Arctic Ocean (Aagaard and Carmack, 1989), although different values are used (e.g. Rabe et al., 2011 use a reference salinity of 35.0 psu). In this sense, the liquid freshwater content in meters (\(FW_c\); Figure 1.3b) can be calculated from

\[
FW_c = \int_D \eta S_{ref} - S \frac{S_{ref}}{S} dz,
\]

where \(S\) is the in-situ salinity, \(S_{ref}\) is the reference salinity, \(\eta\) is the sea surface height, and \(D\) is the depth of integration, which is usually taken as the depth of the \(S_{ref}\) isohaline. Similarly, the flux of freshwater through a section refers to the equivalent flux of zero salinity water through that section in m\(^3\) s\(^{-1}\) or km\(^3\) yr\(^{-1}\), and the total volume of freshwater in km\(^3\) for a specific region is given by the area integral of Equation 1.1 over that region. The first complete freshwater budget of the Arctic Ocean was constructed by Aagaard and Carmack (1989), however, due to the uncertainties in the data, the budget was not fully constrained. As the Arctic system has slowly evolved over time and more robust data have been collected throughout the region, this initial freshwater budget has been updated many times (e.g. Lewis et al., 2000, Serreze et al., 2006, White et al., 2007,
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**Figure 1.3:** (a) Sea surface salinity and (b) liquid freshwater content ($FW_c$) from MIMOC. The freshwater content is calculated by vertically integrating the salinity anomaly (Equation 1.1) from the surface to the depth of the 34.8 psu isohaline. The black box in (b) marks the location of the Beaufort Gyre as defined by Proshutinsky et al. (2009) and Giles et al. (2012). It is the single largest region of freshwater storage in the Arctic and will be discussed in more detail in Chapter 2. The white contour in (a) marks the location of the 34.8 psu isohaline.

Dickson et al., 2007, and Rawlins et al., 2010), with the most recent budget constructed by Haine et al. (2015). It must be noted, however, that whether the budget is now fully constrained, and whether any surplus/deficit in the supply/export of freshwater to/from the Arctic is significant is still a matter of debate, especially given that the observations of the different components of the freshwater budget vary considerably both in quality and in the period of time over which they were taken. Here, an average freshwater budget is presented based on the most robust and up-to-date observations of each component.

In order of importance, freshwater in the Arctic is sourced from river runoff, inflow through Bering Strait (Figure 1.4), and excess precipitation over evaporation. Based on the observations of Shiklomanov (2010) and the ERA-Interim reanalysis product (Dee et al., 2011), river runoff accounts for an average input of $3900 \pm 390 \text{ km}^3 \text{ yr}^{-1}$. This represents approximately 11% of the total global continental river runoff (Fichot et al., 2013), and is driven by the net precipitation that occurs over the Arctic catchment area due to the convergence of water vapour in the atmosphere above 50°N (Serreze et al., 2006).
The inflow of freshwater through Bering Strait equals 2500 ± 300 km$^3$ yr$^{-1}$ (Woodgate and Aagaard, 2005; Woodgate et al., 2006), and is driven by the sea level difference that exists between the Pacific, Arctic, and Atlantic Oceans due to the net atmospheric flux of freshwater from the Atlantic to the Pacific (Steele and Ermold, 2007). The interannual variability in the flow through Bering Strait is ≈1000 km$^3$ yr$^{-1}$, and exceeds that of all other freshwater sources in the Arctic (Woodgate et al., 2012). The variability is highly correlated with volume flux changes, which are in turn related to changes in the local wind field (about one-third of the volume flux variability) and changes in the Pacific-Arctic sea level difference (about two-thirds of the variability; Woodgate et al., 2012). The flux of ice through the Bering Strait is small compared to the liquid component, and in 2007, for example, it added only another 140 ± 40 km$^3$ of freshwater into the Arctic (Travers, 2012). Finally, excess precipitation over evaporation (i.e. positive P-E) delivers 2000 ± 200 km$^3$ yr$^{-1}$ of freshwater directly into the Arctic Ocean itself (Haine et al., 2015). With the addition of a small amount of freshwater from icebergs and glacial melt water (330 ± 20 km$^3$ yr$^{-1}$; Bamber et al., 2012), the total freshwater input to the Arctic is ≈8900 ± 530 km$^3$ yr$^{-1}$ (Table 1.1).

Freshwater is exported from the Arctic in both liquid and solid (ice) forms to either side of Greenland through Fram Strait and the CAA (Figure 1.4). The flux through the CAA as measured at Davis Strait is dominated by the liquid component (2900 ± 190 km$^3$ yr$^{-1}$; Curry et al., 2014), as the presence of land-fast ice (immobile ice that is attached to coastlines) upstream in the CAA results in a relatively small ice flux (331 ± 45 km$^3$ yr$^{-1}$; Melling, 2002; Curry et al., 2014). In contrast, the flux through Fram Strait in the East Greenland Current and the West Spitsbergen Current (Figure 1.4) is split approximately equally between an ice flux of 2000 ± 400 km$^3$ yr$^{-1}$ (Spreen et al., 2009; Haine et al., 2015) and a liquid flux of 2800 ± 420 km$^3$ yr$^{-1}$ (Serreze et al., 2006; de Steur et al., 2009, 2014). It must be noted that although the West Spitsbergen Current flows into the Arctic Ocean, it counts as a sink of freshwater as its mean salinity is above 34.8 psu. With the addition of the relatively insignificant fluxes through Fury and Hecla straits and the Barents Sea Opening (Figure 1.4) of 200 km$^3$ yr$^{-1}$ (Straneo and Saucier, 2008) and 90 ± 90 km$^3$ yr$^{-1}$ (Haine et al., 2015), respectively (at the Barents Sea Opening the
inflow of salty Atlantic water compensates for the inflow of the fresh Norwegian Coastal Current), the total freshwater export from the Arctic is $\approx 8300 \pm 600 \text{ km}^3\text{ yr}^{-1}$ (Table 1.1). Although based on these estimates, there is a residual between the sources and sinks of freshwater in the Arctic Ocean, it is insignificant in light of the large uncertainties in the individual terms, and is likely due to differences in the period of time over which the observations were taken, rather than any systematic surplus in the supply of freshwater to the Arctic.

Within the Arctic Ocean itself (including the CAA and Baffin Bay), a total of more than 110,000 km$^3$ of freshwater (Haine et al., 2015) is stored in liquid (93,000 km$^3$) and
The distribution of this freshwater is unequal, with the majority stored in the western Arctic and the Beaufort Gyre (Figures 1.3 and 1.4; discussed later). It is clear that the freshwater content of the Arctic Ocean is significantly greater than the magnitude of the fluxes to either side of Greenland, and thus only a small change in the freshwater content may have significant impacts downstream (Proshutinsky et al., 2002). In addition, the large freshwater storage means that the freshwater budget does not have to be balanced at any given time.

The dynamics that determine the magnitude of the freshwater export to either side of Greenland vary, and whilst the volume fluxes at Davis Strait and Fram Strait are strongly anti-correlated, the freshwater fluxes are not (Lique et al., 2009). At Davis Strait, variability in the liquid freshwater flux is generally determined entirely by variability in the volume transport (Lique et al., 2009), whereas at Fram Strait, the correlation is weak (Lique et al., 2009; Jahn et al., 2012). Instead, the liquid freshwater export at Fram Strait depends more strongly on variability in the outflow salinity (Jahn et al., 2012), which varies strongly due to sea ice formation/melt north of Greenland (Lique et al., 2009). In addition, the ice flux through Fram Strait is correlated with the across-strait atmospheric pressure difference (Tsukernik et al., 2010), which drives southward winds through the strait.

The origin of the freshwater exported to either side of Greenland also varies, and can be determined through the analysis of long-term hydrographic records (Rudels et al., 2004), nutrient data (e.g. nitrate and phosphate; Jones et al., 1998), oxygen isotopes (Dodd et al., 2012), and the use of Lagrangian particle trackers in models of the Arctic Ocean circulation (Lique et al., 2010). The export through the CAA is composed primarily of Pacific and Atlantic derived water that has entered the Arctic through Bering Strait and the Barents Sea, respectively. The Pacific water, which, due to denitrification in the productive regions of the Bering and Chukchi seas, is identified by an elevated phosphate concentration for a given nitrate concentration compared to Atlantic water (Jones et al., 2003), is generally found at the surface, whereas the Atlantic water is found both at depth and at the surface through mixing with Pacific-derived waters. Lagrangian particle tracking (Lique et al., 2010) shows that the Pacific water is advected towards the CAA.
### Freshwater Sources

<table>
<thead>
<tr>
<th>Freshwater Sources</th>
<th>Annual Flux (km$^3$ yr$^{-1}$)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>River runoff</td>
<td>3900 ± 390</td>
<td>Shiklomanov, 2010; Dee et al., 2011</td>
</tr>
<tr>
<td>Bering Strait (liquid)</td>
<td>2500 ± 300</td>
<td>Woodgate and Aagaard, 2005; Woodgate et al., 2006</td>
</tr>
<tr>
<td>Bering Strait (ice)</td>
<td>140 ± 40</td>
<td>Travers, 2012</td>
</tr>
<tr>
<td>P-E</td>
<td>2000 ± 200</td>
<td>Haine et al., 2015</td>
</tr>
<tr>
<td>Greenland (icebergs + melt water)</td>
<td>330 ± 20</td>
<td>Bamber et al., 2012</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>≈ 8900 ± 530</strong></td>
<td></td>
</tr>
</tbody>
</table>

### Freshwater Sinks

<table>
<thead>
<tr>
<th>Freshwater Sinks</th>
<th>Annual Flux (km$^3$ yr$^{-1}$)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAA (liquid)</td>
<td>-2900 ± 190</td>
<td>Curry et al., 2014</td>
</tr>
<tr>
<td>CAA (ice)</td>
<td>-331 ± 45</td>
<td>Curry et al., 2014</td>
</tr>
<tr>
<td>Fram Strait (liquid)</td>
<td>-2800 ± 420</td>
<td>Serreze et al., 2006; de Steur et al., 2009, 2014</td>
</tr>
<tr>
<td>Fram Strait (ice)</td>
<td>-2000 ± 400</td>
<td>Spreen et al., 2009; Haine et al., 2015</td>
</tr>
<tr>
<td>Fury and Hecla straits</td>
<td>-200</td>
<td>Straneo and Saucier, 2008</td>
</tr>
<tr>
<td>Barents Sea Opening</td>
<td>-90 ± 90</td>
<td>Haine et al., 2015</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>≈ -8300 ± 600</strong></td>
<td></td>
</tr>
</tbody>
</table>

### Freshwater Reservoirs

<table>
<thead>
<tr>
<th>Freshwater Reservoirs</th>
<th>Volume (km$^3$)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liquid</td>
<td>93,000</td>
<td>Haine et al., 2015</td>
</tr>
<tr>
<td>Ice</td>
<td>17,800</td>
<td>Haine et al., 2015</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>110,800</strong></td>
<td></td>
</tr>
</tbody>
</table>

**Table 1.1:** State-of-the-art estimate of the Arctic freshwater fluxes and reservoir volumes. Positive fluxes freshen the Arctic, whilst negative fluxes remove freshwater from the Arctic.
through the surface layers of the Canadian Basin with a transit time of \(\approx 10\) years, whilst 
*Rudels et al.* (2004) trace the Atlantic water to the Barents Sea winter mixed layer. In contrast, by analysing concurrent measurements of salinity, \(\delta^{18}O\), nitrate, and phosphate, and by constructing a 4-end-member mass balance, *Dodd et al.* (2012) show that the export through Fram Strait is composed almost entirely of Atlantic-derived water and meteoric water (in agreement with modelling studies; *Lique et al.*, 2010), and the Pacific component is small but highly variable (e.g. *de Steur et al.*, 2015).

The circulation within the surface layer is primarily wind-driven, and consequently varies with the prevailing atmospheric conditions over the Arctic. The main mode of atmospheric variability in the Arctic is that associated with the Arctic Oscillation, which reflects the strength of the pressure gradient between the polar and midlatitudes, and is defined as the first empirical orthogonal function of the sea level pressure poleward of 20° latitude (*Thompson and Wallace*, 1998). The negative phase of the Arctic Oscillation brings relatively high (low) sea-level pressures to the Arctic (midlatitudes), and vice-versa for the positive phase. During average conditions (Figures 1.4 and 1.5a), wind-driven flow in the eastern Arctic (including the Laptev Sea, Kara Sea, and Barents Sea) is generally to the north and/or west, moving liquid freshwater and sea ice out into the deep Makarov and Eurasian basins and forming the Transpolar Drift (Figure 1.4). In the western Arctic, the anticyclonic winds associated with the atmospheric Beaufort High drive an anticyclonic circulation at the surface known as the Beaufort Gyre (Figure 1.5). Freshwater accumulates in the centre of the gyre due to Ekman convergence, and hence it contains around 25% of the total freshwater stored in the Arctic (Figure 1.3b; *Proshutinsky et al.*, 2009). When the Arctic enters a positive phase of the Arctic Oscillation (such as during the summer of 1989; Figure 1.5b), the sea-level pressure over the entire Arctic is generally lower than average, and a weaker Beaufort High/Beaufort Gyre tends to release freshwater to the shelves over a number of years (*Proshutinsky and Johnson*, 1997). Eurasian river runoff flows further east into the East Siberian Sea (*Steele and Boyd*, 1998), before leaving the shelf and penetrating into the central Arctic and Canadian Basin (*Morison et al.*, 2012). Consequently, the Transpolar Drift shifts eastward, directing some fraction of the freshwater that may have been released from the weaker Beaufort
Gyre towards Fram Strait, where it can be exported into the North Atlantic (e.g. Condron et al., 2009; Stewart and Haine, 2013), and the thick multiyear ice found against the coast of Greenland and the CAA is generally advected out of the Arctic, decreasing the overall thickness of ice (Rigor and Wallace, 2004). In contrast, during the negative phase of the Arctic Oscillation (e.g. during the winter of 2007; Figure 1.5c), the winds associated with the atmospheric Beaufort High are stronger, and over several years freshwater accumulates
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within the Beaufort Gyre and the Canadian Basin (Proshutinsky et al., 2009). Eurasian river runoff is exported directly into the Transpolar Drift (Dmitrenko et al., 2008), and is advected towards Fram Strait, whilst the thick multiyear ice against Greenland is generally retained within the Arctic, as it recirculates within the stronger Beaufort Gyre (Rigor and Wallace, 2004).

Despite a significant increase in our knowledge regarding the Arctic’s surface freshwater layer since the International Polar Year (for example see McPhee et al., 2009), a large number of open questions still remain regarding the dynamical processes that determine its circulation and the Arctic freshwater budget. For example, state-of-the-art Intergovernmental Panel on Climate Change (IPCC)–class climate models still exhibit significant variability (ca. 100%) in the magnitude of the ice and freshwater export to either side of Greenland (despite their relatively consistent freshwater budgets; Holland et al., 2007), and models evaluated as part of the Arctic Ocean Model Intercomparison Project (AOMIP) show significant deficiencies in their ability to simulate the cold halocline (Holloway et al., 2007), sea ice velocities (Martin and Gerdes, 2007), sea ice fractions (Johnson et al., 2007), and Arctic freshwater export (Jahn et al., 2012). In addition, although observations consistently show that the freshwater content of the Arctic, and in particular the western Arctic, has been increasing rapidly over the past decade (e.g. Giles et al., 2012; Rabe et al., 2014), there is significant disagreement over the mechanisms responsible. Whilst Morison et al. (2012) argue that between 2005-2008 the trend towards more positive Arctic Oscillation atmospheric conditions and the diversion of Eurasian river runoff into the western Arctic Ocean can explain the dominant freshwater content changes, Giles et al. (2012) suggest that it is the strength of the Beaufort High, coupled with an increase in the efficiency of momentum transfer through the declining sea ice cover, that is responsible for the accumulation of freshwater. Given the importance of the surface freshwater layer and the cold halocline in controlling the vertical exchange of heat and momentum between the atmosphere and ocean, in isolating the sea ice cover at the surface from the heat contained within the Atlantic layer, and in linking the Arctic to the lower latitudes through the export of freshwater to either side of Greenland, more work must be done to understand the circulation of this layer. This is the aim of the work
1.3.2 The Atlantic Layer

Atlantic water in the Arctic Ocean is sourced from the warm and saline waters that originate in the Gulf Stream and flow across the Greenland-Scotland Ridge into the Nordic Seas (Hansen et al., 2008). As this water flows northward in the Norwegian Atlantic Current (Beszczynska-Möller et al., 2011), the flow bifurcates at the Barents Sea Opening, with one branch continuing north to Fram Strait as the West Spitsbergen Current, and one flowing into the Barents Sea (Figure 1.6; Lien et al., 2013).

The flow of Atlantic water through the Barents Sea consists of multiple narrow currents that follow the shallow bottom topography (Beszczynska-Möller et al., 2011). During its transit through the region, the density of the Atlantic water inflow is heavily modified due to atmospheric cooling, ice formation, precipitation, sea ice melt, and mixing with fresh surface and coastal waters; as a result, a number of distinct water masses are created (Beszczynska-Möller et al., 2011). Lighter (i.e. fresher) variants feed the surface waters of the Eurasian and Canadian basins (forming a front over the Alpha-Mendeleev ridge between the Atlantic-derived and Pacific-derived surface waters; Karcher and Oberhuber, 2002), and are generally recirculated to the Fram Strait through the Transpolar Drift. In contrast, heavier variants enter the Arctic Ocean as Barents Sea Branch Water through the St. Anna Trough (Figures 1.1 and 1.6), and circulate at mid-depth in the Atlantic layer (Figure 1.2; Karcher et al., 2012). The inflow of Atlantic water into the Barents Sea ensures that a significant proportion of the region remains relatively ice-free all year-round, and thus the majority of heat contained within this branch of the Atlantic water inflow is generally lost to the atmosphere before it reaches the central Arctic Ocean. Indeed, Smedsrud et al. (2010) show that the Atlantic water loses up to 92% of its heat within the southern Barents Sea, and as it enters the Arctic, it has often been cooled to below 0°C (Schauer et al., 2002b). Overall, the mean volume flux of Atlantic water that enters the Arctic Ocean through the Barents Sea is 1.5 Sv (1 Sv = 10⁶ m³ s⁻¹ = 31,500 km³ yr⁻¹; Schauer et al., 2002a).
For the Atlantic water that continues northward from the Barents Sea Opening and that enters the Arctic Ocean through Fram Strait in the West Spitsbergen Current (Figure 1.6), the upper layers are gradually transformed into a colder and less saline water mass through the effects of sea ice melt and mixing with fresh surface waters of Arctic origin (Rudels et al., 1996, 2004). This surface transformation creates a layer of strong stratification that essentially isolates the bulk of the Atlantic water in this branch from surface convection and the cooling effects of the atmosphere, and thus in contrast to the Barents Sea inflow, the Atlantic water that enters the Arctic through Fram Strait maintains its warm core signature (2-3°C; Beszczynska-Möller et al., 2012). This signature has historically been used to trace the pathway and transformation of Atlantic water throughout the Arctic Ocean (Coachman and Barnes, 1963). North of Fram Strait, the Atlantic water inflow turns to the east and continues as Fram Strait Branch Water in a warm and saline boundary current along the southern margin of the Nansen Basin (Figure 1.6; Karcher et al., 2011).
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Rudels, 2015). The long-term mean volume flux of Atlantic water through Fram Strait (excluding Atlantic water that is immediately returned to the south due to the complex recirculations in the strait; Rudels et al., 2000) is 3.7 ± 1.6 Sv (Fahrbach et al., 2001; Schauer et al., 2004).

Fram Strait Branch Water meets the Barents Sea Branch Water at the St. Anna Trough, where mixing between the two branches creates interleaving layers that are observed in the interior of the Eurasian Basin (Rudels, 2015). The two water masses continue to circulate around the central deep Arctic Basins in a cyclonic topographically steered pan-Arctic boundary current (Figure 1.6; Aksenov et al., 2011), with Fram Strait Branch Water generally lying above or being displaced off the slope by the denser Barents Sea Branch Water (Schauer et al., 2002b; McLaughlin et al., 2002). The large-scale submarine ridges that stretch across the deep central basins (Figure 1.1) impose topographic constraints on this boundary current, causing the flow to be diverted into the interior of the Arctic Ocean. This creates a complex system of basin-wide cyclonic gyres (Figure 1.6), and results in the ventilation of the interior basins through processes such as double diffusion and thermohaline intrusions (McLaughlin et al., 2009). During its transit along the Arctic boundary, the Atlantic water undergoes significant freshening and cooling, and after a period of time that depends upon the specific pathway taken (15-30 years), it is exported to the North Atlantic in surface and intermediate water masses (Karcher and Oberhuber, 2002; Karcher et al., 2007).

The cooling of the Atlantic water as it circulates around the Arctic Ocean (the maximum core temperature decreases from the 2-3°C seen in the Nansen Basin to the 0.5°C seen in the Canadian Basin) implies that heat is lost to the overlying freshwater layer (e.g. Lique et al., 2014), and thus the heat contained within the Atlantic layer plays a role in the sea ice budget at the surface. Although this role is currently small (Polyakov et al., 2010 suggest that the present-day vertical heat flux from the Atlantic layer accounts for only 5% of the current net sea ice melt), if this heat flux were to increase in the future due to stratification changes in the cold halocline, or increased turbulent mixing due to stronger wind forcing, the heat contained within the Atlantic layer may contribute more significantly to the ongoing melting of Arctic sea ice. The dynamics of these future
There is still significant uncertainty regarding which mechanisms are responsible for controlling the pan-Arctic boundary current of Atlantic water, and different simulations of the Atlantic water circulation in many state-of-the-art climate models (including those that are identically forced) can be wildly different in terms of intensity, direction and pathway (Steiner et al., 2004; Karcher et al., 2007; Holloway et al., 2007). A number of different forcing mechanisms have been proposed, with the majority implying that the strength and variability of the Atlantic water circulation are set by remote, rather than local, forcing. For example, Yang (2005) and Karcher et al. (2007) suggest that the circulation of Atlantic water in the Eurasian Basin is highly sensitive to the net flux of potential vorticity through St. Anna Trough, which constrains the flow in the pan-Arctic boundary current to be cyclonic in order to maintain a balance between the potential vorticity flux and dissipation. In addition, Peralta-Ferriz et al. (2011, 2014) suggest that northward winds over the Nordic Seas can enhance the northward geostrophic flow into the Arctic Ocean through Fram Strait, and Aksenov et al. (2011) propose that non-local wind forcing over the Barents Sea can also play an important role in determining the circulation. It has further been suggested by Holloway (1992) and Nazarenko et al. (1998) that eddy-topography interactions may result in a cyclonic along slope boundary current, and direct interactions between the surface layer and the Atlantic layer may be important in the Canadian Basin (Lique et al., 2015). Overall, it is likely that each of these different mechanisms will play a role in setting the circulation in the Atlantic layer, and assessing their relative importance remains a key outstanding question in Arctic oceanography.

### 1.4 The Changing Arctic Ocean

As stated earlier, the Arctic Ocean plays a leading role in the global climate despite its limited areal extent. However, the region is currently undergoing a period of rapid change, and many different aspects of the Arctic environment are evolving at a rate never previously observed. For example, mean atmospheric temperatures over the Arctic have been rising at twice the rate of the global average (Hassol, 2004), sea ice thickness and extent has been rapidly declining (Cavalieri and Parkinson, 2012), a substantial warming
in many different layers of the Arctic Ocean has been observed (e.g. Polyakov et al., 2005; Woodgate et al., 2006; Steele et al., 2008; Timmermans et al., 2014), the Arctic hydrological cycle is becoming intensified (Held and Soden, 2006), and discernible changes to the Arctic marine ecosystem are occurring (Wassmann et al., 2011). These changes are likely to drastically alter the circulation and the dynamics of the Arctic Ocean, and may have far-reaching consequences. As a result, it is critical to understand and quantify not only the dynamics of the present-day Arctic Ocean, but to also understand how these dynamics may be affected by the rapidly changing Arctic environment. In this section, some of the more significant environmental changes which motivate the work in this thesis are examined, and the effects that these changes may have within the Arctic itself as well as on the global climate are considered.

1.4.1 Rapid Sea Ice Decline

One of the clearest indicators of change in the Arctic is the rapid decline that has been observed in the sea ice cover (Figure 1.7). At the start of the satellite era (i.e. 1979), the maximum sea ice extent in early March covered an area of between 14 and 16 million km$^2$, decreasing to an annual minimum in September of between 5 and 7.5 million km$^2$ (Figure 1.7a; Deser and Teng, 2008). However, over the past 33 years (1979 to 2012), monthly mean sea ice extent has decreased at a rate of $-3.8 \pm 0.3\%$ per decade (which increases to $-7.0 \pm 1.5\%$ per decade if just autumn months are considered), and over recent years, it appears as if this trend may have accelerated (Stroeve et al., 2012b; Vaughan et al., 2013). In 2007 the September sea ice extent reached a record minimum of 4.3 million km$^2$, but this was surpassed in 2012 with a minimum extent of only 3.6 million km$^2$ (Figure 1.7b; Haine et al., 2015). Sea ice thickness and volume are also declining: using submarine and satellite observations Kwok and Rothrock (2009) show that sea ice thickness at the end of summer has decreased from 3.02 m between 1958-1976 to 1.43 m between 2003-2007, and the Polar Science Centre Pan-Arctic Ice Ocean Modelling and Assimilation System (PIOMAS; Zhang and Rothrock, 2003) suggests that sea ice volume has declined by $-2.8 \times 10^3$ km$^3$ per decade between 1979 and 2010 (Schweiger et al., 2011), in general agreement with the shorter observational trends from ICESat (Kwok et al., 2009) and
Figure 1.7: Mean September sea ice concentration between (a) 1979-1989, and (b) 2007-2012 from the Special Sensor Microwave/Imager (SSM/I) and Special Sensor Microwave Imager/Sounder (SSMIS) satellite instruments (Maslanik and Stroeve, 1999). Sea ice concentrations below 15% are assumed to represent open water and have been set to zero.

CryoSat-2 (Laxon et al., 2013). The decrease in the average thickness and volume of sea ice has been driven by the preferential loss of thick multiyear ice over thin single year ice, such that the 16% per decade decline in areal extent of multiyear ice between 1981 and 2011 (Comiso, 2012) is greater than the rate of decline of the sea ice cover as a whole, and the Arctic is shifting towards a more seasonal first year ice regime (Maslanik et al., 2011). Overall, analysis of the suite of global climate models which make up the Climate Model Intercomparison Project, Phase 5, suggests that the Arctic could become ice-free in summer sometime between the middle and the end of the century (Stroeve et al., 2012a), whilst using different statistical methods, Wang and Overland (2009) suggest it could be as early as 2037.

To date, sea ice decline in the Arctic appears to have been primarily forced by temporal and spatial changes in atmospheric conditions and circulation (Stroeve et al., 2012b; Vihma, 2014). The mean atmospheric temperature over the Arctic has risen by more than 3.5°C between 1948 and 2003 (Lindsay and Zhang, 2005), leading to a reduced equilibrium ice thickness and more open water in September (Stroeve et al., 2012b). The
corresponding existence of thinner ice the following spring and the earlier onset of melting
(Markus et al., 2009) promotes the formation of more open water in summer, enhancing
the ice-albedo feedback effect (whereby the lower albedo of open water causes more heat
to be absorbed in the upper few meters of the ocean and therefore more ice to melt; Curry
et al., 1995) and leading to even more sea ice loss and open water. The trend towards a
thinner and younger sea ice in the spring (Maslanik et al., 2007) has also preconditioned
the sea ice cover to be more susceptible to the patterns of atmospheric circulation that
lead to sea ice loss (e.g. positive phases of the Arctic Oscillation and the Arctic atmos-
pheric Dipole Anomaly; Wang et al., 2009). Indeed, Lindsay and Zhang (2005) conclude
that after preconditioning by warmer atmospheric temperatures, the shift to the positive
phase of the Arctic Oscillation in 1989 increased the fraction of open water in summer, and
along with the subsequent role played by the ice albedo feedback effect, was responsible
for the significant decrease in the thickness of ice that occurred over the following decade.
Similarly, Zhang et al. (2008) conclude that the record minimum sea ice extent in 2007
was triggered by a change in the atmospheric circulation that considerably strengthened
the ice motion and the Transpolar Drift, leading to the formation of large open water
areas in the western Arctic Ocean and enhanced melting through the ice-albedo feedback
effect. In addition, an intense cyclonic storm that formed over the central Arctic in Au-
gust 2012 may have been partly responsible for the the record minimum sea ice extent
that occurred later in that year (Simmonds and Rudeva, 2012; Parkinson and Comiso,
2013).

Whilst atmospheric forcing may dominate, it has also been suggested that the ocean
itself may be playing a role in the ongoing melting of Arctic sea ice (Polyakov et al.,
2012). Indeed, Woodgate et al. (2010) suggest that the inflow of warm Pacific water
through Bering Strait may have affected the 2007 record minimum sea ice extent, and
Zhang et al. (2013) propose that enhanced storm-driven mixing in 2012 increased the
bottom melting of ice by a factor of four. In addition, the increasing fraction of open
water in summer is allowing significantly more sunlight to be absorbed into the upper
ocean (Perovich et al., 2008), raising the heat content of the near surface layers (Jackson
et al., 2010) and affecting the formation of ice the following winter (Steele et al., 2011;
The impacts of the declining Arctic sea ice cover are significant and far ranging. Historically, the thick and extensive sea ice cover has shielded the upper Arctic Ocean from direct wind forcing, dampening its response to atmospheric forcing and leading to isolated water masses and slow redistribution of properties (Rainville et al., 2011). However, as the sea ice cover thins and retreats, and more of the ocean becomes directly forced by the winds, an increase in the efficiency of momentum transfer may lead to a spin-up of the Arctic Ocean by increasing the annual mean ocean surface stress (i.e. the integrated stress at the ocean surface arising from the wind blowing over the partly ice-covered Arctic). Furthermore, if the period of time over which the Arctic Ocean adjusts to a change in forcing is close to seasonal, then the emergence of an asymmetrical annual cycle in ocean surface stress, or differences between spin-up and spin-down timescales, may cause multiyear trends in the circulation of the wind-driven surface layer. Indeed, Giles et al. (2012) have already hypothesised that freshwater accumulation in the Beaufort Gyre is accelerating in response to the enhanced momentum transfer, and Yang (2009) conclude that the ice velocity in the Beaufort Sea accelerated between 1979-1986 and 1997-2004 due to a change in the ice dynamics rather than a shift in the geostrophic winds. Changes such as these may have significant impacts on the Arctic Ocean freshwater budget and the export of freshwater to either side of Greenland, and hence Chapter 2 of this thesis explores the dynamical link between sea ice decline and the accelerated accumulation of freshwater in the Beaufort Gyre.

At the same time, by generating strong inertial motions at the base of the mixed layer, winds blowing over a largely ice-free Arctic may fundamentally change the levels of turbulence found within the Arctic Ocean water column (Rainville et al., 2011). At present, the magnitude of internal wave mixing in the Arctic is one to two orders of magnitude smaller than that observed at lower latitudes (e.g. Levine et al., 1985), and consequently the vertical diffusive heat flux from the Atlantic layer negligible (e.g. Polyakov et al., 2010). In the future, however, an increase in the magnitude of internal wave mixing may drive an elevated vertical heat flux and erode the stratification associated with the cold halocline, decreasing the extent to which the sea ice cover is isolated from the heat contained within
the Atlantic water. As there is enough heat in the Atlantic layer to melt all sea ice in the Arctic within a few years (Turner, 2010), elevated internal wave mixing may represent a strong positive feedback for the ongoing melting of Arctic sea ice. Therefore, in Chapter 3 of this thesis the effects of elevated internal wave mixing and enhanced freshwater input (discussed in more detail in Section 1.4.2) on the stratification and the vertical heat flux are investigated in more detail in a 1D model of the Arctic Ocean water column. In addition, by affecting the levels of turbulence in the water column, the decrease in Arctic sea ice cover may affect the magnitude of vertical nutrient fluxes (Nishino et al., 2015) and thus the timing and extent of phytoplankton blooms in the Arctic (Ardyna et al., 2014), both of which will alter the dynamics of the Arctic Ocean ecosystem and carbon cycle.

Furthermore, the declining Arctic sea ice cover is also fundamentally changing the distribution of the Sun’s energy over the Earth’s surface, and hence it has the potential to impact both local and remote aspects of the global climate (Aagaard and Carmack, 1994; Budikova, 2009). Locally, the ice-albedo feedback effect has caused the mean atmospheric temperature over the Arctic to rise at almost twice the rate of the global average (a process known as “Arctic Amplification”; Serreze et al., 2009; Screen and Simmonds, 2010), and the increase in the heat flux from the ocean to the atmosphere due to the large open water fractions in September has reduced the atmospheric static stability (Overland and Wang, 2010), increased baroclinicity (Jaiser et al., 2012) and changed storm activity (Simmonds and Keay, 2009). Beyond the Arctic, Francis and Vavrus (2012) have suggested that by weakening the equator-to-pole temperature difference, Arctic Amplification is modifying the midlatitude jet stream by decreasing the strength of the west-to-east zonal winds and increasing the Rossby wave amplitude (i.e. creating a more sinuous jet stream). A slower and more sinuous jet stream may result in the slower propagation of weather patterns in midlatitudes, increasing the probability of extreme weather events such as the anomalously cold conditions and large snow falls that have been observed over North America, Europe and east Asia between 2007 and 2011 (Liu et al., 2012). It must be noted, however, that more recent work by Barnes (2013) has questioned the physics behind the response of the midlatitude jet stream to Arctic sea ice decline, and conclude that the dynamical link proposed by Francis and Vavrus (2012) is an artefact of their methodology.
Instead, Screen et al. (2014b) suggest that future sea ice loss will in fact reduce the risk of cold extremes over North America by amplifying atmospheric warming over the Arctic. Despite these contradictions, sea ice in the Arctic is changing rapidly, and the climate of the northern hemisphere is likely to be strongly affected (Barnes, 2013). Although the relationship between Arctic Amplification and midlatitude weather appears complex, and other processes/internal variability may be important (Screen et al., 2014a; Barnes and Screen, 2015), the ramifications of more extreme weather events over Europe and North America motivates significant effort into understanding the role that the changing Arctic will play in Atlantic sector weather.

1.4.2 The Changing Freshwater Budget

Over the last few decades, observations have shown that the freshwater budget of the Arctic Ocean has been changing significantly. Between 1936 and 1999 Eurasian river runoff increased by 7% (Peterson et al., 2002), which is consistent with an increase in precipitation over the Arctic (e.g. Deser et al., 2015), and Haine et al. (2015) estimate that between 2000 and 2010 the annual freshwater input to the Arctic increased to $9400 \pm 490 \text{ km}^3 \text{ yr}^{-1}$. By 2003-2007 the freshwater content of the Beaufort Gyre had increased by 1000 km$^3$ compared to pre-1990s climatology (Proshutinsky et al., 2009), and by 2008 had perhaps reached 8500 km$^3$ (McPhee et al., 2009), reflecting the accelerated freshwater accumulation that has been observed by Giles et al. (2012) since 2002. Over the entire Arctic, Rabe et al. (2011) suggest that between 1992-1999 and 2006-2008 the freshwater content increased by $8400 \pm 2000 \text{ km}^3$, and between 2000 and 2012, Alkire et al. (2015) observed a mean annual increase in freshwater input from sea ice melt of $292 \pm 97 \text{ km}^3 \text{ yr}^{-1}$, associated with the observed decline in sea ice volume. Overall, between 1992 and 2012 the freshwater content of the Arctic Ocean has been increasing at a rate of $600 \pm 300 \text{ km}^3 \text{ yr}^{-1}$ (Rabe et al., 2014).

In the future, accumulation of freshwater in the Arctic is expected to continue, as a warming climate drives an enhanced hydrological cycle with greater atmospheric moisture transport to the polar regions (Held and Soden, 2006). Consequently, coupled climate models indicate that precipitation and river runoff is likely to increase over the twenty-
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first century (e.g. Kattsov et al., 2007), with the Community Climate System Model, Version 4 (CCSM4) predicting that precipitation will increase by \( \approx 40\% \) polewards of 70°N by 2100 (Vavrus et al., 2012). It must be noted, however, that in CCSM4 the increase in precipitation is largely driven by an increase in local evaporation during winter rather than increased atmospheric moisture transport, suggesting that the hydrological cycle is also enhanced within the Arctic itself due to winter sea ice retreat (Bintanja and Selten, 2014). By 2100 the total freshwater input to the Arctic (i.e. Bering Strait inflow, river runoff and excess precipitation over evaporation) is expected to have increased to \( \geq 11,000 \text{ km}^3 \text{ yr}^{-1} \), whilst the total freshwater export (i.e. liquid and ice fluxes through Fram Strait and the CAA) is expected to have increased to 10,000 km\(^3\) yr\(^{-1}\) (Haine et al., 2015). These estimates suggest that by 2100 the Arctic freshwater budget will be unbalanced, and freshwater will continue to accumulate in the region despite the elevated export.

Within the Arctic Ocean itself, enhanced freshwater input is likely to affect a number of different aspects of its circulation and dynamics. By increasing the strength of the stratification at the surface, it will act to offset the effects of the elevated internal wave mixing (as discussed in Section 1.4.1), and may reduce the overall probability that an enhanced diffusive heat flux from the Atlantic layer will melt a significant quantity of sea ice in the future (see Chapter 3). Moreover, by altering the levels of turbulence in the water column, stronger stratification may also reduce the turbulent exchange of heat and momentum between the atmosphere, ice, and ocean, and thus is perhaps poised to affect the dynamics and stability of the atmosphere, the circulation in the surface freshwater layer, and the state of the sea ice cover at the surface (indeed, the freezing point of freshwater is higher than that of seawater, and enhanced freshwater input to the Arctic may aid sea ice formation). In addition, primary productivity in the Arctic has been shown to be sensitive to both the levels of turbulence in the water column (as it determines the vertical nutrient flux), and the availability of light (Popova et al., 2010). Whilst elevated internal wave mixing would tend to amplify the nutrient flux and decrease the light availability by mixing phytoplankton deeper into the water column, stronger stratification at the surface will tend to have the opposite effect, decreasing the
vertical nutrient flux but holding the phytoplankton near the surface for longer. Hence, the complex interplay between elevated freshwater input and enhanced internal wave mixing may be important in determining the future evolution of Arctic primary productivity, with implications for the Arctic carbon cycle.

The impacts of elevated Arctic freshwater export are also likely to be significant. Freshwater is exported from the Arctic into the regions of dense water formation (i.e. the Greenland and Labrador seas), and therefore by decreasing the surface salinity and preventing the formation of new dense waters even in the presence of severe winter cooling, elevated freshwater export may cause the AMOC to slow. Indeed, *Jahn and Holland* (2013) show that under the most extreme CO$_2$ emission scenario (RCP8.5), the AMOC in the CCSM4 model decreases in strength by up to 72% in the future due to elevated Arctic freshwater export and a shutdown of North Atlantic deep convection, whilst the idealised freshwater hosing experiments of, for example, *Stouffer et al.* (2006), show that the AMOC slows by 30% after 100 years in response to a 0.1 Sv increase in the supply of freshwater to the North Atlantic. Similarly, during the Great Salinity Anomalies of the late 1960’s and early 1980’s during which elevated freshwater export from the Arctic caused the Labrador and Nordic seas to undergo decadal periods of freshening (e.g. *Dickson et al.*, 1988; *Belkin et al.*, 1998; *Belkin*, 2004), it is believed that deep convection was interrupted (e.g. *Schlosser et al.*, 1991), and may have even entered a feedback loop that made the re-initiation of deep convection in the early 1970s increasingly more difficult (*Gelderloos et al.*, 2012). Furthermore, evidence from palaeoclimatic records also suggests that the northern hemisphere-wide cooling that is thought to have occurred during the 8.2 kyr event was caused by the sudden emptying into the North Atlantic of a large proglacial lake formed by the retreating Laurentide Ice Sheet (Lake Agassiz), and the subsequent slowing/shutdown of the AMOC (*Teller et al.*, 2002; *Alley and Ágústsdóttir*, 2005).

The effects of a weakened AMOC will be felt globally, and are likely to have significant societal impacts. Coupled climate models suggest that a weakening of the AMOC will decrease the northward heat transport throughout the Atlantic Ocean, cooling the North Atlantic (or partly compensating for the greenhouse induced warming in this region), and warming the South Atlantic (e.g. *Vellinga and Wood*, 2002, 2008). Such a cooling in the
North Atlantic may impact the strength of the trade winds and the position of the Inter Tropical Convergence Zone over the equator (Dong and Sutton, 2002; Zhang and Delworth, 2005), which in turn could modify both the El Nino Southern Oscillation (Timmermann et al., 2007), and the Indian and African monsoons (Zhang and Delworth, 2006). In addition, a weakening of the AMOC has been shown to affect Atlantic hurricane activity (e.g. Goldenberg et al., 2001), as well as the strength and trajectory of the midlatitude jet stream (Woollings et al., 2012), directly impacting weather patterns over North America and northern Europe.

In light of these significant impacts, as well as observations that show that the deep North Atlantic Ocean has already undergone a period of widespread freshening over the past four decades due to changes in the overflows from the subarctic seas (Dickson et al., 2002), it is critically important to understand how the dynamics of freshwater export to either side of Greenland might be affected by the changing Arctic. Not only will the dynamics be affected by changes within the Arctic itself (e.g. the accelerated accumulation of freshwater in the Beaufort Gyre or the changing stratification in the surface layers associated with elevated vertical mixing), but local dynamics in Fram Strait and the CAA will also be important. For example, the shallow sills found in the narrow channels of the CAA (discussed in more detail in Chapter 4) and a change in the local wind field in Fram Strait, are both likely to play important roles in determining the magnitude of any future increase in the liquid and ice freshwater fluxes through these regions. The flow of freshwater through Nares Strait to the west of Greenland currently accounts for 30-50% of the total freshwater flux through the CAA (Beszczynska-Möller et al., 2011), and therefore represents a major pathway through which freshwater is exported from the Arctic Ocean into the North Atlantic. Consequently, the work in Chapters 4 and 5 of this thesis will examine the local dynamics within Nares Strait, and in particular will focus on the unusually strong tidal currents which dominate the day-to-day variability in the flow (e.g. Münchow and Melling, 2008), and may impose an important frictional constraint on the subtidal flow.
1.5 Thesis Aims and Layout

Motivated by the rate at which the Arctic environment is changing, and the consequences that these changes may have for the climate, ocean circulation, and ecosystems both locally within the Arctic itself but also remotely at lower latitudes, the overall aim of this thesis is to explore and understand how these changes are affecting different aspects of the Arctic Ocean’s circulation and dynamics using both simple numerical models and observations.

In Chapter 2, a simple reduced gravity model of the Canadian Basin will be used to explore how recent sea ice decline may be affecting the accumulation of freshwater in the Beaufort Gyre. In particular, by idealistically perturbing the annual cycle in ocean surface stress, the chapter will examine whether the observed acceleration in the accumulation of freshwater is a dynamical response associated with the decline in Arctic sea ice cover and the increased efficiency of momentum transfer through sea ice. The timescales over which the Arctic Ocean adjusts to a change in forcing will also be considered, as well as whether an asymmetrical annual cycle in ocean surface stress associated with the changing annual cycle in sea ice cover can lead to a spin-up of the Arctic Ocean.

In Chapter 3, a 1D model of the Arctic Ocean water column will be used to explore how the competing processes of elevated freshwater input and periodic increases in internal wave mixing during ice-free periods may affect the stratification, the strength of the cold halocline, and the sea ice cover at the surface over the coming decades. The evolution of the diffusive heat flux from the Atlantic layer will be considered, along with the time taken for the cold halocline to be fully eroded and the mixed layer to be in direct contact with the Atlantic layer. The effect of these two processes on the sea ice cover at the surface will be quantified, and the role that they might play in the ongoing melting of Arctic sea ice will be discussed.

In Chapters 4 and 5, observations collected in Nares Strait in the Canadian Arctic Archipelago will be used to examine the dynamics behind the vertical and temporal variability of the tides, which dominate the flow in this region. In Chapter 4, an introduction to the Canadian Arctic Archipelago and the tides in Nares Strait will be presented, and the data sources and data analysis methods used in both Chapters 4 and 5 will be dis-
cussed. In addition, the along-strait propagation of the tidal wave associated with each of the major tidal constituents in Nares Strait will be examined. In Chapter 5, the vertical structure of the different tidal constituents in Nares Strait will be determined, along with the structure of the across-strait flow. Simple point eddy viscosity boundary layer models will be used to explore the key dynamics behind what sets the vertical structure of the different tidal constituents, and the output of these simple models will be used to make broad estimates of the rate of tidal dissipation. In addition, the effect of the quasi-annual cycle in ice conditions on the vertical structure of the tides will be considered. The overall aim of these chapters is to take a first step towards understanding the important dynamics that affect the tides in Nares Strait, such that the role they may play in limiting the freshwater flux through this region, both presently and into the future, can be investigated in more detail.

Finally, a summary of the key findings from the work in this thesis will be presented in Chapter 6, and the implications of the work for Arctic science as a whole will be discussed.
Chapter 2

Sea Ice Decline and the Accelerated Accumulation of Freshwater in the Beaufort Gyre

The work in this chapter is published as:


The Beaufort Gyre in the Canadian Basin of the western Arctic Ocean is the single largest region of freshwater storage in the Arctic. Over the past two decades, hydrographic observations (e.g. Proshutinsky et al., 2009, McPhee et al., 2009 and Krishfield et al., 2014) have shown that the freshwater content of the Beaufort Gyre is increasing, and it is possible that if this excess freshwater were to be released into the North Atlantic (e.g. Stewart and Haine, 2013), it may significantly disrupt the AMOC (e.g. Jahn and Holland, 2013). It is therefore critical to understand the dynamics behind the changing freshwater content of the Arctic Ocean. Since 2002, Giles et al. (2012) have suggested that the rate of freshening in the Beaufort Gyre is accelerating, and have proposed that a dynamical adjustment in response to the declining Arctic sea ice cover may be the cause. Understanding the dynamical adjustment is the focus of this chapter.


2.1 Introduction

The Beaufort Gyre is a permanent anticyclonic circulation driven by the winds associated with the atmospheric Beaufort High (Proshutinsky et al., 2009). These clockwise winds cause water to converge in the centre of the gyre, and the resulting downwelling (Ekman pumping) leads to an accumulation of freshwater through the mechanical deformation of the salinity field (Proshutinsky et al., 2002; Yang, 2009; Proshutinsky et al., 2009). The strength of the atmospheric Beaufort High projects onto a number of different modes of atmospheric variability (most importantly the Arctic Oscillation, but also the Pacific-North American pattern, the Arctic atmospheric Dipole Anomaly and the Pacific Decadal Oscillation; Serreze and Barrett, 2011), and therefore the Beaufort Gyre exhibits strong annual and interannual variability. On annual timescales, stronger anticyclonic winds in winter associated with higher atmospheric pressures (Figure 2.3a Winter) result in an accumulation of freshwater, whereas lower atmospheric pressures and weaker (or possibly cyclonic) winds in summer (Figure 2.3a Summer) relax the salinity gradient resulting in a release of freshwater (Proshutinsky et al., 2002). In addition, ice growth in winter and melt in summer will decrease or increase the freshwater content of the Beaufort Gyre, respectively, and any changes in the advection of surface, Pacific and Atlantic waters are also likely to have an impact (Proshutinsky et al., 2009). Consequently, the mean annual cycle in freshwater content reflects the complex interplay between these different forcings.

On interannual timescales, Proshutinsky and Johnson (1997) and Proshutinsky et al. (2002) have suggested that in response to the changing modes of atmospheric variability, two different wind regimes exist within the Arctic: cyclonic and anticyclonic. During the anticyclonic regime, freshwater is accumulated within the Beaufort Gyre over several years due to a strengthened atmospheric Beaufort High (i.e. a negative phase of the Arctic Oscillation; Figure 1.5c). In contrast, during the cyclonic regime the atmospheric Beaufort High weakens (i.e. a positive phase of the Arctic Oscillation; Figure 1.5b), and freshwater is released to the shelves where it may be exported into the North Atlantic. As a result, there is a strong linear relationship between the freshwater content of the Beaufort Gyre and the wind stress curl on interannual timescales (Proshutinsky et al., 2002, 2009).
Since 1997, the Arctic has been in the longest anticyclonic regime on record, leading to a large excess accumulation of freshwater within the Beaufort Gyre. For example, using data from aerial hydrographic surveys in spring 2008, McPhee et al. (2009) have shown that the Beaufort Gyre has gained 8500 km$^3$ of freshwater compared to the winter Polar Science Center Hydrographic Climatology (PHC; Steele et al., 2001), whilst Giles et al. (2012) used satellite observations of sea surface height between 1995 and 2010 to infer a similar increase of 8000 ± 2000 km$^3$.

The results of Giles et al. (2012) show a clear spatial correlation between the positive trend in the sea surface height associated with the Beaufort Gyre (Figure 2.1a,b), and the negative trend in the curl of the wind field (i.e. a trend towards more anticyclonic winds; Figure 2.1c). However, despite this clear spatial correlation, the temporal correlation is less clear. Whilst the trend in the curl of the wind field remained constant over the whole period, the trend in the sea surface height changed sign after 2002 (Figure 2.1d). Consequently, Giles et al. (2012) have suggested that since 2002 the winds may have become more effective at driving an accumulation of freshwater within the Beaufort Gyre, due to an increase in the efficiency of momentum transfer into the upper ocean. On the other hand, however, it must be noted that Morison et al. (2012) argue that a shift in the advection pathways of Eurasian river runoff, associated with a positive phase of the Arctic Oscillation during 2005-2008, can account for the increased accumulation of freshwater, with no role played by the Beaufort Gyre wind-driven circulation. In reality, it is likely that both processes are important (Mauritzen, 2012).

In the absence of sea ice, the magnitude of the momentum transfer into the upper ocean (i.e. the ocean surface stress) is determined simply by the surface wind stress. However, in the partly ice-covered Arctic, the magnitude of the momentum transfer is determined by both the surface wind stress ($\tau_{\text{Air\textendash}Water}$) and an ice-water stress component ($\tau_{\text{Ice\textendash}Water}$), with their relative magnitudes scaled by the ice concentration ($\alpha$; Yang, 2009):

$$\tau_{\text{OceanSurface}} = \alpha \tau_{\text{Ice\textendash}Water} + (1 - \alpha) \tau_{\text{Air\textendash}Water}$$ (2.1)

In the past, the thick and extensive Arctic sea ice cover has acted to reduced the momentum transfer, due to the large internal ice stresses reducing the ice-water stress component,
and shielding of the ocean from direct wind forcing. However, as the sea ice cover has begun to break up and retreat farther and for longer each year (Stroeve et al., 2007; Maslanik et al., 2007; Cavalieri and Parkinson, 2012), it has become both weaker and thinner (Kwok and Rothrock, 2009; Zhang et al., 2012; Laxon et al., 2013), and the number of leads, melt ponds and ice floe edges has increased, changing the shape of the ice pack (Flocco et al., 2012; Tsamados et al., 2014). Consequently, the efficiency of momentum transfer into the upper ocean has increased, as a thinner and weaker sea ice cover is more easily forced by the winds, and the changing shape of the ice pack is providing more and more near-vertical faces for the wind to push against (Andreas et al., 2010). As a result, not only is the annual mean ocean surface stress ($\tau_{Ocean\,Surface}$) increasing (i.e. the net forcing), but its seasonality is also changing. For example, Martin et al. (2014) have

Figure 2.1: Figure from Giles et al. (2012) showing (a) the Arctic Ocean mean sea surface height calculated from 15 years of satellite data (1995-2010) with reference to the EGM08 geoid, (b) the trend in Arctic Ocean sea surface height, (c) the trend in the wind field curl calculated from NCEP/NCAR reanalysis data, and (d) the temporal correlation between the trend in the sea surface height anomaly over the Beaufort Gyre and the trend in the wind field curl.
shown using the Polar Science Centre Pan-Arctic Ice Ocean Modelling and Assimilation System (PIOMAS) that the Arctic-wide annual mean ocean surface stress has increased by 0.006 N m\(^{-2}\) per decade between 2000 and 2012, corresponding to an increase of approximately 9% per decade based on the long-term mean stress of 0.064 N m\(^{-2}\). Furthermore, using the Los Alamos sea ice model (CICE) and a new parametrisation for form drag, Tsamados et al. (2014) have shown that the drag coefficient (which can be taken as a measure of the efficiency of momentum transfer into the upper ocean), exhibits a small positive trend over the Beaufort Gyre in summer between 1990 and 2012.

The accelerated accumulation of freshwater in the Beaufort Gyre has coincided with the dramatic decline observed in Arctic sea ice cover. Has the corresponding increase in the annual mean ocean surface stress, or its changing seasonality, contributed to the accelerated accumulation, and thus modified the linear relationship observed between the freshwater content and the wind stress curl (Proshutinsky et al., 2002, 2009)? The changing seasonality may have important implications for the adjustment of the Arctic Ocean to a change in forcing. If the dominant adjustment timescale is on the order of a season, modifications to the length of each season, or an asymmetry between spin-up and spin-down timescales over the annual cycle, may result in a multi-year trend in freshwater accumulation.

The dynamical response of the Beaufort Gyre to the thinning, weakening and changing shape of the Arctic sea ice cover will depend upon exactly how much more stress is transferred from the surface of the ice pack to the ocean below (i.e. the change to the annual mean ocean surface stress), and how the seasonal distribution of this transfer may change (i.e. the change to the seasonality in the ocean surface stress). However, both remain poorly constrained and understood, and many different processes such as stratification, atmospheric boundary layer stability, ocean circulation and sea ice conditions are important in determining the transfer of momentum through sea ice (McPhee, 2012). Indeed, two state-of-the-art studies by Martin et al. (2014) and Tsamados et al. (2014), that were designed to investigate how the magnitude and seasonality of the ocean surface stress has changed with the recent decline in Arctic sea ice cover, show seasonal cycles in ocean surface stress which are 180 degrees out of phase. Here the simplest possible
approach is adopted, and an idealised process model is used to investigate the dynamical response of the Beaufort Gyre to the changing efficiency of momentum transfer (and its link to the accelerated accumulation of freshwater) by idealistically perturbing the annual cycle in ocean surface stress through a wide parameter space. Sea ice is not represented explicitly in the model, but rather the effect of its decline is accounted for via perturbations made to the magnitude and seasonality of the ocean surface stress. In Section 2.2 the model setup is described, and the results of a control run are discussed in Section 2.3. Sections 2.4 and 2.5 present the setup and results of two different sets of idealised experiments designed to investigate the response of the Beaufort Gyre to the decline in Arctic sea ice cover, with a discussion of the results and their implications in Section 2.6. The conclusions of the work in this chapter and are presented in Section 2.7.

2.2 Model Setup

A non-linear 1.5-layer reduced gravity model (e.g. Johnson and Marshall, 2002; Allison et al., 2011), is used to simulate the surface freshwater layer of the Canadian Basin in the Arctic Ocean. The model is governed by the standard non-linear shallow water equations:

\[
\frac{\partial \mathbf{u}}{\partial t} + (f + \xi) \mathbf{k} \times \mathbf{u} + \nabla B = A \nabla^2 \mathbf{u} + \frac{\tau}{\rho_0 h} \tag{2.2}
\]

\[
\frac{\partial h}{\partial t} + \nabla \cdot (h \mathbf{u}) = \nabla \cdot (\kappa \nabla h), \tag{2.3}
\]

where \(\xi\) is the relative vorticity:

\[
\xi = \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y} \tag{2.4}
\]

and \(B\) is the Bernoulli potential:

\[
B = g' h + \left(\frac{u^2 + v^2}{2}\right). \tag{2.5}
\]
\( u \) is the velocity, \( t \) is time, \( f \) is the Coriolis parameter equal to \( 2\Omega \), where \( \Omega \) is the angular velocity of the Earth (i.e. the model is an f-plane centred on the pole), \( g' \) is the reduced gravity of 0.02 m s\(^{-2}\), \( A \) is the lateral friction coefficient of 150 m\(^2\) s\(^{-1}\) (there is no bottom friction as per the definition of a 1.5-layer reduced gravity model), \( \tau \) is the ocean surface stress (i.e. \( \tau_{\text{OceanSurface}} \) in Equation 2.1), \( \rho_0 \) is the average density of 1026 kg m\(^{-3}\), \( h \) is the surface layer thickness, \( \nabla \cdot (\kappa \nabla h) \) is an advective term arising from the Gent-McWilliams (GM) eddy parametrisation (Gent, 2011), and \( \kappa \) is the eddy diffusivity. The equations are discretised on a C-grid with a resolution of 15 km x 15 km. No slip and no normal flow boundary conditions are applied at the domain boundaries:

\[
\begin{align*}
    u_\perp &= 0 \quad \text{and} \quad u_\parallel &= 0,
\end{align*}
\]  

where the subscripts indicate the components perpendicular and parallel to the boundaries.

Following the idealised approach of Spall (2003, 2004, 2013), the Canadian Basin is represented as a circular domain approximately 1500 km in diameter, connected to a sponge region by a channel approximately 150 km wide (Figure 2.2). It is appropriate to use an idealised circular domain that does not represent the realistic topography of the Arctic Ocean, as it allows the response of the Beaufort Gyre to the changing ocean surface stress to be investigated in the cleanest possible manner, and ensures that the results are not affected by more complex topographic interactions which are most likely dependent on physical processes not included in the simple process model. In the vertical, the model consists of an active surface freshwater layer overlying a stationary Atlantic layer. This approach is similar to that of Proshutinsky and Johnson (1997), who used a barotropic model to investigate the wind-driven dynamics of the upper layer of the Arctic Ocean. The surface freshwater layer is initialised with a thickness of 400 m, matching the average depth of the 34.8 psu isohaline outside of the Beaufort Gyre in the PHC. The reduced gravity of 0.02 m s\(^{-2}\) is based on an average salinity of 32.3 psu in the surface freshwater layer and 35.0 psu in the Atlantic layer from the PHC, resulting in an internal Rossby deformation radius of approximately 20 km.

The sponge region is approximately 600 km wide, and is designed to absorb any
waves propagating out of the domain, as well as allow an inflow or outflow transport to develop through the channel in response to changes in layer thickness inside the domain.

Within this region the same equations as those in the remainder of the domain are solved, except that absorbing boundary conditions are implemented by constantly restoring the layer thickness to the initial layer thickness with a timescale of 1 day (i.e. this restoring acts as an extra dissipation term). The magnitude of the restoring is ramped up from zero to its maximum value over a region approximately 450 km wide using a hyperbolic tangent function, and this ensures that the sponge region does not act as a wall to waves propagating out of the domain. Visual examination and the analysis of the transport across the channel in a suite of different model simulations with widely different relaxation timescales in the sponge region provides strong evidence that the sponge region is not sending waves back into the domain (the deformation radius in the model is sufficiently small that any waves propagating back into the domain will be clearly visible hugging the right hand side of the channel). The results are not sensitive to the relaxation timescale in the sponge, unless the timescale is insufficient to fully absorb all waves propagating out of the domain.

The model is forced with an anticyclonic ocean surface stress ($\tau_{OceanSurface}$ in Equation...
centred over the domain (Figure 2.2). Along any diameter within the domain, the ocean surface stress in the $x$ and $y$ direction is described by

$$
\tau^{(x)} = \sin(\theta) \left( \frac{1}{r} \int r \cos^2(r) \, dr \right),
$$

(2.7)

and

$$
\tau^{(y)} = -\cos(\theta) \left( \frac{1}{r} \int r \cos^2(r) \, dr \right)
$$

(2.8)

respectively, where $\theta$ is the angle that lines connecting each grid point with the centre of the domain make with the positive $x$ axis, and $r$ is the radial distance between each grid point and the centre of the domain (i.e. $r^2 = x^2 + y^2$). Within the channel and sponge region, the stresses are described by

$$
\tau^{(x)} = C \left( \frac{y}{r^2} \right),
$$

(2.9)

and

$$
\tau^{(y)} = C \left( \frac{-x}{r^2} \right),
$$

(2.10)

where $x$ and $y$ are the distances to each grid point from the centre of the domain along the $x$ and $y$ axes respectively, and $C$ is a scale factor to ensure that the curl of the stress field is continuous at the domain/channel boundary. The curl of the stress field must be continuous at the domain/channel boundary to ensure that an unrealistic step in the layer thickness is not created due to an abrupt change in the rate of Ekman pumping between the domain and the channel. The stress fields are normalised between 0 and 1, and during each model run are multiplied by an idealised annual cycle in ocean surface stress to set the magnitude of the forcing. This stress formulation ensures that the curl of the ocean stress field reaches a maximum in the centre of the domain, and decreases to zero at the boundaries and in the outflow region (Figure 2.2).

To balance the input of vorticity from the winds (thus allowing the model to reach a steady state, or to spin-down if the forcing is reduced to zero), the effect of eddies and diapycnal mixing have been incorporated into the model using the Gent-McWilliams parametrisation (e.g. *Gent, 2011*). Following the approach of *Allison et al. (2011)*, the
magnitude of the eddy diffusivity ($\kappa$) can be determined by considering the total transport $T$ across any closed layer thickness contour around the domain. Ekman transport driven by the anticyclonic ocean surface stress will cause water to accumulate in the centre of the domain, steepening the pressure gradient and driving an anticyclonic geostrophic current. Baroclinic instability associated with this current will result in an eddy-induced bolus transport towards the boundary of the domain. Consequently, the total transport across any closed thickness contour is the residual between the Ekman and eddy-induced transport velocities:

$$T = T_{Ek} - T_{Eddies},$$

(2.11)

and can be obtained by integrating the cross-contour components of the eddy ($h\nu_{Eddies}$) and Ekman ($h\nu_{Ek}$) transport velocities along the entire thickness contour:

$$T \approx \oint h(v_{Ek} + v_{Eddies}) \, d\lambda \approx -\oint \frac{\tau^{(\lambda)}}{\rho_0 f} \, d\lambda - \oint \kappa \frac{\partial h}{\partial r} \, d\lambda,$$

(2.12)

where $\lambda$ is the distance in the azimuthal direction, $\tau^{(\lambda)}$ is the ocean surface stress aligned parallel to the thickness contour, $r$ is the radial direction, and it has been assumed that the thickness contours form concentric circles inside the domain. Integrating Equation 2.12 between the boundary and the centre of the domain and dividing by the radius of the domain, $r$, gives

$$T \approx -\frac{1}{r} \int \int \frac{\tau^{(\lambda)}}{\rho_0 f} \, dA - \frac{1}{r} \int \kappa (h_c - h_b) \, d\lambda,$$

(2.13)

where $h_c$ and $h_b$ are the layer thickness in the centre and at the boundary of the domain respectively. If it is assumed that at steady state $T = 0$, $\tau^{(\lambda)} = 0.02$ N m$^{-2}$ (discussed in more detail below), and $h_c - h_b = 60$ m based on the deepening of the 34.8 psu isohaline across the Beaufort Gyre in the PHC, then the eddy diffusivity ($\kappa$) must equal approximately 1300 m$^2$ s$^{-1}$.

Whilst eddies are likely to be the first order process responsible for balancing the Ekman pumping (Marshall et al., 2002), other processes such as lateral friction against the Chukchi Cap may also play a role, and in the model their effect has been incorporated
into the strength of the eddy flux. Consequently, it must be noted that the strength of the eddy flux may be an overestimate.

2.3 Control Run

Initially the model is run for 40 years from rest in order to reach an idealised equilibrium state. The magnitude of the annual cycle in ocean surface stress used to force this control run (Figure 2.3c), is based on the average conditions that existed between 1979 and 1990 (i.e. before the dramatic decline in Arctic sea ice cover; Stroeve et al., 2012b). Figures 2.3a and 2.3b show the summer (4 months: July - October) and winter (8 months: November - June) averages of the mean sea level pressure from the monthly ERA-Interim reanalysis (Dee et al., 2011) and sea ice concentration from the Special Sensor Microwave/Imager (SSM/I) satellite (Maslanik and Stroeve, 1999) over this period. The winds associated with the atmospheric Beaufort High are stronger and more anticyclonic during winter than during summer, and there is a decline in the sea ice concentration over the Beaufort Gyre during the four months of summer (although this seasonal change is much smaller than that seen in more recent observations). The results of Yang (2009) suggest that between 1979 and 1990, variability in the ocean surface stress is dominated by atmospheric forcing rather than by the sea ice concentration, and consequently the annual cycle in ocean surface stress used to force the control run reflects only the changing wind conditions, with 8 months of strong anticyclonic winds or high stress (0.02375 N m$^{-2}$) followed by 4 months of weak anticyclonic winds or low stress (0.01250 N m$^{-2}$; Figure 2.3c). Due to the difficulties in estimating the ocean surface stress directly from wind speed in the ice-covered Arctic, the values of the ocean surface stress are taken from the Nucleus for European Modelling of the Ocean (NEMO)–Louvain-la-Neuve Sea Ice Model (LIM) global coupled sea ice-ocean model, which has been used in previous Arctic studies (Lique et al., 2009, 2010; Lique and Steele, 2012). Using a drag coefficient of 2.25 $\times$ 10$^{-3}$ (Timmermann et al., 2005), the model annual mean ice-ocean stress of 0.018 N m$^{-2}$ between 1979 and 1990 corresponds to an ‘effective’ wind speed of 2.0 m s$^{-1}$. This is lower than the ERA-Interim annual mean of 2.5 m s$^{-1}$ over the same period, due to the sea ice cover reducing the transfer of momentum into the upper ocean.
Figure 2.3: Summer (July - October) and winter (November - June) averages of (a) mean sea level pressure from the ERA-Interim reanalysis, and (b) sea ice concentration from the Special Sensor Microwave/Imager (SSM/I) satellite over the Arctic Ocean between 1979 and 1990. The annual cycle in ocean surface stress used to force the control run (c) is based on the occurrence of stronger and more anticyclonic winds over the Beaufort Gyre during the 8 months of winter (green) compared to the 4 months of summer (red). The reduction in sea ice cover between July and October defines the summer period.

Figure 2.4a shows the mean layer thickness and velocity fields over the last 5 years of the 40 year control run, whilst Figure 2.4b shows a cross section of the mean layer thickness through the centre of the domain. As expected from the scaling of the eddy diffusivity, the surface freshwater layer has thickened on average by 60 m across the domain, with the maximum thickening in the centre. Around the boundaries and in the outflow region little thickening has occurred, confidently suggesting that any forcing in the outflow region is not affecting the response within the circular domain. Associated
with the deepening of the surface freshwater layer is an anticyclonic geostrophic circulation centred over the domain. The time-averaged maximum velocity of approximately 2 cm s\(^{-1}\) is consistent with the climatological values reported in McPhee et al. (2009) and McPhee (2013). Figures 2.4c and 2.4d show the annual cycles in layer thickness in the centre of the domain, and the transport through the channel over the last 5 years of the control run. The annual cycle in layer thickness, which can be interpreted as a proxy for the annual cycle in freshwater storage, oscillates around a mean of 458.7 m, and has a peak to peak amplitude of 3.4 m consistent with the results of Proshutinsky et al. (2009). The annual cycle in transport through the channel has a peak to peak amplitude of 0.2 Sv (1 Sv = 10\(^6\) m\(^3\) s\(^{-1}\)), with a mean of zero. The maximum freshwater storage and maximum inflow into the domain occurs at the end of the winter period, whilst the
minimum freshwater storage and maximum outflow occurs at the end of the summer period, reflecting the integrated forcing throughout the year.

Note that sensitivity analysis has shown that the results in the following sections are not dependent upon the exact magnitude of the annual cycle in ocean surface stress used to force the control run, nor on the realism of the steady state.

2.4 Experiment 1: Modified Seasonality

Because the Arctic sea ice cover has begun to break up and retreat farther and for longer each year, both the annual mean ocean surface stress (i.e. the net forcing) is increasing, and its seasonal cycle (i.e. the seasonality) is changing. Each may have an affect on the accumulation of freshwater in the Beaufort Gyre by triggering a different dynamical response, and therefore two sets of experiments were designed in order to investigate their effects separately.

In the first set of experiments, the effect of modifying the seasonality in ocean surface stress whilst holding the net forcing constant was investigated. Figures 2.5a and 2.5b show the idealised modifications made to the annual cycle in ocean surface stress. Over a number of model runs, the ocean surface stress during the 4 months of summer was incrementally increased with respect to the control run (Figure 2.5a), idealistically representing an increased efficiency of momentum transfer into the ocean. For high levels of ocean stress in summer, the period over which this stress was applied was then incrementally increased from 4 months to 6 months (Figure 2.5b), representing a longer melt season and therefore a longer period of enhanced momentum transfer. At the same time, however, the ocean surface stress in winter for each model run was reduced, to ensure that the net forcing remained constant at 0.02 N m$^{-2}$ (black dashed line in Figures 2.5a and 2.5b). Each model run was initialised from the layer thickness and velocity fields at the end of the control run, and run for a further 40 years. It is important to note that whilst the terminology of “summer” and “winter” has been used, the seasons are defined solely as periods of different ocean surface stress and need not relate to specific times of the year.

Figure 2.6 shows the results of these experiments in terms of both the annual cycle in
Figure 2.5: Modifications made to the annual cycle in ocean surface stress with respect to the control run (thick blue line) for (a) and (b) the modified seasonality experiments, and (c) and (d) the modified net forcing experiments. In (a) and (c) the ocean surface stress is incrementally increased in summer, representing the increased efficiency of momentum transfer. In (b) and (d), the period over which high values of summer stress is applied is then incrementally increased, representing a longer melt season. For the modified seasonality experiments (a) and (b), the stress in winter in each model run is reduced, to ensure that when integrated over the entire year the net forcing remains constant at 0.02 N m$^{-2}$ (grey dashed line).
stress in summer becomes greater than the stress in winter, and the amplitude increases, reflecting the increased amplitude of the annual cycle in ocean surface stress. The peak to peak amplitudes increase from 3.4 m and 0.2 Sv, to a maximum (over these experiments) of 5.7 m and 0.3 Sv for the layer thickness in the centre of the domain (dot-dashed red line in Figure 2.6b) and the transport through the channel (dot-dashed red line in Figure 2.6c), respectively.

When the length of the melt season is increased for high values of ocean surface stress in summer (compare the blue line with the dot-dashed, dashed and dotted green lines

**Figure 2.6:** The annual cycle in (a) and (d) ocean surface stress, (b) and (e) the layer thickness in the centre of the domain (white dot in Figure 2.4a), and (c) and (f) the transport through the channel (red line in Figure 2.4a) from the last 5 years of each of the modified seasonality experiments. Positive transports indicate an inflow, whilst negative transports indicate an outflow. (a), (b) and (c) are for model runs where the ocean surface stress in summer has been increased, whilst (d), (e) and (f) are for model runs where the melt season length has been increased. Line styles and colours correspond to those used in Figures 2.5a and 2.5b. The thick blue line represents the control run. Integer year numbers correspond to the end of the summer period.
in Figure 2.6d), the amplitudes of the annual cycle in layer thickness and the transport through the channel increase further to 8.6 m and 0.5 Sv, respectively (dotted lines in Figures 2.6e and 2.6f). The timing of the minimum freshwater storage also occurs earlier due to the shorter winter period, whilst the timing of maximum freshwater storage remains unchanged.

### 2.5 Experiment 2: Modified Net Forcing

To explore the dynamical response of the Beaufort Gyre to an increased net forcing, and its effect on the freshwater content, a second set of experiments were performed. The same modifications to the annual cycle in ocean surface stress as seen in the modified seasonality experiments were applied (Figures 2.5a and 2.5b) but, in this case, the ocean surface stress in winter was not reduced to offset the increase in summer (Figures 2.5c and 2.5d). Consequently, the net forcing increased from the control run value of 0.02 N m$^{-2}$ to a maximum of 0.028 N m$^{-2}$. Each model run was again initialised from the layer thickness and velocity fields at the end of the control run, and integrated for a further 40 years.

Figure 2.7a shows that the mean layer thickness in the centre of the domain, averaged over the last 5 years of each model run, increases linearly with respect to the increased ocean surface stress. The linear relationship is described by the equation

$$\Delta\bar{h} = 2937.5\Delta\bar{\tau},$$  

(2.14)

where $\Delta\bar{h}$ and $\Delta\bar{\tau}$ are the increase in mean layer thickness and net forcing, respectively, from the control run. To estimate the magnitude of the corresponding freshwater accumulation, the annual cycle in transport through the channel can be integrated in time to produce a cumulative volume transport into the domain over the full 40 years of each model run. This cumulative volume transport can then be multiplied by a salinity anomaly:

$$S_{Anomaly} = \frac{S_{ref} - S}{S_{ref}},$$  

(2.15)

where $S_{ref}$ is the reference freshwater salinity and $S$ is the in-situ salinity, to calculate
Figure 2.7: Results of the modified net forcing experiments. (a) The increase in mean layer thickness in the centre of the domain plotted as a function of the increase in net forcing. The blue dot represents the control run, whilst the red dots represent model runs with an increased ocean surface stress in summer and the green dots represent model runs with a longer melt season (as per the colors in Figures 2.5c and 2.5d). For comparison, the grey dots show the change in layer thickness for a given change in the ocean surface stress calculated using Equation 2.13. (b) The cumulative volume and freshwater transports into the domain over the full 40 years of each model run plotted as a function of the increase in net forcing.

the total freshwater accumulation. As the model only solves the dynamical equations and thus there is no salinity variable, $S$ has been set to a salinity of 27.7 psu in accordance with Giles et al. (2012). This value is based on the salinity measured in the mixed layer by an Ice Tethered Profiler deployed in the Canadian Basin during April 2007 (Toole et al., 2010), and as such the freshwater anomaly estimate that results must be viewed as an upper bound. The reference value ($S_{ref}$) equals 34.7 psu (again in accordance with Giles...
Figure 2.7b shows the cumulative volume and freshwater transports into the domain as a function of both time and the increase in net forcing. All model runs show a net flux of freshwater into the domain with respect to the control run. The lack of seasonal variation when $\Delta \tau$ is approximately $4 \times 10^{-3}$ N m$^{-2}$ is due to the lack of seasonal variability in the forcing (i.e. the ocean surface stress in summer has been increased to a point where it equals the ocean surface stress in winter). Fitting an asymptotic exponential growth model to each of the model runs

$$V_{FW}(t) = V_{FW}^{Tot} (1 - e^{-kt}),$$

(2.16)

where $V_{FW}(t)$ is the cumulative freshwater transport into the domain as a function of time $t$, $V_{FW}^{Tot}$ is the total freshwater accumulated in the domain for each model run and $k$ is the growth constant, reveals an e-folding timescale of approximately 3.3 years for the accumulation of freshwater in the domain. This is slightly longer than the e-folding timescale of approximately 2.7 years for the increase in the mean layer thickness in the centre of the domain. As with the mean layer thickness in the centre of the domain, the total accumulation of freshwater depends linearly on the increase in net forcing, and for the greatest increase in net forcing in the suite of experiments (0.008 N m$^{-2}$), the total freshwater accumulated in the domain is approximately 4000 km$^3$. The results of Martin et al. (2014) suggest that between 2000 and 2012, the Arctic-wide annual mean ocean surface stress has increased by 0.007 N m$^{-2}$, which corresponds to an accumulation of freshwater in the model of approximately 3500 km$^3$. This is around 50% of the increase observed by Giles et al. (2012) over broadly the same period.

2.6 Discussion and Implications

Using a simple process model and idealised perturbations to the annual cycle in ocean surface stress, it has been demonstrated that the dynamical response of the Beaufort Gyre to the decline in Arctic sea ice cover and the related increase in the efficiency of momentum transfer into the upper ocean, is a plausible mechanism behind the accelerated accumulation of freshwater inferred by Giles et al. (2012). Despite the simple nature of
the process model used here, the broader implications of the results and their relevance to the wider Arctic system are discussed in the following section.

2.6.1 Adjustment Timescales

The results of both the modified seasonality experiments and the modified net forcing experiments shed some light on the timescales over which the Arctic Ocean adjusts to a change in forcing, as well as on which adjustment processes are responsible. Figures 2.6b and 2.6e show that over each season the layer thickness in the centre of the domain continues to increase or decrease in response to the change in ocean surface stress, and never fully adjusts to a new equilibrium state. In contrast, Figures 2.6c and 2.6f suggest that the magnitude of the transport through the channel adjusts more quickly to the seasonal changes in ocean surface stress, asymptoting towards a new equilibrium value over the period of each season. Consequently, it appears that the processes which dominate the adjustment to a change in forcing around the boundary of the domain are very different to those which determine the adjustment in the centre. The response timescale (e-folding timescale) of the transport through the channel is approximately 1 month. As the propagation speed of a boundary trapped kelvin wave in the model is:

\[ c = \sqrt{g' h} \approx 2.8 \text{ m s}^{-1} \]  \hspace{1cm} (2.17)

and the circumference of the model is approximately 4712 km, this suggests that fast boundary waves travelling around the domain within a period of \( t_{bw} \):

\[ t_{bw} = \frac{4712 \times 10^3}{c} \approx 20 \text{ days} \]  \hspace{1cm} (2.18)

are the dominant process behind the quick adjustment on the boundary, with waves propagating out of the sponge region (where a strong restoring to the initial layer thickness of 400 m is applied) effectively fixing the layer thickness around the boundary in the model on timescales longer than 1 month.

Away from the boundaries, however, Kelvin waves have little effect. Here, the layer thickness as a function of time is determined by the balance between wind-induced Ekman
pumping and the eddy-induced volume flux towards the boundary (i.e. Equation 2.12):

$$\frac{\partial}{\partial t} \int \int h \, dA = -\frac{1}{r} \int \int \frac{\tau(\lambda)}{\rho_0 f} \, dA - \frac{1}{r} \int \kappa (h_c - h_b) \, d\lambda,$$

(2.19)

where the first term on the right hand side represents wind-induced Ekman pumping, and the second term represents the relaxation effect of the eddy flux. Scale analysis suggests that the relaxation timescale due to the eddy term is given by

$$\frac{r A_{BG}}{\kappa \lambda_{BG}},$$

(2.20)

where $A_{BG}$ and $\lambda_{BG}$ are the area and circumference of the Beaufort Gyre, respectively, and is approximately equal to 14 years. As a result, it can be concluded that eddies play a limited role in balancing Ekman pumping on the seasonal timescale. Consequently, the layer thickness in the centre of the domain continually adjusts to the change in ocean surface stress over each season, and does not tend towards a new equilibrium state. Furthermore, this long adjustment timescale ensures that the annual cycle in layer thickness in the centre of the domain (e.g. 3.4 m in the control run) is only a small fraction of the change in mean layer thickness across the Beaufort Gyre (60 m), as the annual cycle represents only the very beginning of a much longer term adjustment to the changing ocean surface stress. Indeed, when the model is run from rest to a fully-adjusted equilibrium state (the $\tau$-folding timescale is 2.5 years) with a constant ocean surface stress of either 0.02375 N m$^{-2}$ or 0.0125 N m$^{-2}$ (i.e. the winter or summer value of ocean surface stress from the control run, respectively), the difference in equilibrium layer thickness between the two runs is approximately 33 m.

In the modified net forcing experiments, however, the eddy relaxation term eventually balances the wind-induced Ekman pumping, and it is the eddy relaxation timescale that determines the total quantity of freshwater that is accumulated in the domain (see Figure 2.7b). This highlights the importance of eddies in the Arctic Ocean’s adjustment to a change in forcing, and provides a strong motivation to use eddy resolving models when investigating the transient response of the Arctic Ocean to future changes in the forcing. Indeed, although the use of the GM eddy parameterisation is consistent with the approach
used by many simple process models that do not resolve eddies directly, it is possible that
the linear nature of GM and the use of a constant eddy diffusivity in a changing Arctic is
not appropriate, especially if the circulation associated with the Beaufort Gyre exhibits
either eddy saturated or eddy compensated behaviour (i.e. similar to the Antarctic Circ-
umpolar Current; *Morrison and Hogg*, 2013). The impact this behaviour may have on
the results is discussed later in Section 6.2.1. In addition, an analysis of the spatial scales,
growth rate, and structure of the eddy field in the Arctic using the Eady model (*Eady*,
1949) may shed some important light on why the growth rate of eddies in the Arctic
appears to be slow.

### 2.6.2 Effect of Sea Ice Concentration

Using the Polar Science Center Pan-Arctic Ice Ocean Modelling and Assimilation
System (PIOMAS) and the Los Alamos sea ice model (CICE) with a new parameterisation
for form drag, the results of both *Martin et al.* (2014) and *Tsamados et al.* (2014) show
a long-term positive trend in the annually averaged momentum flux into the upper ocean
in response to the decline in Arctic sea ice. However, *Martin et al.* (2014) find that in
PIOMAS the trend is not positive over all seasons. Instead, their model suggests that the
efficiency of momentum transfer into the upper ocean is at an optimum when the sea ice
concentration is approximately 80% (i.e. in fall and spring). Above this point, a thick
and extensive sea ice cover dampens the transfer of momentum due to the large internal
ice stresses and shielding of the ocean from direct wind forcing. Below this point, the
momentum transfer into the upper ocean decreases, as the drag associated with drifting
sea ice is greater than that of open water. Consequently, between the 1980s and 2000s the
ocean surface stress in summer decreases by 7% in their model, reflecting the increasing
length of time that the sea ice concentration is below 80%. It contrast, this negative trend
in summer is not observed in the results of *Tsamados et al.* (2014). It is possible that
the form drag parametrisation used by *Tsamados et al.*, which was not implemented in
the model used by *Martin et al.*, allows the ice concentration to decline further before the
efficiency of momentum transfer decreases due to the fraction of open water. For example,
the observations of *Andreas et al.* (2010) show that over summer sea ice and the marginal
ice zone (where form drag is important), the drag coefficient peaks at an ice concentration of \(\approx 50\%\).

Irrespective of the exact details, the Arctic is currently undergoing a transition from the presence of a thick and extensive sea ice cover year-round to a seasonally ice-free state. If the concept of an optimal ice concentration for the efficiency of momentum transfer into the upper ocean holds, then the current positive trend in the momentum flux will begin to slow and eventually reverse, as the length of time when the sea ice concentration is below the optimum value increases (Martin et al., 2014). At this point, the accelerated accumulation of freshwater in the Beaufort Gyre will stop, and the excess freshwater that has built-up will no longer be supported by Ekman pumping. It is unclear how long it will take for the positive trend in the momentum flux to reverse, and this may have important implications for the future evolution of the Arctic’s freshwater budget and for freshwater release into the North Atlantic.

Throughout this chapter, it has been assumed in the construction of the idealised annual cycles that the momentum transfer will increase during summer. It should be noted, however, that the seasons have been arbitrarily defined, and the increased momentum transfer in summer could equally be interpreted as an increased momentum transfer in winter. Furthermore, given the results of the modified seasonality experiments, it is clear that whether the momentum transfer is increased in winter or summer is not important for the accelerated accumulation of freshwater in the Beaufort Gyre, as all that matters is the integrated net forcing over the entire year.

### 2.6.3 Relevance of the Simple Model

Despite having no effect on the net freshwater content of the Beaufort Gyre, modifications made to the seasonality in ocean surface stress whilst the net forcing is held constant do impact the annual cycle in freshwater storage and transport through the channel in the model (see Figures 2.6b,c,e,f). Given the limitations of the simple process model (including, but not limited to, the parametrised effects of eddies and diapycnal mixing, and the lack of vertical resolution and a sea ice component), it is possible that there are processes missing from the model which may be important in determining the response
of the Beaufort Gyre to a change in the seasonality in ocean surface stress. To explore this further, the driving mechanisms behind the annual cycle of freshwater content in the Beaufort Gyre are examined using Arctic climatological datasets and data collected in the Beaufort Gyre.

Averaged over the Beaufort Gyre region, Figure 2.8 shows the annual cycle in liquid freshwater content ($FW_c$; Equation 1.1) anomaly integrated between both the surface and the 34.8 psu isohaline (blue solid line), and between the surface and 25 m (blue dashed line) from the Monthly Isopycnal / Mixed-layer Ocean Climatology (MIMOC; Schmidtko et al., 2013), the annual cycle in solid (ice) freshwater content anomaly (red line) from upward-looking sonar deployed as part of the Beaufort Gyre Exploration Project, and the magnitude of the annual cycle in Ekman pumping (black line) from the ERA-Interim reanalysis. MIMOC has been used instead of the PHC as it resolves the annual cycle, and has been updated with the most recent surface data collected by Ice-Tethered Profilers. In the upper 25 meters of the water column, the annual cycle in liquid freshwater content (blue dashed line) is dominated by thermal forcing (sea ice formation and melt; red line). It reaches a minimum in April-May due to brine rejection from sea ice formation, and a maximum in October-November due to sea ice melt. On the other hand, over the full depth...
range of the Beaufort Gyre (i.e. from the surface to the depth of the 34.8 psu isohaline), the annual variation in Ekman pumping (black line) appears to be the dominant forcing behind the annual cycle in total liquid freshwater content (solid blue line), with thermal forcing having little effect. The liquid freshwater content peaks in December-January due to stronger Ekman pumping during winter (although there appears to be a short time lag), and is at a minimum during August-September due to weaker Ekman pumping and a relaxation of the salinity field. An intermediary peak is observed in May, which is most likely associated with a seasonal re-intensification of the atmospheric Beaufort High (Yang, 2006, 2009).

Together, these results suggest that Ekman pumping is the dominant process in setting the annual cycle in liquid freshwater content within the Beaufort Gyre (although locally the balance may be different; Proshutinsky et al., 2009). Consequently, it can be concluded that the simple process model does resolve the important dynamical processes behind the response of the Beaufort Gyre to a change in forcing, and that the decline in Arctic sea ice cover will affect the seasonality of the Beaufort Gyre and its freshwater content in a manner similar to the results of the model. The amplitude of the annual cycle in freshwater content (blue line in Figure 2.8) would be expected to increase as the amplitude of the annual cycle in ocean surface stress increases, and the timing of the peaks in the annual cycle will change as the efficiency of momentum transfer increases and decreases at different times throughout the year.

### 2.6.4 Implications for the Arctic Freshwater Budget

In the modified seasonality experiments, the amplitude of the annual cycle in transport through the channel averages 0.3 to 0.4 Sv. In comparison with the studies of de Steur et al. (2009) and Curry et al. (2014), this is smaller than the amplitude of the annual cycle in the volume transport of surface layer waters through both Fram Strait (∼4 Sv) and Davis Strait (∼0.6-0.8 Sv). The small amplitude in the model directly reflects the limited annual variability seen in the layer thickness, which is both consistent with observational data (e.g. Proshutinsky et al., 2009) and is a direct consequence of the long timescale over which the model adjusts to the change in forcing. Consequently, whilst having some
impact, the annual variability in the export of freshwater from the Beaufort Gyre cannot
be the main driver behind the annual variability seen in the exports to either side of
Greenland, and variability driven by local conditions is likely to be more important. For
example, Lique et al. (2009) have shown that the variability in the liquid freshwater flux
through Fram Strait depends upon variability in both the volume flux and the in-situ
salinity, which varies strongly due to ice formation and melt north of Greenland. Given
the far-reaching consequences that changes in the export of freshwater to either side of
Greenland may have on the circulation of the Atlantic Ocean, future studies should aim to
quantify the contribution that the seasonal release of freshwater from the Beaufort Gyre
has on the total freshwater export from the Arctic Ocean.

Independent of any accumulation of freshwater due to sea ice decline, the freshwater
content of the Beaufort Gyre has been steadily increasing since the mid 1990s due to the
large-scale anticyclonic wind regime (Proshutinsky et al., 2009). If, in the future, the wind
regime becomes cyclonic, then the excess freshwater stored in the Beaufort Gyre will be
released to the shelves (Häkkinen and Proshutinsky, 2004; Condron et al., 2009; Jahn et al.,
2010), where it may be exported into the North Atlantic (Stewart and Haine, 2013). Such
a release of freshwater has been proposed as a mechanism to explain some of the “Great
Salinity Anomaly” events, during which the subpolar North Atlantic and Nordic seas
underwent decadal periods of freshening (e.g. Dickson et al., 1988; Belkin et al., 1998;
Belkin, 2004), with associated effects on the formation of North Atlantic Deep Water
(Dickson et al., 2000; Jahn et al., 2010). Consequently, the accelerated accumulation
of freshwater in the Beaufort Gyre may exacerbate the effects of a switch to a cyclonic
wind regime, by making the Arctic even more anomalously fresh beforehand, and thus
increasing the quantity of freshwater that may be exported into the North Atlantic. It
must be noted, however, that local dynamics in Fram Strait and the Canadian Arctic
Archipelago will also play a major role in determining the quantity of freshwater that
can be exported from the Arctic Ocean in the future, and understanding these dynamics
motivates the work in Chapters 4 and 5.
2.6.5 Effect of Changing Meteorological Conditions

Throughout this chapter, the focus has been on the effect that changing sea ice conditions will have on the freshwater content of the Beaufort Gyre, without considering the potential impacts of changes in the wind field. However, as the strength of the atmospheric Beaufort High projects onto several different modes of atmospheric variability (Serreze and Barrett, 2011; Mauritzen, 2012), large-scale changes in atmospheric conditions may lead to a further accumulation or release of freshwater from the Beaufort Gyre that has not been accounted for in the model. For example, since the mid 1990s a negative trend in the phase of the Arctic Oscillation has strengthened the atmospheric Beaufort High in winter (i.e. the anticyclonic wind regime), and more recently, a positive trend in the strength of the Arctic Dipole Anomaly between 2007 and 2012 may have acted to strengthen the Beaufort High in summer (Overland et al., 2012; Ogi and Wallace, 2012). Furthermore, the study of Simmonds and Keay (2009) has shown that the strength of Arctic summer cyclones over the Eurasian Arctic has been increasing over the past 30 years, and if this were to continue, then the momentum flux into the ocean during summer may be reinforced by an enhanced wind forcing over the Beaufort Gyre region.

2.7 Conclusions

The overall aim of this chapter was to investigate the dynamical response of the Beaufort Gyre to the changing efficiency of momentum transfer associated with the decline in Arctic sea ice cover, and its link to the accelerated accumulation of freshwater observed by Giles et al. (2012). From two sets of experiments where the annual cycle in ocean surface stress was idealistically perturbed to reflect the effect of diminishing Arctic sea ice, it has been shown that when the annual mean ocean surface stress (i.e. the net forcing) is held constant, changes to its seasonal cycle (i.e. the seasonality) have no net effect on the annual mean freshwater content of the Beaufort Gyre in the model. Instead, the Beaufort Gyre continually adjusts to the seasonal changes in ocean surface stress since the adjustment timescale, which is set by eddies, is considerably longer than seasonal.

On the other hand, a linear relationship is found between the increase in the annual
mean ocean surface stress and the amount of freshwater accumulated in the Beaufort Gyre, regardless of the seasonal cycle in the forcing. This linear relationship is similar to that found by Proshutinsky et al. (2002, 2009) between the freshwater content of the Beaufort Gyre and the wind stress curl over the region, and it suggests that as the Arctic sea ice cover continues to decline, the linear accumulation of freshwater in the Beaufort Gyre for a given wind stress curl will increase (e.g. Giles et al., 2012), due to the enhancement in the magnitude of the stress that is transferred from the surface of the ice pack to the ocean below. This confirms that the increased efficiency of momentum transfer into the upper ocean associated with the decline in Arctic sea ice cover is a plausible mechanism to explain the accelerated accumulation of freshwater in the Beaufort Gyre. The total quantity of freshwater accumulated for a given change in ocean surface stress depends on the eddy diffusivity, i.e. on the length of time it takes for the eddy field to balance the change in Ekman pumping. The key dynamical process at play is as follows: as Arctic sea ice is becoming weaker, thinner and more broken up, the annually averaged momentum flux into the upper ocean is increasing for the same wind speed, resulting in an accelerated linear accumulation of freshwater through an enhanced mechanical deformation of the salinity field.

The results have implications for both the net amount of freshwater stored in the Beaufort Gyre and the annual cycle in its freshwater content. This may have an effect on the annual cycle in freshwater export from the Arctic Ocean, and future observational studies aimed at detecting changes in the seasonality of the Beaufort Gyre freshwater content would be worthwhile. At the same time, the results have highlighted the importance of eddies in the transient response of the Arctic to a change in forcing, and more should be done to investigate the role they play using eddy resolving models.
Chapter 3

Effects of Elevated Vertical Mixing and Freshwater Input on Arctic Stratification and Sea Ice Cover

The work in this chapter has been submitted for publication as:

The previous chapter focused on understanding the effect that Arctic sea ice decline, and the changing efficiency by which wind energy is transferred into the upper ocean, is having on the freshwater content of the Beaufort Gyre. Stronger wind forcing, however, will also affect the magnitude of internal wave mixing in the Arctic (e.g. Rainville et al., 2011), and may positively feedback on to the sea ice decline by increasing the diffusive heat flux from the Atlantic layer. At the same time, however, the accumulation of freshwater in the Arctic (e.g. Vavrus et al., 2012) may act to offset the effects of elevated internal wave mixing by increasing the strength of the stratification associated with the cold halocline. Motivated by the impacts of Arctic sea ice decline, this chapter focuses on understanding how these two competing processes may affect the strength of the stratification and the stability of the cold halocline, and thus the role they may play in the ongoing melting of Arctic sea ice, in a 1D model of the Arctic Ocean water column.
3.1 Introduction

The vertical structure in the upper water column of the Eurasian Basin is characterised by the cold and fresh surface mixed layer overlying the deeper warm ($T>0^\circ\text{C}$) and salty Atlantic layer (Figure 3.1). The heat contained within the Atlantic layer is sufficient to melt all sea ice in the Arctic within a few years (Turner, 2010). However, this heat is isolated from the mixed layer by the cold halocline, in which near-freezing temperatures coincide with a strong salinity gradient (Figure 3.1; Aagaard et al., 1981; Rudels et al., 1996; Toole et al., 2010). As salinity dominates density at low temperatures, the cold halocline creates a layer of strong stratification which limits the depth to which surface-generated mixing can penetrate, and the near-freezing temperatures ensure that any pycnocline water that is mixed up to the surface is devoid of excess heat. As a result,

![Figure 3.1: Schematic of the vertical temperature (red line) and salinity (blue line) structure in the upper 500 m of the Eurasian Basin in the Arctic Ocean. The cold halocline (green layer) is characterised by the coincidence of near-freezing temperatures with a strong salinity gradient, and acts to isolate the cold and fresh surface mixed layer (blue) from the heat contained within the warm and salty Atlantic layer (red).](image)
the only process by which the heat contained within the Atlantic layer can be transferred to the surface is through diffusion, such as that associated with the breaking of internal waves or double diffusive processes.

Scattered observations throughout the Arctic Ocean have shown, however, that the energy associated with the internal wave field is one to two orders of magnitude smaller than that observed at lower latitudes (Levine et al., 1985, 1987; Plueddemann, 1992; D’Asaro and Morison, 1992; Guthrie et al., 2013). This is due to the limited generation of internal wave energy through the interaction of the barotropic tide with topography (Simmons et al., 2004; the majority of the Arctic basin is north of the $M_2$ critical latitude), shielding of the ocean from direct wind forcing due to the sea ice cover (Rainville et al., 2011), and the dissipation of internal wave energy in oscillating under-ice boundary layers (Morison et al., 1985; Pinkel, 2005). Consequently, the rate of vertical mixing across the cold halocline from the breaking of internal waves is only slightly larger than molecular levels, and the vertical heat flux to the surface is close to zero. For example, Shaw and Stanton (2014) show that the vertical diffusivity ($K_z$) in the deep central Canadian Basin averages near molecular levels between $2.2 \times 10^{-7}$ and $3.4 \times 10^{-7}$ m$^2$ s$^{-1}$, leading to a heat flux of 0.1 W m$^{-2}$, and Rainville and Winsor (2008) found that $K_z$ averaged $10^{-6}$ m$^2$ s$^{-1}$ in the deep interior basins, increasing to $10^{-5}$ m$^2$ s$^{-1}$ in the upper ocean. In the Eurasian Basin, Fer (2009) inferred from microstructure observations that the heat flux across the cold halocline was not significantly different from zero, and Sirevaag and Fer (2012) observed a heat flux due to double diffusion of 0.6 W m$^{-2}$. Similarly, in the Canadian Basin, Timmermans et al. (2008) observed a heat flux of 0.05-0.3 W m$^{-2}$. These estimates are only an order of magnitude larger than molecular diffusion alone, and are significantly smaller than the value required to adversely affect the sea ice cover at the surface (Maykut and Untersteiner, 1971).

The Arctic region is, however, changing rapidly. As discussed in Chapter 1, climate model projections suggest that sea ice cover at the surface will decline at such a rate that the ocean will be ice-free in summer sometime around the middle of the century (Wang and Overland, 2009; Stroeve et al., 2012a), and freshwater input from enhanced river runoff and excess precipitation over evaporation will increase by $\approx 30\%$ by 2050.
Although increased freshwater input should strengthen the cold halocline by increasing the magnitude of the salinity gradient, the decline in Arctic sea ice cover may lead to periodic increases in vertical mixing, through the enhancement of wind-driven near-inertial motions during ice-free periods (Pinkel, 2005; Rainville and Woodgate, 2009; Rainville et al., 2011). Although a substantial amount of this excess near-inertial energy will be lost to directly mixing the surface layer, a portion may propagate deeper where it can erode the cold halocline and enhance the vertical heat flux from the Atlantic layer (Fer, 2014). Consequently, the interplay between enhanced freshwater input and elevated vertical mixing may play a significant role in determining how the vertical heat flux to the underside of the sea ice will change over the coming decades. As even a small change in the vertical heat flux may have irreversible impacts on sea ice cover at the surface (Maykut and Untersteiner, 1971; Polyakov et al., 2012), which itself might affect both local and remote climates (see Section 1.4.1), understanding these processes is critical.

Observations already show that the freshwater content of the Arctic Ocean is increasing (see Section 1.4.2). On the other hand, despite the average decrease of 14 ± 3% per decade in the September sea ice extent between 1979 and 2012 (Overland and Wang, 2013), and the average increase in the Arctic-wide melt season length of 6 days per decade over the same period (Markus et al., 2009), it is not yet clear whether vertical mixing is increasing. The analysis of expendable current profiler (XCP) data collected in the 1980s and late 2000s by Guthrie et al. (2013) shows that there has been no temporal trend in vertical mixing over the thermocline, and the pan-Arctic microstructure measurements reported in Rippeth et al. (2015) suggest that vertical mixing over the Atlantic layer thermocline shows no dependence on sea ice cover. In contrast, Rainville and Woodgate (2009) observed a dramatic increase in the strength of vertical mixing in the upper 100 m during ice-free periods in the Chukchi Sea, with the average diffusivity increasing from molecular levels during winter to $2 \times 10^{-4} \text{ m}^2 \text{s}^{-1}$ during summer. Similarly, Dosser et al. (2014) observed a seasonal cycle in the amplitude of wind-driven near-inertial waves in the upper 200 m of the Canadian Basin in response to the annual cycle in sea ice cover. During summer, the average amplitude increased by 0.45 m over the winter value, despite the weaker winds,
suggesting a strong coupling between sea ice conditions and the inertial wave field. In addition, the appearance of a second autumn phytoplankton bloom in the Arctic, which is correlated with delayed freeze up and increased exposure of the ocean to direct wind forcing, provides indirect evidence that elevated vertical mixing is driving a supply of nutrients into the mixed layer during these periods (Ardyna et al., 2014); in the ice-free Chukchi Sea, Nishino et al. (2015) also observed a peak in nutrient fluxes and primary productivity associated with gale force winds and enhanced turbulent mixing (Kawaguchi et al., 2015).

Despite the lack of a consistent pan-Arctic signal, which might still be too small to detect, the decline in Arctic sea ice cover is very likely to result in periodic increases in vertical mixing during ice-free periods, as the ocean is more easily forced by the wind (Tsamados et al., 2014; Martin et al., 2014), and the magnitude of under-ice dissipation is reduced. The aim of this chapter is to explore how the competing effects of elevated vertical mixing and freshwater input will affect the stratification, the stability of the cold halocline and the sea ice cover at the surface, using a 1D model of the Arctic Ocean water column. Specifically, the focus will be on the following questions:

1. How do periodic increases in vertical mixing affect the diffusive heat flux through the cold halocline and therefore the sea ice cover at the surface? To what extent can freshwater input at the surface offset the effect of elevated vertical mixing?

2. In what mixing/freshwater regimes does the cold halocline remain stable and how long might it take for the cold halocline to be completely eroded? What effect will this have on the sea ice cover at the surface?

The approach used in this chapter is similar to that of Killworth and Smith (1984) and Bjork (1989), who use 1D models to investigate the Arctic Ocean halocline and upper ocean stratification. By using a model that contains only the essential physics needed to represent the competing effects of elevated vertical mixing and freshwater input, it is possible to explore a wide parameter space that is applicable to the future Arctic, and isolate the role that the changing Arctic Ocean will play in the ongoing melting of Arctic sea ice.
In Section 3.2 the setup of the 1D model is described, with the design of the model experiments detailed in Section 3.3. In Section 3.4 the results of the different model experiments are presented, with a discussion of their implications in Section 3.5. The conclusions of the work in this chapter are presented in Section 3.6.

3.2 Model Setup

The 1D General Ocean Turbulence Model (Burchard et al., 1999) is used to simulate the upper 500 metres of the Arctic Ocean, which is sufficient to cover the region of the water column in which this chapter is interested (i.e. to the core of the AWL). The model is governed by the following temperature and salinity diffusion equations:

\[
\frac{\partial \theta}{\partial t} = \frac{\partial}{\partial z} \left( K_z \frac{\partial \theta}{\partial z} \right) - R^\theta
\]
\[
\frac{\partial S}{\partial t} = \frac{\partial}{\partial z} \left( K_z \frac{\partial S}{\partial z} \right) - R^S,
\]

where \( \theta \) is potential temperature (henceforth all temperatures are assumed to be potential temperature), \( S \) is salinity, \( t \) is time, \( z \) is depth, \( K_z \) is vertical diffusivity, and \( R^\theta(z) \) and \( R^S(z) \) represent all other processes not explicitly resolved here that maintain the temperature and salinity stratification. The equations are discretised on a vertical grid with a resolution of 1 meter, and the nonlocal K-Profile Parameterisation (KPP) scheme of Large et al. (1994) is used to ensure continuity between the interior and mixed layer diffusivities (discussed later).

The model is initialised with winter (DJF) climatological temperature and salinity profiles from the central Eurasian Basin (Figure 3.2a), averaged between 85°N-90°N and 0°E-120°E from the Monthly Isopycnal / Mixed Layer Ocean Climatology (MIMOC; Schmidtko et al., 2013). The profiles are interpolated from their climatological levels onto a regular 1 metre grid, and smoothed with a 9 metre running mean to minimise sharp gradients. The results of this study are not sensitive to small changes in these initial profiles. Due to the lack of a sea ice model at the surface, the ML temperature can cool below the local freezing point, and this cooling is taken to represent sea ice formation.
3.2 Model Setup

Figure 3.2: Initial profiles of (a) temperature and salinity averaged over the central Eurasian Basin region from the MIMOC climatology, (b) the corresponding buoyancy frequency, (c) the climatological shear squared, derived from XCP data collected during the North Pole Environmental Observatory surveys between 2008 and 2011, and (d) the corresponding vertical diffusivity due to shear instability associated with internal wave breaking (blue line), parameterised through Eq. 3.2. The thin black lines in (d) show the vertical diffusivity in the Eurasian Basin estimated by Guthrie et al. (2013), and the red and green lines show the vertical diffusivity derived from microstructure observations by Guthrie et al. (2013) and Fer (2009), respectively.

The model is forced solely by vertical mixing/diffusivity, freshwater input at the surface, and the prescribed, constant in time but depth-dependent terms $R^\theta(z)$ and $R^S(z)$. These represent the net effect of those processes (e.g. lateral advection, surface heat fluxes, and mean sea ice processes) which balance the vertical diffusivity and freshwater input at the surface in the long term mean, and are determined by restoring $\theta$ and $S$ to the mean winter profiles in the control run to ensure a steady state is reached. They are then fixed for the remainder of the study. The details of these terms are described in more detail below.

In the interior, it is assumed that the vertical diffusivity in Equation 3.1 is a function of only the shear instability associated with internal wave breaking, and is parameterised in terms of the Richardson number ($R_i$; Pacanowski and Philander, 1981):

$$K_z = \frac{K_{max}^z + \nu_b (1 + \alpha R_i)^n}{(1 + \alpha R_i)^{n+1}} + K_z^b,$$

(3.2)
where

\[ \text{Ri} = \frac{N^2}{S^2} \quad \text{(3.3)} \]

is a function of the buoyancy frequency \(N^2\); Figure 3.2b) and the shear squared (Figure 3.2c)

\[ S^2 = \left( \frac{\partial u}{\partial z} \right)^2 + \left( \frac{\partial v}{\partial z} \right)^2. \quad \text{(3.4)} \]

\( K_{z}^{\text{max}} \) is the maximum diffusivity, \( K_{z}^{b} \) is the background diffusivity, \( \nu_{b} \) is the background viscosity, and \( \alpha \) and \( n \) are tuning parameters. This parameterisation was specifically chosen as it allows the diffusivity to be sensitive both to changes in the freshwater input, and periodic increases in vertical mixing. Physically, if the stratification is strong (significant freshwater input, large \( N^2 \)) and the shear is weak (small \( S^2 \)), the Richardson number is large and the diffusivity is small, with \( K_{z} \) tending towards \( K_{z}^{b} \) (Figure 3.3). Conversely, if the stratification is weak and the shear is strong, the Richardson number is small and the diffusivity tends towards \( K_{z}^{\text{max}} \) (Figure 3.3).

Observations in the Arctic (e.g. Halle and Pinkel, 2003, Pinkel, 2005, and Dosser et al., 2014) have shown that the internal wave field is highly episodic in nature, and the shear instability associated with internal wave breaking exhibits high frequency variability both in time and space. However, it is challenging to incorporate this variability directly into models due to the limitations associated with their much coarser space and time
resolutions. As **Lique et al.** (2014) have shown that these episodic mixing events act to increase the magnitude of the average background mixing, and as it is expected that the Arctic internal wave field will move closer to a more typical mid-latitude Garrett-Munk (**Garrett and Munk**, 1975) internal wave field during longer ice free periods (i.e. with stronger mean background shear and diffusivity), the classical approach used by models that don’t resolve the relevant time and space scales is followed by defining the initial shear squared profile (Figure 3.2c) to be the average of 28 individual $u$ and $v$ velocity shear profiles collected during the North Pole Environmental Observatory airborne hydrographic surveys between 2008 and 2011 (**Guthrie et al.**, 2013). The $u$ and $v$ velocity data from each of the XCP casts are interpolated onto a regular 1 meter grid, and the corresponding $u$ and $v$ velocity shear profiles are calculated from overlapping 8 meter bins, with a resolution of 1 meter. The absolute values from each of the 28 $u$ and $v$ velocity shear profiles are then averaged to produce a single $u$ and $v$ velocity shear profile, to which curves of the form

$$\frac{\partial u}{\partial z} \text{ or } \frac{\partial v}{\partial z} = ae^{bz} + ce^{dz},$$  \hspace{1cm} (3.5)

where $z$ is depth and $a$, $b$, $c$, and $d$ are constants, are fitted in order to smooth sharp gradients. These fitted velocity shear profiles are then integrated from the bottom boundary at 500 meters (where the velocity is set to zero) to the surface, to produce the corresponding idealised $u$ and $v$ velocity profiles with which the model is forced. It is important to note that although the shear should scale with the stratification, no empirical relationship between these two properties exists that can be implemented in the model. Therefore although the shape of the shear profile will likely change as the stratification evolves, this behaviour is not incorporated into the model on the assumption that any change in shear due to the evolving stratification will likely be significantly smaller than the change in shear which is implemented manually to enhance the vertical mixing (discussed in section 3.3).

To match the initial profile of $K_z$ (Figure 3.2d) to observations of diffusivity from the Eurasian Basin (**Fer**, 2009; **Guthrie et al.**, 2013), $K^{b}_z$ was set to the observed value of $2.0 \times 10^{-6}$ m² s⁻¹ (**Rainville and Winsor**, 2008), $\nu_b$ to $2.0 \times 10^{-5}$ m² s⁻¹ (**Large et al.**, 1994), $\alpha$ to 1 and $n$ to 2. $K^{\max}_z$ was set to $10^{-4}$ m² s⁻¹, the maximum plausible value in
the ocean interior \citep{Munk1966, MunkWunsch1998}. Figure 3.2d shows the good agreement between the initial $K_z$ profile and the observations. In the ML, $K_z$ is large (approximately $10^{-4}$ m$^2$ s$^{-1}$) due to the weak stratification and strong shear (Figures 3.2b and 3.2c). Below the ML and into the cold halocline, the stratification increases and the shear decreases, reducing $K_z$ to a minimum of $2.0\times10^{-6}$ m$^2$ s$^{-1}$. Beneath the cold halocline, the weakening stratification drives a general trend towards higher $K_z$, despite the lower shear.

At present, freshwater input to the Arctic from rivers and excess precipitation over evaporation equals 6400 km$^3$ yr$^{-1}$ \citep{Haine2015}. When divided by the area of the Arctic ($9.7\times10^6$ km$^2$), this corresponds to an average input of $2.12\times10^{-8}$ m s$^{-1}$ (based on a 360 day model year), which is applied at the surface of the model. Throughout this chapter it is assumed that the freshwater input from rivers is distributed evenly throughout the Arctic Ocean. To rapidly distribute this freshwater throughout the ML, an ocean stress of 0.044 N m$^{-2}$ is applied at the surface which generates a region of highly elevated diffusivities due to the KPP mixed layer module. The magnitude of the ocean stress agrees well with the average winter ocean stress over the Eurasian Basin from the NEMO-LIM coupled ice-ocean model \citep{Lique2012}. In all model runs, the effect of the wind stress on the vertical diffusivity is restricted to the upper 31 m, which is the depth of the ML in the climatological profiles (the depth of the ML throughout this study is defined as the depth at which the density has increased by 0.01 kg m$^{-3}$ from the surface value). This choice has been made to ensure that changes to the diffusivity and thus the vertical heat flux below this depth reflect only the interplay between the elevated diffusivity and the enhanced freshwater input. In all model experiments the the ML depth is free to evolve in response to the changing heat flux/FW input.

The lateral advection of “new” water masses into the 1D domain, as well as all other processes such as surface heat fluxes, and salt fluxes from sea ice formation and melt, that balance the vertical diffusivity and freshwater input at the surface in the long term mean, are taken into account through the depth dependent terms $R^h(z)$ and $R^S(z)$. The effect of seasonality and future changes in the strength of these processes (which likely depend on poorly understood processes such as the effect of sea ice retreat on shelf and
shelf edge processes, changes in the absorption of solar radiation into the upper ocean, variability and change in advective pathways, and shifts in the annual cycle of sea ice cover/thickness) has specifically been excluded, by fixing the magnitude of the terms in each model run to be equal to the relaxation required to reach a steady state in the control run, i.e.:

\[ R_\theta(z) = \frac{1}{\tau} [\theta(t, z) - \theta(0, z)] \]

and

\[ R_S(z) = \frac{1}{\tau} [S(t, z) - S(0, z)], \quad (3.6) \]

where the overbar represents a time average over the control run, \( \tau \) is the relaxation timescale (12 days), and \([\theta(t, z) - \theta(0, z)]\) and \([S(t, z) - S(0, z)]\) are the differences between the temperature and salinity profiles at time \( t \), and the initial temperature and salinity profiles \( (t = 0) \). This choice allows us to isolate and understand the effect that only elevated vertical mixing and enhanced freshwater input will have on the Arctic stratification and thus the sea ice cover at the surface. Figure 3.4 shows the magnitude of \( R_\theta(z) \) and \( R_S(z) \). In general, they act to cool and remove freshwater from the ML, whilst warming and increasing the salinity of the AWL. Defining the boundary between the AWL and the upper cold halocline at 100 m, and calculating the integrated heating over these two layers as

\[ Q = - \int R_\theta(z) \rho_0 C_p \, dz, \quad (3.7) \]

where \( \rho_0 \) is the density \((1027 \text{ kg m}^{-3})\) and \( C_p \) is the ocean specific heat capacity \((3985 \text{ J kg}^{-1} \text{ K}^{-1})\), shows that temperature term \( R_\theta(z) \) results in a warming over the AWL of 0.28 W m\(^{-2}\), and a fully compensating cooling over the cold halocline. This compares well to the observational estimates of the vertical heat flux from the AWL of Timmermans et al. (2008), Sirevaag and Fer (2012), and Shaw and Stanton (2014). It should be noted that there is no flux of salt or heat through the bottom boundary at 500 meters.

Because a simple 1D representation of the Arctic Ocean is adopted, there are a number of important processes that cannot be directly resolved in the model. As \( R_\theta(z) \) and \( R_S(z) \) are fixed in time, the effect that any interplay between enhanced vertical mixing and seasonality in the Arctic ML depth (which is poorly constrained; Peralta-Ferriz and
Figure 3.4: Magnitude of the depth-dependent relaxation constants for (a) salinity: $R^S$, and (b) temperature: $R^\theta$, that are required to ensure that the initial temperature and salinity profiles do not diverge from their initial values in the control run. The magnitude of the relaxation in each perturbation run is fixed at these values.

Woodgate, 2015a), winter convection (due to surface heat fluxes and sea ice formation), and the processes that form the cold halocline may have on the sea ice cover at the surface cannot be considered, whilst the effects of long term changes in the advection of water masses around the Arctic are also ignored. In addition, despite the net effect of the surface heat flux being included within the $R^\theta(z)$ and $R^S(z)$ terms, the effect of changes in surface heating are not considered. Although the surface heat flux is likely to play a major role in the future sea ice budget of the Arctic by heating the upper ocean during ice-free periods (e.g. Timmermans, 2015), this study is primarily interested in isolating the role that elevated vertical mixing and deeper changes to the Arctic Ocean water column will play in the ongoing melting of Arctic sea ice. Finally, the effects of ice-ocean interactions at the surface are not included; Barthélémy et al. (2015) show that the parameters required for brine rejection parameterisations are poorly observed and constrained. Possible implications of these missing processes for the results will be discussed in Section 3.5.
3.3 Experimental Design

Over the coming decades, freshwater input to the Arctic Ocean is expected to increase (e.g. Haine et al., 2015), and the decline in Arctic sea ice cover is likely to drive periodic increases in vertical mixing during ice-free periods. To explore how these competing processes will affect the stratification and sea ice cover, four parameters were perturbed in the model. These are: (1) the magnitude of the velocity shear during ice-free periods, (2) the depth to which this elevated velocity shear penetrates, (3) the length of the ice-free period, and (4) the magnitude of the freshwater input. Since the future trends in the magnitude of these parameters are unknown, they are perturbed idealistically through a wide parameter space that is broadly applicable to the future Arctic. For each unique set of parameters, the model is initialised from the profiles in Figure 3.2 and run for 50 years, which represents the period of time over which CMIP3/CMIP5 (Coupled Model Intercomparison Project Phase 3/5) models predict that the Arctic will have become predominantly ice-free in summer (Wang and Overland, 2009, 2012; Stroeve et al., 2012a).

The magnitude of velocity shear during ice-free periods is perturbed by multiplying the initial velocity shear profiles by a factor of 1 through 6 (referred to as the shear factor or SFac), matching the change in the velocity shear observed by Rainville and Woodgate (2009) during ice-free periods in the Chukchi Sea. The shear factor is not constant throughout the water column, but is at its maximum at the surface and decreases smoothly to 1 at the depth to which the elevated velocity shear penetrates (referred to as ZMax). Based on the initial profiles, ZMax is defined as either 90 m (the base of the cold halocline), 300 m (the core of the Atlantic layer) or 195 m (midway between the base of the cold halocline and the core of the Atlantic layer). An example of the effect that these perturbations have on the shear squared and diffusivity profiles can be seen in Figures 3.5a and 3.5b. Although the perturbations to $K_z$ in Figure 3.5b are small (with a shear factor of 6 extending to a ZMax of 300 m, $K_z$ increases to only $7.8 \times 10^{-6}$ m$^2$ s$^{-1}$ across the cold halocline), the cumulative effect over a model run is much more significant. For example, Figure 3.5c shows the effect on $K_z$ after 50 years, when the same perturbations have been applied for 6 months of each year, with no change in the freshwater input. In this case, $K_z$ has increased by nearly two orders of magnitude, as the stratification has
weakened throughout the 50 years.

The length of the ice-free period is either 2 months, 4 months, or 6 months, reflecting the general trend towards a thinner and less extensive sea ice cover, with the earlier occurrence of melt onset and later freeze-up (Markus et al., 2009; Overland and Wang, 2013; Pinker et al., 2014; Wang and Overland, 2015). During these ice-free periods the model is forced with the perturbed velocity shear profiles (i.e. Figure 3.5a), and over the remainder of the year the model is forced with the control velocity shear profiles (i.e. Figure 3.2c). It should be noted that these “ice-free periods” can also be interpreted as periods during which a less extensive but still present sea ice cover is acting to enhance the transfer of wind momentum into the upper ocean (as discussed in Chapter 2).

The freshwater input from river runoff and excess precipitation over evaporation is perturbed by applying annual anomalies at the surface which represent a 0% to 30% increase from present-day values, spanning the change projected by the state-of-the-art CMIP5 climate models in the Arctic freshwater input over the next 50 years (Vavrus et al.,
3.4 Results

Arctic sea ice is sensitive to changes in the diffusive heat flux, and the extent to which the mixed layer is isolated from the heat contained within the Atlantic layer. How and why these parameters will likely evolve over the coming decades is explored in this section.

3.4.1 Mixed Layer Temperature and the Diffusive Heat Flux

Figure 3.6 shows the change in average mixed layer temperature from the control value, for model runs in which the velocity shear has been elevated for 6 months of each year, down to a depth of 90 m (Figure 3.6a), 195 m (Figure 3.6b), and 300 m (Figure 3.6c). The results from only the longest ice-free period are shown, as the mechanisms that control the mixed layer temperature are independent of the length of the ice-free period, and are equally applicable to the remainder of the parameter space. For all model runs in which the velocity shear is elevated (i.e. excluding a shear factor of one), there is an initial increase in mixed layer temperature, the magnitude of which depends predominantly on the shear factor, and the depth of $Z_{Max}$. For example, when $Z_{Max}$ is 300 m (Figure 3.6c), the maximum change in mixed layer temperature for model runs with a shear factor of 6 is 0.25°C (purple dot-dashed line), compared to a maximum of only 0.03°C for model runs with a shear factor of 2 (light blue dot-dashed line). In contrast, when $Z_{Max}$ is 90 m (Figure 3.6a), the maximum change in mixed layer temperature does not exceed 0.01°C.

After a number of years, however, the mixed layer begins to cool. The point in time at which this occurs in each model run is marked with a coloured dot, and is determined by the magnitude of the freshwater input and the depth of $Z_{Max}$. For example, for model runs with a $Z_{Max}$ of 300 m (Figure 3.6c) and no change in the freshwater input (blue dots), the maximum mixed layer temperature occurs after 15-20 years. In comparison, with a freshwater input anomaly of 30% (black dots), the maximum mixed layer temperature is reached between 11-14 years. When $Z_{Max}$ is only 90 m (Figure 3.6a), the maximum
mixed layer temperature occurs within the first 10 years, irrespective of the freshwater input. For the two model runs in Figure 3.6c with an SFac of 5 and 6 and a 0% increase in the freshwater input (i.e. the brown and purple dot-dashed lines, respectively), the positive trend in mixed layer temperature does not reverse for at least another 50 years. At this point, it must be noted that due to the lack of a sea ice model at the surface, the mixed layer temperature can cool below the local freezing point. If this occurs it is assumed that sea ice is forming at the surface, and this can be see in more detail in Figure 3.9.

Following de Boisséon et al. (2010), the mixed layer heat budget for the model can be written as

\[
h \left\langle \frac{\partial \theta}{\partial t} \right\rangle = -h \langle u \rangle \nabla \langle \theta \rangle + K \frac{\partial \theta}{\partial z (z=-h)},
\]

(3.8)
where \( h \) is the depth of the mixed layer, \( \langle \rangle \) indicates a depth average over the mixed layer, the first term on the right-hand side represents the change in mixed layer temperature due to advection, and the second term the change in mixed layer temperature due to the diffusive heat flux at the base of the mixed layer. As the rate of advection is constant in the model, variability in mixed layer temperature depends solely on changes in the diffusive heat flux. Therefore it can be deduced from Figure 3.6 that during the initial phase of each model run, the diffusive heat flux is enhanced compared to the control run, whereas later in each run, the diffusive heat flux must decrease with respect to the control run.

To understand the changes in the diffusive heat flux across parameter space, a number of individual model runs are examined. Figure 3.7 shows the water column structure after 15 and 40 years (black and blue dashed line in Figure 3.6, respectively), for four model runs that span the full range of trajectories in mixed layer temperature, whilst Figure 3.8 shows Hörmoller plots of the change in temperature and salinity from the control run for the same four model runs. The initial increase in mixed layer temperature (top inset in Figure 3.7a, and, for example, Figure 3.8c,g) in all model runs in which the velocity shear is perturbed is due to larger diffusivities in the upper 100 m (Figure 3.7d) driving an enhanced diffusive heat flux. In contrast, when only the freshwater input is increased (Figure 3.8a), the mixed layer cools as the stronger stratification decreases the diffusivity and reduces the magnitude of the diffusive heat flux (blue profile in Figure 3.7a). The initial increase in mixed layer temperature depends strongly on the depth to which the elevated shear penetrates, as the diffusive heat flux depends upon both the diffusivity and the strength of the temperature gradient. Deeper mixing can interact with the much stronger Atlantic layer temperature gradient below \( \approx 100 \) m, and can thus drive significantly more heat into the mixed layer. For example, for two model runs with the same shear factor and freshwater input, the change in mixed layer temperature after 15 years is 0.16°C when \( Z_{Max} \) is 300 m (orange profile in Figure 3.7a and Hörmuller plot 3.8g), compared to only \( 6 \times 10^{-3} \) °C when \( Z_{Max} \) is 90 m (purple profile in Figure 3.7a and Hörmuller plot 3.8e). In contrast to \( Z_{Max} \), the elevated freshwater input has little effect, with a 30% increase reducing the maximum change in mixed layer temperature by only
0.04°C (compare the orange and green profiles in Figure 3.7a). Overall, in comparison with the current annual change in mixed layer temperature driven by the absorption of solar radiation (>1°C; Perovich et al., 2008; Steele et al., 2011), and the projected future increase from CMIP5 models in the annual cycle of sea surface temperature due to sea ice retreat (Carton et al., 2015), the change in mixed layer temperature after 15 years is insignificant.
The elevated diffusivity also affects the stratification throughout the water column. As evident in Figure 3.7c, the strength of the stratification has decreased to zero over the cold halocline (associated with a weakening of the salinity gradient), whilst deeper in the water column, the stratification has increased due to a strengthening of the salinity gradient. Consequently, the depth of maximum stratification has increased from 44 m
in the control run, to a maximum of 118 m, and the diffusivity has decreased between 200-300 m.

After 40 years, Figures 3.7e and H"omuller plots 3.8a,c,e show that the mixed layer has cooled in all model runs with respect to the control run (except when $Z_{Max}$ is 300 m and there is no increase in the freshwater input (orange profile in Figure 3.7a and H"ovmuller plot 3.8g). In this case the diffusivity has continued to increase in the upper water column, maintaining the flux of heat into the mixed layer). The mixed layer has cooled due to the continued strengthening of the stratification over the Atlantic layer (i.e. between $\approx$100 m and 300 m) decreasing the diffusivity and thus the magnitude of the diffusive heat flux. The stratification has strengthened because of both the freshwater input at the surface freshening the water column (Figures 3.8b,d), and the continued deepening of the maximum salinity gradient. In addition to cooling the mixed layer, the reduced diffusive heat flux also causes the Atlantic layer to warm (bottom inset Figure 3.7e), which is similar to the results of Nummelin et al. (2015).

To summarise the results thus far, the schematic presented in Figure 3.6d highlights the dominant processes responsible for determining the evolution of the diffusive heat flux and mixed layer temperature. Elevated shear drives an initial increase in mixed layer temperature, due to larger diffusivities enhancing the diffusive heat flux across the base of the mixed layer. As the diffusive heat flux depends upon both the diffusivity and the magnitude of the temperature gradient, the change in mixed layer temperature is greater for higher shear factors, and when the elevated shear penetrates deep into the Atlantic layer. It must be noted, however, that over the entire parameter space, the diffusive heat flux at the base of the mixed layer does not exceed 0.2 W m$^{-2}$. This is significantly smaller than the ocean/ice to atmosphere heat flux during winter (25 W m$^{-2}$; Overland et al., 1997) and the input of solar radiation into the upper ocean during summer (25-75 W m$^{-2}$), which has been shown to have a significant impact on the sea ice cover at the surface (Timmermans, 2015). The increase in the mixed layer temperature is also greater for longer ice-free seasons, as the integrated heat flux over the year is larger. After a period of time, however, strengthening of the stratification over the Atlantic layer weakens the diffusivity, and a decrease in the upward diffusive heat flux causes the mixed layer to cool.
The time it takes for this to occur is shorter when the freshwater input is greater and when $ZMax$ is shallower (shallower mixing drives only a small increase in the diffusive heat flux due to the near zero temperature gradient, but is able to readily deepen the maximum stratification because of the stronger salinity gradient near the surface).

Following Steele et al. (2008, 2011), the effect of the elevated diffusive heat flux on the sea ice cover was quantified by calculating the change in the mixed layer heat content from the initial profile ($t = 0$) after $t = 15$ and $t = 40$ years of each model run:

$$H_c = \rho_0 C_p \left[ \int_{z=-h}^{z=0} (\theta(t) - \theta_f(t)) \, dz - \int_{z=-h}^{z=0} (\theta(0) - \theta_f(0)) \, dz \right],$$

where $\rho_0$ is the density (1027 kg m$^{-3}$), $\theta_f$ is the in-situ freezing point based on the average mixed layer salinity at time $t$, and $C_p$ is the ocean specific heat capacity (3985 J kg$^{-1}$ K$^{-1}$). The equivalent net quantity of sea ice that can be melted/formed due to this change in heat content is

$$\Delta h_I = \frac{H_c}{\rho_I L_I},$$

where $\rho_I$ is the density of sea ice (900 kg m$^{-3}$) and $L_I$ is the latent heat of fusion of sea ice ($3 \times 10^5$ J kg$^{-1}$).

Figure 3.9 shows that after 15 years, the effect of the elevated diffusive heat flux is limited (similar to the results of Nummelin et al., 2015), with a maximum equivalent net sea ice loss of only 12 cm (bottom right in Figure 3.9c). When the elevated shear extends to a depth of either 195 m or 300 m, the contour lines showing the change in mixed layer temperature are aligned parallel to the freshwater axes, highlighting the limited role played by freshwater input in determining the initial increase in mixed layer temperature. In contrast, when $ZMax$ is 90 m, or the freshwater input is significant, the decrease in mixed layer heat content is equivalent to the net formation of 4 cm of sea ice. This formation is driven by the combination of cooler mixed layer temperatures compared to the control run, and an increase in the local freezing point due to the input of freshwater. This second process is particularly important for the equivalent net sea ice formation seen to the right of the magenta line in Figures 3.9a,b,c, where the input of freshwater has raised the local freezing point faster than the rate at which the mixed layer temperature
Figure 3.9: Thickness of ice (colour contours) that could be melted/formed due to the change in the mixed layer heat content after (a,b,c) 15 years and (d,e,f) 40 years of each model run, plotted as a function of the shear factor ($SF_{ac}$) and the freshwater anomaly at the surface ($\Delta FW$). The individual columns represent the different lengths of the ice-free season, and the individual layers in each column represent the three different depths to which the elevated shear penetrates (i.e. $Z_{Max}$). Negative ice melt indicates ice formation. Overlain are contours showing the change in the mixed layer temperature from the control run. Solid contours indicate an increase in the mixed layer temperature, and dashed contours indicate a decrease in the mixed layer temperature. The contour interval is 0.03°C, with the zero contour marked in magenta, and the first contour (i.e. ±0.03°C) marked in bold.

has increased. It must be noted that a snapshot taken at 15 years is after the maximum mixed layer temperature has been reached for model runs with a $Z_{Max}$ of either 90 m or 195 m (Figure 3.6). However, at the point of maximum mixed layer temperature for each $Z_{Max}$ (8 years and 9 years for 90 m and 195 m, respectively), the equivalent net loss of ice is only 2 cm and 5 cm, respectively.

After 40 years, Figure 3.9 shows that the parameter space is dominated by net sea ice formation, with ongoing sea ice melt limited to model runs in which strongly elevated shear extends to the Atlantic layer and there is little change in the freshwater input. In
this case, the maximum equivalent net sea ice loss is $\approx 16$ cm (bottom right Figure 3.9f). The magnitude of the equivalent net sea ice formation seen throughout the remainder of the parameter space is determined by the magnitude of the freshwater input (the coloured contours lie parallel to the $SFac$ axes), and reaches a maximum of 11 cm. It is interesting to note that for a $ZMax$ of 90 m or 195 m, runs with higher shear factors tend to exhibit a greater decrease in mixed layer temperature from the control run for a given freshwater input, but this is not reflected in the sea ice formation. This is due to these runs exhibiting a smaller decrease in the mixed layer salinity compared to those with a lower shear factor, such that the ability to form more sea ice due to the cooler mixed layer temperatures is offset by a lower freezing point. As will be discussed later, the quantity of sea ice that can be melted by the elevated diffusive heat flux is significantly less than the current annual cycle of sea ice melt and formation, and in the long term is considerably weaker than the effects of the other major processes responsible for ongoing melting of Arctic sea ice.

### 3.4.2 Cold Halocline Strength and Heat Entrainment

In the presence of a cold halocline, heat from the Atlantic layer cannot be directly entrained into the mixed layer, and the vertical heat flux is dominated by diffusive fluxes. In the following section, the focus will be on how the competing effects of elevated vertical mixing and enhanced freshwater input may affect the stability of the cold halocline, and whether it weakens sufficiently to allow warm Atlantic water to be directly entrained into the mixed layer.

Similar to the approach of Bourgain and Gascard (2011), the strength of the cold halocline is represented by the magnitude of the associated density gradient ($N^2$ in s$^{-2}$), calculated as

$$N^2 = \frac{g}{\rho_0} \frac{\rho_2 - \rho_1}{z_2 - z_1}, \tag{3.11}$$

where $g$ is the acceleration due to gravity (9.81 m s$^{-2}$), and $\rho_2$ and $\rho_1$ are the densities at the base of the cold halocline ($z_2$) and the base of the mixed layer ($z_1$), respectively. The base of the cold halocline is defined as the depth at which the temperature gradient first exceeds $8.5 \times 10^{-3}$ °C m$^{-1}$. After 40 years, Figure 3.10 shows that for large increases in the shear that extend deep into the water column, the strength of the cold halocline...
Figure 3.10: Change from the control run in the strength of the stratification associated with
the cold halocline after 40 years of each model run, plotted in the same format as Figure 3.9.
The solid black line indicates the zero contour for the change in the stratification index. Each
model run in which the cold halocline is no longer present after 40 years is indicated with a dot.
The color of the dot indicates how long it takes for the cold halocline to be fully eroded.

decreases, with the density gradient weakening by up to 94% from the control run. In
contrast, when the freshwater input is large, or the elevated shear does not penetrate
below 90 m, the strength of the cold halocline increases. Although it is challenging to
define a theoretical cut-off in $\theta$-$S$ space below which the halocline is no longer present,
a visual examination of individual $\theta$ and $S$ profiles suggests that the cold halocline has
been fully eroded once the stratification index has decreased by $\approx 40\%$. Each model run
in Figure 3.10 in which the cold halocline is no longer present after 40 years is marked
with a dot, with the color indicating the time taken for the cold halocline to be eroded.
When $Z_{Max}$ is only 90 m, the cold halocline remains present, irrespective of the shear
factor. In contrast, when the shear is strongly elevated, and extends to a depth of 300 m
for up to 6 months of each year, the cold halocline can be fully eroded within 5-10 years.

Once the cold halocline has been fully eroded, the stratification barrier that isolates the
mixed layer from the Atlantic layer is no longer present, and the sea ice cover at the surface
is sensitive to the effects of wind-generated overturning, storm-driven mixing and static
instability. For example, sea ice formation in the Arctic releases salt into the mixed layer,
increasing the density and triggering haline convection (Martinson and Steele, 2001). In
the absence of a cold halocline, this convection entrains water from the Atlantic layer that
is above the freezing point, and can thus impact the sea ice at the surface. To quantify
the impact of this entrainment heat flux, the parameterisation developed by Martinson (1990) and Martinson and Iannuzzi (1998) is used. The parameterisation assumes that the thermal forcing for ice growth ($F_L$) is given by the difference between the ice to atmosphere heat flux ($F_A$) and the ocean to ice heat flux ($F_H$), which is parameterised as the average diffusive heat flux over the halocline (Figure 3.11)

\[
F_L = F_A - F_H,
\]

\[
F_L = F_A - \rho C_p K_z \frac{\partial \theta}{\partial z}. \tag{3.12}
\]

$F_A$ is taken as 25 Wm$^{-2}$ from Overland et al. (1997). It should be noted that $F_L$ does not include lateral sources of ocean heat, and consequently this parameterisation may overestimate the entrainment heat flux if vertical processes do not dominate. The thermal forcing drives an initial ice growth which, through brine rejection and haline convection, results in an entrainment heat flux from the Atlantic layer ($F_E$), with a magnitude given by

\[
F_E = F_L \frac{\lambda_{TB}}{\lambda_{SD} + \lambda_{TB}}. \tag{3.13}
\]

$\lambda_{SD}$ represents the stabilising freshwater content, relative to the salinity at the base of the halocline, that must be eroded by brine rejection in order to overturn the water column and drive deep convection. $\lambda_{TB}$ represents the available heat relative to the freezing point that can be entrained into the mixed layer from the Atlantic layer (Figure 3.11; Martinson and Iannuzzi, 1998). $\lambda_{SD}$ and $\lambda_{TB}$ are calculated through vertical integration between the base of the halocline ($z = -h_2$; defined as the depth at which the salinity gradient becomes less than $10^{-3}$ psu m$^{-1}$, see Figure 3.11) and the surface ($z = 0$), and are presented in terms of ice thickness (i.e. how much ice would need to form to fully erode the stabilising freshwater content, and how much ice could be melted by the heat
Figure 3.11: Schematic showing an idealised temperature and salinity profile in the absence of a cold halocline (i.e. there is no significant salinity gradient over the region of constant near-freezing temperatures), and the regions of the water column that are integrated through Eq. 3.14 to determine the magnitude of $\lambda_{SD}$ (blue), and $\lambda_{TB}$ (red). $\lambda_{SD}$ represents the stabilising freshwater content relative to $S_{ref}$ that must be eroded by brine rejection in order to overturn the water column and drive deep convection. $\lambda_{TB}$ represents the available heat relative to $\theta_f$ that can be entrained into the mixed layer from the Atlantic layer. The thick dashed blue line represents the region of the water column referred to as the halocline in this parameterisation, and indicates the depth range over which the average diffusive heat flux is calculated.

\[
\lambda_{TB} = \int_{z=-h_2}^{z=0} (\theta - \theta_f) \frac{\rho C_p}{\rho_I L_I} \, dz,
\]

\[
\lambda_{SD} = \int_{z=-h_2}^{z=0} (S_{ref} - S) \sigma^{-1} \, dz. \tag{3.14}
\]

$S_{ref}$ is the reference salinity at the base of the halocline, and $\sigma^{-1} = 0.03$ is a factor used to convert $\lambda_{SD}$ into units of ice thickness, based on an ice salinity of 5 psu (Martinson and Iannuzzi, 1998; Vancoppenolle et al., 2009a,b). The thickness of ice that can be melted...
by this entrainment heat flux over a 6-month period is given by

\[ \Delta h_{Ice} = \left( \frac{F_E}{\rho_l L_l} \right) \Delta t, \]  

(3.15)

where \( \Delta t \) is 180 days. Applying this parameterisation to the final temperature and salinity profiles from each model run in which the cold halocline has been fully eroded, shows that the entrainment heat flux is capable of melting/preventing from growing an average of 57 cm of sea ice over 6 months, with a range of 41 cm to 64 cm depending on the exact details of the stratification. This is significantly greater than the effect of the elevated diffusive heat flux, and represents a 40% reduction in the thickness of sea ice compared to that which could have been formed if a cold halocline were present. If \( \Delta t \) is changed to 4 months, the average thickness of ice that can be melted/prevented from growing decreases to 38 cm. The results are similar to those of Linders and Björk (2013), who used a 1D model to show that sea ice growth could be reduced by up to 60 cm over a single year compared to if a cold halocline was present, representing a 22% fractional reduction.

The absence of the cold halocline resulted in the formation of a significantly deeper mixed layer, which drove a maximum ocean-ice heat flux of approximately 12 W m\(^{-2}\) at the end of winter (compared to a near-zero ocean-ice heat flux when the cold halocline was present). Furthermore, the study of Steele and Boyd (1998) suggests that during the mid 1990s, the annual average heat flux to the underside of the sea ice increased by 30-40% due to the erosion of the cold halocline in the Eurasian Basin.

The thickness of sea ice that can be melted by this entrainment heat flux is sensitive to the choice of parameters, and should not be directly compared to the estimates of equivalent net sea ice loss driven by the elevated diffusive heat flux. However, the difference in the magnitude of the two estimates suggests that the erosion of the cold halocline is the dominant of the two processes.

### 3.5 Discussion

Using a simple 1D model of the Arctic Ocean, it has been shown that elevated velocity shear in the Eurasian Basin initially causes the mixed layer to warm (first 10-20 years),
due to higher diffusivities and an enhanced diffusive heat flux. However, after this initial period, the mixed layer cools across much of the parameter space due to a strengthening of the stratification and a reduction in the diffusivity over the Atlantic layer. At the same time, strongly elevated diffusivity can erode the cold halocline within 10 years. In this section, the relevance of the results in a wider Arctic context are discussed, along with the timescales over which the different processes that lead to sea ice melt are important, and the effect of the different stratification found in the Canadian Basin compared to the Eurasian Basin. The section finishes with a discussion of the model limitations.

3.5.1 Timescales

Both the elevated diffusive heat flux and the erosion of the cold halocline can affect sea ice thickness in the Eurasian Basin. However, the magnitude of their effect, and the timescales over which they operate are fundamentally different. For any increase in the shear, the elevated diffusive heat flux immediately leads to sea ice melt at the surface by driving heat into the mixed layer (Figure 3.6), and can melt up to 16 cm of sea ice after 40 years. In contrast, it takes time (at least 10 years) for elevated mixing to fully erode the cold halocline (Figure 3.10) and for the mixed layer to be in direct contact with the Atlantic layer. Once the two layers are able to directly interact, however, a simple parameterisation suggests that the heat entrainment driven by haline convection can melt half a meter of sea ice in 6 months. Therefore, although direct heat entrainment from the Atlantic layer represents the most important process for the on-going melting of sea ice at the surface, it is the elevated diffusive heat flux that dominates initially, and it is only after the cold halocline has been fully eroded that heat entrainment becomes important (and the elevated diffusive heat flux becomes irrelevant).

3.5.2 Canadian Basin

Up to this point, the work in this chapter has focused on the Eurasian Basin, where constant near-freezing temperatures are found throughout the halocline. In contrast, in the Canadian Basin, a temperature maximum exists in the upper 150 m of the water column, due to the inflow of summer Pacific water (sPw) through Bering Strait (Figure
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Figure 3.12: Initial profiles of (a) temperature and salinity averaged over the central Canadian Basin from the MIMOC climatology, (b) the corresponding buoyancy frequency, (c) the climatological shear squared, derived from XCP data collected during the 1985 Arctic Internal Wave Experiment, and (d) the corresponding vertical diffusivity due to shear instability associated with internal wave breaking (blue line), parameterised through Eq. 3.2. The thin black lines in (d) show the vertical diffusivity in the Canadian Basin estimated by Guthrie et al. (2013), and the red lines show the vertical diffusivity profiles parameterised from profiling moorings deployed in the Canadian Basin from Lique et al. (2014). Note the different range on the salinity and buoyancy frequency axes compared to Figure 3.2.

3.12a; Steele et al., 2004; Timmermans et al., 2014). sPw contains enough heat to melt $\approx 70$ cm of sea ice (based on the heat content in the upper 155 m from an annual average profile taken from the MIMOC climatology), and thus elevated vertical mixing in the Canadian Basin may not need to penetrate so far into the water column before it can drive a significant heat flux to the surface. At the same time, however, the much stronger stratification in the central Canadian Basin due to the surface convergence of freshwater in the Beaufort Gyre (Proshutinsky et al., 2009), may act to offset the effect of this shallower heat source.

To explore how the markedly different stratification in the Canadian Basin may respond to the competing effects of elevated vertical mixing and increased freshwater input, the model was re-run using initial profiles representative of the central Canadian Basin. The winter temperature and salinity profiles (Figure 3.12a) were extracted from the MIMOC climatology between 72°N-80°N and 130°W-160°W, and the shear squared profile (Figure 3.12c) is based on the average of 37 XCP casts collected during the 1985 Arctic Internal Wave Experiment (D’Asaro and Morehead, 1991). Rather than using double ex-
ponential curves to smooth the velocity shear profiles as in the Eurasian Basin, the shear profiles were smoothed with a 4th order Savitzky-Golay filter that removed the sharp gradients but ensured the overall shape was maintained. To ensure that a shallower mixed layer depth was maintained (21 m compared to 31 m in the Eurasian Basin; consistent with the observations of Peralta-Ferriz and Woodgate, 2015b), the ocean stress applied at the surface was reduced to 0.02 N m$^{-2}$. Through Equation 3.2, the diffusivity profile (Figure 3.12d) was matched to the observations of Guthrie et al. (2013) and Lique et al. (2014) by using the same choice of parameters as those used in the Eurasian Basin, except for the value of $\alpha$, which was increased to 2 to better match the observations below 250 m. The advection terms in Equation 3.1 were recalculated to match the changed $\theta$, $S$, and diffusivity profiles in the Canadian Basin. Furthermore, the depths of $Z_{Max}$ were changed to 155 m (the core of summer Pacific water; Steele et al., 2004), 410 m (the core of the Atlantic layer), and 282 m (midway between the core of the summer Pacific water and the core of the Atlantic layer).

As in the Eurasian Basin, the mixed layer temperature increases in all model runs in which the shear is elevated (Figure 3.13). The magnitude of the warming depends strongly on the strength of the shear (as higher diffusivities drive a larger diffusive heat flux), but is significantly less sensitive to the depth to which it penetrates. Indeed, when $Z_{Max}$ is 410 m, the maximum increase in the mixed layer temperature after 40 years is 0.11°C, reducing only slightly to 0.10°C and 0.09°C when $Z_{Max}$ is 282 m and 155 m, respectively. This lack of dependence on $Z_{Max}$ is due to the much stronger stratification found in the Canadian Basin than in the Eurasian Basin (compare Figure 3.12b with Figure 3.2b). Even when the elevated velocity shear extends to the depth of the Atlantic layer for 6 months of each year, the overall increase in the diffusivity is sufficiently small (the diffusivity does not exceed $10^{-5}$ m$^2$ s$^{-1}$ anywhere in the water column), that there is effectively no change in the diffusive heat flux from the Atlantic layer. Consequently, the only heat available to be fluxed into the mixed layer is that contained in the sPw, which is accessible to even the shallowest increases in diffusivity. As a result, shallower mixing in the Canadian Basin can transfer significantly more heat into the mixed layer than in the Eurasian Basin (compare Figures 3.13a,b with Figures 3.6a,b), but the opposite
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Figure 3.13: Time series of the change in the mixed layer temperature from the control value in the Canadian Basin, for model runs in which the velocity shear profiles have been perturbed for 6 months of each year, down to a ZMax of (a) 155 m, (b) 282 m, and (c) 410 m. The color of each line represents the shear factor, and the solid, dashed and dot-dashed lines represent a 30%, 15% and 0% increase in the freshwater input, respectively.

is true for deeper mixing as it cannot release the heat held within the Atlantic layer. Furthermore, Figure 3.13 shows that the positive trend in the mixed layer temperature does not reverse as in the Eurasian Basin, as the stratification does not strengthen over the Atlantic layer. Instead, a pseudo-steady state is reached where the flux of heat into the mixed layer during ice-free periods is balanced by advective cooling during ice-covered periods, as evident from the seasonal cycle in Figure 3.13.

Despite the increase in mixed layer temperature from the control run, Figure 3.14 shows that after 40 years (blue line in Figure 3.13), the parameter space is dominated
Figure 3.14: Thickness of ice (colour contours) that could be melted/formed due to the change in mixed layer heat content after 40 years of each model run in the Canadian Basin, plotted in the same format as Figure 3.9. Negative ice melt indicates ice formation. Overlain are contours showing the change in the mixed layer temperature from the control run. Solid contours indicate an increase in the mixed layer temperature, and dashed contours indicate a decrease in the mixed layer temperature. The contour interval is 0.03°C, with the zero contour marked in magenta, and the first contour (i.e. ±0.03°C) marked in bold.

by net sea ice formation. The ice melt contours lie perpendicular to the change in mixed layer temperature contours, indicating that freshening of the mixed layer and the corresponding increase in the local freezing point is out-competing the increase in mixed layer temperature. The maximum equivalent net sea ice growth is 6 cm. Sea ice melt is restricted to regions of parameter space with strongly elevated shear and little or no increase in the freshwater input. The maximum equivalent net sea ice melt is only 5 cm (compared to 16 cm in the Eurasian Basin), due to the cooler and shallower mixed layer in the Canadian Basin.

In contrast to the Eurasian Basin, a visual examination of the $\theta$ and $S$ profiles suggests that the Canadian Basin halocline remains stable throughout the parameter space, and that the heat contained with the Atlantic layer can never be directly entrained into the mixed layer. On the other hand, as the sPw lies directly beneath the mixed layer, weakening of the stratification over the sPw may allow the heat in this region to be entrained into the mixed layer. However, if the parameterisation discussed in Section 3.4.2 is applied to all Canadian Basin model runs after 40 years, the change in the sea ice thickness due to heat entrainment from the sPw is negligible, and is similar to the results of Toole et al. (2010), which concluded that the mixed layer in the Canadian Basin is insensitive to the
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heat contained within the sPw.

3.5.3 Relevance for Future Sea Ice Melt

As upper bound estimates, the results show that an elevated diffusive heat flux could increase the mixed layer heat content sufficiently after 40 years to melt an equivalent of 5 cm of sea ice in the Canadian Basin, and 4 cm of sea ice in the Eurasian Basin before the cold halocline has been fully eroded. Once this has taken place, a simple parameterisation of the entrainment heat flux driven by haline convection suggests it could melt half a meter of sea ice in 6 months. How relevant are these processes compared to the other mechanisms responsible for sea ice melt within the Arctic?

The near-surface temperature maximum (NSTM) has recently become a persistent feature of the Canadian Basin water column due to the decline in summer sea ice extent (Jackson et al., 2010, 2011). This decrease has caused the amount of solar radiation absorbed into the upper ocean to increase from 200 MJ m\(^{-2}\) yr\(^{-1}\) to 400 MJ m\(^{-2}\) yr\(^{-1}\) between 1979-1992 and 1992-2005 (Perovich et al., 2007), warming the mixed layer. Using a numerical model, Steele et al. (2011) showed that the heat content of the NSTM in autumn is sufficient to melt 1 m of sea ice over the following winter, and although some of this heat will be lost directly to the atmosphere, the remainder will reduce sea ice growth. Furthermore, Steele et al. (2008) show that between 1965 and 1995, the increase in the upper ocean temperature during summer in the southern Chukchi and western Beaufort Seas (driven by a positive trend in the Arctic Oscillation) was sufficient to reduce winter ice growth by 56-75 cm, and Pinker et al. (2014) suggest that over the entire Arctic, the anomalous solar heating of the ocean in 2007 (120 MJ m\(^{-2}\) increase over the 1984-2009 mean) could decrease winter ice growth by 44 cm. All these estimates are significantly greater than the effect of the elevated diffusive heat flux in both the Eurasian and Canadian Basins, but are comparable to the effect of the entrainment heat flux driven by sea ice formation.

The results therefore suggest that the erosion of the cold halocline represents the most important process considered here for the ongoing melting of Arctic sea ice, and an elevated diffusive heat flux driven by periodic increases in vertical mixing will play only a
very limited role. It will take at least a decade for the cold halocline to be eroded in the Eurasian Basin (whilst it is never eroded in the Canadian Basin), and in the meantime, elevated vertical mixing will not result in a significant loss of sea ice at the surface.

### 3.5.4 Choice of Mixing Parameterisation

In this chapter a choice was made to use the parameterisation of *Pacanowski and Philander* (1981) to link the magnitude of the vertical diffusivity to the strength of the shear and the stratification (i.e. Equation 3.2). It must be noted, however, that many different parameterisations for the relationship between the shear and stratification exist (for example *Henyey et al.*, 1986, *Gregg*, 1989, and *Polzin et al.*, 2014), and although the use of a different parameterisation will not fundamentally change the conclusions of this chapter, it may affect the details of the results.

Indeed, irrespective of the details of exactly how the vertical diffusivity is related to the shear, the perturbations made to the shear profile (i.e. $SF_{ac}$) will always ensure that the vertical diffusivity is perturbed right through its parameter space from the current background value appropriate for the Arctic of $2 \times 10^{-6}$ m$^2$ s$^{-1}$, to the maximum plausible value of $1 \times 10^{-4}$ m$^2$ s$^{-1}$. Consequently, it is not clear that a different parameterisation will fundamentally result in more or less heat being fluxed into the mixed layer than that seen in Figures 3.6 and 3.7, and therefore a different parameterisation is unlikely to change the conclusion that an elevated diffusive heat flux will play little role in the ongoing melting of Arctic sea ice. On the other hand, if the vertical diffusivity in a different parameterisation is more or less sensitive to changes in shear than in the parameterisation used in this chapter, then the details of the results will be different. If the vertical diffusivity is more sensitive to changes in the shear then the mixed layer may warm faster, as the vertical diffusivity and thus the diffusive heat flux increase at a greater rate, and if the vertical diffusivity is less sensitive to changes in the shear, then the mixed layer will warm more slowly. Similarly, as the rate at which the vertical diffusivity increases also affects the rate at which the stratification strengthens over the Atlantic layer, if the mixed layer temperature increases at a greater rate it is also likely that the maximum mixed layer temperature will be reached earlier. At the same time, it must also be noted that as the
rate at which the cold halocline is eroded may well be shorter or longer if the vertical
diffusivity is more or less sensitive to changes in the shear, then the use of a different
parameterisation may affect the period of time it takes for the mixed layer to be in direct
contact with the Atlantic layer, and for the sea ice cover to be sensitive to surface driven
heat entrainment.

3.5.5 Model Limitations

As discussed earlier, there are a number of processes that are not resolved in the 1D
model that may also play a role in determining how Arctic sea ice and stratification will
respond to the competing effects of elevated vertical mixing and enhanced freshwater
input. For example, the effects of ice-ocean interactions (e.g. brine rejection) are likely to
act in opposition to any melt/formation of sea ice driven by elevated vertical mixing. As
excess heat is brought up to the surface by either a diffusive or entrainment heat flux (once
the cold halocline has been fully eroded), sea ice melt will release freshwater, stabilising
the water column and limiting the extent to which heat can continue to be brought to
the surface. Conversely, sea ice formation will release brine, weakening the stratification
and allowing more heat to be brought to the surface.

In addition, as the magnitude of $R^\theta(z)$ and $R^S(z)$ are fixed at that required to balance
the effect of mixing in the control run, it has not been possible to consider the effect
that any interplay between elevated vertical mixing and seasonal and long term changes
in the processes that set the stratification of the Arctic Ocean may have on the flux of
heat to the underside of the sea ice. In the real Arctic, however, the processes that set
the stratification will undoubtedly change on the timescales considered, and despite the
current knowledge of these changes being poorly constrained, they may have important
implications for the results. For example, on seasonal timescales, a negative surface heat
flux and brine rejection from sea ice formation at the end of summer will act to deepen
the ML, entraining water from the pycnocline and thinning the cold halocline. Whilst this
process may not deepen the ML sufficiently such that it entrains water that is above the
freezing point (unlike when the cold halocline is absent), a seasonal thinning of the cold
halocline and the weaker salinity stratification may allow the enhanced vertical mixing to
flux more heat into the ML. On longer timescales, Davis et al. (2014) suggest that over the coming decades, the possible change in momentum input at the ocean surface, linked with the change in sea ice conditions, might affect the rate of freshwater accumulation in the Beaufort Gyre and drive a long term positive trend in the stability of the water column. At the same time, Lique et al. (2015) show that strengthening of the Beaufort Gyre can strongly affect the circulation of the Atlantic water boundary current, and limit the penetration of heat into the Canadian Basin. These and other seasonal (e.g. the absorption of solar radiation during the ice free summer) and long term Arctic changes (e.g. variability in the mechanisms that form the cold halocline) will likely have significant impacts on the stratification throughout the water column and the temperature of the AWL, but an investigation of these impacts is deferred to future studies.

3.6 Conclusions

The aim of this chapter was to investigate how the competing effects of elevated vertical mixing and enhanced freshwater input at the surface may affect the stratification, the stability of the cold halocline, and the sea ice cover at the surface over the coming decades. Using a 1D model in which the diffusivity is assumed to be a function of the shear instability associated with internal wave breaking, the strength of the velocity shear, the depth to which this elevated shear penetrates, the length of the ice-free season, and the freshwater input at the surface were perturbed through a wide parameter space that is applicable for a future Arctic.

In the Eurasian Basin, elevated shear drives an initial increase in mixed layer temperature, due to an enhanced diffusive heat flux at the base of the mixed layer. The magnitude of the diffusive heat flux depends predominantly on the depth to which the elevated shear penetrates, as deeper mixing is able to interact with the strong Atlantic layer temperature gradient. After about a decade, however, the effect of changing stratification begins to dominate and the mixed layer cools, as a decrease in the diffusivity over the Atlantic layer reduces the supply of heat to the surface. After 40 years, the maximum increase in the mixed layer heat content driven by the elevated diffusive heat flux is equivalent to ≈15 cm of sea ice melt. In other regions of parameter space, the elevated freshwater
input, stronger stratification, and weaker vertical heat flux results in an equivalent net formation of \(\approx 10 \) cm of sea ice.

The stability of the cold halocline in the Eurasian Basin is strongly affected by the elevated shear, and when it penetrates into the Atlantic layer, the cold halocline can be fully eroded within 10 years. Once the cold halocline has been fully eroded, the heat contained within the Atlantic layer can be directly entrained into the mixed layer, and a simple parameterisation suggests that a buoyancy-driven heat entrainment feedback could result in the loss of half a meter of sea ice over 6 months.

In the Canadian Basin, the much stronger stratification out-competes the elevated velocity shear, and the increase in the diffusivity is small. There is little increase in the diffusive heat flux from the Atlantic layer, and despite the heat contained within the shallower sPw, the parameter space is dominated by sea ice formation due to freshwater input at the surface (the maximum equivalent sea ice melt is only 5 cm). Due to the limited change in diffusivity, the halocline is never eroded in the Canadian Basin.

Comparing the results to other major processes responsible for sea ice melt in the Arctic suggests that the quantity of ice that can be melted by the elevated diffusive heat flux in both the Eurasian and Canadian Basins is insignificant, and instead it is the erosion of the cold halocline that represents the largest risk for ongoing melting of Arctic sea ice. Therefore, until, or indeed unless, the cold halocline is eroded, the results suggest that the sea ice cover in the Arctic will remain largely immune to the heat contained within the Atlantic layer, and the role of the ocean will be limited to the part it plays in the ice-albedo feedback effect and the bottom melting of sea ice through the absorption of solar radiation.
Chapter 4

Tides and Tidal Propagation in Nares Strait

The work in the previous two chapters has focused on understanding how the changing Arctic environment (namely sea ice retreat, increased momentum input into the upper ocean, elevated vertical mixing, and enhanced freshwater input) may affect the circulation and freshwater content of the Beaufort Gyre (Chapter 2) and the sea ice cover at the surface (Chapter 3). Whilst these changing dynamics will have significant local impacts by, for example, changing the baroclinicity of the Arctic atmosphere or affecting the ecology of Arctic phytoplankton, they will also have global impacts, partly by changing the magnitude of the export of ice and liquid freshwater through Fram Strait and the Canadian Arctic Archipelago (CAA). However, the local dynamics in both Fram Strait and the CAA will also be critical in determining the exact magnitude of any change in the export of ice and liquid freshwater from the Arctic Ocean. It is therefore critically important to understand and quantify what dynamical processes are responsible for limiting the flow through these regions. In Nares Strait, which accounts for between 30-50% of the present-day freshwater flux through the CAA (e.g. Beszczynska-Möller et al., 2011), the kinetic energy associated with the tides is an order of magnitude greater than that associated with the subtidal flow (consequently the strait is dominated by tidal dynamics), and tidally-generated turbulence may represent an important frictional constraint on the flow. In this chapter, an introduction to the importance of tides and tidal propagation in Nares Strait
is presented, whilst in Chapter 5 the dynamical mechanisms which determine the depth and temporal variability of the tides are investigated in more detail, providing the first step towards developing a fuller understanding of the role that they may play in limiting the flow through the strait.

4.1 Introduction

4.1.1 The Canadian Arctic Archipelago

The Canadian Arctic Archipelago lies on the Canadian Polar Shelf, and covers an area of 2.5 million km$^2$ (Figure 4.1; Melling, 2000). It is made up of 94 major islands split by a myriad of straits and channels through which fresh surface waters and salty intermediate waters flow from the Arctic to the Atlantic via Baffin Bay. As seen in Chapter 1, the current annual flux of freshwater through the CAA in liquid and ice forms as measured at Davis Strait are $2900 \pm 190$ km$^3$ yr$^{-1}$ and $331 \pm 45$ km$^3$ yr$^{-1}$, respectively. The entirety of this freshwater flux must pass through one of seven channels within the CAA (Figure 4.1), the details of which are given in Table 4.1. It is clear that in comparison to the cross-sectional area of Kennedy Channel and Barrow Strait, Bellot Strait is insignificant, and the flux through this region can be ignored (Melling, 2000). In addition, Fury and Hecla straits are often blocked with ice year-round, which significantly reduces the flux of freshwater due to friction. Consequently, nearly all the freshwater that is exported from the Arctic through the CAA must pass through either Barrow Strait, Cardigan Strait and Hell Gate, Wellington Channel, or Nares Strait (Figure 4.1). Whilst the the entire CAA acts as one large sill restricting the flow between the deep Arctic basins and Baffin Bay (depths $>1000$ m), it is the much shallower sills in Barrow Strait (125 m), Cardigan Strait (180 m), Wellington Channel (80 m), and Nares Strait (220 m), that represent the most important topographic constraints (Prinsenberg and Hamilton, 2005; Münchow et al., 2007).

Although the observations at Davis Strait integrate the entire freshwater flux that passes through the CAA (e.g. Curry et al., 2014), the mechanisms behind any variability or trend in the freshwater flux through this section are masked, as they cannot be
associated with a change in any specific channel, and could simply be related to variability in the complex circulation and counter-flows that exist within Baffin Bay itself. Currently, the total freshwater flux to either side of Greenland (i.e. both liquid and ice forms) is dominated by that through Fram Strait ($\approx 4800 \pm 580 \text{ km}^3 \text{ yr}^{-1}$ compared to $\approx 3200 \pm 200 \text{ km}^3 \text{ yr}^{-1}$ through the CAA; from Section 1.3.1). However, as the total freshwater export from the Arctic Ocean increases over the twenty-first century (see Section 1.4.2; Vavrus et al., 2012; Haine et al., 2015), the increase in the freshwater flux through the CAA is expected to be much greater than that through the Fram Strait (perhaps $+48\%$ compared to $+3\%$; Münchow et al., 2007), as the significant decrease in the ice flux through Fram Strait offsets to a large degree the increase in the Fram Strait liquid

Figure 4.1: Bathymetry of the Canadian Arctic Archipelago from the International Bathymetric Chart of the Arctic Ocean. EI stands for Ellesmere Island, GL for Greenland, LS for Lancaster Sound, PC for Parry Channel, BB for Baffin Bay, and DS for Davis Strait. The seven passageways through which the entire freshwater flux through the CAA must pass are marked with black arrows, with the five most important underlined. The black box highlights the location of Nares Strait.
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<table>
<thead>
<tr>
<th>Channel</th>
<th>Area (m²)</th>
<th>Area Fraction</th>
<th>Width (km)</th>
<th>Width Fraction</th>
<th>Mean Depth (m)</th>
<th>Sill Depth (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kennedy Channel</td>
<td>10,960,000</td>
<td>38.3%</td>
<td>38.2</td>
<td>24.6%</td>
<td>287</td>
<td>220</td>
</tr>
<tr>
<td>Hell Gate &amp; Cardigan Strait</td>
<td>1,420,000</td>
<td>5.0%</td>
<td>12.4</td>
<td>8.1%</td>
<td>115</td>
<td>125, 180</td>
</tr>
<tr>
<td>Wellington Channel</td>
<td>4,550,000</td>
<td>15.9%</td>
<td>28.3</td>
<td>18.2%</td>
<td>160</td>
<td>80</td>
</tr>
<tr>
<td>Barrow Strait</td>
<td>7,930,000</td>
<td>27.6%</td>
<td>52.3</td>
<td>33.7%</td>
<td>152</td>
<td>125</td>
</tr>
<tr>
<td>Fury and Hecla straits</td>
<td>3,740,000</td>
<td>13.1%</td>
<td>22.0</td>
<td>14.2%</td>
<td>170</td>
<td>65</td>
</tr>
<tr>
<td>Bellot Strait</td>
<td>31,600</td>
<td>0.1%</td>
<td>1.9</td>
<td>1.2%</td>
<td>17</td>
<td>24</td>
</tr>
<tr>
<td>Sum of Sections</td>
<td>28,631,600</td>
<td>100%</td>
<td>155.1</td>
<td>100%</td>
<td>150</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: Area, Area Fraction, Width, Width Fraction, Mean Depth, and Sill Depth of the seven major constrictions within the CAA through which the entire flux of water from the Arctic to the Atlantic must pass. Details from Godin and Candela (1987), Melling (2004) and Straneo and Saucier (2008).

Measuring the freshwater flux through the straits of the CAA is, however, technically very challenging. The presence of a thick, year-round sea ice cover makes access by ship very difficult, and the logistics are further hampered by the remote location and harsh climate. The proximity of the CAA to the magnetic north pole limits the use of the geomagnetic field in providing a reference for the flow direction (Melling, 2000), and the fast tidal currents along with the drifting sea ice and icebergs present significant “snagging” hazards to instruments deployed on moorings within the water column. Indeed, data from moorings deployed in Nares Strait between 2003 and 2006 suggests that some instruments

flux (Koenigk et al., 2007; Vavrus et al., 2012). Consequently, it is important to quantify the present-day magnitude of the freshwater flux through each of the major straits of the CAA, and to determine the dynamics behind what drives and what limits the flow through each of these regions.
were forced down from their deployment depth of 30 m to 200 m by a passing iceberg (Melling, 2006). In addition, many of the channels within the CAA can be considered “dynamically wide”. The internal Rossby deformation radius for the surface freshwater layer:

$$L_D = \left( \frac{g' D_0}{f} \right)^{1/2},$$

(4.1)

where

$$g' = g \left( \frac{\Delta \rho}{\rho_0} \right)$$

(4.2)

is the reduced gravity, $g$ is acceleration due to gravity, $\Delta \rho$ is a representative density difference, $\rho_0$ is the average density, $D_0$ is the vertical scale of motion, and $f$ is the Coriolis parameter, determines the width of a baroclinic flow in geostrophic balance (Gill, 1982).

In the CAA, the deformation radius is $\approx 10$-15 km, and thus is significantly smaller than the width of many of the major straits (Table 4.1; Münchow et al., 2006). Consequently, there can be significant variability in the baroclinic structure across each strait, such that the flow can be in opposite directions on either side (Melling et al., 2008). As a result, in order to fully quantify the flow of freshwater through each of the major straits, the spatial resolution of both Conductivity, Temperature and Depth sections, and mooring arrays deployed across the straits must be less than the deformation radius.

Despite these difficulties, recent observational programs that include Arctic/Subarctic Ocean Fluxes (ASOF) and the Canadian Arctic Through-Flow Study have aimed to accurately measure the flux of freshwater through the major straits within the CAA. Since 1998, a 65 km wide mooring array has been deployed in Lancaster Sound which integrates the total freshwater flux that passes through Barrow Strait and Wellington Channel (LS in Figure 4.1; Melling et al., 2008). The majority of the instruments on the array do not extend shallower than 30 m due to the risk of iceberg/ice keel snagging, and therefore the mooring array does not measure the region of the water column through which most of the freshwater flows. Indeed, the deployment of one ICYCLER instrument between 2003-2004, which used a buoyant profiler to periodically measure the temperature and salinity structure above 30 m, showed that during June to October, the freshwater inventory calculated using data from this region is 20% larger than that inferred from extrapolation
of the data at 30 m alone (Melling et al., 2008). In addition, the spatial resolution of
the mooring array is less than the internal Rossby deformation radius, and therefore a
proportion of the across-strait variability is not measured. Nevertheless, Prinsenberg and
Hamilton (2005) and Prinsenberg et al. (2009) estimate the mean volume flux between
1998-2006 to be 0.7 ± 0.3 Sv, with a corresponding freshwater flux of 48 ± 15 mSv
(1 Sv = 10³ mSv = 10⁹ m³ s⁻¹) or 1500 km³ yr⁻¹, which represents approximately half
of the total freshwater flux through the CAA. The annual cycle in the volume flux is at
a maximum in June with a magnitude of 1.15 Sv, and at a minimum in December with
a magnitude of 0.25 Sv. There is similar annual cycle in the freshwater flux, and this
annual variability is most likely associated with the presence of landfast ice in winter (dis-
cussed later; Melling et al., 2008; Prinsenberg et al., 2009). The freshwater flux through
Lancaster Sound is highly correlated with the volume flux (r² >0.96; Prinsenberg et al.,
2009; McGeehan and Maslowski, 2012; Jahn et al., 2012), which on longer timescales is
correlated with the wind conditions upstream in the Beaufort Sea, which modulate the sea
level difference between the Arctic Ocean and Baffin Bay (Melling et al., 2008; Peterson
et al., 2012).

Unlike Lancaster Sound, Hell Gate and Cardigan Strait are particularly narrow (4 km
and 8 km, respectively), and therefore the deformation radius can be resolved with only a
small number of instruments (Melling et al., 2008). However, observations taken between
1998 and 2004 show that the strong currents in these narrow straits may change by up to
50% within 2.4 km (e.g. the current speed was ≈30 cm s⁻¹ at the western edge of Cardigan
Strait compared to ≈15 cm s⁻¹ in the centre), and that the volume flux estimates based
on this data of 0.2 Sv and 0.1 Sv through Cardigan Strait and Hell Gate, respectively,
are biased by an unknown amount due to aliasing of the across-strait variability (Melling
et al., 2008). In addition, the significant drag associated with the strong currents means
that it is not possible to use salinity recorders held at fixed depths on taut line moorings
to determine the salinity field in these regions; to date, the freshwater flux through these
straits remains unobserved (although it is likely to be significantly smaller than that
through Lancaster Sound due to the smaller volume transport).

In contrast to Lancaster Sound, long-term observations in Nares Strait, which forms
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Figure 4.2: Bathymetry of Nares Strait from the International Bathymetric Chart of the Arctic Ocean. SS stands for Smith Sound, and HB for Hall Basin. The location of the mooring array deployed across Kennedy Channel between 2003 and 2006 is marked with a black line.

the focus of this present chapter and Chapter 5, have been harder to obtain and have not existed until more recently.

4.1.2 Nares Strait

Nares Strait, through which flows the remaining 30-50% of the total CAA freshwater flux (Beszczynska-Möller et al., 2011), is located on the eastern boundary of the archipelago separating Ellesmere Island from Greenland (Figure 4.2). It stretches 530 km from Baffin Bay in the south to the Lincoln Sea in the north, and has a varying width from 21 km in Robeson Channel to 150 km in Kane Basin. Water depth varies considerably along the channel axis, decreasing from 600 m in Smith Sound to the 220 m sill
The ice conditions in Nares Strait are generally characterised by stable first-year and multiyear landfast ice in winter, and rapidly drifting mobile multiyear ice in summer (Figure 4.3). The transition from mobile ice to landfast ice occurs between November and March, when an ice bridge that is strong enough to resist the forces of wind and tide forms in Smith Sound (Melling, 2000; Samelson et al., 2006; Dumont et al., 2009). The ice bridge generally collapses in late June/July, and the prevailing winds flush the ice south into Baffin Bay, creating much lighter ice conditions in the strait. However, by mid-August, the ice bridge that forms to the north across the Lincoln Sea breaks, allowing
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Figure 4.4: Time series of the ice regime in Nares Strait between 2003 and 2006. An ice regime of 0 indicates mobile ice, whilst an ice regime of 1 indicates landfast ice. Dates in green mark the transition from mobile ice to landfast ice, whilst dates in red mark the transition from landfast ice to mobile ice.

thick multiyear ice from the central Arctic to invade the strait (Münchow et al., 2006, 2007). During the landfast ice regime, the motionless sea ice cover at the surface creates a second under-ice no-slip boundary layer, whilst during the mobile ice regime the upper boundary condition can either be open water, pack ice in free drift, or pack ice retarded by ice stress. Consequently, the transition between the different ice regimes can have a significant effect on the dynamics of the flow within Nares Strait. Figure 4.4 shows a time series of the different ice regimes in Nares Strait between 2003 and 2006 (i.e. the period of time over which the data analysed in Chapters 4 and 5 were collected; discussed in more detail later), along with the dates of the transitions between mobile and landfast ice. The transitions between the mobile and landfast ice regimes are determined by analysing the background noise levels detected by Acoustic Doppler Current Profilers moored on the seabed (the background noise during mobile ice regimes is orders of magnitude greater than that during landfast ice regimes).

On a day-to-day basis, the flow through Nares Strait is dominated by the motion associated with the diurnal and semi-diurnal tides (Münchow et al., 2006; Münchow and Melling, 2008). However, at subtidal frequencies, a freshwater flux through the strait is facilitated by the existence of a persistently southward subtidal flow. Through the interpretation of a six week velocity time series from three current meters deployed in
Nares Strait in 1972, Sadler (1976) made the first estimation of the volume flux associated with this subtidal flow to be 0.7 Sv. However, despite this estimation being often cited, used as a boundary condition in numerical models, and employed to constrain pan-Arctic freshwater budgets (e.g. Serreze et al., 2006), more than 50% of the reported volume flux is attributed to a single instrument deployed at a depth of 100 m, 5 km off the coast of Ellesmere Island (Münchow and Melling, 2008). Similarly, Melling et al. (2001) deployed current meters in Smith Sound for 10 months between 1997 and 1998 during the North Water project, but concluded that data from just two moorings across the 40 km wide section were insufficient to estimate the volume flux, as they do not resolve the deformation radius. In 2003, quasi-synoptic ship-based surveys of ocean current and salinity that resolved the deformation radius were carried out at four locations in Nares Strait during the deployment of a long-term monitoring array in Kennedy Channel (black line in Figure 4.2); from this data, Münchow et al. (2007) estimated a mean southward volume and freshwater flux of 0.91 ± 0.10 Sv and 31 ± 4 mSv (977 ± 127 km³ yr⁻¹), respectively (see also Münchow et al., 2006). More recently, using the velocity data collected between 2003 and 2006 at the 38 km wide long-term monitoring array, Münchow and Melling (2008) estimated the mean southward volume flux below 30 m to be 0.57 ± 0.09 Sv, whilst Rabe et al. (2011) used the long-term temperature and salinity data recorded at the same location to estimate a mean southward geostrophic volume and freshwater transport between 30-200 m of 0.47 ± 0.05 Sv and 20 ± 3 mSv, respectively. The geostrophic freshwater flux increases to no less than 28 mSv (880 km³ yr⁻¹) if the data at 30 m is extrapolated to the surface.

In the three-year mean, the southward freshwater flux is primarily contained within a buoyant boundary jet hugging the coast of Ellesmere Island (0.20 m s⁻¹) and a secondary jet in the centre of the strait (0.14 m s⁻¹; Rabe et al., 2010). However, there is significant variability in the structure of the flow between the different ice regimes, with the jet in the centre of the strait dominating during mobile ice periods and the jet against the coast of Ellesmere Island dominating during landfast ice periods (although between 2003 and 2006 a second core against the coast of Ellesmere Island developed during mobile ice periods; Münchow et al., 2007; Rabe et al., 2012). On average, the flux of freshwater through the
strait is 20% larger during the mobile ice regime than during the landfast ice regime, with a maximum difference of up to 40% (Rabe et al., 2012).

The freshwater flux through the strait is highly correlated with the volume flux (Rabe et al., 2012), which in turn is driven by a combination of the along-strait pressure difference, the across-strait density gradient, and, during mobile ice seasons, the local along-strait wind (Münchow et al., 2006; Münchow and Melling, 2008; McGeehan and Maslowski, 2012). By examining the coherence between the freshwater flux and the along-strait pressure difference between 2003 and 2006, Rabe et al. (2012) found that during mobile ice regimes, variability in the pressure difference accounted for 35% of the total variance in the freshwater flux, whilst local winds (i.e. the part not correlated with the along-strait pressure difference), accounted for 45% of the total variance at weekly timescales. An examination of the phase difference between the freshwater flux and the winds suggests that variability in the local winds lead the freshwater flux by one day, with a 10 m s$^{-1}$ southward wind generating a freshwater flux of 10 mSv (most likely associated with Ekman transport towards Ellesmere Island titling the isopycnal surfaces downwards and enhancing the freshwater jet). Variability in the along-strait pressure difference leads the freshwater flux by roughly a quarter of a day. In contrast, during landfast ice regimes, the coherence between the local winds and the freshwater flux was below the 95% confidence interval at all frequencies (i.e. the flow is uncoupled from atmospheric forcing by the rigid sea ice cover at the surface), and variability in the along-strait pressure difference dominates the variability in the freshwater flux (explaining around 40% of the variance at weekly timescales).

4.1.3 Aims and Long-term Goals

In order to understand to what extent the freshwater flux through Nares Strait might increase in the future, it is important to move beyond the dynamics responsible for driving the flow, and to consider the nature of the frictional processes that are responsible for limiting the flow of freshwater through the region. Here, and in Chapter 5, the focus is on the strong tidal currents, which are the dominant dynamic in Nares Strait.

The tides could have a number of important implications for the flow through Nares
Strait, and therefore the development of a full understanding of the tidal dynamics in this region is an important long-term goal. For example, if the magnitude of the turbulence generated by a flow is proportional to the flow speed, then the majority of the turbulence generated in Nares Strait will be associated with the tidal flow. However, the effect of the friction and the removal of energy that is associated with the generation of this turbulence will not be confined to act just upon the tidal flow, and thus by constraining the magnitude of the tidally-generated turbulence in Nares Strait, an understanding of how it may act to limit the flux of freshwater from the Arctic Ocean into Baffin Bay, and constrain the extent to which the flux might increase in the future, can be developed. In a similar vein, previous studies (for example Campbell et al., 1998) have shown that the changing water depth over a tidal cycle and frictional effects at the sea bed can lead to a highly distorted along-channel flow, such that there can be a net transport of water through a strait over each tidal cycle. Developing a full understanding of whether and to what extent this occurs in Nares Strait will allow a quantification of how significant the tides are in generating a net flux of freshwater through the Strait. Beyond frictional effects, modelling work in the Indonesian Throughflow (for example Koch-Larrouy et al., 2007 and Sprintall et al., 2014) has also shown that the strong tidal currents and tidal mixing in this region play a key role in water mass transformations. Such processes may also be important in Nares Strait (which is an key pathway for the flow of Pacific and Atlantic derived waters out of the Arctic), and therefore it is important to develop an understanding of the magnitude of tidal mixing in Nares Strait and to combine this with numerical simulations to quantify the extent to which the tides may effect water mass transformations, stratification, and the flow through the region at present and into the future.

Consequently, to start building a full understanding of the tidal dynamics in the region, the overall aim of this chapter is to provide an introduction to the tides in Nares Strait, with a more detailed examination of the dynamics behind the temporal and vertical structure of the tides left to Chapter 5. Section 4.2 introduces the theory behind the tides in both the global ocean and Nares Strait, and discusses the existing knowledge of their structure in Nares Strait from the depth- and time-averaged analysis of Münchow
4.2 Tides in Nares Strait

Tides in the ocean arise due to the gravitational interaction between the Earth and the Moon and the Earth and the Sun. As they rotate around their common centres of gravity, a centrifugal force is generated that maintains the bodies within their orbits, and prevents each from flying off in a straight line or collapsing together. This centrifugal force is equal at all points over the Earth’s surface, and is directed parallel to a line joining the centre of the Earth with the centre of the Moon or the centre of the Sun (blue arrows in Figure 4.5).

Conversely, although the total gravitational force between the Earth and the Moon and the Earth and the Sun must equal the total centrifugal force, the gravitational force varies over the Earth’s surface as a function of distance from the Moon or the Sun. Consequently, points on the Earth’s surface nearer the Moon or the Sun will experience a greater gravitational attraction than points on the Earth’s surface further from the Moon or the Sun. The gravitational force acts in the direction of the centre of the Moon or the Sun, and is shown by the red arrows in Figure 4.5 (Segar, 2012).

The residual force that arises between the constant centrifugal force and the gravitational force at each point over the Earth’s surface is known as the tide-generating force, and it can be directed parallel to, into, or away from the Earth’s surface (green arrows in Figure 4.5). At the closest and furthest points to the Moon and the Sun on the Earth’s surface, the tide-generating force is purely vertical, and consequently has little effect on the ocean due to the much stronger and opposing force of the Earth’s gravity (which is approximately $9 \times 10^6$ times greater). At all other points on the Earth’s surface, however, the direction between that point and the Moon or the Sun, and the direction between that point and the Earth’s centre of mass form an angle with each other, and thus the...
Figure 4.5: Schematic of the Earth-Moon or Earth-Sun system showing how the centrifugal force (blue arrows), the gravitational force (red arrows), and the tide-generating force (green arrows) vary over the Earth’s surface. The centrifugal force is directed parallel to a line joining the centre of the Earth with the centre of the Moon or Sun, and is equal at all points over the Earth’s Surface. The gravitational force acts in the direction of the centre of the Moon or Sun, and is greater for points closer to either of them. The tide-generating force is the residual force that arises between the constant centrifugal force and the gravitational force at each point over the Earth’s surface. It has no effect at the points closest to and furthest from the Moon or Sun (due to the much stronger effect of the Earth’s gravity), however, at all other points it has a component that is aligned parallel to the Earth’s surface, and water accelerates in the direction of this force.

The tide-generating force has a component that acts parallel to the Earth’s surface (i.e. a tractive force). This component cannot be compensated by the Earth’s gravity, and thus water accelerates in the direction of the force (Segar, 2012). As the magnitude of the tide-generating force is proportional to the mass of the attracting body (i.e. the Sun or the Moon), but inversely proportional to the cube of the distance between the Earth and the attracting body, the strength of the tide-generating force associated with the Sun is only 46% of that associated with the Moon.

As the Earth-Moon and Earth-Sun systems rotate, the response to the tide-generating force at each point over the Earth’s surface takes the shape of a sinusoid, resulting in the ubiquitous rising and falling of sea levels and the waxing and waning of tidal currents that are observed throughout the world’s oceans. If both the Earth-Moon and Earth-Sun system were perfectly aligned and all orbited in the same plane (as in the simple setup discussed above), the tidal response would reflect the interaction of only two “tidal constituents”: the rotation of the Earth relative to the Moon (the M2 tidal constituent with a period of 12.42 hours) and the rotation of the Earth relative to the Sun (the S2 tidal constituent with a period of 12 hours). In reality, however, due to the complex orbits
of the Earth, the Moon and the Sun (their orbits are not circular and they do not orbit in the same plane), there are hundreds of different tidal constituents, each with a distinct period, and the response at the Earth’s surface to the tide-generating force represents the integrated effect of each of these tidal constituents. Fortunately, many are weak enough to have no noticeable effect, and the ocean’s response is often dominated by a combination of the major constituents listed in table 4.2.

Over the Arctic Ocean, the tide-generating force is generally weak as there is no component that acts parallel to the Earth’s surface (Figure 4.5; Kowalik and Proshutinsky, 1994; Segar, 2012). Figure 4.6 shows the amplitude of the M2 and S2 tides in terms of sea level variation from Version 8 of the Oregon State University TOPEX/Poseidon Global Inverse Solution (TPXO8) barotropic tidal model (Egbert and Erofeeva, 2002) for (a,c), the Arctic Ocean and (b,d), the global ocean. TPXO8 is a global barotropic inverse tidal model which best fits the Laplace Tidal Equations to along track-averaged satellite altimeter data (i.e. TOPEX/Poseidon and more recently the Jason satellites), as well as coastal and benthic tide gauges. The model has a 1/6° resolution in the open ocean, increasing to 1/30° in the Arctic. Tidal energy is dissipated at the seabed through a quadratic drag law, and the significant loss of energy to the baroclinic tide over regions of steep topography is not accounted for (Egbert and Erofeeva, 2002). The bathymetry data used in the model is a blend of the global Smith and Sandwell (Smith and Sandwell, 1997), ETOPO (Amante and Eakins, 2009) and General Bathymetric Chart of the Oceans databases (Becker et al., 2009), along with the regional International Bathymetric Chart of the Arctic Ocean (Jakobsson et al., 2008, 2012).

In the deep central basins of the Arctic Ocean, Figure 4.6a shows that the amplitude of the M2 tide rarely exceeds 0.15 m: noticeably smaller than the open ocean range observed at lower latitudes (note that amplitude refers to the difference between the mean sea level and the maximum sea level; the total tidal range is twice the amplitude). In contrast, the amplitude in Nares Strait is significantly greater, reaching a maximum of ≈1.2-1.3 m which is comparable with the amplitude observed over the low latitude continental shelves (e.g. the northwest European Shelf). It is interesting to note that the amplification of the tide in Nares Strait is also reflected in the S2 tidal constituent (the amplitude is ≈0.4-0.5
<table>
<thead>
<tr>
<th>Tidal Constituent</th>
<th>Name</th>
<th>Period (hrs)</th>
<th>Magnitude Ratio</th>
<th>Record Length (hrs)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Semi-Diurnal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M2</td>
<td>Principal lunar semi-diurnal</td>
<td>12.42</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>S2</td>
<td>Principal solar semi-diurnal</td>
<td>12.00</td>
<td>0.465</td>
<td>355</td>
</tr>
<tr>
<td>N2</td>
<td>Larger lunar elliptic semi-diurnal</td>
<td>12.66</td>
<td>0.192</td>
<td>662</td>
</tr>
<tr>
<td>K2</td>
<td>Lunisolar semi-diurnal</td>
<td>11.97</td>
<td>0.029</td>
<td>4383</td>
</tr>
<tr>
<td><strong>Diurnal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K1</td>
<td>Lunar diurnal</td>
<td>23.93</td>
<td>0.584</td>
<td>24</td>
</tr>
<tr>
<td>O1</td>
<td>Lunar diurnal</td>
<td>25.82</td>
<td>0.415</td>
<td>328</td>
</tr>
<tr>
<td>P1</td>
<td>Solar diurnal</td>
<td>24.06</td>
<td>0.193</td>
<td>4383</td>
</tr>
<tr>
<td>Q1</td>
<td>Larger lunar elliptic diurnal</td>
<td>24.06</td>
<td>0.079</td>
<td>662</td>
</tr>
<tr>
<td><strong>Higher Harmonics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M4</td>
<td>Principal lunar overtide</td>
<td>6.21</td>
<td>-</td>
<td>25</td>
</tr>
<tr>
<td>M6</td>
<td>Principal lunar overtide</td>
<td>4.14</td>
<td>-</td>
<td>26</td>
</tr>
<tr>
<td>S4</td>
<td>Principal solar overtide</td>
<td>6.00</td>
<td>-</td>
<td>355</td>
</tr>
<tr>
<td>MN4</td>
<td>Quarter diurnal</td>
<td>6.27</td>
<td>-</td>
<td>662</td>
</tr>
</tbody>
</table>

**Table 4.2:** Details of the major tidal constituents, along with their respective periods, magnitude ratios compared to the strength of the tide-generating force associated with the M2 tide, and record lengths required to resolve each constituent (Emery and Thomson, 2004). The higher harmonics result from the non-linear combinations of the diurnal and semi-diurnal tides.

m in Nares Strait compared to maximum of ≈0.05 m over the deep central Arctic basins), but not in the K1 tidal constituent, the reasons for which will be discussed in Section 4.4.

Existing research into the strength and structure of the tides in Nares Strait by
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Figure 4.6: Amplitude of (a,b) the M2 and (c,d) the S2 tide in the TPXO8 tidal model (Egbert and Erofeeva, 2002) for (a,c) the Arctic Ocean, and (b,d) the global ocean. M2 and S2 tidal amplitudes in the central Arctic are generally lower than those observed at lower latitudes, except in Nares Strait where they are comparable in magnitude to those observed over the low latitude continental shelves (e.g. the northwest European Shelf). Note the different colour scales between the M2 and S2 tide.

Münchow and Melling (2008) has been limited to a depth- and time-averaged analysis (Figure 4.7). By harmonically analysing three-year-long records of the depth-averaged current velocity in Nares Strait, they found that the tidal flow was dominated by 7 major tidal constituents: M2, K1, S2, O1, N2, P1 and K2. The M2 tidal constituent was observed to be the most significant, containing between 55-57% of the total tidal energy, followed by the K1 and S2 tidal constituents which contain between 19-21% and 9-10% of the total tidal energy, respectively. Given that the TPXO8 model shows that the amplitude of the S2 tide is greater than that of the K1 tide in Nares Strait, it is perhaps counter-intuitive to observe a stronger depth-averaged current velocity associated with the K1 tidal constituent. The reasons for this observation will be discussed in Section
5.2. Overall, the semi-diurnal and diurnal bands were found to contain 66.4% and 26.3% of the tidal variance, respectively (Figure 4.8), and it was shown that the tidal flow in Nares Strait dominated the day-to-day variability, with the associated kinetic energy being an order of magnitude larger than that of the persistently southward subtidal flow (Münchow et al., 2006; Münchow and Melling, 2008; Rabe et al., 2012). In terms of the spatial variability, Münchow and Melling (2008) observed that the amplitude of all the major tidal constituents increased across Nares Strait from Ellesmere Island to Greenland, and they all exhibited a greater sense of rotation in a clockwise direction (Figure 4.7). The depth-averaged tidal flow is generally aligned with the along-strait direction, varying from 59° against Ellesmere Island to 66° against Greenland (note that this is not purely an observational result and is discussed in more detail in Section 4.3).
4.3 Datasets and Data Analysis

4.3.1 Dataset: Acoustic Doppler Current Profilers

As part of the Arctic Sub-Arctic Ocean Flux program and the Canadian Arctic Through-Flow Study, ocean current observations in Nares Strait were made year-round between the summers of 2003 and 2006 using seabed mounted Acoustic Doppler Current Profilers (ADCPs). An array of 7 75-kHz Long Ranger Teledyne RD Instruments Inc. ADCPs was deployed across a 38 km wide section of section of Kennedy Channel (Figure 4.9 and black line in Figure 4.2), making measurements of the average current velocity over 8 meter bins every 30 minutes, between approximately 15 m above the seabed.

Figure 4.8: Figure from Münchow and Melling (2008) showing the power spectra of the depth-averaged along-strait current velocity through Nares Strait at a location ≈10 km from the coast of Greenland for (a) the semi-diurnal constituents, (b) the diurnal constituents, and (c) their context in a larger frequency range. The 7 major tidal constituents (M2, K1, S2, O1, N2, P1 and K2) clearly stand out as the dominant frequencies, and the dotted line indicates the spectra from a synthetic time series reconstructed using 11 tidal constituents.
Figure 4.9: Schematic of the 2003 mooring array deployed across Kennedy Channel in Nares Strait. The locations of the ADCPs are denoted by the red pins. Mooring numbers KS04, KS06 and KS08 were not retrieved in 2006. This chapter focuses on the data returned by KS02 against Ellesmere Island, and KS10, KS12 and KS14 against Greenland (the locations are underlined in red). The ADCPs will be referred to by their mooring names throughout this chapter. The black solid line at the sea surface against Greenland indicates the portion of the strait which is blocked by the constriction at Franklin Island, 30 km to the north-east. The yellow dots at the ADCP locations indicate the accompanying temperature and salinity sensors. A number of temperature and salinity sensors, as well as upward looking sonar (purple stars) were also deployed throughout the water column, but are not discussed in detail here. The figure was adapted from Falkner (2003).

and to within 35-40 m of the sea surface. Unfortunately, the second, third and fourth instruments in the array were not recovered, resulting in a 21 km gap in the centre of the strait. All four remaining ADCPs returned complete three-year data records, with mooring KS02 against the coast of Ellesmere Island, and moorings KS10, KS12 and KS14 against the coast of Greenland (Figure 4.9). Please note that throughout Chapters 4 and 5, the ADCPs will be primarily referred to by their mooring names.

ADCPs work by emitting “pings” of sound at a constant frequency into the water column. As the sound waves travel, zooplankton within the water column cause the sound waves to be reflected back to the instrument. The time delay between the transmission of the sound pulse and the detection of the echo gives an indication of the depth of the return, whilst the Doppler shift of the echo gives an indication of the current velocity. Each ADCP has four individual transducers inclined at an angle of $\approx 40$ degrees to each other, to ensure that when the data from each transducer is combined, the dominant
orthogonal components of the velocity are resolved (i.e. the north-south and east-west velocities). As the echoes received by the ADCP originate from zooplankton within the water column, it is not possible to determine the current velocity during periods of low zooplankton abundance. These periods occurred primarily during the polar night, as well as for short periods each day due to the diel vertical migration. Velocity data were also not obtained during periods of significant ice motion (i.e. during summer and autumn), due to the high ambient noise levels drowning out the weaker echoes. Furthermore, due to the interference of surface echoes, no velocity data could be recovered within the upper 35-40 m of the water column (Münchow and Melling, 2008). Nevertheless, careful processing of the ADCP data does allow the ice velocity at the surface to be recovered. If it is assumed that the water just below the ice is moving at the same speed as the ice itself, then the ice velocity can be used as an estimate of the ocean velocity at the ice-ocean interface. Of course, during landfast ice seasons, the ice velocity is, by definition, equal to zero, and therefore the ocean velocity is assumed to be zero as well.

Due to the proximity of Nares Strait to the magnetic north pole, it is not possible to use a magnetic compass to determine the flow direction. Instead, each ADCP was mounted on a torsionally-rigid mooring to prevent it from rotating throughout the deployment (Melling, 2000; Melling et al., 2008), and the true geographic heading of the flow was only determined after the velocity data were recovered at the end of the mooring deployment. To determine the true heading, observations of the tidal currents in Kennedy Channel over several tidal cycles in August 2003 (Münchow et al., 2006) were compared with a barotropic tidal model of the Arctic with a 5 km resolution (Padman and Erofeeva, 2004), and both consistently showed that the depth-averaged tidal current was aligned with the geographic orientation of Nares Strait. Consequently, the unknown geographic heading of each ADCP was estimated through vector cross-correlation between the barotropic tidal model and the observed tidal current at the location of each mooring (Münchow and Melling, 2008). The correlation between the model and observations exceeds 0.94 for all four of the three-year velocity time series.

To obtain accurate estimates of the phase of the tide at each ADCP, it is necessary to know the exact time at which each velocity measurement was made. The nominal
sampling period was 1800 seconds, but an examination of each ADCP clock at the end of the deployment showed that all instruments were fast by varying degrees. This clock drift was accounted for by assuming it was equally distributed throughout the three-year deployment, and therefore a slight offset was added to the nominal sampling period for each ADCP, and a new set of sample times was generated.

In addition to each ADCP, each mooring also held one Sea-Bird Electronic SBE37 temperature salinity recorder. The nominal sampling period was 900 seconds, and clock drift was accounted for in a similar manner to the ocean current observations. Furthermore, a pressure sensor in each ADCP provided a concurrent measurement of the pressure field on the same time basis as the current measurements. Full deployment details for each of the moorings can be seen in Falkner (2003).

### 4.3.2 Datasets: Conductivity, Temperature and Depth Profiles

In conjunction with the deployment and recovery of the ADCP moorings, full Conductivity, Temperature and Depth (CTD) sections were taken across Nares Strait at the location of the mooring array during the summer of 2003, and on subsequent cruises in the summers of 2007 and 2009. Each profile sampled from the surface to the seabed, and the horizontal distance between profiles was typically between 2.5-5.0 km in order to fully resolve the internal Rossby deformation radius. The profiles were collected using a range of different instruments (for details see Falkner, 2003, Melling, 2007 and Melling, 2009). In 2003 the CTD salinities were calibrated against corresponding measurements from an Autosal, however, the corrections were not significant enough to warrant any alterations. In 2007 and 2009 no corresponding salinity samples were taken. Nevertheless, post-cruise calibration suggested conductivities were too low by a factor of 1.000288 and 1.000022, respectively. This corresponds to an additive correction to the salinity at 500 m of 0.011 and 0.001, respectively, and therefore only the 2007 data were corrected, as the change in 2009 is negligible (Melling, pers. comm.).
4.3.3 Data Analysis: Harmonic Analysis

Given a time series of $u$ and $v$ velocity components, which by convention are orientated eastward and northward, respectively, but can be in any orthogonal plane, a complete complex tidal vector $\mathbf{R}$ that contains a contribution from all tidal constituents as well as any residual flow can be constructed

$$\mathbf{R} = u + iv. \quad (4.3)$$

In this complex plane, each individual tidal constituent ($k$) that contributes to the full tidal response can be written as the sum of two counter-rotating components

$$\mathbf{R}_k = \mathbf{R}_k^+ e^{i\omega_k t} + \mathbf{R}_k^- e^{-i\omega_k t}, \quad (4.4)$$

where $\mathbf{R}_k$ represents the total contribution to the complex tidal vector $\mathbf{R}$ from constituent $k$, $\omega_k$ is the radian frequency of the constituent, and $t$ is time. The complex coefficients $\mathbf{R}_k^+$ and $\mathbf{R}_k^-$ in Equation 4.4 multiply the complex exponential rotating elements ($e^{i\omega_k t}$ and $e^{-i\omega_k t}$), which represent the anticlockwise (positive) and clockwise (negative) rotary components, respectively. Each rotary component has an associated positive real amplitude and phase given by

$$r_k^+ = |\mathbf{R}_k^+|$$

$$r_k^- = |\mathbf{R}_k^-|, \quad (4.5)$$

and

$$\phi_k^+ = \tan^{-1} \frac{\text{Im}(\mathbf{R}_k^+)}{\text{Re}(\mathbf{R}_k^+)}$$

$$\phi_k^- = \tan^{-1} \frac{\text{Im}(\mathbf{R}_k^-)}{\text{Re}(\mathbf{R}_k^-)}, \quad (4.6)$$
respectively, where \( \text{Re} \) and \( \text{Im} \) represent the real and imaginary parts, respectively. The vector addition of these two counter-rotating circular vectors defines the shape of the tidal ellipse for each individual tidal constituent (Figure 4.10). The tidal ellipse is the path traced by the velocity vector associated with each individual tidal constituent over a period of \( t = \frac{2\pi}{\omega_k} \). The ellipse parameters for each constituent: the semi-major axis \( (M) \), the semi-minor axis \( (m) \), the ellipse orientation \( (\theta) \), and the phase \( (\phi) \), can be written in terms of the real amplitudes and phases of the rotary components (the subscript \( k \) has been dropped for clarity but is assumed; Figure 4.10)

\[
M = (r^+ + r^-), \\
m = (r^+ - r^-), \\
\theta = \frac{\phi^+ + \phi^-}{2}, \\
\phi = -\phi^+ + \theta. \tag{4.7}
\]

Given that the two rotary components are rotating at the same frequency but in opposite directions, then the semi-major axis \( (M) \) can be interpreted as the magnitude of the tidal current at the point in time when the two rotary vectors are aligned, and the semi-minor axis \( (m) \) as the magnitude of the tidal current when the vectors are opposed. Both the semi-major and semi-minor axes have the same units as \( u \) and \( v \), but whilst the semi-major axis is always positive, the sign of the semi-minor axis varies depending on the sense of rotation of the tidal ellipse (positive for anticlockwise rotation in time and negative for clockwise rotation in time). The ellipse orientation \( (\theta) \) is defined as the angle between the positive \( u \) axis and the semi-major axis that points in the direction of the positive \( v \) axis. The angle is defined as positive anticlockwise from the positive \( u \) axis and takes a range of \( 0 \) to \( \pi \). The phase \( (\phi) \) is interpreted as the time lag between an arbitrary reference time and the alignment of the velocity vector with the positive semi-major axis (i.e. the phase angle corresponds to the time lag between the reference time and the maximum velocity) and it takes a range of \( 0 \) to \( 2\pi \). Although any arbitrary reference time can be used (such
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Figure 4.10: Schematic showing how the tidal ellipse for each tidal constituent with a semi-major axes (\(M\)), a semi-minor axes (\(m\)), an inclination angle (\(\theta\)) and a phase (\(\phi\); not shown) can be represented as the vector sum of two counter-rotating circular components with real amplitudes \(r^+\) and \(r^-\) and phases \(\phi^+\) and \(\phi^-\). The tidal ellipse represents the path traced by the velocity vector associated with each individual tidal constituent over a period of \(t = 2\pi/\omega_k\).

as the start time or centre time of the dataset), here the astronomical argument correction is used in order to express the phase lags with respect to an absolute time origin. In this way, phase lags for different tidal constituents at different moorings which have different sample times can be directly compared (Foreman and Henry, 1989).

The astronomical argument correction assumes that each tidal constituent can be attributed to an artificial causal agent: in this case a fictitious star travelling around the equator at the same angular speed as the constituent of interest. Using this conceptual framework, the astronomical argument can be interpreted as the angular position of the fictitious star relative to any arbitrary longitude at time \(t\). By setting the longitude to the Greenwich meridian, the astronomical argument becomes a function of only time and the frequency of each individual tidal constituent included in the model. Thus the phase lag (or more correctly the Greenwich phase lag) for each constituent at any ADCP can be interpreted as the time between the passage of its fictitious star over the Greenwich meridian and the time of maximum velocity.

A variety of different methods exist for finding the complex coefficients of the rotary components (i.e. \(R_k^+\) and \(R_k^-\) in Equation 4.4) and thus the ellipse parameters (i.e. \(M\), \(m\), \(\theta\) and \(\phi\) in Equation 4.7) for a specific tidal constituent. These include the simple “manual” fitting of sine and cosine waves or the use of Fourier transforms. However, in the case of tidal analysis where the frequencies of interest (i.e. the tidal constituents) are
well-defined, the simplest method is to use harmonic analysis. Here the complex tidal vector summed over all \( k = 1, \ldots, N \) constituents to be included in the analysis is modelled as

\[
\mathbf{R}^{\text{mod}}(t) = \sum_{k=1,\ldots,N} (R_k^+ e^{iV(t,\omega_k)} + R_k^- e^{-iV(t,\omega_k)}) + \bar{R} + \dot{R}.t, \tag{4.8}
\]

where \( \bar{R} \) represents the mean flow (\( \bar{R} = \bar{u} + i\bar{v} \)), \( \dot{R} \) represents any trend in the data (\( \dot{R} = \dot{u} + i\dot{v} \)), and \( V(t,\omega_k) \) represents the astronomical argument correction. The benefit of harmonic analysis over Fourier methods is that the frequencies of interest can be directly specified, rather than being arbitrarily defined as a function of the record length and sampling interval. As a result, spectral leakage is minimised and the amplitude and phase estimates of the tidal constituents are at their most accurate.

The model is fitted to the data using an ordinary least-squares fit, which determines the complex coefficients \( R_k^+ \) and \( R_k^- \) for all tidal constituents included in the analysis that minimise the following expression:

\[
E = \sum_{t=1,\ldots,n} |\mathbf{R}^{\text{ob}}(t) - \mathbf{R}^{\text{mod}}(t)|^2, \tag{4.9}
\]

where \( \mathbf{R}^{\text{ob}}(t) \) and \( \mathbf{R}^{\text{mod}}(t) \) are the observed and modelled values of the complex tidal vector, respectively, at time \( t = 1, \ldots, n \). The harmonic analysis is carried out by the Matlab program UTide (Codiga, 2011).

Once the least-squares fit is complete, the residual between the modelled and the raw data is considered to be a signature of the subtidal flow and any other noise in the dataset. For long time series which are dominated by tidal signatures, the subtidal flow or noise are unlikely to have a significant effect on the estimates of the ellipse parameters. However, for shorter time series, they may have a noticeable impact and thus should be removed before the harmonic analysis is carried out. The simplest method is to compute a running average over the data with a window width of 48 hours, and then subtract the result from the original data. As a result, any variability with periods longer than 48 hours is removed, leaving just the tidal signature to be analysed. To quantify the effect of any remaining noise on the estimated ellipse parameters, 95% confidence intervals are calculated using Monte Carlo error propagation based on the variance/covariance statistics.
of the estimated ellipse parameters. The presence of a substantial noise in the dataset will cause the width of the confidence intervals to increase.

Once the ellipse parameters and associated 95% confidence intervals for all of the constituents included in the analysis have been determined using UTide, the following inverse relationships can be used to calculate the real amplitudes and phases of the rotating components

\[ r^+ = \frac{1}{2}(m + M), \]
\[ r^- = -\frac{1}{2}(m - M), \]
\[ \phi^+ = \theta - \phi, \]
\[ \phi^- = 2\theta - \phi^+, \] (4.10)

and the corresponding 95% confidence intervals can be calculated from the standard error propagation formulae

\[ \delta q = \sqrt{\left(\frac{\partial q}{\partial x_1}\delta x_1\right)^2 + \cdots + \left(\frac{\partial q}{\partial x_n}\delta x_n\right)^2}, \] (4.11)

where \( x_1, x_2...x_n \) are known with uncertainties \( \delta x_1, \delta x_2...\delta x_n \), and \( q = f(x_1, ..., x_n) \).

Whilst the method of harmonic analysis described above has been based on the analysis of a two-dimensional input (i.e. a complex tidal vector with both a \( u \) and a \( v \) velocity component), it is also possible to analyse any one-dimensional input, such as sea level, or a single velocity component. In the case of sea level, for example, the input is the real valued \( \eta^{ob}(t) \), and in the above equations \( \eta \) should be substituted everywhere for \( u \) and \( v \) should be set to zero. Consequently, for any tidal constituent the real amplitude and phase of each of the rotary components are equal (the tidal ellipse is degenerate: \( m=0 \) and \( \theta=0 \)), and therefore the amplitude and phase of each tidal constituent that contributes to the observed sea level variability can be described with a single real amplitude and phase.
lag (Codiga, 2011):

\[ A = M = r^+ = r^-, \]

\[ g = -\phi^+ = \phi^- . \] (4.12)

4.3.4 Data Analysis: Phenomenological Analysis

Whilst the value of the ellipse parameters for each tidal constituent provide a statistical insight into the structure of the tides in Nares Strait, they can also be used to reconstruct synthetic time series of the velocity components associated with each tidal constituent. By reconstructing the along-strait velocity (positive northward) associated with a single tidal constituent over just three or four tidal cycles, and comparing it with, for example, the across-strait velocity (positive towards Greenland) or the pressure perturbation associated with the same tidal constituent, further insights can be gained into the structure and propagation of the tides in Nares Strait that are not provided by the results of a simple harmonic analysis.

4.4 Tidal Propagation in Nares Strait

Before investigating the dynamics behind the vertical and temporal structure of the tides in more detail, it is important to understand the nature of the tidal wave as it propagates through Nares Strait, and why the amplitude of the semi-diurnal tide is much greater in this region compared to the remainder of the Arctic (Figure 4.6). In shallow seas and narrow channels such as Nares Strait, the wave associated with each tidal constituent can propagate in a number of different forms. The most common form is a progressive wave, which is characterised by the steady geographic progression of the wave crest, often in the form of a Kelvin wave due to the effects of the Earth’s rotation (e.g. the North Sea or the English Channel). In a progressive wave, the timing of the maximum velocity and the maximum perturbation in the sea surface height will occur at the same time (Figure 4.11), such that the phase difference at any given point between the maximum velocity
and the maximum sea surface height will be zero (Segar, 2012).

A second form the tidal wave can take is a standing wave. Here, a tidal wave entering a narrow channel or inlet whose length is approximately equal to a quarter of the wavelength of the incoming tide (e.g. the Bay of Fundy), interferes perfectly with the outgoing tidal wave from the previous tidal cycle that has been reflected off the landward end. The standing wave does not propagate in space, but rather oscillates in time around nodes and antinodes, where the constructive and destructive interference of the tidal waves result in the standing wave having a maximum amplitude ($\eta = \text{max}$) and zero amplitude ($\eta = 0$), respectively (Figure 4.11). In a standing wave, the timing of maximum velocity will occur when the perturbation in the sea surface height is zero, such that the phase difference between the maximum velocity and the maximum sea surface height at any given point will be 90 degrees (Segar, 2012).

Given these characteristic phase differences between the maximum velocity and sea surface height (i.e. $0^\circ$ or $90^\circ$), the nature of the tidal wave associated with each of the major tidal constituents in Nares Strait can be determined by comparing the phase of the pressure perturbation to the phase of the depth-averaged along-strait tidal velocity.
Figure 4.12 shows a two-day time series of the pressure perturbation and depth-averaged along-strait velocity associated with each tidal constituent at each ADCP. For the M2 and S2 tidal constituents, the phase difference is close to 90° for all ADCPs, suggesting that the tidal waves associated with these constituents have standing wave characteristics. Against the coast of Ellesmere Island (KS02) and Greenland (KS14; see Figure 4.9), the phase differences are slightly larger (\(\approx +6°\) and +8°, respectively), suggesting that lateral friction may be affecting the propagation of the tidal wave. For the K1 tidal constituent, however, the phase difference is approximately 60° in the centre of the strait (KS10 and KS12), increasing to 70° at KS02 and decreasing to 46° at KS14. This suggests that the tidal wave associated with the K1 tidal constituent has neither purely progressive nor purely standing wave characteristics.

To understand why the M2 and S2 tidal constituents exhibit standing wave characteristics (especially given that Nares Strait is not closed at one end and thus an incoming tidal wave cannot be reflected off the landward end), it is important to examine how the tides propagate to the north in the central Arctic Ocean, and to the south in Baffin Bay. Using the results of the TPXO8 tidal model, Figure 4.13 shows that in both the central Arctic Ocean and Baffin Bay, the M2 and S2 tidal waves propagate as progressive waves anticlockwise from their source in the North Atlantic (Kowalik and Proshutinsky, 1994; Egbert and Erofeeva, 2002). As a result, two individual tidal waves of equal frequency propagate into Nares Strait: one from the north through Robeson Channel, and one from the south through Smith Sound. Figure 4.14 shows that the phase of each of these tidal waves as they enter Nares Strait are identical (\(\approx 110°\) and \(\approx 150°\) for the M2 and S2 tidal constituents, respectively), and thus the standing wave characteristics exhibited by the M2 and S2 tidal constituents are generated through the interference of these waves as they propagate in opposite directions through Nares Strait. As the amplitude of a standing wave reflects the sum of the amplitudes of the two individual waves, it is the formation of this standing wave that is the reason behind the unusually strong M2 and S2 tides in Nares Strait.

In contrast, Figure 4.15a shows that there is a phase difference between the progressive K1 tidal wave to the north of Nares Strait in the Arctic Ocean (which is formed directly
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Figure 4.12: Reconstructed time series of the along-strait velocity ($u$; blue) and pressure perturbation (red) for the M2 (top), S2 (middle), and K1 (bottom) tidal constituents at KS02 (left), KS10 (middle-left), KS12 (middle-right), and KS14 (right). The black dashed lines indicate the timing of the first velocity maximum for each reconstructed tidal curve, and the phase difference represents the lag between the maximum along-strait velocity and the maximum pressure perturbation associated with each tidal constituent.
Figure 4.13: Phase in degrees of (a) the M2, and (b) S2 tidal constituents in the Arctic Ocean and Baffin Bay from the TPXO8 tidal model. The co-tidal or phase lines show that the tidal wave associated with each tidal constituent propagates as a progressive wave in an anticlockwise direction from their sources in the North Atlantic.

Figure 4.14: Amplitude in meters (coloured contours) and phase in degrees (black contours) of (a) the M2, and (b) S2 tidal constituents in Nares Strait from the TPXO8 tidal model. The co-tidal or phase lines show that the phase of the two tidal waves entering Nares Strait from either end are equal, resulting in the generation of a standing wave as they propagate through the strait. Note the different colour range for the amplitude.
Figure 4.15: (a) Phase in degrees of the K1 tidal constituent in the Arctic Ocean and Baffin Bay from the TPXO8 tidal model. The co-tidal or phase lines show that the phase of the K1 wave at the northern end of Nares Strait is different to the phase of the wave at the southern end of Nares Strait. (b) Amplitude in meters (coloured contours) and phase in degrees (black contours) of the K1 tidal wave in Nares Strait. The co-tidal or phase lines shows that the wave propagates up Nares Strait from Baffin Bay to the Arctic Ocean (i.e. the phase increases with latitude). Note the different range on the amplitude axes compared to Figure 4.14.

in the Arctic Ocean by the astronomical forcing, rather than being sourced from the North Atlantic; Proshutinsky, 1991; Kowalik and Proshutinsky, 1993), and the K1 tidal wave to the south of Nares Strait in Baffin Bay. Consequently, the K1 tide in Nares Strait is characterised by the northward progression of a single tidal wave from Baffin Bay to the Arctic Ocean (Figure 4.15b; the phase or co-tidal lines consistently increases with latitude); thus a standing wave cannot form, and there is no amplification of the K1 tide in the middle of Nares Strait (as seen in the M2 and S2 tides). It is likely that the complex topography and bathymetry of the region are the reasons behind the non-zero phase difference observed in Figure 4.12. It is interesting to observe, however, that there is a region of enhanced K1 amplitude (0.3 m to 0.4 m) to the south of Nares Strait where it meets Baffin Bay. This may be related to formation of shelf waves as the K1 tide interacts with the non-uniform bathymetry of the continental slope in this region (Kowalik and Proshutinsky, 1993).

To test the validity of using the barotropic TPXO8 tidal model to investigate the propagation of the tides through Nares Strait, Figure 4.16 shows the phase relationship
Figure 4.16: Reconstructed tidal curves from the TPXO8 barotropic tidal model for the along-strait velocity ($u$; blue) and sea level (red) for the M2 (top), S2 (middle), and K1 (bottom) tidal constituents at the location of the mooring array in Nares Strait. The black dashed lines indicate the timing of the first velocity maximum for each reconstructed tidal curve, and the phase difference represents the lag between the maximum along-strait velocity and the maximum sea level associated with each tidal constituent.

between the modelled sea level variation and the along-strait tidal velocity from TPXO8 at the location of the mooring array (nominally 80.5°N, 67.6°W). The phase difference for each tidal constituent is almost identical to those seen in Figure 4.12, which, along with the very high level of agreement between distribution of the co-tidal lines in Figures 4.14 and 4.15 and the observational results of Greisman et al. (1986), suggests that the
TPXO8 model is able to accurately reproduce the nature of the tides in Nares Strait. It is interesting to note, however, that the previous version of the TPXO model (TPXO7.2), which has a 1/4 degree resolution in the Arctic compared to the 1/30 degree resolution in TPXO8, cannot accurately reproduce the tides in Nares Strait. The phase differences between the maximum along-strait velocity and maximum sea level perturbation predicted by TPXO7.2 are 45°, 73° and 59° for the M2, S2 and K1 tidal constituents, respectively. This highlights the importance of using a high-resolution grid to resolve the complex bathymetry when modelling the tides in coastal areas such as Nares Strait.

The aim of this chapter was to provide an introduction to the tides and tidal propagation in the Nares Strait. In the following chapter, the depth and time variability of the tides in Nares Strait will be investigated, building upon the work of Münchow and Melling (2008) and taking the initial steps towards developing a fuller understanding of the role they may play in limiting the freshwater flux through this region.
Chapter 5

Vertical Structure of the Tides in Nares Strait

The aim of the previous chapter was to introduce the nature of the tides in Nares Strait, and to explore how the tidal wave associated with each of the major constituents propagates through the region. For the semi-diurnal tides (M2 and S2), it was shown that the tidal wave propagates as a standing wave, which explains why the amplitude of the M2 and S2 constituents in Nares Strait are unusually strong compared to their amplitude in the central Arctic Ocean. In contrast, the diurnal (K1) tidal wave propagates with a more progressive nature, and is strongly modified by the complex topography and bathymetry of the region.

5.1 Aims

With the intent of developing a dynamical understanding of the tides in Nares Strait that will help future studies in examining the role they may play in limiting the freshwater flux through this region, the aim here is to build upon the depth- and time-averaged analysis of Münchow and Melling (2008) by investigating the dynamical processes responsible for setting both the vertical and temporal variability in the structure of the dominant tidal constituents (i.e. M2, S2 and K1). In section 5.2 the time-averaged vertical structure of the tides in Nares Strait will be presented, along with a consideration of the across-strait component, and the results of some simple boundary layer models designed to determine
the important dynamical processes controlling the vertical structure. In Section 5.3 the
temporal variability in the vertical structure of the tides will be explored, and the impor-
tance on the different ice regimes for the tidal dynamics in Nares Strait will be quantified.
Broad estimates of the rate of tidal dissipation will be presented in section 5.4, and con-
clusions and avenues for further work from both this chapter, and Chapter 4, will be
presented in Sections 5.5 and 5.6.

5.2 Time-Averaged Vertical Structure

To determine the vertical structure of the tides in Nares Strait, the full three-year
velocity time series from each depth bin at each ADCP was harmonically analysed, and
the ellipse parameters and associated 95% confidence intervals were extracted for the
M2, S2 and K1 tidal constituents (which together account for approximately 90% of the
total tidal variability). Due to the long length of the time series analysed, it was deemed
unnecessary to carry out any pre-filtering to increase the signal-to-noise ratio, and this
assumption is supported by the small size of the error bars seen in the results. Each
data point represents the average ellipse parameters from both ice regimes in Nares Strait
(mobile and landfast), except at the surface, where the data point is an average of only
mobile ice seasons.

5.2.1 Ellipse Parameters

Figure 5.1 shows the vertical structure of the semi-major ($M$; red) and semi-minor
($m$; blue) axes of the tidal ellipse at each ADCP for the M2, S2 and K1 tidal constituents.
There is significant variability both with depth and between the different tidal constituents
and ADCPs. Against Greenland (KS14), the semi-major axes of the M2 and S2 tidal
constituents exhibit smooth parabolic-like profiles with depth, decreasing in amplitude
towards boundaries, due to friction at the seabed and the sea surface. As the surface data
point represents the average amplitude from only mobile ice seasons, it appears that the
integrated frictional effect of the various different boundary conditions that exist during
these seasons (open sea, pack ice in free drift, and pack ice retarded by ice stress) has a
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![Figure 5.1: Vertical structure of the semi-major ($M$; red) and semi-minor ($m$; blue) axes of the tidal ellipse for the M2 (top), S2 (middle), and K1 (bottom) tidal constituents at KS02 (left), KS10 (middle-left), KS12 (middle-right), and KS14 (right). Each data point represents an average of both ice regimes in Nares Strait (mobile and landfast), except the surface point which is an average of only mobile ice periods. The dashed lines indicate the 95 percent confidence intervals for each data point.](image)

A mid-water column maximum of $\approx 30 \text{ cm s}^{-1}$ for the M2 constituent and $\approx 12 \text{ cm s}^{-1}$ for the S2 constituent exists at a depth of $\approx 60-70 \text{ m}$. In contrast, the semi-major axis of the K1 constituent is relatively depth-invariant, except for a similar decrease near the boundaries and a maximum of $\approx 17 \text{ cm s}^{-1}$ just above the seabed. As for the semi-minor axis, it is close to zero throughout the water column for the K1 tide, indicating a predominantly rectilinear tidal current. For the M2 and S2 constituents, it becomes increasingly negative with depth, indicating that the tidal velocity vector exhibits a greater sense of clockwise rotation. It is important to note, however, that for these constituents the semi-minor axes tend towards zero at the boundaries, indicating that the sense of clockwise rotation decreases.
In contrast to KS14, the semi-major axes of the M2, S2 and K1 constituents against Ellesmere Island (KS02) all show broadly the same vertical structure. The amplitude consistently increases with distance away from the seabed, reaching a maximum at 50 m of $\approx 13$ cm s$^{-1}$, $\approx 5$ cm s$^{-1}$ and $\approx 7$ cm s$^{-1}$, for M2, S2 and K1, respectively. Given the lack of data in the upper water column, the amplitude may continue to increase above 50 m, however, by examining the data from other ADCPs, it appears that this is unlikely. Compared to the remainder of the water column, there is a relative enhancement in the amplitude of the semi-major axis above 100 m for the M2 and S2 constituents, which is not seen in the K1 constituent. For all constituents, the semi-minor axis is essentially zero throughout the water column, except in the upper 100 m where there is a tendency towards greater clockwise rotation in the M2 and S2 tides.

For KS10 and KS12 ($\approx 15$ km and $\approx 10$ km from the coast of Greenland, respectively), the amplitude of the semi-major axis associated with the K1 tide is broadly barotropic, reaching a maximum of $\approx 14-15$ cm s$^{-1}$ within 40-50 m of the seabed. In contrast, the amplitude of the M2 and S2 semi-major axes continue to increase away from the seabed up to a depth of at least 150 m. It is this thick shear layer that explains why, in a depth averaged sense, the amplitude of the S2 tide is weaker than that of the K1 tide (Münchow and Melling, 2008), despite the larger amplitude in terms of sea level perturbation seen in the TPXO8 model. Above 150 m, both M2 and S2 exhibit the same enhancement in the amplitude of the semi-major axis as that seen at KS02. When viewed in isolation, the structure in this region is very similar to the entire vertical structure of the M2 and S2 semi-major axes observed at KS14. Given that the total water depth at KS14 is equal to the depth over which the enhancement is observed at KS02, KS10 and KS12, this suggests that an enhancement in the semi-diurnal tidal constituents in the upper 150 m is a consistent feature across Nares Strait, and dominates the observed vertical structure at KS14. For M2 and S2, the semi-minor axis at KS10 and KS12 is generally negative throughout the water column, becoming positive in the region of the boundaries. For the K1 constituent, the semi-minor axis is not significantly different from zero throughout the water column at KS10, whilst at KS12, it becomes slightly negative below a depth of 100 m.
Figure 5.2: Vertical structure of the tidal ellipse inclination angle ($\theta$) for the M2 (top), S2 (middle), and K1 (bottom) tidal constituents at KS02 (left), KS10 (middle-left), KS12 (middle-right), and KS14 (right). Each data point represents an average of both ice regimes in Nares Strait (mobile and landfast), except the surface point which is an average of only mobile ice periods. The dashed lines indicate the 95 percent confidence intervals for each data point.

For all constituents, there appears to be small scale vertical variability in the amplitude of the semi-major axis. Given that this appears in a three-year harmonic analysis, and that the data points have small error bars, this variability must be consistent in both time and space. Consequently, it is likely that it is due to some instrument error (Melling, pers. comm.), and will not be discussed in detail.

Figure 5.2 shows the vertical structure of the ellipse inclination angle at each ADCP for the M2, S2 and K1 tidal constituents. Although in a depth averaged sense the tidal flow is aligned with the along-strait direction ($\approx 60^\circ$; Münchow and Melling, 2008), there is significant variability both in the vertical and between the different ADCPs. For most ADCPs and tidal constituents, the inclination angle is at a maximum at the boundaries,
and decreases to a minimum of \( \approx 50-60^\circ \) between 50 m and 150 m. At KS12, the inclination angle reaches an extreme maximum of \( \approx 90^\circ \) at the seabed. For all tidal constituents at KS02, there is less evidence of a minimum in the inclination angle between 50 m and 150 m, and instead the inclination angle consistently increases with depth. Furthermore, the inclination of the K1 tidal ellipse at KS10 appears to be relatively depth-invariant.

To summarise the results seen in Figures 5.1 and 5.2, Figure 5.3 shows section plots across Nares Strait of the semi-major and semi-minor axes of the tidal ellipse and the ellipse inclination angle for each tidal constituent. The washed out section indicates where no velocity data were recovered. Overall, there are a number of questions associated with the vertical structure of the tides in Nares Strait that motivate further investigation. These are:

1. Why is there an upper water column maximum in the amplitude of the semi-major axis associated with the semi-diurnal tides (M2 and S2), and why is this upper water column maximum not seen in the diurnal tides (K1)?

2. Why does the sense of clockwise rotation of the semi-diurnal tidal current vector increase across the strait (the semi-minor axis becomes progressively more negative), and therefore how is continuity maintained in the across-strait direction? Why is there is a trend towards anticlockwise rotation in the vicinity of the boundaries?

3. Why are the diurnal tides significantly more barotropic than the semi-diurnal tides, and why are they predominantly rectilinear across the strait?

4. Why against the coast of Ellesmere Island (KS02) do all tidal constituents exhibit the same vertical structure?

5.2.2 Across-Strait Component

As stated above, one interesting feature seen in Figure 5.1 is the observed spatial variability in the across-strait component of the tidal flow. Whilst at KS02 the semi-minor axis is close to zero, and thus the tidal flow is rectilinear (i.e. along-strait), at KS10, KS12 and KS14 there is a significant across-strait component associated with the
fattening of the semi-diurnal tidal ellipses. Given the requirement of continuity across the strait, how is the across-strait component of the flow facilitated at KS02, and is it of sufficient magnitude compared to the remainder of the strait?

Two mechanisms exist for facilitating an across-strait tidal flow: a fattening of the tidal ellipse (i.e. a large semi-minor axis), or a rotation of the tidal ellipse away from the along-strait direction (which is $\approx 60^\circ$). The maximum across-strait flow associated with a fattening of the tidal ellipse will occur when the magnitude of the along-strait flow is at a minimum, and the maximum across-strait flow associated with a rotation of the tidal ellipse will occur when the magnitude of the along-strait flow is at a maximum. Consequently, by examining the phase difference between the maximum along-strait flow and the maximum across-strait flow, it is possible to determine which of these two mechanisms is dominant in facilitating the across-strait flow (it is important to note that both mechanisms can operate together, and although the phase difference will indicate which
**Figure 5.4:** Phase difference between the maximum along-strait velocity and the maximum across-strait velocity wrapped to a range of 0-360° at KS02 (left), KS10 (middle-left), KS12 (middle-right), and KS14 (right), for the M2 (red), S2 (blue), and K1 (black) tidal constituents. A phase difference of 180° or 0° indicates that the maximum in the across-strait velocity is anti-phased with or in phase with the maximum along-strait velocity, respectively, and is associated with a rotation of the tidal ellipse facilitating the across-strait flow. A phase difference of 90° or 270° indicates that the maximum in the across-strait velocity leads or lags the maximum along-strait velocity by 90°, respectively, and the across-strait flow is facilitated by anticlockwise or clockwise rotation of the tidal current vector, respectively.

mechanism dominates, it does not indicate that the other mechanism has no effect).

Figure 5.4 shows the phase difference for all constituents at all ADCPs. At KS02, the phase difference is close to 180° below ≈100 m for all constituents. This indicates that the maximum across-strait flow coincides with the maximum along-strait flow, and therefore the across-strait flow is dominated by a rotation of the tidal ellipse towards Ellesmere Island (i.e. ellipse inclination angles >60°; Figure 5.2). The rotation of the ellipse and the anti-phasing between the velocity components is due to Ekman transport in the bottom boundary layer, whereby the maximum along-strait flow (i.e. towards the Arctic; defined as a positive), coincides with the maximum across-strait flow towards Ellesmere Island (defined as a negative). Above ≈100 m, the phase difference for the K1 constituent jumps to zero. In this case the across-strait flow is still dominated by a rotation of the tidal ellipse, however, the maximum along-strait flow now coincides with the maximum across-strait flow towards Greenland (i.e. ellipse inclination angles <60°; Figure 5.2). In contrast, for the M2 and S2 tidal constituents, the phase difference above ≈100 m tends towards 270°, and the across-strait flow is dominated by a fattening of
the tidal ellipse with clockwise rotation of the tidal current vector (the maximum positive across-strait flow lags the maximum positive along-strait flow by 90°; negative semi-minor axes in Figure 5.1).

As expected for the M2 and S2 constituents at all other ADCPs, the phase difference tends towards either 270° in the region of the upper water column maximum, or 90° at the boundaries, and indicates that the across-strait flow primarily occurs through a fattening of the tidal ellipse. The phase difference of 270° is consistent with the clockwise rotation seen in the upper water column maximum (negative semi-minor axes in Figure 5.1), whilst a phase difference of 90° corresponds with the trend towards anticlockwise rotation of the tidal current vector near the boundaries (the maximum positive across-strait flow leads the maximum positive along-strait flow; positive semi-minor axes in Figure 5.1). Two notable exceptions to this pattern are found near the seabed at KS12 and KS14, where the phase difference is close to 180°. At KS12, this due to the extreme inclination angles observed at the seabed dominating the across-strait flow (Figure 5.2).

Whilst Figure 5.4 indicates that the rotation of the tidal ellipse dominates the across-strait flow at KS02, it provides no information on the magnitude of the flow itself, and whether it can satisfy the requirement of continuity across the strait. Figure 5.5 shows the amplitude of the across-strait velocity obtained through a three-year harmonic analysis.
Figure 5.6: Average vertical motion over the period of each tidal constituent at KS02 (left), KS10 (middle-left), KS12 (middle-right), and KS14 (right). Note that the relatively large vertical motion associated with the K1 tidal constituent in comparison to its relatively weak across-strait velocity is due to the longer period of the diurnal tides.

at each ADCP depth bin. It is clear that the amplitude of the across-strait component at KS02 is smaller than that at all other ADCPs (especially for the semi-diurnal tidal constituents), and thus the requirement of continuity across the strait appears to be violated. However, if the three-year temperature and salinity time series recorded at each ADCP are harmonically analysed (where a running mean has been used to remove the subtidal variability prior to the analysis), and the resulting amplitudes are divided by the average vertical temperature and salinity gradients at the seabed derived from the summer CTD sections, then the average vertical motion at each ADCP over the period of each constituent can be determined (Figure 5.6). At KS02, the vertical motion associated with each tidal constituent is greater than the corresponding constituent at any other ADCP. If this motion is divided by half the tidal period of each constituent to give an average vertical velocity, and this vertical velocity is divided by the tangent of the slope of the bathymetry at KS02 ($1.8^\circ$), then the amplitude of the horizontal velocity associated with this vertical motion can be calculated: $2.3 \text{ cm s}^{-1}$, $0.8 \text{ cm s}^{-1}$ and $1.1 \text{ cm s}^{-1}$ for the M2, S2 and K1 tidal constituents, respectively. If these velocities are added to the across-strait velocity at KS02 seen in Figure 5.5, then the disparity in the amplitude of the across-strait velocity between the different ADCPs is significantly reduced. Therefore, despite the rectilinear nature of the tidal current at KS02, it is the rotation of the tidal
current ellipse and the vertical motion associated with the steeply sloping bathymetry that combine to ensure that continuity is maintained across the strait.

To summarise the structure of the circulation within the cross-section of Nares Strait, the schematic in Figure 5.7 shows the dominant direction of the across-strait flow at each ADCP during the four major phases of each tidal cycle: flood (maximum positive along-strait flow), first slack water (zero along-strait flow), ebb (maximum negative along-strait flow), and second slack water. Overall, the across-strait flow shows a two layer structure with a phase lag of approximately a quarter of a tidal cycle across the strait. At $t = 0 \times T$ (where $T$ is the period of either the diurnal or semi-diurnal tides), the tidal current vector is aligned with the positive semi-major axis of the tidal ellipse, and the tidal current velocity is at a maximum towards the Arctic (Figure 5.7a). At KS02, the across-strait flow is dominated by a rotation of the ellipse inclination angle, and thus the across-strait
flow is at a maximum. Water is moving towards Ellesmere Island below 100 m (ellipse inclinations angles >60°), and there is significant upwards vertical motion due to the steeply sloping bathymetry. Above this, the ellipse inclination angles are generally <60°, and water is moving towards Greenland. At KS10, KS12, and KS14, the across-strait flow is dominated by a fattening of the tidal ellipse, and therefore at this point in the tidal cycle the across-strait flow is small. A quarter of a tidal cycle later, however (t = 0.25 × T; Figure 5.7b), the along-strait flow is close to zero and there is no across-strait flow at KS02 due to the rectilinear nature of the tidal currents. In contrast, the across-strait flow at KS10, KS12 and KS14 is at a maximum, and reflects the same pattern seen at KS02 a quarter of a cycle earlier. The clockwise rotation of the tidal current vector in the upper water column is moving water towards Greenland (red arrows), whilst below this the anticlockwise rotation near the boundaries is moving water towards Ellesmere Island.

At the mid-point of the tidal cycle (t = 0.50 × T; Figure 5.7c), the tidal current vector is now aligned with the negative semi-major axis of the tidal ellipse, and the tidal current velocity is at a maximum towards Baffin Bay. At KS02 the structure of the two layer flow reverses, with water moving towards Ellesmere Island above 100 m (driving a significant negative vertical motion down the steeply sloping bathymetry), and towards Greenland below this. Again, at this point of the tidal cycle, the across-strait flow at KS10, KS12, and KS14 is small. However, a quarter of a tidal cycle later at the second slack water (t = 0.75 × T; Figure 5.7d), the clockwise rotation of the tidal current vector in the upper water column moves water towards Ellesmere Island, whilst the anticlockwise rotation of the tidal current vector in the lower water column moves water towards Greenland. Finally after a full tidal period, the tidal current vector is realigned with the positive semi-major axis of the tidal ellipse, and the cycle in the across-strait flow begins again.

5.2.3 Boundary Layer Models

To determine what the controlling processes are behind the vertical structure of the tides in Nares Strait (see Figures 5.1, 5.2 and 5.3), and to explore why, for example, the diurnal tides (K1) are significantly more barotropic than the semi-diurnal tides (M2 and S2), it is instructive to fit simple boundary layer models to the observed vertical structure
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of the different tidal constituents at the different ADCPs (Soulsby, 1990).

Simple boundary layer models have been used to explain much of the observed vertical variation in the strength of tidal currents over continental shelf seas at both low (e.g. Prandle, 1982a and Soulsby, 1983) and high latitudes (e.g. Prinsenberg and Bennett, 1989 and Makinson et al., 2006). The vertical structure in these models is governed by the extent to which turbulence generated by the strong frictional stresses exerted on the seabed can propagate upwards into the water column (Howarth, 1998). The frictional stresses at the seabed act to retard the tidal current within a region known as the benthic boundary layer. This layer consists of two regions: a thin high-shear layer at the seabed and a thicker low-shear region. Within the high-shear region, which is likely to be only a few meters thick, the current profile is logarithmic and the stress is approximately constant. In the low-shear region, which is tens of meters thick, the current profile can be described by a power law (Howarth, 1998). If the water column is deep enough, the tidal current speed will increase with height until it attains its frictionless free stream velocity. Above this depth the flow will be inviscid, the stress will be zero, and in the absence of any other baroclinic influences (e.g. internal tides), the flow will be independent of depth. However, if the water column is too shallow, the free stream region may not exist, and bottom-generated turbulence will extend throughout the water column (Soulsby, 1990). In a similar manner, if turbulence generated at an ice-ocean boundary layer propagates deep enough into the water column that it interacts with turbulence generated in the benthic boundary layer, then the entire water column may be affected by boundary layer dynamics.

Simple boundary layer models for the vertical structure of the tides in Nares Strait can be derived from the linearised equations of motion for a rotating fluid forced by sea surface slope pressure gradients and horizontal stresses both at the sea surface and the seabed (Prandle, 1982a,b; Soulsby, 1983; Maas and van Haren, 1987):

\[
\frac{\partial u}{\partial t} - fv = -g \frac{\partial \eta}{\partial x} + \frac{1}{\rho} \frac{\partial \tau_{xz}}{\partial z}, \tag{5.1}
\]

\[
\frac{\partial v}{\partial t} + fu = -g \frac{\partial \eta}{\partial y} + \frac{1}{\rho} \frac{\partial \tau_{yz}}{\partial z}, \tag{5.2}
\]
where \( u \) and \( v \) are the components of the horizontal tidal velocity in the \( x \) and \( y \) directions, respectively, \( \tau_{xz} \) and \( \tau_{yz} \) are the horizontal stresses similarly aligned, \( t \) is time, \( f \) is the Coriolis parameter, \( g \) is the acceleration due to gravity, \( \eta \) is the sea surface height, \( \rho \) is density, and \( z \) is depth. The vertical component of velocity has been ignored, along with the effects of advection and horizontal density gradients. Whilst periodic tidal solutions to Equations 5.1 and 5.2 are sought, the results in Section 5.2.1 show that the nature of the tidal flow varies across Nares Strait, with different dynamics and terms from Equations 5.1 and 5.2 dominating at different locations. Consequently, it is necessary to derive separate models for either side of the strait.

### 2D Eddy Viscosity Model Derivation

Against Greenland (i.e. at KS10, KS12 and KS14) the results in Figures 5.1, 5.2, and 5.3 show that the tides have both oscillatory and rotational aspects (i.e. the semi-minor axis is not zero and facilitates an across-strait flow; a 2D flow), and thus all terms in Equations 5.1 and 5.2 must be retained. In a manner similar to the harmonic analysis, both the two dimensional tidally-varying \( u \) and \( v \) velocity components and the \( \partial \eta / \partial x \) and \( \partial \eta / \partial y \) sea surface slope gradients can be combined into complex tidal vectors, and can thus be written as the sum of two independent counter-rotating components:

\[
\begin{align*}
R &= u + iv = R^+ e^{i\omega t} + R^- e^{-i\omega t}, \\
S &= \frac{\partial \eta}{\partial x} + i \frac{\partial \eta}{\partial y} = S^+ e^{i\omega t} + S^- e^{-i\omega t}.
\end{align*}
\]  
(5.3)  

(5.4)

Multiplying Equation 5.2 by \( i \) and adopting the eddy viscosity stress model

\[
\begin{align*}
\tau_{xz} &= \rho \nu_{xz} \frac{\partial u}{\partial z}, \\
\tau_{yz} &= \rho \nu_{yz} \frac{\partial v}{\partial z},
\end{align*}
\]  
(5.5)
where \( \nu \) is the eddy viscosity gives:

\[
\frac{i}{\partial t} \frac{\partial v}{\partial t} + i f u = \frac{\partial}{\partial z} \left( i \nu \frac{\partial v}{\partial z} \right) - i g \frac{\partial \eta}{\partial y}. \tag{5.6}
\]

The eddy viscosity stress model is a parameterisation of the vertical momentum transfer that occurs due to the turbulence generated by the frictional stresses exerted on the seabed (Sverdrup et al., 1942). It is analogous to the transfer of momentum by the molecular viscosity in a laminar flow, but is orders of magnitude larger and takes place over a much greater depth scale. It assumes that the turbulence consists of many different eddies of many different sizes which are continuously forming and dissipating, and the associated Reynolds stresses are proportional to the mean velocity gradient. The combined effect of these turbulent eddies is responsible for the dispersive tendency of turbulence and its mixing of fluid properties, as well as the dissipation of energy as the kinetic energy in the smallest eddies is converted into heat (Simpson and Sharples, 2012).

Assuming that \( \nu_{xz} = \nu_{yz} = \nu \) and adopting the decompositions given in Equation 5.3 and 5.4, Equation 5.1 can be added to Equation 5.6 to give:

\[
\left( \frac{i}{\partial t} \frac{\partial v}{\partial t} + \frac{\partial u}{\partial t} \right) + (if u - fv) = \left( \frac{\partial}{\partial z} \left[ i \nu \frac{\partial v}{\partial z} \right] + \frac{\partial}{\partial z} \left[ \nu \frac{\partial u}{\partial z} \right] \right) - \left( i g \frac{\partial \eta}{\partial y} - g \frac{\partial \eta}{\partial x} \right),
\]

\[
\frac{\partial}{\partial t} \left( u + iv \right) + if \left( u + iv \right) = \frac{\partial}{\partial z} \left( \nu \frac{\partial \left( u + iv \right)}{\partial z} \right) - g \left( \frac{\partial \eta}{\partial x} + i \frac{\partial \eta}{\partial y} \right),
\]

\[
\frac{\partial R}{\partial t} + ifR = \frac{\partial}{\partial z} \left( \nu \frac{\partial R}{\partial z} \right) - gS. \tag{5.7}
\]

By expanding the complex tidal vectors \( \mathbf{R} \) and \( \mathbf{S} \) into their independent counter-rotating components (i.e. Equations 5.3 and 5.4), Equation 5.7 can be written as

\[
\frac{\partial}{\partial t} (R^+ e^{i\omega t} + R^- e^{-i\omega t}) + if (R^+ e^{i\omega t} + R^- e^{-i\omega t}) = \frac{\partial}{\partial z} \left( \nu \frac{\partial}{\partial z} [R^+ e^{i\omega t} + R^- e^{-i\omega t}] \right) - g(S^+ e^{i\omega t} + S^- e^{-i\omega t}). \tag{5.8}
\]

This expression can then be separated into two independent equations for the clockwise
and anticlockwise rotary components of the tidal current by evaluating the time derivative:

\[ i\omega R^+ e^{i\omega t} - i\omega R^- e^{-i\omega t} + if(R^+ e^{i\omega t} + R^- e^{-i\omega t}) = \]

\[ \frac{\partial}{\partial z} \left( \nu \frac{\partial}{\partial z} [R^+ e^{i\omega t} + R^- e^{-i\omega t}] \right) - g(S^+ e^{i\omega t} + S^- e^{-i\omega t}), \quad (5.9) \]

and dividing by the complex exponential rotating elements to give:

anticlockwise :

\[ i(f + \omega) R^+ = \frac{\partial}{\partial z} \left( \nu \frac{\partial R^+}{\partial z} \right) - gS^+, \quad (5.10) \]

clockwise :

\[ i(f - \omega) R^- = \frac{\partial}{\partial z} \left( \nu \frac{\partial R^-}{\partial z} \right) - gS^- . \quad (5.11) \]

By decomposing the rotary components into a contribution from an interior (\(R^\pm_I\)) and boundary layer (\(R^\pm_{BL}\)) part, such that \(R^\pm = R^\pm_I + R^\pm_{BL}\), and by defining the free stream interior velocity in the limit of no friction as:

\[ R^\pm_I = \frac{igS^\pm}{(f \pm \omega)}, \quad (5.12) \]

then the sea surface slope gradient terms can be eliminated by substituting

\[ -gS^\pm = i(f \pm \omega)R^\pm_I \]

into Equations 5.10 and 5.11:

\[ i(f \pm \omega)(R^\pm_I + R^\pm_{BL}) = \frac{\partial}{\partial z} \left( \nu \frac{\partial R^\pm}{\partial z} \right) + i(f \pm \omega)R^\pm_I . \quad (5.14) \]

Finally, by subtracting \(i(f \pm \omega)R^\pm_I\) from both sides of Equation 5.14, and by rewriting \(R^\pm_{BL}\) as \(R^\pm - R^\pm_I\), a familiar Ekman problem second order differential equation for the magnitude of the positive and negative rotary components of the tidal ellipse at KS10, KS12, and KS14 can be formed:

\[ \frac{\partial}{\partial z} \left( \nu \frac{\partial R^\pm}{\partial z} \right) - i(f \pm \omega)(R^\pm - R^\pm_I) = 0. \quad (5.15) \]
1D Eddy Viscosity Model Derivation

In contrast to the Greenland side of Nares Strait, Figures 5.1, 5.2 and 5.3 show that the tidal current against the coast of Ellesmere Island is highly rectilinear (due to the requirement of no normal flow through the coast of Ellesmere Island), and thus the flow is primarily oscillatory in nature (i.e. a 1D flow). There is little across-strait flow associated with a fattening of the tidal ellipse, and whilst there is an across-strait flow associated with the rotation of the tidal ellipse away from the along-strait direction, a significant proportion of this motion becomes vertically orientated due to the steeply sloping bathymetry. Therefore, if it is assumed that the $u$ and $v$ velocity components are aligned with the along-strait and across-strait directions, respectively, then compared to the Greenland side of Nares Strait, the $v$ velocity component can essentially be set to zero, and Equations 5.1 and 5.2 reduce to

$$\frac{\partial u}{\partial t} = \frac{1}{\rho} \frac{\partial \tau_{xz}}{\partial z} - g \frac{\partial \eta}{\partial x},$$  \hspace{1cm} (5.16)

$$fu = -g \frac{\partial \eta}{\partial y}. \hspace{1cm} (5.17)$$

By adopting the eddy viscosity stress model (Equation 5.5), and by substituting the following expressions for a one-dimensionally varying tidal velocity and surface pressure gradient into Equation 5.16:

$$u = u_0 e^{i\omega t}, \hspace{1cm} (5.18)$$

$$\eta = \eta_0 e^{i\omega t}, \hspace{1cm} (5.19)$$

where $u_0$ and $\eta_0$ are the amplitudes of $u$ and $\eta$, respectively, Equation 5.16 can be written as

$$i \omega u_0 = \frac{\partial}{\partial z} \left( \nu \frac{\partial u_0}{\partial z} \right) - g \frac{\partial \eta_0}{\partial x}, \hspace{1cm} (5.20)$$

where the time derivative has been evaluated and the result divided by $e^{i\omega t}$. Similar to the 2D derivation above, if $u_0$ is defined as the sum of an interior and boundary layer part...
(\(u_0 = u_I + u_{BL}\)), and in the limit of no friction \(u_I\) is set equal to
\[
\frac{ig \partial h_0}{\omega \partial x},
\]
then the sea surface slope term in Equation 5.20 can be eliminated, and an Ekman problem second order differential equation for the magnitude of the along stream tidal velocity at KS02 can be formed:
\[
\frac{\partial}{\partial z} \left( \nu \frac{\partial u_0}{\partial z} \right) - i\omega (u_0 - u_I) = 0 \quad (5.22)
\]
To make comparisons between Equations 5.22 and 5.15 easier, it can be assumed for a tidal current in Nares Strait that the amplitude of the along stream velocity \(u_0\) is analogous to the amplitude of the semi-major axis of the tidal ellipse, which for a rectilinear tidal current is itself equal to the sum of two equal counter-rotating circular components (i.e. \(u_0 = |R^+| + |R^-|\) where \(|R^+| = |R^-|\)). In this sense, Equation 5.22 can also be separated into two independent equations for the clockwise and anticlockwise rotary components of the tidal current, and written as:
\[
\frac{\partial}{\partial z} \left( \nu \frac{\partial R_{BL}^\pm}{\partial z} \right) - i\omega (R_{BL}^\pm - R_{I}^\pm) = 0.
\]

Whilst the form of Equation 5.23 looks almost identical to that of Equation 5.15, it will be shown that the lack of an \(f\) term in Equation 5.23 results in the tides exhibiting a very different vertical structure against the coast of Ellesmere Island.

**Eddy Viscosity Profile**

In these simple boundary layer models, the vertical structure of the tides is dependent upon three unknowns. These are: (1) the prescribed vertical profile of the eddy viscosity \(\nu\) that is consistent with the underlying physics, (2) the constant, “free stream” interior velocity for the clockwise rotary component \(R^+\), and (3) the constant, “free stream” interior velocity for the anticlockwise \(R^-\) rotary component. To determine these three unknowns, and to thus elucidate the important dynamics behind the vertical structure of the tides, the solutions to Equations 5.15 and 5.23 for a prescribed eddy viscosity profile
are iteratively fitted to the observed vertical structure of the major tidal constituents. The solutions are fitted using Matlab’s Global Optimisation routines to minimise the combined root-mean-square error (RMSE) of both the clockwise and anticlockwise rotary components:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{z=1}^{n} (\hat{R}^+_{(z)} - R^+_{(z)})^2} + \sqrt{\frac{1}{n} \sum_{z=1}^{n} (\hat{R}^-_{(z)} - R^-_{(z)})^2}
\]  

(5.24)

where \( \hat{R}^+_{(z)} \) and \( R^+_{(z)} \) are the modelled and observed values of the anticlockwise rotary component at depths \( z = 1, \ldots, n \), respectively, and \( \hat{R}^-_{(z)} \) and \( R^-_{(z)} \) are the modelled and observed values of the clockwise rotary component, respectively, at the same depths. The Global Optimisation routine uses the algorithm described by Ugray et al. (2007) to ensure that a global minimum in the model solution is found.

Numerous different shapes for the prescribed eddy viscosity profile have been used in the literature to represent different physics and underlying water column structure. For example, Maas and van Haren (1987) and Prandle (1982a) used a constant eddy viscosity (i.e. \( \nu(z) = \nu_0 \); Figure 5.8a) that is consistent with a homogeneous water column, and Madsen (1977) used a linearly-varying eddy viscosity (\( \nu(z) = \kappa u^* z \); where \( \kappa \) is the Von Kármán constant and \( u^* \) is the friction velocity; Figure 5.8b) that can represent a strengthening stratification towards the surface. Shimizu (2010) used a quadratic profile (\( \nu(z) = \kappa u^* z(1 - z/d) \); Figure 5.8c) to remain consistent with the physics associated with modification of the turbulent eddies near the boundaries, and Howarth (1998) used a variety of piecewise linear profiles (e.g. Figure 5.8d) to account for complex stratification profiles in the water column. Whilst an increasing level of complexity in the eddy viscosity profile can represent more complex physics, the increasing number of free parameters (Figure 5.8) can result in “over-fitting” between the model and the observed data. Consequently, when modelling the vertical structure of the tides in Nares Strait, the simplest possible eddy viscosity profiles that remain consistent with the underlying physics have been used. In addition, as the eddy viscosity is related to the turbulence generated by the frictional stresses exerted on the seabed by a tidal flow which varies in time and space, the magnitude of the eddy viscosity is also likely to be time- and space-
Figure 5.8: Schematic showing the structure of (a) a constant eddy viscosity profile, (b) a linear eddy viscosity profile, (c) a quadratic eddy viscosity profile, and (d) a piecewise linear eddy viscosity profile. All have been used to investigate the vertical structure of tidal currents over continental shelf seas. The number of free parameters required for each profile are indicated in the plot titles.

dependent. Due to the point nature of the models being considered here, however, spatial variations in the eddy viscosity (i.e. in the along-strait direction) have to be ignored, and as the aim of these models is to understand the dynamics behind the time-averaged vertical structure of the tides, it has been assumed that the eddy viscosity is independent of time. Although both Howarth (1998) and Davies (1990) conclude that the assumption of time independent viscosity does not introduce significant errors in the modelled vertical structure of the semi-diurnal tides at low latitudes, Lavelle and Mofjeld (1983) find that time-varying eddy viscosity is important for the generation of higher tidal harmonics (generated through the non-linear interactions of the major tidal constituents). If not accounted for, this can result in the maximum bed stress being underestimated by up to 60%, and the flow profile being distorted near the times of flow reversal. In Nares Strait, where the semi-diurnal tides are in near resonance with the inertial frequency, these effects could be significant and future work should aim to quantify the role they play.

In the following sections, the results of a variety of different solutions to Equations 5.15 and 5.23 that have been iteratively fitted to the average vertical structure of the tides in Nares Strait with various different vertical eddy viscosity profiles are discussed, along with the information they provide on the important dynamics.
Figure 5.9: Average vertical profiles of the buoyancy frequency at KS02 (red), KS10 (blue), KS12 (green), and KS14 (black), derived from summer CTD casts taken across Nares Strait in 2003, 2007, and 2009. Note that during winter, the formation of sea ice at the surface mixes the water column down to 50-100 m, resulting in a near-zero buoyancy frequency in this region. The peak in maximum buoyancy frequency is therefore likely to be deeper during winter than during summer, and of a reduced magnitude.

Solution: 2D Constant Eddy Viscosity

Figure 5.9 shows the average buoyancy frequency at the locations of the four ADCP moorings derived from the summer CTD sections taken across Nares Strait in 2003, 2007, and 2009. The water column can be predominantly split into two regions: a homogeneous region below a depth of 150 m where there is little stratification, and a highly stratified region above 150 m which is due to the significant quantity of freshwater in the upper layers of Nares Strait. Consequently, the solutions to Equations 5.15 and 5.23 are initially fitted to the observed values of the rotary components from the seabed to a depth of 150 m using a constant eddy viscosity profile.

Focusing on the Greenland side of Nares Strait (i.e. at KS10, KS12 and KS14), the
general solution to Equation 5.15 is

$$R^\pm = Ae^{\frac{(1 \pm i)}{\delta^\pm} z} + Be^{\frac{(1 \pm i)}{\delta^\pm} z},$$ (5.25)

where

$$\delta^\pm = \sqrt{\frac{2\nu}{(|f \pm \omega|)}},$$ (5.26)

represents the characteristic frictional boundary layer thickness for each of the rotary components, and $A$ and $B$ are determined from the boundary conditions and the prescribed eddy viscosity profile. Due to the total water depth at KS14 being shallower than 150 m, the model was only fitted to the observed data at KS10 and KS12. As there are no dynamical or physical constraints behind each model fit (i.e. the “best-fit” values of the unknown parameters are simply those that minimise the RMSE), each fit has to be carefully considered to ensure that it represents a realistic solution that is consistent with the underlying physics that are expected to be important.

Equations 5.12 and 5.26 show that for each tidal constituent at KS10 and KS12, the interior velocity ($R^\pm$) and characteristic frictional boundary layer thickness ($\delta^\pm$) for the clockwise and anticlockwise rotary components will scale with $|\omega - f|$ and $|\omega + f|$, respectively, where $\omega$ is the frequency of the tidal constituent and $f$ is the Coriolis parameter. In Nares Strait, the average latitude of the mooring array ($80^\circ$N) is close to the critical latitude of the major semi-diurnal tides ($74^\circ 28.30'$ N for the M2 tide and $85^\circ 45.90'$ N for the S2 tide), where $\omega$ is equal to $f$. Consequently, $|\omega - f|$ will tend to zero, and the thickness of the boundary layer and interior velocity associated with the clockwise rotary component of the semi-diurnal tides should be at least an order of magnitude greater than that associated with the anticlockwise rotary component (Furevik and Foldvik, 1996; Makinson, 2002; Makinson et al., 2006). For the diurnal tides in Nares Strait, $f$ is nearly twice as large as $\omega$, and thus there should be little difference in the interior velocity and boundary layer thickness between the clockwise and anticlockwise rotary components (Robertson, 2005). As the underlying physics suggests that the thickness of the anticlockwise boundary layer ($\delta^+$) is always going to be equal to or less than the thickness of the clockwise boundary layer ($\delta^-$), it is reasonable to assume that a combined boundary layer thickness
(i.e. the height at which the semi-major axis of the tidal ellipse reaches its free stream velocity), can be given by the depth of only the clockwise boundary layer. However, this assumption does not consider the relative sizes of \( |R^+| \) and \( |R^-| \), and instead Soulsby (1983) defines a combined boundary layer thickness given by:

\[
\delta = \frac{(|\bar{R}^+|\delta^+ + |\bar{R}^-|\delta^-)}{(|R^+| + |R^-|)},
\]

where \( |\bar{R}^-| \) and \( |\bar{R}^+| \) are the depth averaged magnitudes of the clockwise and anticlockwise rotary components, respectively.

Figure 5.10 shows the results of fitting the solution to Equation 5.15 with a constant eddy viscosity profile to the observed vertical structure of the M2, S2, and K1 constituents between the seabed and a depth of 150 m at KS10 and KS12. At the seabed, a no-slip boundary condition is used, whilst the upper boundary condition is defined as the observed magnitude of the rotary components at a depth of 150 m. At each ADCP and for each tidal constituent, the solution was fitted using matrix inversion to determine the values of \( A \) and \( B \) in Equation 5.25. The uncertainty in each of the unknown parameters has been calculated by changing the depth range of the model fit by up to \( \pm 24 \) m in 8 m increments (i.e. the depth of each ADCP velocity bin) and taking the standard deviation of the best fit parameters from each individual fit.

Across all ADCPs and tidal constituents, the maximum RMSE is only 0.7 \( \pm 0.2 \) cm s\(^{-1}\), and the uncertainty in the unknown parameters is small (except for \( R^- \) associated with the semi-diurnal constituents, which will be discussed in more detail later). In agreement with the underlying physics discussed above, the model has predicted nearly identical interior velocities for each of the rotary components associated with the diurnal constituent (K1), whereas for the semi-diurnal constituents (M2 and S2), the predicted interior velocity for the anticlockwise rotary component is an order of magnitude smaller than that of the clockwise rotary component (despite the greater uncertainty in the latter). Coupled with the fact that the eddy viscosity predicted by each of the model fits is essentially identical, this suggests that the best fit parameters represent realistic solutions for the vertical structure of the tides in Nares Strait.

Based on the average eddy viscosity of 0.06 m\(^2\) s\(^{-1}\) at both KS10 and KS12, Table
Figure 5.10: Modelled vertical structure of the clockwise ($R^-$; red) and anticlockwise ($R^+$; blue) rotary components predicted by using matrix inversion to fit the solution of Equation 5.15 with a constant eddy viscosity profile to the observed vertical structure of the M2 (left), S2 (middle), and K1 (right) constituents between the seabed and 150 m at KS10 (top) and KS12 (bottom). The solid lines are the model fit, whilst the hollow circles are the observed data. A no-slip boundary condition is used at the seabed, and the upper boundary condition is the observed magnitude of the rotary component at a depth of 150 m. The dashed lines indicate the 95 percent confidence interval for each data point. The best fit values of the unknown variables in the model fit are indicated in each plot, along with their uncertainties. An uncertainty of zero indicates that there is no uncertainty in the unknown variable to the reported precision. The units for the interior velocities ($R^-_I$ and $R^+_I$) and RMSE are cm s$^{-1}$, and the units for the eddy viscosity ($\nu$) are m$^2$ s$^{-1}$.
Table 5.1: Characteristic thickness in meters of the clockwise ($\delta^-$), anticlockwise ($\delta^+$), and combined ($\delta$) frictional boundary layer associated with the M2, S2, and K1 tidal constituents at KS10 and KS12. The thickness of the clockwise and anticlockwise boundary layer was calculated through Equation 5.26 using the average eddy viscosity of 0.06 m$^2$ s$^{-1}$ at both ADCPs. The combined boundary layer thickness was calculated through Equation 5.27.

<table>
<thead>
<tr>
<th>Tidal Constituent</th>
<th>$\delta^-$</th>
<th>$\delta^+$</th>
<th>$\delta$</th>
<th>$\delta^-$</th>
<th>$\delta^+$</th>
<th>$\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M2</td>
<td>192</td>
<td>21</td>
<td>109</td>
<td>192</td>
<td>21</td>
<td>114</td>
</tr>
<tr>
<td>S2</td>
<td>268</td>
<td>20</td>
<td>149</td>
<td>268</td>
<td>20</td>
<td>159</td>
</tr>
<tr>
<td>K1</td>
<td>41</td>
<td>24</td>
<td>33</td>
<td>41</td>
<td>24</td>
<td>33</td>
</tr>
</tbody>
</table>

5.1 shows the thickness of the boundary layer associated with the clockwise ($\delta^-$) and anticlockwise ($\delta^+$) rotary components of each tidal constituent at each ADCP, along with the combined boundary layer thickness ($\delta$). For the K1 constituent at both KS10 and KS12, the thickness of the boundary layers associated with the clockwise and anticlockwise rotary components are $\approx 41$ m and $\approx 24$ m, respectively, resulting in a combined boundary layer thickness of $\approx 33$ m. This suggests that the K1 tidal current reaches its free stream velocity within $\approx 33$ m of the seabed, and the majority of the water column is unaffected by boundary layer dynamics. It is the existence of only these thin boundary layers that explains the observed barotropic nature of the K1 constituent at these ADCPs; even during landfast ice periods when a second under-ice boundary layer will extend downwards into the water column, it is unlikely that the boundary layer will extend deep enough to radically change the barotropic nature of the tidal current.

In contrast, for the M2 and S2 constituents, the proximity of the mooring array to the semi-diurnal critical latitude means that the boundary layer associated with the clockwise rotary component is an order of magnitude thicker than that associated with the anticlockwise rotary component. For example, for the M2 constituent at KS10, the boundary layer associated with the clockwise rotary component is $\approx 192$ m thick, compared to only $\approx 21$ m for the anticlockwise rotary component. The combined boundary layer thickness for the M2 and S2 tidal constituents at KS10 and KS12 ranges between 100 m and 160 m. As a result, a significant proportion of the water column at these ADCPs is affected by
the boundary layer, and this explains why the semi-diurnal tides are significantly less barotropic than the diurnal tides.

As the sense of rotation of the tidal current vector is determined by the difference in the amplitude of the positive and negative rotary components (i.e. Equation 4.7), it is the differing boundary layer thickness and interior velocity associated with each of the rotary components that explains the variability in the rotation of the tidal current vector between the different tidal constituents (Figure 5.1). For the K1 constituent, the boundary layer thickness and interior velocity associated with each of the rotary components are essentially identical, and thus the amplitude of the rotary components are equal throughout the water column. Consequently, the semi-minor axis is close to zero everywhere, and the tidal current is rectilinear. In contrast, for the M2 and S2 constituents, the much thicker clockwise boundary layer and greater interior velocity mean that the strength of the shear at the seabed associated with the clockwise rotary component (red line in Figure 5.10) is less than that associated with the anticlockwise rotary component (blue line in Figure 5.10), but extends higher into the water column. Therefore near the seabed, $|\mathbf{R}^+|$ is greater than $|\mathbf{R}^-|$, and the semi-diurnal tides exhibit anticlockwise rotation (positive semi-minor axis). However, higher in the water column, $|\mathbf{R}^-|$ becomes greater than $|\mathbf{R}^+|$, and the sense of rotation changes to clockwise (negative semi-minor axis).

As stated earlier, the uncertainty in the best fit parameters is small except for the interior velocity associated with the clockwise rotary component of the semi-diurnal tides. For example, when the depth below the surface to which the model is fitted is changed from 177 m to 129 m, the predicted interior velocity for the M2 clockwise rotary component at KS12 increases from 120.7 cm s$^{-1}$ to 223.2 cm s$^{-1}$. As this uncertainty is not reflected in the positive rotary component, or in either of the rotary components associated with the K1 tide, it suggests that when the depth to which the model is fitted is less than the thickness of the boundary layer (the boundary layer associated with the semi-diurnal clockwise rotary component is $\approx 200$ m thick at KS10 and KS12, whilst the model fits only cover the bottom 136 m at KS10 and the bottom 103 m at KS12), the clockwise interior velocity is sensitive to the boundary condition. To try to constrain the value of
the interior velocity further, Equation 5.12 can be used to calculate the value directly from
the sea surface gradients (i.e. \( \partial \eta / \partial x \) and \( \partial \eta / \partial y \)) in the TPXO8 tidal model. In this case,
the value of the clockwise interior velocity is 172 ± 39 cm s\(^{-1}\) and 155 ± 36 cm s\(^{-1}\) for
the M2 and S2 constituents, respectively, greater than that predicted by the model fits.
However, there is still significant uncertainty associated with calculating the sea surface
gradients over different spatial scales.

To confirm that the sensitivity of the clockwise interior velocity to the specified bound-
ary condition has not affected the estimates of the eddy viscosity and the anticlockwise
interior velocity, the solution to Equation 5.15 with a constant eddy viscosity profile was
fitted to only the observed vertical structure of the anticlockwise rotary component. As
Table 5.1 suggests that the anticlockwise component obtains its free stream velocity within
\( \approx 20-25 \text{ m} \) of the sea bed, an analytical solution to Equation 5.15 with a zero stress upper
boundary condition can be used (i.e. \( R^\pm \rightarrow R_i^\pm \) as \( z \rightarrow \infty \)):

\[
R^\pm = R_i^\pm (1 - e^{-A^\pm z}), \tag{5.28}
\]

where

\[
A^\pm = \frac{(1 \pm i)}{\delta^\pm}, \tag{5.29}
\]

and \( \delta^\pm \) is defined in Equation 5.26. Figure 5.11 shows that within the uncertainty, the
best fit values of the eddy viscosity and the anticlockwise interior velocity are identical to
those in Figure 5.10, and thus they appear to have been unaffected by the uncertainty in
the clockwise interior velocity.

Solution: 1D Constant Eddy Viscosity

In comparison with the general solution of Equation 5.15 at KS10 and KS12 (i.e.
Equation 5.25), the general solution to Equation 5.23 with a constant eddy viscosity
profile that is applicable for the vertical structure of the tides at KS02 is almost identical:

\[
R^\pm = C e^{(1 \pm i) \psi z} + D e^{-(1 \pm i) \psi z}, \tag{5.30}
\]
Figure 5.11: Modelled vertical structure of the anticlockwise ($R^+$; blue) rotary component predicted by fitting an analytical solution to Equation 5.15 with a constant eddy viscosity profile and a free-slip upper boundary condition to the observed vertical structure of the M2 (left), S2 (middle), and K1 (right) constituents between the seabed and 150 m at KS10 (top) and KS12 (bottom). The solid line is the model fit, whilst the hollow circles are the observed data. A no-slip boundary condition is used at the seabed. The dashed lines indicate the 95 percent confidence interval for each data point. The best fit values of the unknown variables in the model fit are indicated in each plot, along with their uncertainties. An uncertainty of zero indicates that there is no uncertainty in the unknown variable to the reported precision. The units for the interior velocity ($R_I$) and RMSE are cm s$^{-1}$, and the units for the eddy viscosity ($\nu$) are m$^2$ s$^{-1}$.
except that the characteristic frictional boundary layer thickness and interior velocity for each of the rotary components scale only with the tidal frequency rather than with the sum or difference between the tidal frequency and the Coriolis parameter (i.e. $\omega$ compared to $|\omega \pm f|$):

$$\delta^\pm = \sqrt{\frac{2\nu}{\omega}}, \quad \text{and} \quad u_I = \frac{ig \partial \eta_0}{\omega \partial x}. \quad (5.31)$$

This suggests that the boundary layer thickness and interior velocity of the rotary components associated with each tidal constituent will be exactly equal, and it is the requirement of no normal flow through the coast of Ellesmere Island that is constraining the diurnal and semi-diurnal tides to exhibit the same vertical structure (albeit with different amplitudes).

To test whether this is the case, the solution to Equation 5.23 with a constant eddy viscosity profile was fitted to the observed vertical structure of the M2, S2 and K1 constituents between the seabed and a depth of 150 m at KS02. Similar to the 2D model fits described above, the solutions were fitted using matrix inversion to determine the values of $C$ and $D$ in Equation 5.30, and the two boundary conditions are no-slip at the bed and the observed value of the rotary components at a depth of 150 m. Again, the uncertainty in each of the unknown parameters was calculated by changing the depth range of the model fit by up to $\pm 24$ m in 8 m increments.

As expected, Figure 5.12 shows that for all three tidal constituents, the amplitude of the interior velocity predicted by the model fit for both the clockwise and anticlockwise rotary components are identical to within the level of uncertainty. The maximum RMSE is $0.6 \pm 0.1 \text{ cm s}^{-1}$, and the predicted eddy viscosities for each tidal constituent are similar. Overall this suggests that the model fits in Figure 5.12 do represent realistic solutions for the vertical structure of the tides at KS02, and, as stated above, it is the requirement of no normal flow through the coast of Ellesmere Island that dominates the dynamics, and constrains the tidal constituents to all exhibit the same vertical structure. It must be noted, however, that the uncertainty in the best fit parameters is slightly larger than that at KS10 and KS12, and the eddy viscosities are an order of magnitude greater. This lack of consistency in the eddy viscosities and the greater uncertainties do cast a little doubt upon the quality of the fit at KS02. On the other hand, it may simply reflect the proximity
Figure 5.12: Modelled vertical structure of the clockwise (R−; red) and anticlockwise (R+; blue) rotary components predicted by using matrix inversion to fit the solution of Equation 5.22 with a constant eddy viscosity profile to the observed vertical structure of the M2 (left), S2 (middle), and K1 (right) constituents between the seabed and 150 m at KS02. The solid lines are the model fit, whilst the hollow circles are the observed data. A no-slip boundary condition is used at the seabed, and the upper boundary condition is the observed magnitude of the rotary component at a depth of 150 m. The dashed lines indicate the 95 percent confidence interval for each data point. The best fit values of the unknown variables in the model fit are indicated in each plot, along with their uncertainties. An uncertainty of zero indicates that there is no uncertainty in the unknown variable to the reported precision. The units for the interior velocities (R−I and R+I) and RMSE are cm s−1, and the units for the eddy viscosity (ν) are m2 s−1.

of the ADCP to the coast of Ellesmere Island, where the steeply sloping bathymetry is generating secondary dynamics that cannot be replicated in these simple boundary layer models (which assume the existence of a flat bottom). This is supported by the fact that the combined boundary layer thickness for each tidal constituent predicted by the model fits range between ≈50 m and ≈70 m (based on an average eddy viscosity of 0.17 m2 s−1), whereas by examining Figure 5.12 it is clear that there is shear present in the water column above these depths. It is possible that although the requirement of no normal flow through the coast of Ellesmere Island is the primary control on the vertical structure, the location of KS02 means that it sits within a lateral sidewall boundary layer, and the extra turbulence generated by the lateral shear is creating a thicker boundary layer than
that which would arise simply from bottom-generated turbulence. As the physics of lateral shear are not contained within the 1D model, the extra turbulence is manifested through larger eddy viscosities and greater uncertainty in the interior velocities.

**Solution: Linear Eddy Viscosity**

Up to this point, the use of a constant eddy viscosity profile has meant that the region of the water column over which the simple boundary layer models can be fitted has been restricted to the homogeneous region below 150 m. However, numerous studies have shown that the vertical structure of tidal currents are strongly effected by stratification, especially near the semi-diurnal critical latitude (e.g. Prinsenberg and Bennett, 1989; Howarth, 1998; Makinson, 2002; Makinson et al., 2006). Given the region of strong stratification near the surface in Nares Strait, it is therefore important to fit the simple boundary layer models discussed above to the observed vertical structure of the tides over the entire water column to determine the role played by the stratification in the vertical structure of the tides.

Stratification acts to suppress the turbulent eddies generated by the frictional stresses exerted on the boundaries by the strong tidal flows, and thus inhibits the turbulent transfer of momentum into the interior. Consequently, the value of the eddy viscosity is reduced in regions of strong stratification, and boundary layers that extend into the stratification should therefore be thinner (Souza and Simpson, 1996). The solutions to Equations 5.25 and 5.30 with two different vertical eddy viscosity profiles that accounted for the strong stratification in the upper water column (i.e. a linearly decreasing profile and a piecewise linear profile; Figure 5.8) were fitted to the vertical structure of the major tidal constituents throughout the water column. Unfortunately, neither profile resulted in a realistic solution that could adequately reproduce the observed vertical structure. In the case of the linearly decreasing profile, the modelled vertical structure of the rotary components was significantly different compared to the observations, and the values of the best fit parameters predicted by the models were not consistent with the underlying physics (for example, for the M2 constituent at KS10, the amplitude of $R_i^-$ was predicted to be nearly equal to the amplitude of $R_i^+$). With the piecewise linear profile, the large
number of free parameters resulted in the “over-fitting” of an unrealistic solution. Taken
together, this suggests that the vertical structure of the tides in the upper water column
of Nares Strait are too complex for these simple boundary layer models, and instead a full
turbulence closure model (such as those used by Makinson et al., 2006 or Simpson and
Tinker, 2009) will be needed to model the tides in this region. In these types of models,
the vertical profile of the eddy viscosity is not defined a priori, but instead is calculated
as a function of the flow properties themselves (e.g. the stratification, velocity shear etc.).

Despite being unable to model the vertical structure of the tides throughout the entire
water column, it is still possible to speculate about the important role that stratification
is playing in determining the vertical structure of the tides in Nares Strait. The amplifi-
cation in the semi-major axis of the M2 and S2 tidal ellipses above 150 m in Figure 5.1
coincides with the depth range of maximum stratification (Figure 5.9), and appears to
be associated primarily with an amplification in the clockwise rotary component (Figure
5.10). The amplification is consistent with the model and observational results of Makin-
son (2002) and Makinson et al. (2006), who show that the strong stratification beneath
the Filchner-Ronne Ice Shelf in Antarctica during late summer results in a two- to three-
fold increase in the amplitude of the semi-diurnal tidal currents compared to mid-winter
homogeneous conditions. Their results suggest that the strong stratification allows the
water column in the region of the pycnocline to become decoupled from both the benthic
and under-ice boundary layers, and thus the amplitude of the tidal current to increase
significantly as it tends towards or obtains its free stream velocity. Furthermore, the fact
that the amplification is restricted primarily to the clockwise rotary component is consist-
tent with the boundary layer theory discussed above (i.e. Equation 5.26), which suggests
that only the clockwise rotary component of the semi-diurnal tides should be affected by
stratification, whilst the anticlockwise rotary component and all diurnal tides (e.g. K1)
should remain unaffected (as is generally observed in Figures 5.1 and 5.3). Again, this
is consistent with the results of Makinson (2002) and Makinson et al. (2006), who found
that the two- to threefold amplification in the semi-diurnal tidal currents was restricted
solely to the anticlockwise rotary component (note southern hemisphere).

Consequently, on the basis of the arguments presented above, there is strong evidence
to suggest that stratification in the upper water column and the proximity of the mooring array to the critical latitude is having a significant impact on the vertical structure of the tides in Nares Strait. The effect that the stratification has in decoupling the water column from the benthic and under-ice boundary layers can explain the upper water column maximum that is observed in the negative rotary component of the semi-diurnal tides, and the lack of amplification in both the K1 tide and the positive rotary component of the semi-diurnal tides is also consistent with this theory. On the other hand, it must be noted that the vertical motion associated with each tidal constituent (Figure 5.6) will result in modifications to the internal pressure field at tidal frequencies. Whilst this won’t result in the formation of freely-propagating internal tides due to the proximity of the critical latitude (Vlasenko et al., 2003), it will undoubtedy influence the velocity in the upper water column (where the density gradients are strongest), and may be partly responsible for the upper water column maximum in the tidal current strength.

**Summary**

In summary, the use of these simple boundary layer models has helped to answer a number of the questions regarding the vertical structure of the tides in Nares Strait that were posed at the end of Section 5.2.1. The observed difference between the broadly barotropic diurnal tides and the highly baroclinic semi-diurnal tides is due to the proximity of the mooring array to the semi-diurnal critical latitude, and thus the order of magnitude thicker semi-diurnal boundary layers (i.e. \( \delta \) in Table 5.1). Similarly, the lack of rotation in the K1 tide is due to the broadly equal boundary layer thickness associated with each of the rotary components (i.e. \( \delta^{\pm} \)), whereas the effect of the critical latitude on the thickness of the M2 and S2 clockwise boundary layer (i.e. when \( |\omega - f| \) tends to zero), explains the clockwise rotation observed in the mid-water column as well as the tendency towards more anticlockwise rotation at the bed. Against Ellesmere Island, the requirement of no normal flow through the coast is constraining each of the tidal constituents to exhibit the same vertical structure, although it appears that dynamics not included in the simple boundary layer models may also be important. At the surface, there is evidence to suggest that the strong stratification and the proximity of the mooring array to the critical latitude
can explain the upper water column maximum observed in the semi-diurnal tides, as well as why the same amplification is not observed in the diurnal tides (although more complicated turbulence closure models will be needed to test these theories).

5.3 Time-Dependent Vertical Structure

Whilst harmonically analysing the full three-year velocity time series from each depth bin at each ADCP allows the time-averaged vertical structure of the tides in Nares Strait to be determined, it provides no information on how the strength of an individual tidal constituent may change in time. The dynamics in Nares Strait are dominated by the quasi-annual cycle in ice regime (Section 4.1.2; Rabe et al., 2012), that results in the presence of an under-ice no-slip boundary layer during landfast ice periods. To understand how this additional boundary layer, and other processes associated with the quasi-annual cycle in ice regime, may affect the vertical structure of the tides in Nares Strait, each three-year velocity time series from each ADCP depth bin was harmonically demodulated in order to track how the ellipse parameters of the major tidal constituents evolve in time.

5.3.1 Harmonic Demodulation and Inference Ratios

The process of harmonic demodulation involves splitting the original three-year velocity time series from each depth bin at each ADCP into shorter overlapping 31-day segments each separated by a day, and then harmonically analysing the individual segments in order to determine a time series of the ellipse parameters for the major tidal constituents (Emery and Thomson, 2004). Due to the shorter length of each individual velocity time series that is harmonically analysed, the subtidal variability was removed prior to the harmonic demodulation by subtracting a 48-hour running average of the data.

As with any frequency analysis method, the length of the time series being analysed determines the number of frequencies that can be resolved (Table 4.2). For example, in the case of harmonic analysis of the tides, a 182-day time series is required to distinguish the P1 constituent from the K1 constituent (the third largest and largest diurnal tidal constituents, respectively) and the K2 constituent from the S2 constituent (the fourth
and second largest semi-diurnal constituents, respectively; *Foreman and Henry*, 1989). As a result, a series of harmonic analyses over shorter periods of data (such as the 31-day segments being used here), would show spurious periodic behaviour in the amplitudes of the K1 and S2 tidal constituents due to the P1 and K2 tidal constituents, with a beat frequency ($\omega_B$) given by

$$\omega_B = \frac{\omega_1 - \omega_2}{2},$$

(5.32)

where $\omega_1$ and $\omega_2$ are the frequencies of the tidal constituents of interest. The effect of this beating between resolved and unresolved tidal constituents in the results of a harmonic demodulation are illustrated in Figure 5.13, which shows (a) the three-year pressure record from KS02, and (b) a time series of the magnitude of the M2 tide obtained through a 31-day harmonic demodulation of this pressure record. There is a clear annual modulation in the amplitude of the M2 tide, along with significant shorter-term variability. It would be easy to interpret the annual modulation as being associated with the quasi-annual cycle in ice conditions (grey line), or any other forcing with a seasonal cycle (red line), such that the amplitude of the M2 tide may appear to be greater during landfast ice periods. However, this is not the case. Instead, the annual modulation is associated with beating between the unresolved H1 and H2 tidal constituents, which have a frequency difference of $0.22816 \times 10^{-3}$ cph and thus generate an annual cycle in the semi-diurnal tides with a beat period ($1/\omega_B$) of 365.25 days (red line).

In order to remove this spurious periodic behaviour without resorting to a longer time series (in this case at least 365 days), it is necessary to resort to inference ratios. These allow the constituents that cannot be resolved directly during the harmonic demodulation to be determined indirectly from known relationships with constituents which are resolved (*Foreman and Henry*, 1989). The effect of including inference ratios can be seen in Figure 5.13c. The annual modulation observed in the amplitude of the M2 tide has been removed, and as a result the non-physical relationship that appeared between the M2 tide and the changing ice regime has disappeared. Consequently, it is exceedingly important to use accurate inference ratios in a harmonic demodulation of the tides to ensure that any observed variability in the amplitude of a single tidal constituent can be confidently attributed to physical processes.
Figure 5.13: Time series of (a) the ADCP pressure at KS02, (b) the amplitude of the M2 tide at KS02 obtained through a 31-day harmonic demodulation of the pressure record, and (c) the amplitude of the M2 tide at KS02 obtained through a 31-day harmonic demodulation of the pressure record with inference ratios. The grey line in (a), (b) and (c) is the quasi-annual cycle in ice regime with positive values representing the landfast ice regime and negative values representing the mobile-ice regime. The red line in (b) and (c) is an annual sinusoid with a slight negative trend.

By definition, an inference ratio consists of an amplitude ratio ($F$) and phase offset ($\zeta$) between an unresolved constituent and a reference constituent for both the clockwise:

$$F^- = r_I^- / r_R^- \quad \text{and} \quad \zeta^- = \phi_R^- - \phi_I^- ,$$

(5.33)
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<table>
<thead>
<tr>
<th>Reference Constituent</th>
<th>Inferred Constituents</th>
</tr>
</thead>
<tbody>
<tr>
<td>M2</td>
<td>MKS2, H1, H2, GAM2</td>
</tr>
<tr>
<td>S2</td>
<td>K2, T2, R2, L2, LDA2</td>
</tr>
<tr>
<td>N2</td>
<td>NU2, MU2, 2N2, EPS2</td>
</tr>
<tr>
<td>K1</td>
<td>P1, PHI1, S1, PS1</td>
</tr>
</tbody>
</table>

Table 5.2: Details of each tidal constituent that was inferred during the 31-day harmonic demodulation of the tides in Nares Strait, along with their corresponding reference constituent.

and anticlockwise rotary component of the tidal ellipse:

\[ F^+ = \frac{r_I^+}{r_R^+} \quad \text{and} \quad \zeta^+ = \phi_R^+ - \phi_I^+, \tag{5.34} \]

where the subscript \( R \) represents the reference constituent, and the subscript \( I \) represents the inferred constituent. Table 5.2 shows which constituents were inferred during the 31-day harmonic demodulation, along with their corresponding reference constituent. Each inference ratio was calculated from the results of a full three-year harmonic analysis (where, due to the longer time series analysed, the inferred constituents can be included directly), and therefore it has to be assumed that irrespective of any temporal variability in the magnitude of the reference and inferred constituents, the ratio between them remain constant. Due to the highly baroclinic nature of the tides in Nares Strait, it was deemed that a set of inference ratios calculated from the depth-averaged tidal velocity at each ADCP was not able to consistently remove the effect of the unresolved constituents throughout the entire water column, and thus an independent set of inference ratios was calculated for each ADCP depth bin.

5.3.2 Ellipse Parameters

Figures 5.14 and 5.15 show average vertical profiles for each ice regime of the semi-major (red) and semi-minor (blue) axes of the tidal ellipse and the ellipse inclination angle for the major tidal constituents at each ADCP. During landfast ice seasons, the surface value of the major and minor axes of the tidal ellipse has been set to zero (i.e. a no-slip boundary condition at the ice-ocean interface), whilst the ellipse inclination angle
Figure 5.14: Vertical structure of the semi-major ($M$; red) and semi-minor ($m$; blue) axes of the tidal ellipse for the M2 (top), S2 (middle), and K1 (bottom) tidal constituents at KS02 (left), KS10 (middle-left), KS12 (middle-right), and KS14 (right) during the mobile (circles) and landfast (squares) ice regimes. The dashed lines represent plus or minus one standard deviation of all the data points included in each profile, and the darker shading indicates where the error bars from the two ice regimes overlap. The circles and squares are hard to distinguish from one another due to the lack of variability in the vertical structure between the two ice regimes. The results show that there is no difference within the uncertainty between the vertical structure of the tides during landfast and mobile ice seasons, and overall the majority of the water column is unaffected by the second no-slip under-ice boundary layer that exists during landfast ice seasons. Of course, within the upper 30 m, the magnitude of the semi-major axis will tend to zero during the landfast ice regime, but this is unobservable by the ADCPs. Furthermore, the width of the error bars for both the major and minor axes of the tidal ellipse are relatively narrow (Figure 5.14), suggesting that the major tidal
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Figure 5.15: Vertical structure of the tidal ellipse inclination angle ($\theta$) for the M2 (top), S2 (middle), and K1 (bottom) tidal constituents at KS02 (left), KS10 (middle-left), KS12 (middle-right), and KS14 (right) during the mobile (circles) and landfast (squares) ice regimes. The dashed lines represent plus or minus one standard deviation of the data points included in each profile, and the darker shading indicates where the error bars from the two ice regimes overlap. It is hard to distinguish the circles and squares from one another due to the lack of variability in the vertical structure between the two ice regimes.

constituents also exhibit little variability on timescales shorter than the quasi-annual cycle in ice regime. This result is somewhat counter-intuitive, and suggests that neither the change in water depth (Kowalik and Proshutinsky, 1994), nor the no-slip under-ice boundary layer present during the landfast ice regime have any impact on the vertical structure of the tides. Given the significant depths to which the boundary layer associated with the clockwise rotary component of the semi-diurnal tides should propagate into the water column (Table 5.1), this lends weight to the argument that the strong stratification at the surface is “decoupling” the under-ice boundary layer from the remainder of the water column (as suggested elsewhere in Prinsenberg and Bennett, 1989 and Makinson,
On the other hand, it must be noted that an empirical orthogonal function analysis of the salinity field in Nares Strait by Rabe et al. (2010) has shown that during mobile ice seasons the salinity stratification near the surface is significantly stronger than that during landfast ice seasons. Consequently, if stratification is playing a leading role in determining the vertical structure in the upper water column, greater variation between the different ice regimes might be expected (unless the changes are restricted solely to the region of the water column that is unobservable by the ADCPs).

In terms of the ellipse inclination angle, and thus the dominant direction of the tidal stream, Figure 5.15 again shows that there is no significant difference within the uncertainty between the vertical structure associated with each of the ice regimes. However, as the width of the error bars can be up to 10° (and even greater near the surface), it appears as though the direction of the tidal stream exhibits significant high frequency variability. At the surface, this variability is likely to be associated with either the effect that the strong orographically channelled winds in Nares Strait have on the drift of the sea ice (Samelson et al., 2006; Samelson and Barbour, 2008), which is used to determine the properties of the tidal flow at the surface during mobile ice conditions, or variability in the surface Ekman layer associated with the changing boundary condition (i.e. open sea, pack ice in free drift, and pack ice retarded by ice stress). In the interior and near the seabed, it is possible that short-term variations in the internal pressure field associated with upwelling and downwelling on either side of the strait (Rabe et al., 2010), or a gradient in the inverse barometer effect along the strait, may also affect the tidal stream direction. Furthermore, the changing morphology of the sea ice cover may be affecting the tidal stream direction by dampening the tidally driven sea surface pressure gradients to a greater or lesser extent across the width of Nares Strait (although this effect should also be reflected in the magnitude of the tidal currents).

The lack of any significant variability in the vertical structure of the tides between the different ice regimes is further supported by the results in Table 5.3. Here, the best fit parameters obtained from fitting the simple boundary layer models derived in Section 5.2.3 with a constant eddy viscosity profile to the observed vertical structure of the tides between the seabed and a depth of 150 m during both mobile and landfast ice regimes,
are compared with the best fit parameters presented in Figures 5.10 and 5.12. The simple boundary layer models have not been fitted to the vertical structure at KS14 for the reasons discussed earlier. The maximum variability in the best fit parameters between the different ice regimes is only 10% of the value of the best fit parameters obtained from the three-year average vertical structure, and many of the best fit parameters are identical within the uncertainties. Subsequently, when the model fits are plotted together (Figure 5.16), there is no difference within the observational error bars in the predicted vertical structure of the tides during landfast and mobile ice regimes. Of course, these parameters and model fits relate only to the bottom boundary layer, and there is likely to be significant variability in the parameters associated with the presence of a no-slip under-ice boundary layer during the landfast ice regimes.

<p>| Table 5.3: | Comparison between the best fit parameters predicted by fitting the simple boundary layer models described in Section 5.2.3 to the observed three-year averaged vertical structure of the major tidal constituents between the seabed and a depth of 150 m (i.e. Figures 5.10 and 5.12), and the best fit parameters predicted by fitting the simple boundary layer models to the observed vertical structure of the major tidal constituents during both mobile and landfast ice regimes (i.e. Figure 5.16). The units of the clockwise and anticlockwise interior velocities and the RMSE are cm s$^{-1}$, and the units of the eddy viscosity are m$^2$ s$^{-1}$. The uncertainties have been calculated by changing the depth of the model fit by up to ±24 m, and taking the standard deviation of the best fit parameters from each individual fit. An uncertainty of zero indicates that there is no uncertainty in the best fit parameter to the reported precision |</p>
<table>
<thead>
<tr>
<th></th>
<th>M2</th>
<th></th>
<th>S2</th>
<th></th>
<th>K1</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mobile Ice</td>
<td>Landfast Ice</td>
<td>Average</td>
<td>Mobile Ice</td>
<td>Landfast Ice</td>
<td>Average</td>
</tr>
<tr>
<td>KS02</td>
<td>R^−_1</td>
<td>6.7 ± 0.5</td>
<td>6.6 ± 0.5</td>
<td>6.5 ± 0.5</td>
<td>2.8 ± 0.1</td>
<td>2.8 ± 0.2</td>
</tr>
<tr>
<td></td>
<td>R^+_1</td>
<td>6.3 ± 0.5</td>
<td>6.2 ± 0.5</td>
<td>6.1 ± 0.5</td>
<td>2.6 ± 0.1</td>
<td>2.6 ± 0.2</td>
</tr>
<tr>
<td></td>
<td>ν</td>
<td>0.18 ± 0.05</td>
<td>0.18 ± 0.06</td>
<td>0.19 ± 0.06</td>
<td>0.19 ± 0.04</td>
<td>0.21 ± 0.05</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.7 ± 0.1</td>
<td>0.7 ± 0.1</td>
<td>0.6 ± 0.1</td>
<td>0.2 ± 0.0</td>
<td>0.3 ± 0.0</td>
</tr>
<tr>
<td>KS10</td>
<td>R^−_1</td>
<td>106.9 ± 13.2</td>
<td>118.7 ± 14.3</td>
<td>108.5 ± 12.9</td>
<td>66.8 ± 7.3</td>
<td>75.6 ± 10.1</td>
</tr>
<tr>
<td></td>
<td>R^+_1</td>
<td>9.8 ± 0.1</td>
<td>9.8 ± 0.2</td>
<td>9.6 ± 0.2</td>
<td>3.9 ± 0.1</td>
<td>3.8 ± 0.1</td>
</tr>
<tr>
<td></td>
<td>ν</td>
<td>0.08 ± 0.01</td>
<td>0.09 ± 0.01</td>
<td>0.08 ± 0.01</td>
<td>0.08 ± 0.01</td>
<td>0.09 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.7 ± 0.2</td>
<td>0.8 ± 0.2</td>
<td>0.7 ± 0.2</td>
<td>0.2 ± 0.1</td>
<td>0.2 ± 0.1</td>
</tr>
<tr>
<td>KS12</td>
<td>R^−_1</td>
<td>152.4 ± 37.0</td>
<td>157.1 ± 35.3</td>
<td>150.4 ± 35.1</td>
<td>91.5 ± 11.7</td>
<td>72.5 ± 6.3</td>
</tr>
<tr>
<td></td>
<td>R^+_1</td>
<td>8.9 ± 0.0</td>
<td>8.5 ± 0.1</td>
<td>8.5 ± 0.1</td>
<td>3.6 ± 0.0</td>
<td>3.2 ± 0.0</td>
</tr>
<tr>
<td></td>
<td>ν</td>
<td>0.07 ± 0.00</td>
<td>0.08 ± 0.00</td>
<td>0.08 ± 0.00</td>
<td>0.07 ± 0.00</td>
<td>0.07 ± 0.00</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.5 ± 0.1</td>
<td>0.5 ± 0.1</td>
<td>0.5 ± 0.1</td>
<td>0.3 ± 0.1</td>
<td>0.2 ± 0.2</td>
</tr>
</tbody>
</table>
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Figure 5.16: Modelled vertical structure of the clockwise (red) and anticlockwise (blue) rotary components predicted by fitting the simple boundary layer models derived in Section 5.2.3 with a constant eddy viscosity profile to the observed vertical structure of the M2 (left), S2 (middle) and K1 (right) constituents between the seabed and 150 m at KS02 (top), KS10 (middle) and KS12 (bottom) during both mobile (solid black line) and landfast ice (dashed black line) regimes. The hollow circles and squares indicate the average vertical profile from the mobile and landfast ice regimes, respectively, and the thin dashed lines show plus or minus one standard deviation of all the data points included in each profile. The darker shading indicates where the error bars from the two ice regimes overlap. Note that it is hard to distinguish the circles and squares and model fits from one another due to the lack of variability in the vertical structure between the two ice regimes. The best fit parameters from each model fit are given in Table 5.3.

5.4 Tidal Dissipation

The turbulence generated at the seabed by the strong tidal flows will extract energy from the mean flow. This occurs as the kinetic energy associated with the turbulent motion is progressively cascaded to smaller and smaller scales, until eventually it reaches a point where molecular viscosity becomes important (typically on a length scale of a few millimetres), and the energy is dissipated into heat (Simpson and Sharples, 2012). Using the results of the simple boundary layer models presented in Section 5.2.3, it is possible to calculate the rate of tidal dissipation in Nares Strait over the region of the water column covered by the models (Polton, pers. comm.).

5.4.1 Derivation

An estimate of the tidal dissipation in Nares Strait can be derived by taking the scalar product of the momentum equation

\[ \frac{\partial u}{\partial t} + \rho f \frac{k}{k} \times u = -\rho g \nabla \eta + \frac{\partial \tau}{\partial z}, \quad \text{(5.35)} \]

with the mean velocity (where bold symbols represent vector quantities), to give an equation for the kinetic energy of the mean flow (where \( \rho f k \times u \cdot u \) has been set to zero by definition):

\[ \rho \frac{D}{Dt} \left( \frac{u \cdot u}{2} \right) = u \cdot (-\rho g \nabla \eta) + u \cdot \frac{\partial \tau}{\partial z}. \quad \text{(5.36)} \]

At steady state (i.e. when Equation 5.36 is averaged over an integer number of tidal cycles) and when it is assumed that there is no advective flux of kinetic energy, the
material derivative can be set to zero. Integrating Equation 5.36 over the region of the water column to which the simple boundary layer models are fitted and substituting for the eddy viscosity stress model (Equation 5.5) gives:

\[
0 = \int_{0}^{h} \mathbf{u} \cdot \left( -\rho g \nabla \eta \right) \, dz + \rho \nu \mathbf{u} \cdot \frac{\partial \mathbf{u}}{\partial z} \bigg|_{0}^{h} - \rho \nu \int_{0}^{h} \frac{\partial \mathbf{u}}{\partial z} \cdot \frac{\partial \mathbf{u}}{\partial z} \, dz,
\]

(5.37)

where \( z = 0 \) is the seabed, \( z = h \) is the depth to which the simple boundary layer models are fitted, \( \rho \) and \( \nu \) are independent of depth, and the overbars indicate the average over an integer number of tidal cycles. The first term represents the integrated production of kinetic energy by the mean flow, the second term represents the work done at the boundaries of the integration region, and the third term which is positive definite, represents the integrated dissipation of kinetic energy through eddy viscous processes. Whether the work done at the boundaries of the integration region represents a production term or a dissipation term depends on the vertical structure of the velocity and the velocity shear in the water column. For example, if at \( z = h \) the shear is zero (e.g. the tidal current has reached its free stream velocity), then there is no stress and the term can be set to zero (note that the term is always zero at the seabed due to the no slip condition). In this case, the depth-integrated production of kinetic energy is entirely balanced by the dissipation due to eddy viscous processes. On the other hand, if at \( z = h \) the shear is positive and the water velocity continues to increase with depth above the integration region (e.g. the integration region does not cover the entire boundary layer), then the work done at the boundaries is positive and contributes to kinetic energy production. Conversely, if the shear is negative at \( z = h \) and the water velocity decreases above the integration region (e.g. due to the effects of an under-ice boundary layer), then the work done at the boundaries is negative and results in the dissipation of kinetic energy.

By examining the vertical structure of the rotary components in Figures 5.10 and 5.12, it is clear that the shear is never negative at a depth of 150 m and thus the work done at the boundaries of the integration region does not represent a dissipation term. In this
case, the integrated tidal dissipation ($\epsilon$) in W m$^{-2}$ can be written as:

$$\epsilon = \rho \nu \int_0^h \frac{\partial u}{\partial z} \cdot \frac{\partial u}{\partial z} \, dz = \int_0^h \tau \cdot \frac{\partial u}{\partial z} \, dz,$$

(5.38)

where the overbars representing an average over an integer number of tidal cycles have been dropped for clarity, but are assumed. If the velocity vector $u$ is decomposed into an interior and boundary layer part (such that $u = u_I + u_{BL}$), and it is noted from Equation 5.35 that in steady state the vertical stress gradient can be written as a function of the boundary layer velocity:

$$\rho f k \times u_{BL} = \frac{\partial \tau}{\partial z},$$

(5.39)

then the expression for $\epsilon$ can be integrated by parts to give:

$$\epsilon = \tau \cdot u|_0^h - \int_0^h \frac{\partial \tau}{\partial z} \cdot u \, dz,$$

$$\epsilon = \tau \cdot u|_0^h - \int_0^h \rho f k \times u_{BL} \cdot (u_I + u_{BL}) \, dz.$$

(5.40)

Noting that $\rho f k \times u_{BL} \cdot u_{BL}$ equals zero by definition, then

$$\epsilon = \tau \cdot u|_0^h - \int_0^h \rho f k \times u_{BL} \cdot u_I \, dz,$$

$$\epsilon = \tau \cdot u|_0^h - \int_0^h \frac{\partial \tau}{\partial z} \cdot u_I \, dz.$$

(5.41)

Finally by evaluating the depth integral, and noting that $u_I$ is independent of depth, then $\epsilon$ can be written as

$$\epsilon = \tau \cdot (u - u_I)|_0^h = \rho \nu \frac{\partial u}{\partial z} \cdot (u - u_I)|_0^h.$$

(5.42)

Alternatively, by substituting the complex tidal velocity vector (Equation 5.3)

$$u = R^+ e^{i\omega t} + R^- e^{-i\omega t}$$

(5.43)
into Equation 5.42 and averaging over the period of a tidal cycle, Equation 5.42 can be written in terms of the rotary components of the tidal ellipse:

\[ \epsilon = \rho \nu \text{Re} \left\{ \frac{\partial R^+}{\partial z} (R^+ - R^+_I) |_0^h + \frac{\partial R^-}{\partial z} (R^- - R^-_I) |_0^h \right\}, \]  

(5.44)

where \( \text{Re} \) represents the real part and \( \ast \) indicates the complex conjugate. As the simple boundary layer models only cover the region of the water column between the seabed and a depth of 150 m, \( \epsilon \) is likely to be biased low as it does not include the effect of dissipation associated with the under-ice boundary layer. Although this missing dissipation is likely to be small during mobile ice seasons, it could represent a significant proportion of the total dissipation during landfast ice seasons.

Whilst it is not possible to calculate an estimate of the dissipation associated with the under-ice boundary layer that is directly comparable to the integrated dissipation between the seabed and a depth of 150 m, it is still possible to estimate the importance of the under-ice boundary layer in terms of the difference in surface dissipation between the mobile and landfast ice regimes. As the eddy viscosity at the surface is unknown, the under-ice dissipation must be calculated directly from the ice-ocean stress, such that

\[ \epsilon_{\text{ice-ocean}} = \int_0^h \frac{\partial u}{\partial z} \cdot \tau_{\text{ice-ocean}} \, dz, \]  

(5.45)

where \( z = 0 \) is the depth of the first ADCP velocity measurement at \( \approx 35-40 \) m, \( z = h \) is the surface, and \( \tau_{\text{ice-ocean}} \) is the ice-ocean stress. The ice-ocean stress can be calculated from the bulk velocity difference between the surface (\( u_{\text{ice}} \)) and the first ADCP velocity measurement (\( u_{\text{ocean}} \)):

\[ \tau_{\text{ice-ocean}} = \rho C_d i |(u_{\text{ice}} - u_{\text{ocean}})|(u_{\text{ice}} - u_{\text{ocean}}), \]  

(5.46)

where \( C_d i = 5 \times 10^{-3} \) is the ice-ocean drag coefficient (Hibler, 1979; Yang, 2006, 2009), and therefore the bulk under-ice dissipation between the surface and \( \approx 35-40 \) m is given
by:

\[ \epsilon_{\text{ice-ocean}} = \rho C_d |(u_{\text{ice}} - u_{\text{ocean}})|(u_{\text{ice}} - u_{\text{ocean}}) \cdot (u_{\text{ice}} - u_{\text{ocean}}), \tag{5.47} \]

or alternatively in terms of the complex tidal vectors as:

\[ \epsilon_{\text{ice-ocean}} = \rho C_d \Re \{\|(R_{\text{ice}} - R_{\text{ocean}})\|(R_{\text{ice}} - R_{\text{ocean}})(R_{\text{ice}} - R_{\text{ocean}})^* \}, \tag{5.48} \]

where \( \Re \) represents the real part, \( * \) indicates the complex conjugate, and

\[ R_{\text{ice}} = R_{\text{ice}}^+ e^{i\omega t} + R_{\text{ice}}^- e^{-i\omega t}, \tag{5.49} \]

and

\[ R_{\text{ocean}} = R_{\text{ocean}}^+ e^{i\omega t} + R_{\text{ocean}}^- e^{-i\omega t}. \tag{5.50} \]

### 5.4.2 Results

Based on the three-year average vertical structure of the tides, the results in Table 5.4 show that the integrated tidal dissipation in Nares Strait between the seabed and a depth of 150 m is dominated by the M2 tide, due to the strong shear, thick boundary layers and large interior velocities associated with this constituent. Indeed, at all ADCPs the M2 tidal dissipation is nearly an order of magnitude greater than the dissipation associated with either the K1 or S2 constituents (e.g. at KS10 the M2 dissipation is 75.5 ± 6.3 mW m\(^{-2}\), compared to 11.7 ± 1.5 mW m\(^{-2}\) and 9.7 ± 1.0 mW m\(^{-2}\) for the S2 and K1 constituents, respectively), and accounts for \( \approx 70\% \), \( \approx 78\% \) and \( \approx 76\% \) of the total dissipation at KS02, KS10, and KS12, respectively. Fitting the simple boundary layer models to the observed vertical structure of the tides suggested that the interior velocity of the semi-diurnal clockwise rotary component is an order of magnitude greater than that of the semi-diurnal anticlockwise rotary component and both of the diurnal rotary components (Figure 5.10). Consequently, it might be expected that the dissipation associated with the semi-diurnal clockwise rotary component (i.e. \( \epsilon R^+ \)) would also be an order of magnitude greater than that of the semi-diurnal anticlockwise component (i.e. \( \epsilon R^- \)).
<table>
<thead>
<tr>
<th></th>
<th>M2</th>
<th></th>
<th>S2</th>
<th></th>
<th>K1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mobile Ice</td>
<td></td>
<td>Mobile Ice</td>
<td></td>
<td>Mobile Ice</td>
</tr>
<tr>
<td></td>
<td>Landfast Ice</td>
<td></td>
<td>Landfast Ice</td>
<td></td>
<td>Landfast Ice</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td></td>
<td>Average</td>
<td></td>
<td>Average</td>
</tr>
<tr>
<td>KS02</td>
<td>( \epsilon R^- )</td>
<td>17.0 ± 5.9</td>
<td>16.6 ± 6.1</td>
<td>16.3 ± 5.8</td>
<td>3.0 ± 0.8</td>
</tr>
<tr>
<td></td>
<td>( \epsilon R^+ )</td>
<td>15.5 ± 5.4</td>
<td>15.0 ± 5.5</td>
<td>14.7 ± 5.2</td>
<td>2.6 ± 0.7</td>
</tr>
<tr>
<td></td>
<td>( \epsilon \text{ Total} )</td>
<td>32.5 ± 11.2</td>
<td>31.7 ± 11.7</td>
<td>31.0 ± 11.0</td>
<td>5.6 ± 1.5</td>
</tr>
<tr>
<td>KS10</td>
<td>( \epsilon R^- )</td>
<td>40.7 ± 1.5</td>
<td>46.9 ± 3.3</td>
<td>40.9 ± 2.2</td>
<td>5.5 ± 0.6</td>
</tr>
<tr>
<td></td>
<td>( \epsilon R^+ )</td>
<td>35.2 ± 4.1</td>
<td>37.7 ± 5.3</td>
<td>34.6 ± 4.5</td>
<td>5.8 ± 0.9</td>
</tr>
<tr>
<td></td>
<td>( \epsilon \text{ Total} )</td>
<td>75.9 ± 5.2</td>
<td>84.7 ± 8.1</td>
<td>75.5 ± 6.3</td>
<td>11.4 ± 1.5</td>
</tr>
<tr>
<td>KS12</td>
<td>( \epsilon R^- )</td>
<td>41.2 ± 7.6</td>
<td>43.1 ± 6.8</td>
<td>39.7 ± 6.8</td>
<td>5.0 ± 0.4</td>
</tr>
<tr>
<td></td>
<td>( \epsilon R^+ )</td>
<td>27.1 ± 1.2</td>
<td>25.7 ± 1.6</td>
<td>25.2 ± 1.2</td>
<td>4.3 ± 0.1</td>
</tr>
<tr>
<td></td>
<td>( \epsilon \text{ Total} )</td>
<td>68.3 ± 7.8</td>
<td>68.8 ± 7.0</td>
<td>64.9 ± 7.0</td>
<td>9.3 ± 0.5</td>
</tr>
</tbody>
</table>

Table 5.4: Estimates of depth-integrated tidal dissipation in mW m\(^{-2}\) between the seabed and a depth of 150 m associated with the M2 (left), S2 (middle), and K1 (right) tidal constituents for both ice regimes (mobile and landfast) and the three-year average vertical structure. \( \epsilon R^- \) is the dissipation associated with the clockwise rotary component, \( \epsilon R^+ \) is the dissipation associated with the anticlockwise rotary component and \( \epsilon \text{ Total} \) is the total dissipation (i.e. Equation 5.44). The uncertainty in the dissipation is based on the uncertainty in the eddy viscosity and the interior velocities as discussed in Section 5.2.3.
\( \epsilon R^+ \), and as the total dissipation is given by the sum of the two individual components (i.e. \( \epsilon \text{ Total} \); Equation 5.44), then the total semi-diurnal dissipation will always be greater than the total diurnal dissipation. This is not the case, however, and the results in Table 5.4 show that the magnitude of the dissipation associated with each of the semi-diurnal rotary components are not significantly different from one another (especially for the S2 tide where they are essentially identical), and the total dissipation associated with the K1 tide is generally equal to or greater than the total dissipation associated with the S2 tide. For example at KS10 the dissipation associated with the S2 clockwise and anticlockwise rotary components is 5.7 \( \pm \) 0.5 mW m\(^{-2}\) and 6.0 \( \pm \) 0.9 mW m\(^{-2}\), respectively, whilst at KS12 the total S2 dissipation is 8.7 \( \pm \) 0.4 mW m\(^{-2}\) compared to 12.2 \( \pm \) 1.6 mW m\(^{-2}\) for the K1 tide. In both of these cases, it appears that the stronger shear near the seabed associated with the semi-diurnal anticlockwise rotary component and both the diurnal rotary components is acting to offset the effect of the larger interior velocity associated with the semi-diurnal clockwise rotary component.

Figure 5.17 shows estimates of tidal dissipation in Nares strait from the TPXO8 tidal model. Here the rate of tidal dissipation \( (D) \) is calculated from the balance between the work done by the tide-generating force \( (W) \) and the divergence of tidal energy flux \( (P); Egbert and Ray, 2000, 2001, 2003): \n
\[
D = W - \nabla \cdot P,
\]

\[
D = \rho g \langle U \cdot \nabla (\zeta_{EQ} + \zeta_{SAL}) \rangle - \rho g \nabla \cdot \langle U \zeta \rangle,
\]

where \( \zeta \) and \( U \) are tidal elevations and volume transports, \( \zeta_{EQ} \) is the equilibrium tide, \( \zeta_{SAL} \) accounts for ocean self-attraction and loading, and \( \langle \rangle \) indicate a time average. As this estimate of dissipation requires the calculation of second order gradients and is the small residual of two large numbers, any inaccuracies in the modelled tidal fields can result in highly inaccurate dissipation estimates. This might be especially true in Nares Strait, where the ice cover and its narrow cross section compared to the footprint of satellite altimeters might limit the quality of the altimeter data used in the inversion of the tidal fields. Nevertheless, despite these possible uncertainties in the modelled tidal fields, the
Figure 5.17: Estimates of the tidal dissipation in mW m$^{-2}$ associated with (a) the M2, (b) the S2, and (c) the K1 tidal constituent in Nares Strait from the TPX08 tidal model. The black line across Nares Strait in each of the figures indicates the position of the mooring array. Note the different colour range between each of the plots.

The barotropic nature of the model, and the assumptions made regarding the quadratic drag at the seabed, the magnitude of the dissipation in TPX08 is in very close agreement with the estimates presented in Table 5.4. The dissipation associated with the M2 tide is an order of magnitude greater than that associated with the S2 and K1 tides, and
at the location of the mooring array (black line in Figure 5.17), the average dissipation associated with each constituent ($\approx 74 \text{ mW m}^{-2}$, $\approx 16 \text{ mW m}^{-2}$, and $\approx 44 \text{ mW m}^{-2}$ for the M2, S2 and K1 constituents, respectively) is very similar to that calculated from the simple boundary layer models (especially given that the boundary layer models do not cover the entire water column). Furthermore, in TPXO8, the dissipation associated with the K1 tide is greater than that associated with the S2 tide (compare Figure 5.17b with Figure 5.17c), supporting the notion that the strength of the shear near the seabed is more important in determining the magnitude of the dissipation than either the depth of the boundary layer or the magnitude of the interior velocity. The similarity between the dissipation calculated from the ADCP data and that from the TPXO8 tidal model is an important result, and also appears to hold in other regions of the Arctic. For example the measurements of the average dissipation made by Rippeth et al., 2015 along the continental shelf of the Eurasian Basin and in the central Canadian Basin also agree very well with the rate of tidal energy dissipation from the TPXO8 tidal model. Similar to the discussion in Section 4.4, this suggests that the significant increase in the resolution of the TPXO8 tidal model in the Arctic compared to previous iterations has greatly improved its ability to simulate the tides in the region. Overall, the magnitude of the tidal dissipation in Nares Strait is comparable in magnitude to that over the highly dissipative regions of, for example, Hudson Bay and the northwest European Shelf (Egbert and Ray, 2000, 2001; Wilmes and Green, 2014), but due to its limited size, is likely to be far less important than these latter two regions in a global sense.

In terms of the quasi-annual cycle in tidal dissipation caused by the changing ice regime, Table 5.4 shows that between the seabed and a depth of 150 m there is little difference in the dissipation between the mobile and landfast ice regimes, and for most tidal constituents at each ADCP, the dissipation is identical within the uncertainty. This is not unexpected, however, as the results of the harmonic demodulation in Figure 5.14 have already shown that over the region of the water column covered by the ADCPs, there is no change in the vertical structure of the tides between the different ice regimes. In contrast, Table 5.5 shows that when Equation 5.48 is averaged over the period of each tidal constituent, the effect of the quasi-annual cycle in ice regime on the magnitude
Table 5.5: Estimates of average under-ice dissipation ($\epsilon$ Total) in mW m$^{-2}$ associated with the M2 (top), S2 (middle), and K1 (bottom) tidal constituents during both mobile and landfast ice regimes, calculated by averaging Equation 5.48 over the period of each tidal constituent.

<table>
<thead>
<tr>
<th></th>
<th>M2</th>
<th>S2</th>
<th>K1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mobile Ice</td>
<td>Landfast Ice</td>
<td>Mobile Ice</td>
</tr>
<tr>
<td>KS02</td>
<td>$\epsilon$ Total</td>
<td>1.8</td>
<td>33.6</td>
</tr>
<tr>
<td>KS10</td>
<td>$\epsilon$ Total</td>
<td>0.9</td>
<td>24.7</td>
</tr>
<tr>
<td>KS12</td>
<td>$\epsilon$ Total</td>
<td>2.9</td>
<td>39.6</td>
</tr>
</tbody>
</table>

of the under-ice dissipation is significantly more important. Whilst the magnitude of the under-ice tidal dissipation in Table 5.5 should not be directly compared with the magnitude of the dissipation in Table 5.4, the results show that the average dissipation in the under-ice boundary layer is one to two orders of magnitude greater during the landfast ice regime than that during the mobile ice regime for all constituents at all ADCPs. For example, for the M2 constituent at KS10, the average under-ice dissipation increases from 0.9 mW m$^{-2}$ during the mobile ice regime to 24.7 mW m$^{-2}$ during the landfast ice regime, whilst the average dissipation associated with the K1 tide increases from 0.1 mW m$^{-2}$ to 6.2 mW m$^{-2}$. This suggests that the quasi-annual cycle in tidal dissipation associated with the changing ice regime will be driven solely by changes to the structure of the tides in the upper 35-40 m of the water column, which unfortunately cannot be observed by the ADCPs deployed in Nares Strait between 2003 and 2006.

5.5 Conclusions

Motivated by the need to understand and quantify the dominant frictional processes within Nares Strait, and with the aim of providing the first steps towards developing a fuller understanding of the role that the tides may play in limiting the freshwater flux through this region, the overall aim of Chapters 4 and 5 was to build upon the work of
by investigating the important dynamical processes behind the vertical and temporal variability in the major tidal constituents across Nares Strait. Using data collected between 2003 and 2006 as part of the Arctic Sub-Arctic Ocean Flux program and the Canadian Arctic Through-Flow study, along with data from Version 8 of the Oregon State University TOPEX/Poseidon Global Inverse Solution (TPXO8) barotropic tidal model, a number of key findings/conclusions can be drawn.

1: Tidal Propagation

The findings in Chapter 4 show that by comparing the phase difference between the maximum depth-averaged along channel tidal velocity and the maximum pressure perturbation associated with each tidal constituent at each ADCP, the tidal wave associated with both the M2 and S2 constituents in Nares Strait exhibits standing wave characteristics, whilst the K1 tidal wave is more progressive in nature (Figure 4.12). The semi-diurnal standing waves arise through the interaction of two tidal waves with equal frequency and phase propagating in opposite directions through Nares Strait from their sources in the Arctic Ocean and Baffin Bay (Figures 4.13 and 4.14). In contrast, the K1 tide is primarily progressive as only a single K1 tidal wave propagates through Nares Strait from the south towards the Arctic Ocean (Figure 4.15). Overall, the standing wave nature of the semi-diurnal tides explains the unusually strong tidal currents that are observed in Nares Strait, compared to the remainder of the Arctic Ocean (Figure 4.6).

2: Time-Averaged Vertical Structure

A harmonic analysis of each three-year velocity time series at each ADCP depth bin shows that there is significant variability in the vertical structure of the tides between the different ADCPs and tidal constituents. Across the majority of Nares Strait the major diurnal tide (K1) is primarily barotropic, whilst the major semi-diurnal tides (M2 and S2) are significantly more baroclinic (semi-major axis in Figure 5.1). In contrast, against the coast of Ellesmere Island, all three major tidal constituents exhibit the same vertical structure, albeit with different amplitudes. Across Nares Strait a consistent amplification in the strength of the both the M2 and S2 tides is observed in the upper water column,
but the same amplification is not observed in the K1 tide. The K1 tide is predominantly rectilinear at all depths, whereas the M2 and S2 tides exhibit clockwise rotation in the mid-water column and anticlockwise rotation near the seabed (semi-minor axis in Figure 5.1). In contrast, against the coast of Ellesmere Island, both the M2 and S2 tides are predominantly rectilinear, and an examination of the phase difference between the maximum along-strait velocity and maximum across-strait velocity (Figure 5.4), shows that continuity in the across-strait direction is maintained through a rotation of the tidal ellipse inclination angle (Figure 5.2) and the vertical motion associated with the steeply sloping bathymetry.

Much of the variability in the tides can be explained by the dynamics contained in simple boundary layer models that are fitted to the observed vertical structure of the two independent counter-rotating components associated with each of the major tidal constituents at each ADCP. Against the coast of Ellesmere Island, all constituents exhibit the same vertical structure and are predominantly rectilinear due to the requirement of no normal flow through the coast (Figure 5.12). Throughout the remainder of the strait, the proximity of the mooring array to the semi-diurnal critical latitude means that the benthic boundary layers associated with the M2 and S2 tides are an order of magnitude thicker than the benthic boundary layer associated with the K1 tide (Table 5.1); thus the semi-diurnal tides are significantly more baroclinic than the diurnal tides. The lack of rotation in the K1 tide across the strait is due to the broadly equal interior velocities and boundary layer thicknesses associated with each of the rotary components (Figure 5.10), whereas the effect of the semi-diurnal critical latitude on the M2 and S2 clockwise rotary component (Equations 5.12 and 5.26) explains the clockwise rotation observed in the mid-water column and the anticlockwise rotation near the bed. Although the simple boundary layer models can only be fitted to the observed vertical structure of the tides between the seabed and a depth of 150 m, there is strong evidence to suggest that the upper water column maximum in the M2 and S2 tides is due to the effect that stratification has in decoupling the water column from the benthic and under-ice semi-diurnal boundary layers (Makinson, 2002; Makinson et al., 2006). On the other hand, it is possible that vertical motion at tidal frequencies is modifying the internal pressure gradients in the upper water
column and contributing to the upper water column maximum.

3: Temporal Variability

A 31-day harmonic demodulation of each velocity time series from each ADCP depth bin shows that within the observational uncertainty, there is no difference in the vertical structure of the tides between the landfast and mobile ice regimes (Figures 5.14 and 5.15). Of course within the upper 10s of meters of the water column the tidal current will tend to zero during landfast ice seasons due to the no-slip under-ice boundary layer, but this region of the water column cannot be observed by the ADCPs. The lack of variability in the upper water column and the absence of a thick semi-diurnal boundary layer penetrating down from the ice surface lends weight to the argument that the strong stratification near the surface is decoupling the under-ice boundary layer from the remainder of the water column.

4: Tidal Dissipation

Between the seabed and a depth of 150 m, the tidal dissipation in Nares Strait is dominated by that associated with the M2 tide (Table 5.4), which accounts for \( \approx 70\% \), \( \approx 78\% \) and \( \approx 76\% \) of the total dissipation at KS02, KS10, and KS12, respectively. The strength of the shear near the seabed is the most important factor in determining the magnitude of the dissipation, and thus the dissipation associated with the K1 tide is generally equal to or greater than the dissipation associated with the S2 tide, despite the thicker boundary layer and interior velocity associated with the clockwise rotary component of the latter. The magnitude of the dissipation in the TPXO8 tidal model (Figure 5.17) agrees well with the estimates derived from the simple boundary layer models, especially considering the limitations of calculating dissipation from the modelled tidal fields in TPXO8. The quasi-annual cycle in ice regime has no effect on the magnitude of the dissipation between the seabed and 150 m, but, at the surface, the dissipation during the landfast ice regime can be up to two orders of magnitude greater (Table 5.5). This suggests that changes to the vertical structure of the tides in the upper 35-40 m of the water column will be solely responsible for driving a quasi-annual cycle in tidal dissipation,
but are unfortunately unobservable by the ADCPs. Overall, the magnitude of the tidal dissipation in Nares Strait is comparable to that over the highly dissipative regions of Hudson Bay and the northwest European Shelf, but in a global sense is less important due to its limited size.

5.6 Future Work

The work in this chapter has built substantially upon that of Münchow and Melling (2008), and has considerably increased our knowledge of the dynamical processes that are important for setting the vertical structure of the tides in Nares Strait. However, there are a number of key outstanding questions that could not be addressed here that motivate further study.

Due to the complex nature of the tidal currents in the upper water column, and the use of only simple point eddy viscosity boundary layer models, it was not possible to fully model the vertical structure of the tides above a depth of 150 m. Although there is robust evidence to suggest that it is the strong stratification in this region that is the controlling dynamic behind the observed structure, it would be instructive to develop more complex 1D turbulence closure models that could confirm this hypothesis directly. Instead of relying on the eddy viscosity profile being defined a priori, turbulence closure models determine the value of the eddy viscosity directly from the amount of turbulence in the water column (Simpson and Sharples, 2012). The turbulence closure schemes range in complexity from those that prescribe the eddy viscosity as a simple function of the gradient Richardson number, through to those such as the Mellor–Yamada and $\kappa - \epsilon$ schemes which involve the use of one, two, or more equations for the turbulent quantities (Burchard et al., 1998). In these models the profile of the eddy viscosity can directly reflect the underlying complexity of the water column (e.g. regions of strong stratification) without the concern of over-fitting that is present when equally complex profiles are used in the models described in this chapter. Examples of 1D turbulence closure models that have been used to investigate tidal/mixing dynamics in shallow shelf seas include those of Simpson et al. (1996), Simpson et al. (2002), and Makinson (2002).

In addition to determining the role played by stratification in the upper water column,
the use of these more complex turbulent closure models will also allow the depth-integrated tidal dissipation in Nares Strait to be calculated in a consistent manner throughout the water column (including the effect of the under-ice boundary layer), and therefore the exact change in the magnitude of the dissipation between the mobile and landfast ice regimes could be quantified.

Beyond the development of a 1D turbulence closure model, the results presented in this chapter could be further corroborated by analysing the more recent observational data collected in Nares Strait during the periods 2007-2009 and 2009-2012 (Melling, 2007, 2009, 2012). In addition, during 2009, the ice conditions in the strait were significantly different from the mean climatology, as the lack of formation of an ice bridge across Smith Sound during the winter of 2008 meant that the ice in the strait never became landfast, and was free to drift from the Arctic Ocean to Baffin Bay all winter long. It would be interesting to explore whether these abnormal conditions had any effect on the structure of the tides.

Finally, future studies should principally aim to understand the role that both the unusually strong tidal flows in Nares Strait, as well as other important frictional processes such as lateral friction/eddies, hydraulic control over the shallow sill in Kane Basin, and internal wave drag, may play in limiting the flux of freshwater through Nares Strait. In light of the rate at which the Arctic Ocean is changing, and the effect that this is expected to have on the export of freshwater through the region, there is significant motivation to use the observational data discussed in Chapters 4 and 5, as well as 1D and 3D models of the flow through the strait, to develop a full understanding of each of these processes.
Chapter 6

Summary and Implications

Over the past few decades, the Arctic Ocean has experienced a period of unprecedented change. Atmospheric temperatures have been increasing faster than at any other location on the planet (Hassol, 2004), September sea ice extent has been declining at such a rate that an ice-free summer is almost certain to occur some time between the middle and the end of the century (e.g. Wang and Overland, 2009; Stroeve et al., 2012a), and the sources, sinks and distribution of freshwater in the ocean have been changing radically (e.g. Giles et al., 2012; Morison et al., 2012). These changes, along with many others, are all expected to have significant impacts at both local and global scales by, for example, altering the dynamics of the global atmospheric and oceanic circulation (e.g. Jahn and Holland, 2013), affecting the stability of methane hydrates contained within permafrost and under the sea floor (Kerr, 2010; Whiteman et al., 2013), and disturbing the state of fragile ecosystems (e.g. Wassmann et al., 2011). Motivated by these impacts, the aim of this thesis was to examine and understand how a number of different aspects of the Arctic Ocean’s circulation and dynamics are being affected by the changing environment. In this chapter, a summary of the work in this thesis is presented, and a number of implications of the results for the wider Arctic Ocean and scientific community are discussed.

6.1 Summary

In Chapter 2, the changing dynamics behind the accumulation of freshwater in the Beaufort Gyre were considered. To date, variability in the freshwater content of the
Beaufort Gyre has primarily been considered to be a function of only the wind, with *Proshutinsky and Johnson* (1997) and *Proshutinsky et al.* (2002) identifying two wind regimes in the Arctic Ocean associated with the Arctic Oscillation. During the anticyclonic regime, freshwater is generally accumulated in the Beaufort Gyre over several years due to a strengthened atmospheric Beaufort High (i.e. Figure 1.5c), whereas during the cyclonic regime (i.e. Figure 1.5b), a weaker Beaufort High leads to a release of freshwater. The work in this thesis, however, considers how a change in the boundary conditions (i.e. a decline in the sea ice cover at the surface) and an increase in the efficiency by which wind energy is transferred into the upper ocean, may affect these dynamics. In particular, a simple reduced gravity model of the Canadian Basin was used to explore whether sea ice decline could explain the accelerated accumulation of freshwater in the region that has recently been observed by, for example, *McPhee et al.* (2009) and *Giles et al.* (2012). By idealistically perturbing the annual cycle in ocean surface stress (i.e. the total wind energy transmitted through the sea ice), an increase in the annual mean momentum flux lead to a linear accumulation of freshwater in the Beaufort Gyre (thus providing an explanation for the accelerated accumulation), whilst a change in the seasonality (i.e. an asymmetrical annual cycle) had no effect on the annual mean freshwater content. In the model, both the timescale over which the Arctic Ocean adjusted to a change in forcing (approximately 14 years), and the total quantity of freshwater accumulated are determined by the balance between Ekman pumping and an eddy-induced bolus transport towards the boundary. This highlights the important role that will be played by eddies in the adjustment of the Arctic Ocean to the changing environment.

An acceleration in the accumulation of freshwater in the surface layer of the Arctic Ocean will also play a significant role in the sea ice budget at the surface by increasing the strength of the stratification associated with the cold halocline, and limiting the extent to which the heat contained within the Atlantic layer can be entrained through surface-generated mixing (*Aagaard et al.*, 1981). At the same time, however, stronger wind forcing of the upper ocean is also expected to drive periodic increases in vertical mixing that may enhance the vertical diffusive heat flux from the Atlantic layer (*Rainville et al.*, 2011). By perturbing the magnitude of the vertical mixing and the freshwater input through a wide
parameter space in a 1D model of the Arctic Ocean water column, Chapter 3 showed that an enhanced diffusive heat flux from the Atlantic layer driven by the elevated vertical mixing initially warms the mixed layer in both the Eurasian and Canadian basins, but the change in mixed layer temperature is insufficient to adversely affect the sea ice cover at the surface (similar to the results of Nummelin et al., 2015). Furthermore, a decrease in the diffusive heat flux in the Eurasian Basin causes the mixed layer to cool after about a decade. In contrast, in the case of strongly elevated vertical mixing, the cold halocline in the Eurasian Basin can be fully eroded within 10 years. Once this has occurred, processes at the surface such as wind-forced overturning, storm-driven mixing, and convective static instability can entrain enough heat from the Atlantic layer to melt half a meter of sea ice in 6 months, which is comparable in magnitude to the other major oceanic processes responsible for the ongoing melting of Arctic sea ice. In the Canadian Basin, the cold halocline is never fully eroded due to the stronger stratification, and if the Beaufort Gyre continues to accumulate freshwater in the future due to the processes discussed in Chapter 2, this result is unlikely to change.

Along with the expected intensification of the Arctic hydrological cycle (Held and Soden, 2006) and the projected increase in the freshwater input from river runoff and excess precipitation over evaporation (e.g. Vavrus et al., 2012), the changing dynamics and stratification of the wind-driven surface freshwater layer discussed in Chapters 2 and 3 are also likely to modify the quantity of freshwater that is exported through Fram Strait and the Canadian Arctic Archipelago (CAA; e.g. Holland et al., 2007; Stewart and Haine, 2013). However, local dynamics in these regions will also be important in controlling the export of freshwater from the Arctic Ocean, and in particular, the turbulence generated by the especially strong tidal flows in Nares Strait to the west of Greenland may represent an important frictional constraint on the subtidal flow through this region. Accordingly, Chapters 4 and 5 investigated the important dynamics behind the vertical and temporal variability in the tides in Nares Strait, thus taking the initial steps towards a fuller understanding of the role they may play in limiting the freshwater flux through this region. By using output from the TPXO8 tidal model, and by comparing the observed phase difference between the maximum along-strait velocity and the maximum pressure pertur-
bation associated with each of the major tidal constituents in Nares Strait, it was shown that the semi-diurnal tides (M2 and S2) propagate through the strait with standing wave characteristics (thus explaining the unusually strong tidal currents in this region), whilst the diurnal tides (K1) propagate with a more progressive nature. Significant variability in the vertical structure of the tides was observed across the strait and between the different tidal constituents, although surprisingly little temporal variability was observed due to the quasi-annual cycle in ice regime. The dynamics behind the vertical structure appear to be associated with the proximity of the mooring array to the semi-diurnal critical latitude (which results in order of magnitude thicker boundary layers for the M2 and S2 tides compared to the K1 tide), the restriction of no normal flow through the coast of Ellesmere Island, and the effect of the strong stratification in the upper water column. Estimates of tidal dissipation in Nares Strait calculated from the results of simple boundary layer models are consistent with those predicted by the TPXO8 tidal model, and are comparable in magnitude to that over the lower latitude, highly dissipative region of the northwest European Shelf.

6.2 Implications and Discussion

6.2.1 Modelling the Arctic

The results in Chapters 2 and 3 have a number of implications for large-scale modelling of the Arctic Ocean that should be considered by the wider scientific community. For example, Chapter 2 showed that an asymmetrical annual cycle in ocean surface stress does not affect the annual mean freshwater content of the Beaufort Gyre, due to the fact that the timescale over which the Arctic Ocean adjusts to a change in forcing is considerably longer than seasonal (~decadal). This long adjustment timescale is also seen in the results of Lique et al. (2015), who used a 3D yet idealised general circulation model to explore the interactions that exist between the wind-driven surface layer and the Atlantic layer in the Canadian Basin. The wind forcing used in their model was based on that in Chapter 2 of this thesis. The decadal length adjustment timescale is set by the length of time required for the isopycnal slope to steepen sufficiently such
that the eddy bolus flux towards the boundary can balance the Ekman transport. This highlights the important role played by eddies in the adjustment of the Arctic Ocean to a change in forcing, and it is important for the wider scientific community to investigate and quantify their effects on the changing Arctic Ocean more rigorously. Indeed, the work in Chapter 2 is reminiscent of the early dynamical studies of the Antarctic Circumpolar Current (ACC), which showed that enhanced southern hemisphere westerly winds result in an intensification of the ACC due to a steeper isopycnal slope (e.g. Fyfe and Saenko, 2006). However, when eddy resolving/eddy permitting models are used in place of models that require the effect of eddies to be parameterised (such as in Chapter 2), the ACC exhibits behaviour known as eddy saturation and eddy compensation. Eddy saturation is a phenomena whereby the zonal transport associated with the ACC exhibits a limited sensitivity to increasing wind stress, as the increased momentum input is transferred to the bottom via enhanced interfacial form stress, rather than acting to accelerate the zonal transport. Similarly, eddy compensation is a phenomena whereby steepening of the ACC isopycnals driven by elevated Southern Ocean winds and stronger Ekman transport is opposed by a strengthening of the mesoscale eddy field, such that sum of the eddy and Ekman-induced transport velocities (i.e. $T = T_{Ek} - T_{Eddies}$ from Chapter 2) increases substantially less than the Ekman transport (Morrison and Hogg, 2013; Munday et al., 2013). If such phenomena were to be important in the Arctic, the response of the Beaufort Gyre to the changing efficiency of momentum transfer into the upper ocean could be significantly different. The quantity of freshwater accumulated in the Beaufort Gyre might be noticeably smaller for the same change in the ocean surface stress, as the elevated Ekman transport towards the centre of the gyre will be offset by a stronger eddy-induced bolus transport towards the boundary, and an acceleration of the circulation associated with the Beaufort Gyre under stronger momentum transfer may not be observed. As the nature of the response will have important implications for the large-scale Arctic freshwater budget, and the export of freshwater through, for example, Nares Strait (where the local dynamics discussed in Chapters 4 and 5 will become important), exploring the response of the Beaufort Gyre to increased momentum transfer in a high resolution model should be a priority.
Throughout Chapters 2 and 3, the effects of the changing sea ice cover on momentum transfer and turbulent mixing in the Arctic were not included explicitly in the simple process models, and instead were represented through the idealised perturbations made to the annual cycle in ocean surface stress and the vertical structure of the velocity shear, respectively. However, as sea ice continues to decline, and the Arctic transitions from a generally quiescent ocean that is dominated by thermohaline forcing to one that is increasingly turbulent and wind-driven, both enhanced momentum transfer and elevated turbulent mixing are likely to have profound effects on the Arctic’s large-scale properties and mean circulation. For example, Rainville et al. (2011) surmise that a change in the extent to which the Arctic Ocean is wind-forced might lead to an overall spin-up of the Arctic Ocean, affecting the dynamics of the Atlantic water circulation, the freshwater budget, and the quantity of freshwater exported to either side of Greenland. It would also modify the distribution and extent of coastal and slope upwelling regions (e.g. Pickart et al., 2009), with implications for slope currents, water mass transformations, and biology. At the same time, elevated turbulent mixing will likely alter mixed layer properties and the distribution of freshwater throughout large swathes of the Arctic Ocean, and might erode the double diffusive staircases found in the Arctic Ocean (e.g. Timmermans et al., 2008). These staircases play an important role in the ventilation of Atlantic water in the interior basins (McLaughlin et al., 2009), and are currently responsible for a significant proportion of the present-day heat flux from the Atlantic layer (indeed, their erosion may lead to a temporary reduction in the vertical heat flux over the near future). Consequently, there is a pressing need for the wider community to understand and incorporate the relevant physics associated with Arctic sea ice decline and its effect on turbulent mixing and the transfer of momentum into the upper ocean into state-of-the-art coupled atmosphere-ice-ocean models, and to perform similar experiments to those discussed in Chapters 2 and 3 in more realistic high-resolution pan-Arctic settings.

In terms of the momentum transfer through sea ice, promising progress is being made by, for example, Flocco et al. (2010) and Tsamados et al. (2014), who have incorporated the physics of melt ponds and form drag associated with the changing shape of the ice pack into the Los Alamos sea ice model (CICE), and such physics may be noticeably improving
our ability to predict summer sea ice extent (e.g. Schröder et al., 2014). In contrast, more progress must be made regarding the representation of turbulent mixing in pan-Arctic models. In designing the model experiments discussed in Chapter 3, it was discovered that the standard K-Profile Parameterisation (KPP) that is used in most large-scale global models (Large et al., 1994) was not appropriate for modelling the Arctic. Indeed, when the KPP scheme was initialised with diffusivity constants appropriate for the Arctic Ocean (for example with a background mixing of $10^{-6}$ m$^2$ s$^{-1}$ rather than $10^{-5}$ m$^2$ s$^{-1}$), it produced spuriously large changes in the magnitude of the vertical diffusivity for only small changes in the magnitude of the shear (perhaps unsurprising given that the KPP scheme is tuned for mixing in the thermocline at low latitudes). However, as Zhang and Steele (2007) highlight how sensitive simulations of the Arctic Ocean are to the magnitude of the vertical mixing (for example mixing that is too strong can reverse the circulation of Atlantic water in the Canadian Basin), it is important that future studies work to improve the parameterisations of turbulence mixing that are used in pan-Arctic models, and one avenue that could be explored is the development of spatially-varying diffusivity constants that scale with the strength of the internal wave field. Such an approach is similar to the work done in developing a spatially-varying eddy diffusivity constant that reflects the changing strength of the mesoscale eddy field, and this has been shown to reduce the drift in climate models (for example see Ferrari and Polzin, 2005 and Danabasoglu and Marshall, 2007).

Furthermore, until relatively recently, many state-of-the-art general circulation models did not resolve the complex and narrow passageways of the CAA due their coarse resolution (e.g. Holland et al., 2007), and this has been shown to have noticeable impacts on their simulation of freshwater storage and export from the Arctic Ocean (Jahn et al., 2010). Although recent improvement in the resolution of these models now allows for multiple channels in the CAA to be opened (e.g. see Jahn et al., 2012), many still do not include the effects of the strong tidal currents seen in this region (Chapters 4 and 5), or are capable of simulating other important local dynamics such as hydraulic control over shallow sills and lateral boundary layer/eddy processes. The effect on these missing mechanisms on the simulated Arctic freshwater budget could be significant, and their
inclusion in high-resolution pan-Arctic or regional models should be a priority. Indeed, Holloway and Proshutinsky (2007) have shown that by including tidal effects in a pan-Arctic model, the loss of heat from the Atlantic layer is enhanced, and local impacts on the sea ice budget can be significant.

Beyond the use of pan-Arctic models, recent progress has also been made in reconstructing the fields of sea surface height and dynamic ocean topography in the ice-covered Arctic from satellite radar altimeters (e.g. Peacock and Laxon, 2004; Kwok and Morison, 2011), directly revealing the nature of the large-scale circulation. As a spin-up of the Arctic Ocean or the effect of elevated turbulent mixing on the circulation will be directly reflected in these observations, there is a strong argument for examining whether any trends in the circulation that are related to the changing annual cycle in sea ice extent can as yet be detected, and to use these observations as validation for model experiments.

### 6.2.2 Elevated Mixing at the Basin Margins

Whilst the analysis and model runs discussed in Chapter 3 were based on climatological temperature and salinity profiles from the interior of the Eurasian and Canadian basins, closer to the basin margins, where it has been proposed that the dominant mixing in the Arctic Ocean occurs (e.g. Timmermans et al., 2008; Rippeth et al., 2015), the effect of periodic increases in vertical mixing and enhanced freshwater input may be markedly different. For example, near the Atlantic water inflow in the Nansen Basin, the salinity stratification is significantly weaker, the Atlantic layer is considerably warmer, and the Atlantic water temperature gradient extends much closer to the surface due to the less well-developed cold halocline. In this region, it is likely that irrespective of any future increase in the freshwater input, the warmer Atlantic layer and more extensive temperature gradient will result in an elevated vertical heat flux driving significantly more heat into the mixed layer than that seen in the results of Chapter 3, and the weaker stratification will culminate in the cold halocline being eroded on much shorter timescales. In addition, the pulses of warm Atlantic water that have been seen to enter the Arctic with temperature anomalies of up to 2°C (Polyakov et al., 2004, 2010) may also periodically facilitate a larger diffusive heat flux out of the Atlantic layer. As a result, it is highly
probable that the quantity of sea ice that can be melted by elevated vertical mixing near the Atlantic water inflow will be significantly greater than that in the interior. As this loss of sea ice might impact the dynamics of Atlantic water subduction and the formation of the Arctic Ocean cold halocline (e.g. Rudels et al., 1996), elevated mixing in this region may have Arctic-wide implications by, for example, altering the temperature of the Atlantic layer, changing the depth range over which it is found, and perhaps leading to an overall weakening of the stratification associated with the cold halocline throughout the interior basins. As even our current knowledge of the key mechanisms responsible for the formation of the cold halocline and the subduction of Atlantic water remains uncertain, a detailed study of this region that aims to understand the important dynamics for both the present-day and the future Arctic Ocean will be worthwhile.

Away from the Atlantic water inflow, the shallow shelf areas found around the periphery of the deep Eurasian and Canadian basins may also respond very differently to a future increase in vertical mixing, and their response is equally likely to have Arctic-wide implications. These regions play an immensely important role in receiving the freshwater that enters the Arctic through river runoff, and redistributing it throughout the remainder of the Arctic Ocean. As discussed by Steele and Boyd (1998), Dmitrenko et al. (2008), and Morison et al. (2012), variability in the movement of freshwater between the shelves and the deep central basins can affect the freshwater content throughout the Arctic Ocean, and can fundamentally alter the distribution of Pacific and Atlantic waters at the surface, as well as the orientation and strength of the Transpolar Drift. Consequently, a change in the circulation triggered by elevated vertical mixing in these regions (for example see Rainville and Woodgate, 2009), may affect the Arctic-wide freshwater budget, the circulation and export of sea ice from the Arctic Ocean, and the export of liquid freshwater through, for example, Nares Strait (Chapters 4 and 5). Furthermore, primary productivity over the Arctic shelves is affected by the strong couplings that exist between light availability, ice and snow cover, the timing of under-ice and open water algal blooms, seawater temperatures, and nutrient availability (Leu et al., 2011). Elevated vertical mixing in the future may strongly influence the nature of these couplings by enhancing the nutrient supply to the photic zone (perhaps through the re-suspension of bottom sediments,
e.g. Rainville et al., 2011), modifying the stratification in the water column, and changing the nature of the sea ice cover at the surface. Therefore, elevated vertical mixing may play a leading role in determining the future timing and magnitude of phytoplankton blooms within the Arctic, with important implications for the Arctic carbon budget and the transfer of energy to higher trophic levels.

6.2.3 Arctic Freshwater Pathways

In addition to understanding how the dynamics of freshwater accumulation in the Beaufort Gyre may be affected by sea ice decline and the changing Arctic Ocean, the work in Chapter 2 also has implications for how variability in the Beaufort Gyre may impact variability in the export of freshwater to either side of Greenland. Although in the suite of experiments examined in Chapter 2 it was concluded that variability in the Beaufort Gyre cannot at present be the main driver behind the annual variability seen at Davis Strait and Fram Strait, it is possible that should the decline in Arctic sea ice cover continue to amplify the annual cycle in ocean surface stress, and thus the quantity of freshwater that is seasonally retained and released from the Beaufort Gyre increases, it may begin to play a noticeably more important role in the future. It must be noted, however, that it is unlikely that the variability at Davis Strait and Fram Strait will ever directly reflect the variability seen in the Beaufort Gyre, especially at short timescales. Indeed, the local dynamics important for controlling the export of freshwater to either side of Greenland (such as the strong tidal currents in Nares Strait discussed in Chapters 4 and 5) will likely have a leading order affect. In addition, the variability and timescales associated with the complex pathways and mechanisms by which freshwater released from the Beaufort Gyre is advected towards Fram Strait and the Canadian Arctic Archipelago will also be important. As the details of these pathways remain uncertain (e.g. Lique et al., 2010), but are likely to include complex eddy interactions and narrow currents such as the Western Arctic Shelfbreak Current (e.g. Spall et al., 2008; Watanabe, 2011; Zhao et al., 2014), future studies should focus on understanding these processes and their associated timescales through both high-resolution model studies and targeted observational campaigns. In addition, it is probable that the effects of future increases in
turbulent mixing (Chapter 3) will also play a significant role in determining exactly how variability in the Beaufort Gyre is reflected downstream, highlighting the need to explore the interactions and feedbacks that exist between the different dynamics explored in this thesis in high-resolution pan-Arctic models.

6.2.4 The Changing Canadian Basin

Due to the stronger stratification and ever-present halocline found in the Canadian Basin, the results in Chapter 3 highlight that over the parameter space explored in the idealised 1D model of the Arctic Ocean water column, the sea ice cover in this region always remains isolated from the heat contained within the Atlantic layer, and a change in the stratification over the much shallower summer Pacific water does not allow a significant amount of heat to be entrained through surface-generated mixing (in agreement with Toole et al., 2010). Consequently, this suggests that whilst the majority of sea ice retreat to date in the Arctic Ocean has occurred in the Canadian Basin, in future decades, elevated vertical mixing will play a more important role in the ongoing melting of Arctic sea ice in the Eurasian Basin, where the stratification is weaker and the cold halocline is more easily eroded. This is perhaps particularly pertinent in the light of the results in Chapter 2, and the accelerated accumulation of freshwater in the Beaufort Gyre. Indeed, if freshwater accumulation in the Beaufort Gyre was to continue as the upper Arctic Ocean becomes increasingly forced by the winds, the decrease in the surface salinity in the Canadian Basin would continue to strengthen the stratification, and further isolate the sea ice cover from the heat contained within the Atlantic layer and the summer Pacific water. At the same time, however, the corresponding removal of freshwater from the Eurasian Basin (e.g. McPhee et al., 2009 and Rabe et al., 2011) would result in a weakening of the stratification, making it even easier for elevated vertical mixing in the Eurasian Basin to drive an enhanced diffusive heat flux or erode the cold halocline in the future.

In spite of this, the Canadian Basin is also the region of the Arctic that is responding fastest to the changing Arctic environment. A number of recent studies have highlighted how the upper layers of the Canadian Basin have changed rapidly over recent years, with a significant warming in many of the different water masses that make up the surface layer
in this region. For example, *Jackson et al.* (2011) show that the near-surface temperature maximum has warmed by 0.5-1.5°C between 1993 and 2009, and between 2006 and 2012, the maximum temperature of Alaskan Coastal Water (a constituent of summer Pacific water) increased from \( \approx -1.3^\circ \text{C} \) to \( \approx 0.2^\circ \text{C} \) (*Timmermans et al.*, 2014). If these warming trends were to continue over the coming decades, the quantity of heat that might be fluxed out of these layers and into the mixed layer, through both vertical mixing and convection, might become much greater than that observed in Chapter 3. Thus the sea ice cover in the Canadian Basin may well become significantly more susceptible to elevated vertical mixing than it is at present. If this were the case, it would undoubtedly feed back onto the circulation of the Beaufort Gyre by altering the momentum transfer into the upper ocean, and would likely have significant impacts on the export of freshwater through the CAA and Nares Strait.

### 6.2.5 Palaeoclimatic Dynamics

The results of Chapter 3 also have implications for palaeo ocean dynamics. Dansgaard-Oeschger (D-O) cycles are visible in many different palaeoclimatic records and proxies (e.g. Greenland ice cores and ocean sediment cores; *Bond et al.*, 1993; *Dansgaard et al.*, 1993), and are characterised by millennial length cold periods (stadials) terminated by an abrupt jump to warmer conditions (warming of 10 ± 5°C in <10 years; interstadials). These warmer conditions exist for 200-400 years, before a general cooling trend over the following 50-200 years returns the system to the preceding cold conditions (e.g. *Huber et al.*, 2006). A recent paper by *Dokken et al.* (2013) has suggested that the mechanism behind these D-O cycles is related to the stratification and stability of the palaeo Nordic Seas. During the cold stadial phases, the water column structure looked similar to that in the Arctic today, with an extensive sea ice cover and fresh surface layer isolated from the warm Atlantic layer beneath by a cold halocline. As the heat contained within the Atlantic layer was isolated from the surface and the atmosphere by the sea ice cover, the temperature of the Atlantic water slowly increased and became progressively lighter over time due to the continued inflow of warm Atlantic water across the Greenland-Scotland Ridge. Eventually this eroded the strong density gradient associated with the cold halocline, and the heat
contained within the Atlantic layer could be directly vented to the surface, melting the sea ice cover, warming the atmosphere, and triggering the transition to the warm interstadial conditions. Whilst *Dokken et al.* (2013) constructed this dynamical argument through the analysis of a high-resolution multiproxy marine sediment core, the results in Chapter 3 confirm that in the absence of a cold halocline, venting of heat from the Atlantic layer is sufficient to melt a significant quantity of sea ice at the surface, and thus the proposed dynamical mechanism is indeed realistic. However, as density is primarily determined by salinity at high latitudes, and the mechanism outlined by *Dokken et al.* (2013) suggests that it is the increasing temperature of the Atlantic layer that erodes the density gradient associated with the cold halocline, it would be interesting to examine how quickly the Atlantic layer would have to warm over the period of a D-O cycle such that temperature begins to dominate in the equation of state.

### 6.3 Outlook

Through the use of small scale observations and idealised process models that are not often applied to the understanding of Arctic Ocean dynamics, the work in this thesis has provided new insight into how the changing environment is affecting the Arctic Ocean’s circulation, sea ice cover, and freshwater budget. The dynamical processes investigated in this thesis, however, will not operate in isolation, and the complex two-way couplings and feedbacks that will arise between the ice and the ocean and many other aspects of the Arctic’s climate system will all be of critical importance in determining the integrated response of the Arctic Ocean to the changing environment. Consequently, in light of the rate at which the Arctic environment is changing (*Jeffries et al.*, 2013), and the significant feedback processes that will almost certainly drive further environmental change over the coming decades (*Overland et al.*, 2013), future studies using idealised process models, large-scale high-resolution pan-Arctic circulation models, and targeted and high quality observational campaigns that aim to make further progress in understanding the dynamics of the changing Arctic Ocean should be a priority.
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