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Single-molecule fluorescence and single-molecule Förster resonance energy transfer (FRET) have proven enormously successful in understanding molecular and cellular processes over the last two decades. However, in vivo single-molecule FRET studies are still very difficult, mainly because they require site-specifically labelled biomolecules with photostable organic dyes.

In this work, I established single-molecule FRET studies in live bacteria and applied the developed method to study mechanisms of gene expression and gene regulation. To begin with, I optimised a recently developed internalisation method based on electroporation for the efficient loading of bacterial cells with organic dye-labelled nucleic acids and proteins while maintaining cell viability.

Next, I evaluated organic dyes for their performance in live-cell FRET studies and characterised in vivo single-molecule FRET efficiencies using DNA FRET standards. Combining the single-molecule FRET capability with single-particle tracking, I traced protected DNA FRET standards, probed the internalisation of doubly-labelled protein complexes, and studied protein conformational states, and the bending of a gapped DNA substrate in live E. coli.

Following these studies, I internalised labelled tRNA molecules, measured their diffusion coefficient, and showed that most tRNA molecules diffuse freely in live bacteria. I also showed that bound tRNA molecules are predominantly at the cell periphery and compete with the endogenous tRNA pool during translation using antibiotic controls and simulations.

Finally, I studied transcription initiation in vivo by internalising promoter DNAs with different FRET labelling schemes reporting on individual steps in transcription initiation. Thus, I observed single-molecule FRET signatures attributed to open complex formation, DNA scrunching during initial transcription, and promoter escape, which were not present in null-promoter DNA and antibiotic controls.

By carefully designing single-molecule FRET assays, I imagine single-molecule FRET studies to become a major tool in understanding protein dynamics, and elucidating mechanistic details of gene regulation processes in living cells.
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Chapter 1

Introduction

Single-molecule fluorescence (1, 2) and super-resolution microscopy (3, 4) are non-invasive imaging tools that have revolutionised life science research within the last 10 years, allowing us to observe fundamental biological processes occurring at cell membranes (5, 6), in infectious and cancerous cells (7), as well as to understand the activity of important enzymes involved in gene expression and regulation (8, 9) with unforeseen high precision.

Single-molecule fluorescence studies report on states of individual biomolecules giving direct access to molecular heterogeneities, complex reaction trajectories, and conformational dynamics that are inaccessible to ensemble measurements (10). Imagine, for instance, a biomolecule that can exist in two states (green and red), and that can reversibly switch between these two states (Fig. 1.1). From ensemble measurements neither the individual state (static heterogeneity), nor the interconversion between the two states (dynamic heterogeneity) can be elucidated.

Figure 1.1: Single-molecule detection versus ensemble averaging.
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Over the last two decades, single-molecule fluorescence microscopy has proven tremendously successful in understanding molecular and cellular processes. Pioneering work by the Keller group (11), the Moerner lab (12), and others boosted single-molecule detection capability from direct detection of single molecules in solution and crystals in the early 1990s (13, 14, 15) to the first single-molecule fluorescence detection in live cells about ten years later (16, 17, 18).

However, this would not have been possible without the development of novel fluorescent probes for live-cell imaging utilising exogenous fluorescent proteins like the green fluorescent protein (GFP) and aequorin (18). From the first expression of GFP in *Escherichia coli* and *Caenorhabditis elegans* in 1994 (19), GFP and its variants have been introduced and expressed as protein markers in many model organisms (20). Not surprisingly in 2008, the Nobel Prize in Chemistry was awarded to Martin Chalfie, Osamy Shimomura, and Roger Tsien “for the discovery and development of the green fluorescent protein (GFP)”.

Further understanding and engineering of the properties of fluorescent proteins and organic fluorophores has helped to manipulate on/off-states of these fluorophores to obtain a low density of emitting fluorophores to support single-molecule detection (21, 22, 23). By utilising the stochastic cycling between on/off-states of fluorophores and the sequential localisation of fluorophores (24), imaging with a high spatial resolution beyond Abbé’s diffraction limit became possible as was first demonstrated by Eric Betzig and the Zhuang lab in 2006 (26, 27). These types of single-molecule localisation microscopy imaging were further developed, giving rise to PALM (28, 29), FPALM (30), STORM (31, 32), dSTORM (33), and PAINT (34) imaging techniques, which are now commonly used within the scientific community. In addition, the fluorescence emission can be manipulated by employing a doughnut-shaped laser beam

\[ \Delta \xi = \frac{\lambda}{2 \cdot \text{NA}} \]

\(^1\)In 1873, Ernst Abbé derived the diffraction-limited lateral resolution of a conventional light microscope: \( \Delta \xi = \frac{\lambda}{2 \cdot \text{NA}} \), in which \( \lambda \) is the wavelength of light, and NA is the numerical aperture of microscope objective (25).
to selectively deactivate fluorophores and allow sub-diffraction limited imaging (35). Such termed stimulated emission depletion (STED) microscopy was first experimentally demonstrated by Hell and coworkers in 1999 (36). Last year, Eric Betzig, Stefan W Hell, and William E Moerner were awarded the Nobel Prize in Chemistry “for the development of super-resolved fluorescence microscopy”.

Undoubtedly, the latest developments in single-molecule fluorescence imaging have strengthened the position of light microscopy as the most widely used technique in life sciences today.

Within the field of single-molecule fluorescence, researchers very quickly became aware of the importance of studying the structure of single proteins and their functioning under physiological conditions, inside the cellular environment (37). While in vitro experiments allow a better control over experimental variables, molecular crowding within the viscous cellular cytosol, compartmentalisation, macromolecular interactions, and cellular feedback systems drastically affect protein binding rates and conformational changes, and cannot be mimicked in vitro (38).

In vivo single-molecule fluorescence studies utilising fluorescent proteins (FP) were first performed in Caulobacter crescentus cells in 2004 (17) and in E. coli cells in 2006 (8). In these studies, FP fusions were used (i) to localise and track individual proteins and monitor changes in copy numbers (5, 39), (ii) to study gene expression and regulation at the single-molecule level (8, 40), and even proteome-wide (41), and (iii) to show how single molecule binding events are capable of altering cellular phenotypes (42), and mediate cellular stress responses (43).

But FP-based single-molecule fluorescence studies are limited by the 6-fold lower brightness and 100-fold lower photostability of fluorescent proteins compared to their organic dye counterparts (44, 45). First, the higher photon budget and slower photobleaching rates make organic fluorophores better suited for single-molecule localisation and single-particle tracking studies than FPs. Second, organic fluorophores
offer more freedom for site-specific protein labelling, and even intra-molecular labelling, since organic dyes are about 100-fold smaller compared to FPs and so are less likely to interfere with protein structure and function.

Intra-molecular labelling strategies are of great importance when performing single-molecule Förster resonance energy transfer (FRET) studies, another important single-molecule fluorescence technique. FRET serves as a molecular ruler in the 2-10 nm range offering down to 0.5 nm spatial resolution and hence, is ideally suited to studying protein structure and conformational changes \(46\). Compared to other structural methods, such as X-ray crystallography and cryo-electron microscopy, which mainly report on structural snapshots, FRET can directly capture protein dynamics, in vitro and in vivo. Förster resonance energy transfer describes the non-radiative energy transfer between a donor-dye and an acceptor-dye in close proximity, and is strongly dependent on the dye’s spectral overlap, distance and orientation \(47, 48\). Mechanistic details of nucleic acid and protein folding \(49, 50, 51\) as well as different conformational states of DNA Polymerase I \(52, 53, 54\) were observed using single-molecule FRET in vitro. These observations helped to validate the fidelity of the replication machinery.

However, in vivo single-molecule FRET studies are limited by requirements on the FRET dye-pair fluorophores, in vivo labelling strategies, and imaging techniques offering high temporal and spatial resolution inside a living cell. To illustrate the challenge: Visualising conformational changes of \(\sim 10\) ms for an individual protein molecule during one cell cycle is akin to observing a single person’s movement amidst the hectic environment of a big city like London (Fig. 1.2). Streets, cars, and busses are crowded with millions of other people in the \(10^9\)-times larger ‘cell-like’ city and the observation of, for instance, a specific person taking a seat becomes very challenging.

As a result, only a few live-cell FRET studies were reported so far. While studies using
fluorescent proteins lack single-molecule sensitivity \((56,57,58)\), more photostable organic fluorophores cannot be genetically encoded and, hence, need to be either introduced \textit{in vivo} by internalising dyes for specific protein labelling via large polypeptide tags or unnatural amino acids, or through internalisation of organic dye-labelled proteins into living cells \((59)\). The majority of single-molecule FRET studies in living cells apply the latter strategy, \textit{in vitro} labelling followed by internalisation of the protein of interest. In an early study by Sakon and Weninger in 2010, a membrane-fusion protein was microinjected into mammalian cells and its binding to the cell membrane and complex formation was monitored \((60)\). In this study, microinjection was first used to introduce doubly-labelled proteins into live mammalian cells. This year, König \textit{et al.}
probed protein conformational dynamics with nanosecond to millisecond temporal resolution in live mammalian cells by performing single-molecule FRET spectroscopy studies on a temperature-controlled microscope optimised for microinjection and cell cultivation (61, 55). We recently presented a versatile and high-throughput method to internalise doubly-labelled DNA fragments and DNA binding proteins into live bacteria using electroporation (62). To successfully employ single-molecule FRET studies in vivo, the three major challenges must be overcome: (i) live-cell imaging, (ii) in vivo labelling, and (iii) FRET-dye pair selection (59).

Outline of thesis

In this work, I established single-molecule FRET capability in vivo, characterised single-molecule fluorescence and FRET signals, and employed single-molecule FRET assays to study processes related to gene expression and regulation in live bacteria. In chapter 2, I introduce the principles of single-molecule fluorescence and FRET detection and explain the imaging techniques used within this work. Next, I focus on the in vivo labelling aspect by optimising the electroporation protocol for the internalisation of organic dye-labelled nucleic acids and proteins into live bacteria in chapter 3, especially studying the balance of cellular uptake and cell viability. In chapter 4, I systematically evaluate organic fluorophores for their use in in vivo single-molecule FRET studies, and characterise FRET at the single-cell and single-molecule level using DNA FRET standards. Combining single-molecule FRET measurements with single-particle tracking in vivo, I present three initial single-molecule FRET studies reporting on: (i) the observation of a protein complex, (ii) conformational states and dynamics of a DNA binding protein, and (iii) bending of a gapped DNA fragment in live bacteria.

Single-molecule fluorescence and FRET in vivo can be also applied to the study of tRNAs (chapter 5), and multi-step, complex biological processes, such as initiation
of transcription in live bacteria (chapter 6). In chapter 5, I internalise organic dye-labelled transfer RNA (tRNA), and study their mobility and spatial organisation in live E. coli. I observe a non-uniform distribution of tRNA molecules, which is dependent of translation and supports nucleoid segregation studies. In chapter 6, I study in vivo transcription initiation by internalising doubly-labelled promoter DNA into live bacteria. Using a single-molecule FRET assay, I am able to observe individual steps in initial transcription, such as open complex formation, transcription bubble dynamics, and transcription initiation, on the single-molecule level, in live bacteria.

Finally, I briefly summarise my results, comment on the challenges of single-molecule FRET studies in live cells, and pose potential future developments.

The materials and methods as well as additional supporting figures for each result chapter (chapter 3-6) are moved to the end of the respective chapter as ‘Supplementary Information’ and are referred to in the main chapter as ‘SI ♯’ and ‘SI Fig. ♯’. By placing the emphasis on the results in each chapter, I hope to offer a coherent reading of the entire thesis.
Chapter 2

Single-molecule fluorescence

Single-molecule fluorescence is an important non-invasive tool in biological research to localise, count and trace biomolecules as well as to measure molecular distances. Individual fluorophores were first detected in aqueous solution by the Keller group in 1990 (11) and with our understanding of the photophysical properties of fluorophores and improvements in the sensitivity of optical imaging techniques, single-molecule fluorescence studies have even become possible in living cells (63).

In this chapter, I present the key principles of single-molecule fluorescence microscopy: (i) the important photophysical properties of fluorophores, (ii) Förster resonance energy transfer (FRET) and corrections for accurate molecular distance measurements, and (iii) the optical imaging techniques such as confocal and widefield microscopy that I used in this work to study single molecules.

2.1 Fluorescence

Single-molecule fluorescence studies rely on the information provided by the fluorophore attached to the biomolecule (e.g. detection, position, motion, or structural changes in case of single-molecule FRET measurements). Hence, determining the
photophysical properties of the fluorophores used during the experiments is of great interest for interpreting single-molecule fluorescence observations.

### 2.1.1 Absorption, emission, and Stokes shift

Fluorescence is the photon emission of a fluorophore that occurs upon the de-excitation of an electron in the first excited singlet state to the ground state. Thereby, the fluorophore’s emission spectrum is spectrally red-shifted to the fluorophore’s absorption spectrum due to radiationless deactivation processes in the excited state such as vibrational relaxation via interaction with other solvent molecules (64). The so-called Stokes shift is highlighted in the absorption and emission spectra of the organic dyes Cy3B and Atto647N (Fig. 2.1). Given the spectral difference between the excitation source and the fluorophore emitted photons, an optical filter (e.g. dichroic mirror) is used to separate the excitation source and the emitted photons. The detection is achieved using a semiconductor device (e.g. photodiode, camera) by converting the emitted photons into electrical current.

### 2.1.2 Jablonski diagram

An excited fluorophore can relax to the ground state in several ways, one of which is fluorescence emission. The Jablonski diagram illustrates the quantum states of the fluorophore molecule and the possible transitions between these states (Fig. 2.2). There are two types of quantum states; singlet states (paired electron spins) and triplet states (one set of unpaired electron spins). All quantum states are superimposed with vibrational and rotational states. The latter can be neglected at room temperature, since the energy of the rotational quantum state of $\sim 0.001 \text{ eV}$ is far below the thermal energy of $\sim 0.038 \text{ eV}$ at $20 \degree \text{C}$ (64).

The absorption of a photon by the fluorophore in the ground state $S_0$ can excite the
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Figure 2.1: Absorption and emission spectra of fluorophore Cy3B (green) and Atto647N (red). The fluorophores’ emission spectra are red-shifted relative to the fluorophores’ absorption spectra; Stokes shift for Cy3B: 11 nm (65), and for Atto647N: 25 nm (66). Notably, the emission spectrum of Cy3B and the absorption spectrum of Atto647N overlap (orange), making the two organic dyes an ideal FRET-pair.

Figure 2.2: Jablonski diagram depicting ground and first two excited singlet states $S_0$, $S_1$, and $S_2$ and two triplet states $T_1$ and $T_2$ with first 5 vibrational states each. The state transitions are labelled and depicted with different arrows.

fluorophore either to the first excited state $S_1$, which can be considered instantaneous ($< 1$ fs), or in higher vibrational states of the singlet state, which relax to the
lowest vibrational state with about $k_{\text{vib}} \sim 10^{10} - 10^{12} \text{ s}^{-1}$ via thermal collision with molecules (67).

In the first excited singlet state $S_1$, the fluorophore can display the following phenomena: (i) radiative depopulation to $S_0$ by spontaneous emission of a photon (i.e. fluorescence), (ii) spin reversion by intersystem crossing into the first excited triplet state (spin forbidden but the probability increases with sufficient spectral overlap of higher vibrational levels of the triplet state with lower vibrational levels of the singlet state), (iii) radiationless internal conversion followed by vibrational relaxation to $S_0$, (iv) singlet-singlet absorption and subsequent ionisation of the fluorophore ($S_1 \rightarrow S_n$; one possible photobleaching pathway), and (v) a combination of (iv) and (iii).

While excited singlet state lifetimes are in the order of a few nanoseconds, triplet states exhibit very long lifetimes of up to 100 s. Triplet states can only relax to the ground state by vibrational collisions, intersystem crossing, or phosphorescence, in which phosphorescence emission rates are very slow and only occurs in highly viscous medium or at low temperatures due to many competing de-excitation pathways (64). The various depopulation pathways of excited fluorophore states are depicted in the Jablonski diagram (Fig. 2.2) and their kinetic rates are listed in Table 2.1.

<table>
<thead>
<tr>
<th>Pathway</th>
<th>Transition Path</th>
<th>Rate Constant $k$</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal conversion</td>
<td>$S_n \rightarrow S_1, T_n \rightarrow T_1$</td>
<td>$k_{\text{ic}}$</td>
<td>$10^{10} - 10^{14} \text{ s}^{-1}$</td>
</tr>
<tr>
<td>Internal conversion</td>
<td>$S_1 \rightarrow S_0$</td>
<td>$k_{\text{ic}}$</td>
<td>$10^6 - 10^7 \text{ s}^{-1}$</td>
</tr>
<tr>
<td>Vibrational relaxation</td>
<td>$S_{1,\nu=n} \rightarrow S_{1,\nu=0}$</td>
<td>$k_{\text{vib}}$</td>
<td>$10^{10} - 10^{12} \text{ s}^{-1}$</td>
</tr>
<tr>
<td>Singlet-singlet absorption</td>
<td>$S_1 \rightarrow S_n$</td>
<td>$k_{\text{exc}}$</td>
<td>$10^{15} \text{ s}^{-1}$</td>
</tr>
<tr>
<td>Triplet-triplet absorption</td>
<td>$T_1 \rightarrow T_n$</td>
<td>$k_{\text{exc}}$</td>
<td>$10^{15} \text{ s}^{-1}$</td>
</tr>
<tr>
<td>Intersystem crossing</td>
<td>$S_1 \rightarrow T_1, S_n \rightarrow T_n, T_n \rightarrow S_n$</td>
<td>$k_{\text{isc}}$</td>
<td>$10^5 - 10^8 \text{ s}^{-1}$</td>
</tr>
<tr>
<td>Fluorescence</td>
<td>$S_1 \rightarrow S_0$</td>
<td>$k_l$</td>
<td>$10^7 - 10^9 \text{ s}^{-1}$</td>
</tr>
<tr>
<td>Phosphorescence</td>
<td>$T_1 \rightarrow S_0$</td>
<td>$k_p$</td>
<td>$10^{-2} - 10^{-3} \text{ s}^{-1}$</td>
</tr>
</tbody>
</table>

Table 2.1: List of depopulation pathways of excited fluorophores and their transition rates (67).

A fluorophore for long-lasting single-molecule fluorescence observation ideally only exhibits $S_0 \rightarrow S_1$ (with $k_{\text{exc}}$), and $S_1 \rightarrow S_0$ (with $k_l$) transitions, which results in
a quantum yield of 100%: \( \phi_f = \frac{k_f}{k_f + k_{nf}} = 1 \), with a non-fluorescent transitions rate of \( k_{nf} = 0 \). However, as described above, non-fluorescent competing depopulation pathways of \( S_1 \) occur, of which intersystem crossing into long-lived triplet states is the most prominent, and reduce the fluorescent quantum yield. Fluorophores for single-molecule fluorescence studies are often chosen for their high quantum yield and photostability \((64)\).

### 2.1.3 Fluorophores

Fluorescent labels for single-molecule FRET studies, especially for labelling biomolecules \textit{in vivo}, require certain photophysical properties \((67)\):

(i) high quantum yield \((\phi_f > 0.1)\), and  
(ii) high extinction coefficient \((\epsilon > 10^5 \text{ cm}^{-1}\text{M}^{-1})\) to enable single-molecule fluorescence detection  
(iii) short fluorescence lifetime \((\tau_f < 5 \text{ ns})\) to reduce the probability of non-fluorescence transitions  
(iv) large Stokes shift \((15-30 \text{ nm})\) to enable separation of fluorescence emission from excitation light  
(v) high photostability to allow long-term observation  
(vi) low phototoxicity to retain biological function

Many commercially available organic dyes, which were used in this work, fulfill these requirements, and can be structurally categorised in (i) cyanine dyes: Cy3, Cy3B, Cy5, Alexa647, and Cy5.5; (ii) rhodamine dyes: Rhodamine 6G, Atto532; (iii) carbocyanine dyes: Atto647, Atto647N; and (iv) oxazine dyes: Atto655 \((45)\). These organic dyes are widely used in sensitive single-molecule fluorescence studies \((68)\). Recent developments showed a strong enhancement of the fluorophore’s photostability by conjugating the fluorophore to a triplet state quencher such as Trolox \((69)\). Important properties such as the dye’s fluorescence lifetime, extinction coefficient
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and quantum yield are listed in Table 2.2, including the fluorescent proteins GFP, and mCherry for comparison.

<table>
<thead>
<tr>
<th>Fluorophore</th>
<th>$\lambda_{\text{exc}}$ (nm)</th>
<th>$\lambda_{\text{em}}$ (nm)</th>
<th>$\tau_{\text{fl}}$ (ns)</th>
<th>$\epsilon$ ($10^5$ cm$^{-1}$M$^{-1}$)</th>
<th>$\phi_{f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GFP (70)</td>
<td>475</td>
<td>504</td>
<td>$\sim$3.0</td>
<td>0.1</td>
<td>0.79</td>
</tr>
<tr>
<td>Rhodamine 6G (67)</td>
<td>526</td>
<td>556</td>
<td>3.8</td>
<td>1.16</td>
<td>0.95</td>
</tr>
<tr>
<td>mCherry (71)</td>
<td>587</td>
<td>607</td>
<td>1.46</td>
<td>0.72</td>
<td>0.22</td>
</tr>
<tr>
<td>Atto532 †</td>
<td>532</td>
<td>553</td>
<td>3.8</td>
<td>1.15</td>
<td>0.9</td>
</tr>
<tr>
<td>Cy3 ‡</td>
<td>548</td>
<td>562</td>
<td>$&lt;0.3$</td>
<td>1.5</td>
<td>$&gt;0.15$</td>
</tr>
<tr>
<td>Cy3B (72)</td>
<td>558</td>
<td>572</td>
<td>2.8</td>
<td>1.3</td>
<td>0.67</td>
</tr>
<tr>
<td>Atto647 †</td>
<td>645</td>
<td>669</td>
<td>3.5</td>
<td>1.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Atto647N †</td>
<td>644</td>
<td>669</td>
<td>2.4</td>
<td>1.5</td>
<td>0.65</td>
</tr>
<tr>
<td>Cy5 ‡</td>
<td>647</td>
<td>664</td>
<td>1.0</td>
<td>2.5</td>
<td>$&gt;0.28$</td>
</tr>
<tr>
<td>Alexa647 ♮</td>
<td>650</td>
<td>668</td>
<td>1.0</td>
<td>2.7</td>
<td>0.33</td>
</tr>
<tr>
<td>Atto655 †</td>
<td>663</td>
<td>684</td>
<td>1.8</td>
<td>1.25</td>
<td>0.30</td>
</tr>
<tr>
<td>Cy5.5 ‡</td>
<td>673</td>
<td>692</td>
<td>1.0</td>
<td>2.5</td>
<td>$&gt;0.28$</td>
</tr>
<tr>
<td>Cy7 ‡</td>
<td>750</td>
<td>773</td>
<td>n.a.</td>
<td>2.0</td>
<td>$&gt;0.2$</td>
</tr>
</tbody>
</table>

Table 2.2: List of fluorophores and their photophysical properties used in this work. Spectroscopic characteristics $\lambda_{\text{exc}}$ - absorption maximum, $\lambda_{\text{em}}$ - emission maximum, $\tau_{\text{fl}}$ - fluorescence lifetime, $\epsilon$ - molar extinction coefficient (measured in ethanol), and $\phi_{f}$ - quantum yield were obtained directly from the commercial supplier †: ATTO-TEC GmbH (73), ‡: GE Healthcare (74), ♮: Invitrogen (75), ♯: Lumiprobe (76), or from literature as indicated.

To label biomolecules such as DNAs and proteins, the dye must carry a functional group allowing covalently binding to free amino or thiol groups. Amino modifications in DNA are commonly labelled with NHS (N-HydroxySuccinimide) ester conjugated dyes, whereas thiol groups in proteins, such as surface-exposed cysteine residues or residues introduced via cysteine mutagenesis, are commonly labelled with maleimide conjugated dyes in vitro.

One very elegant way of in vivo labelling commonly applied to proteins is to use genetically encoded fluorescent protein fusions. The DNA sequence of genetically encoded fluorescent proteins (FPs), such as the green fluorescent protein (GFP), is placed next to the sequence coding for the protein of interest and both proteins are
fused together during protein synthesis \cite{20}. Figure 2.3 shows the structure of the two organic fluorophores Cy3B and Atto647N, which were used in this study, and GFP, which consists of 238 amino acids forming a $\beta$-barrel cylindrical structure protecting the fluorophore in the middle. But fluorescent proteins are about ten times less photostable and bright compared to organic dyes and exhibit complicated photophysics (blinking behaviour, etc.) \cite{21, 77}. Furthermore, FPs are about 100-fold larger in volume (Fig. 2.3), which might influence the function of the labelled protein of interest, and FPs are mainly introduced at the protein termini, which hinders site-specific labelling of the protein of interest.

Other in vivo labelling strategies are discussed in chapter 3 (sec. 3.1), and the choice of fluorophores for in vivo single-molecule FRET studies is further discussed in chapter 4 (sec. 4.1).

**Figure 2.3:** Schematic of the structure of organic dyes Cy3B and Atto647N \cite{78}, and the green fluorescent protein (GFP, pdb-file: 1GFL \cite{79}). Scale bar: 0.5 nm
2.1.4 Photophysics of fluorophores

There are two main caveats that usually hinder long-term single fluorophore detection: (i) irreversible loss of fluorescence signal via photobleaching and (ii) fluctuating fluorescence signal due to blinking.

Photobleaching is the loss of the dye’s ability to emit fluorescence due to an irreversible reaction changing the dye’s absorption and emission properties. The pathways of photobleaching are complex, fluorophore-dependent, and vary with experimental settings (buffer systems, excitation settings). In general, fluorophore photobleaching is considered to occur via reactions with molecular oxygen, or oxygen radical ions upon excitation of the fluorophore to higher excited states in solution. Photobleaching can be reduced by introducing enzymatic oxygen scavenging systems such as glucose oxidase/catalase systems. However, the removal of oxygen results in an increase in triplet state lifetime, since the triplet state is usually quenched by molecular oxygen. The triplet state can last up to several milliseconds, which is very advantageous for any type of photoswitching localisation microscopy but such triplet state blinking is undesired for long-lasting single-molecule observations. There, alternative triplet state quencher such as reducing compounds, e.g. β-mercaptoethanol (BME), and β-mercaptopethylamine (MEA), or quencher of reduced or oxidised dark states populated from the triplet state, such as reducing-oxidizing system (ROXS, e.g. Trolox-Trolox quinone), were introduced. In addition, pulsed excitation with >1 µs interpulse time distance was employed to allow the relaxation of the triplet state (T-Rex or D-Rex) and increase the total fluorescence budget of the fluorophore.

In vitro the buffer system can be actively controlled and ROXS can be added. However, these chemical reagents are toxic for cells, preventing their use for in vivo studies. In this work, I used photostable fluorophores such as Cy3B, and Atto647N, and relied on the aid of the overall reducing cellular environment.
2.2 Förster resonance energy transfer (FRET)

A very interesting photophysical process occurs if two fluorophores with sufficient spectral overlap of emission spectrum and absorption spectrum are in close proximity: FRET. Förster (or fluorescence) resonance energy transfer describes the non-radiative energy transfer from an excited “donor” molecule to an “acceptor” molecule via a dipole-dipole interaction [92, 47]. The efficiency of the non-radiative energy transfer depends on the distance between the two fluorophores and their respective orientations (eq. [2.1]). Using FRET, distances between 2 and 10 nm can be measured with a spatial resolution down to 0.5 nm [93], making FRET an ideal ‘spectroscopic ruler’ for measuring structural changes of single molecules far beyond the diffraction limit (Fig. 2.4a).

2.2.1 FRET efficiency

The distance dependence of the rate of energy transfer from the donor to the acceptor fluorophore \( k_{\text{FRET}} \) is given by

\[
k_{\text{FRET}}(r) = k_D \left( \frac{R_0}{r} \right)^6 \quad (2.1)
\]

where \( k_D \) is the donor relaxation rate (fluorescence decay or non-radiative relaxation) of the excited donor and \( R_0 \) is the Förster radius, a property of the FRET-dye pair and experimental conditions. The energy transfer efficiency \( E \) is defined as the ratio of energy transfer rate and total relaxation rate

\[
E(r) = \frac{k_{\text{FRET}}(r)}{k_D + k_{\text{FRET}}(r)} = \frac{1}{1 + \left( \frac{r}{R_0} \right)^6} \quad (2.2)
\]

The \( r^6 \) dependence of the FRET efficiency (Fig. 2.4b) was verified by Stryer and Haugland in 1967 by measuring FRET between donor and acceptor dyes separated
by poly-L-proline oligomer spacers (48), and in 1993 by Clegg and coworkers using double stranded DNA as spacers (94).

Figure 2.4: Schematic of fluorescence signature of FRET dye-pair and distance dependence of FRET efficiency. a. Schematic of relation of molecule structure to FRET fluorescence signal between donor fluorophore (green) and acceptor fluorophore (red); closed conformation (high acceptor signal upon donor excitation), open conformation (high donor signal upon donor excitation). b. FRET efficiency over dye-pair distance for Cy3B/Atto647N FRET dye-pair with $R_0=6.2$ nm (95).

The Förster radius $R_0$ is defined as $E(r = R_0) = 0.5$, and characterises the length scale over which FRET occurs. The Förster radius is given by

$$R_0^6 = \frac{9000 \ln 10 \varphi_D \kappa^2 J}{128 \pi^5 n^4 N_A}$$

(2.3)

where $\varphi_D$ is the donor quantum yield, $\kappa$ describes the relative orientation of donor and acceptor fluorophores, $J$ is the spectral overlap integral between donor and acceptor fluorophore, $n$ is the refractive index of the medium, and $N_A$ is Avogadro’s number.

Experimentally obtained FRET values of popular organic fluorophore FRET-dye pairs range from Cy3/Cy5: 3.6 nm, Alexa488/Alexa546: 5.5 nm, Atto495/Atto590: 5.6 nm (67), and Cy3B/Atto647N: 6.2 nm (95), whereas $R_0$-values for popular fluorescent protein FRET-pairs range from ECFP/EYFP: 4.9 nm to EGFP/EYFP: 5.6 nm (96).

The FRET efficiency $E$ can be obtained by measuring the fluorescence lifetime of the donor dye with ($\tau_{D,FRET}$) and without ($\tau_D$) the acceptor dye present ($E = 1 - \frac{\tau_D}{\tau_{D,FRET}}$). The fluorescence lifetime ($\tau_D$) describes a characteristic time of a fluorophore.
spends in the excited state and the number of excited fluorophores is proportional to the fluorescence intensity, \( I(t) = I_0 \exp(-t/\tau) \). Thus, the FRET efficiency can also be measured by the quenching of the donor fluorescence \( E = 1 - \frac{I_{D,FRET}}{I_{D,0}} \), or by measuring the enhanced acceptor fluorescence \( I_{A,FRET} \) in presence of the donor dye (67):

\[
E = \frac{I_{A,FRET}}{I_{D,FRET} + \gamma I_{A,FRET}}
\]

where the \( \gamma \) factor, \( \gamma = \frac{\nu_A \phi_A}{\nu_D \phi_D} \) corrects for different detector sensitivity for donor and acceptor fluorescence, in which \( \nu_i \) are the detector efficiencies for both channels and \( \phi_i \) are the fluorescence quantum yields of donor and acceptor dye (97). The \( \gamma \)-factor compensates for different detector sensitivities to the donor and acceptor fluorescence and has to be obtained for each optical setup and FRET dye pair.

However, in cases where absolute distance measurements are not required, and FRET changes can be monitored, we can assume \( \gamma = 1 \) and calculate ‘uncorrected’ FRET values \( E^* \) (the so-called ‘proximity ratio’), which is already corrected for background fluorescence. In confocal single-molecule FRET studies, fluorescence burst time-traces are filtered for background fluorescence levels by applying a threshold (median + 3-times the standard deviation of fluorescence intensity time-traces) to the burst time-traces in each fluorescence channel, whereas in widefield imaging single-molecule FRET studies, the 2D-Gaussian fitting of the diffraction-limited image of the fluorophore (PSF) accounts for background levels in the respective fluorescence channel.

\[
E^{**} = \frac{I_{DA}}{I_{DD} + I_{DA}}
\]

In this work, I mainly measured the proximity ratio, if not stated otherwise, and labelled the measured intensities \( I_{XexYem} \), which corresponds to Y emission channel.
under X excitation, and the calculated proximity ratio: \( E^* \), ‘FRET efficiency’, ‘FRET value’, or ‘Transfer efficiency’.

### 2.2.2 Accurate distance measurements

To obtain accurate molecular distances using single-molecule FRET studies, accurate FRET efficiencies, and the Förster radius of the used FRET-dye pair have to be measured.

**Accurate FRET measurements**

To obtain accurate FRET efficiencies, the proximity ratio (eq. 2.5) has to be corrected for cross-talk between donor and acceptor fluorescence channel and different detection efficiencies of donor and acceptor fluorescence (\( \gamma \)-correction). Specifically the acceptor intensity has to be corrected for other contributions than FRET: donor leakage into the acceptor channel, which is proportional to the donor intensity \((Lk = l \cdot I_{D-only,FRET})\), and direct excitation of the acceptor fluorophore at the donor excitation wavelength \((Dir = d \cdot I_{A-only,dir})\). The cross-talk corrected and \( \gamma \) factor corrected FRET efficiency is given by

\[
F_{\text{FRET}} = I_{DA} - l \cdot I_{D-only,FRET} - d \cdot I_{A-only,dir}
\]

\[
E_{\text{corr}} = \frac{F_{\text{FRET}}}{I_{DD} + \gamma F_{\text{FRET}}}
\]  

(2.6)

The last step for accurate FRET measurements, the \( \gamma \)-correction for different detection efficiencies of the respective FRET-dyes has to be performed for each optical setup individually. A detailed discussion of FRET corrections for accurate single-molecule FRET measurements *in vitro* using confocal microscopy is given in [98, 99].
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Förster radius

To relate accurate FRET measurements to accurate molecular distance measurements, the Förster radius $R_0$ has to be measured for the respective FRET-dye pair (eq. 2.3).

First, the spectral overlap integral $J$ of donor and acceptor dye has to be measured

$$J = \int f_D(\lambda) \epsilon_A(\lambda) \lambda^4 d\lambda$$  \hspace{1cm} (2.7)

where $f_D(\lambda)$ is the normalised donor emission ($\int_0^\infty f_D(\lambda) d\lambda = 1$), and the acceptor absorption spectrum is expressed via the extinction coefficient $\epsilon_A$.

Second, $\kappa^2$, a measure of the relative orientation of the donor and acceptor dipoles, has to be obtained. The $\kappa^2$ value ranges from 0 (perpendicular dipoles) to 4 (parallel dipoles) and in cases of free rotating dyes, and averaging over all possible orientations, yields $\kappa^2 = 2/3$ \footnote{100}, which is often a popular assumption in the field but has to be validated. The high rotational freedom of organic dyes attached to DNA FRET standards was measured by Holden et al. \footnote{95} and $\kappa^2 = 2/3$ was assumed throughout this work.

The correction of measured FRET efficiencies, and the experimental determination of $R_0$ allow the measurement of accurate distances between acceptor and donor fluorophore. It is noteworthy that for measuring molecular distances, the average position of donor and acceptor dyes attached to the biomolecule have to be also considered to relate dye positions to actual molecular distances and distance changes. Therefore, software was developed by the Michaelis lab \footnote{101}, and the Seidel lab \footnote{102}. The software packages consider the dimensions of the planar organic dye, the dye linker length and the attachment point of the dye linker to the molecule of interest (e.g. DNA or protein PDB-file) and then evaluate the accessible volume of the dye and the average dye position relative to the molecule of interest.
2.2.3 Alternating laser excitation (ALEX) scheme

A powerful tool for molecular sorting is alternating laser excitation (ALEX), which was initially developed to extend and aid single-molecule FRET measurements using confocal microscopy \(^{(103)}\). Using an ALEX scheme molecules can be categorised dependent on the number and types of fluorophores present. In single-molecule FRET studies, molecules can be sorted into Donor-only (cyan, I), Acceptor-only (cyan, V), and doubly-labelled FRET molecules (magenta, II-IV) as depicted in Fig. 2.5 using the direct excitation of the donor fluorophore alternated with the direct excitation of the acceptor fluorophore. The presence of the acceptor fluorophore can be verified by relating the total fluorescence after donor excitation to the total fluorescence after donor and acceptor excitation, which is defined as the uncorrected stoichiometry ratio \(S^*\).

\[
S^* = \frac{I_{DD} + I_{DA}}{I_{DD} + I_{DA} + I_{AA}}
\]  

(2.8)

The measured intensities \(I_{XexYem}\) correspond to intensities measured in the Y emission channel under X excitation. Gaining direct information of the presence of the acceptor fluorophore helps for instance to distinguish Donor-only molecules from low-FRET molecules, which exhibit similar FRET efficiencies (I and III, Fig. 2.5b). For Donor-only molecules \(S^* \approx 1\) holds, whereas for Acceptor-only molecules \(S^* \approx 0\) holds. Excitation intensities have to be tuned accordingly, such that doubly-labelled species exhibit stoichiometry values that are clearly distinguishable from donor-only and acceptor-only species.

Employing the ALEX-scheme, information of the donor-only and acceptor-only species can be used to obtain the leakage of donor fluorescence into the acceptor FRET signal \((L_k = l \cdot I_{D-only, FRET})\) and direct excitation of the acceptor fluorophores by donor
excitation ($Dir = d \cdot I_{A\text{-only, dir}}$) for accurate FRET corrections (eq. 2.6) (99).

$$l = \frac{E^*_D\text{-only}}{1 - E^*_D\text{-only}}$$  \hspace{1cm} (2.9)

$$d = \frac{S^*_A\text{-only}}{1 - S^*_A\text{-only}}$$  \hspace{1cm} (2.10)

### 2.3 Single-molecule detection

Two basic microscopy techniques are employed for single-molecule fluorescence and single-molecule FRET detection; confocal microscopy and widefield microscopy. Confocal microscopy is a point-detection method, in which the photons emitted within a diffraction limited area (<1 µm$^2$) are collected onto a single avalanche photodiode, whereas, in widefield microscopy a large field of view (>100 µm$^2$) is imaged on a sensitive camera chip.
2.3.1 Confocal microscopy

In confocal microscopy the excitation laser beam is collimated in the objective back focal plane and hence focused in the specimen (buffer solution, adherent cells, cell membranes, etc.) (11). Fluorescently labelled molecules present in the solution give rise to a photon burst when they cross the confocal volume (∼1 fL). The detection of fluorescence bursts within the confocal volume is not uniform and out of focus light, especially in axial direction, can be rejected by using a small pinhole in the emission path (Fig. 2.6). All excitation, emission, and collection properties can be described by the ‘molecule detection function’ (MDF), which for a Gaussian laser profile becomes (67)

\[
MDF(r, z) = I_0 \exp \left( -2 \left( \frac{r}{w_0} \right)^2 \right) \exp \left( -2 \left( \frac{z}{z_0} \right)^2 \right) \tag{2.11}
\]

where \( r \) is the radial distance from the origin of the focal spot in \( x-y \), and \( z \) is the axial distance along the optical axis, \( w_0 \) and \( z_0 \) are the radial and axial radii at which the laser intensity drops by \( 1/e^2 \).

Confocal microscopy can achieve nanosecond- to millisecond temporal resolution but it is limited to a concentration of hundreds of pico-molar of the labelled biomolecule of interest to allow single-molecule detection in the confocal volume. Additionally, confocal measurements only capture molecular snapshots and do not give access to the dynamic of the molecule.

Early single-molecule FRET studies were performed on confocal setups (97, 104) elucidating protein folding kinetics (49, 50), and structural changes of DNA Polymerase I (53), and promoter DNA during transcription initiation (105).

In this work, confocal single-molecule FRET measurements employing the ALEX scheme were performed in vitro to compare in vivo single-molecule FRET measurements to in vitro FRET efficiencies. The confocal microscope used is described in
Figure 2.6: Schematic of an inverted single-molecule fluorescence confocal microscope. Fluorescence bursts from labelled biomolecules diffusing through the confocal volume are filtered from excitation light via a dichroic mirror (DM), separated from out of focus fluorescence via a small pinhole $\sim 100 \, \mu m$ and emission filter (EmF), and collected on a single photon avalanche diode (APD).

Appendix A.2 in more detail.

**Fluorescence correlation spectroscopy (FCS)**

Fluorescence correlation spectroscopy is another confocal microscopy technique that was employed for control measurements in this work. Briefly, the fluorescence burst signal is autocorrelated providing information of the self-similarity of the signal and showing characteristic time constants of the underlying processes. The autocorrela-
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The autocorrelation function $G(\tau)$ is given by (106)

$$G(\tau) = \frac{\langle \delta I(t) \cdot I(t + \tau) \rangle}{\langle I(t) \rangle^2}$$

$$= A_0 + \frac{1}{V_{\text{eff}} c} \frac{1}{1 + \tau/\tau_D} \frac{1}{\sqrt{1 + \tau/(E^2 \tau_D)}} \left( 1 + \frac{T e^{-\tau/\tau_T}}{1 - T} \right)$$

with (2.13)

- $A_0$: offset
- $V_{\text{eff}}$: effective confocal volume
- $\tau_D$: characteristic diffusion time through confocal volume
- $E$: elongation factor of confocal volume
- $T$: fraction of molecules in non-fluorescent triplet state
- $\tau_T$: characteristic residence time in triplet state.

The effective volume in case of a Gaussian shaped laser beam $V_{\text{eff}} = \frac{\pi}{2} w_0^2 z_0$, axial radii $w_0$ and $z_0$ as for the MDF curve (eq. 2.11), and the concentration of the fluorescent molecules $c = \frac{1}{V_{\text{eff}} G(0)}$. The diffusion time ($\tau_D$), which describes the average time a molecule stays in the confocal volume, is anti-proportional to the diffusion coefficient $\tau_D = \frac{w_0^2}{D} \propto \frac{1}{D}$. For absolute diffusion coefficient or concentration measurements, the dimensions of the confocal volume need to be calibrated. Usually the characteristic diffusion time of a well-characterised fluorophore with high quantum yield, such as Rhodamine 6G (R6G, $\varphi_f$=0.95), is measured. The autocorrelation function for Rhodamine 6G (Fig. 2.7) exhibits a characteristic diffusion time of $\tau_D = 0.33$ ms with $D(\text{R6G}) \sim 300 \mu m^2/s$ at room temperature (107).

### 2.3.2 Widefield microscopy techniques

An alternative to confocal microscopy is widefield imaging in which a larger area containing up to hundreds of molecules is imaged on a sensitive camera, usually an electron multiplying charge coupled device (EMCCD) or active pixel sensors such
as complementary metal-oxide-semiconductor (CMOS) cameras. While hundreds of molecules can be imaged in parallel, the time-resolution is limited to several milliseconds. There are three popular widefield illumination techniques, which can be differentiated by the position of the focused excitation light relative to the optical axis at the back focal plane of the microscope objective (Fig. 2.8a). For all three types, the emitted fluorescence is separated from the excitation light by a dichroic mirror and directed onto the camera chip (Fig. 2.8b). In this work, I used an EMCCD camera technology and an inverted microscope setup shown in Appendix A.1 for more details.

**Epi-fluorescence**  In epi-fluorescence mode, the laser light is focused into the back focal plane of the objective, which results in a wider illuminated area than the focus in the object plane (108). The fluorescence light is then collected and separated from the backscattered excitation light using a dichroic mirror. For FRET measurements, this dichroic mirror is a multi-bandpass mirror that allows both donor and acceptor emitted photons to be transmitted towards the imaging channel where they are separated by another dichroic mirror and directed onto separate halves of the camera chip.

**Figure 2.7:** Autocorrelation function of fluorescence burst signal of Rhodamine 6G fluorophore in aqueous buffer showing a characteristic diffusion time of 0.33 ms through the confocal volume.
**Figure 2.8:** Widefield microscopy imaging scheme. **a.** Different widefield illumination types; epi-fluorescence (red arrow), highly inclined and laminated optical sheet illumination (HILO, black arrow), and total internal reflection fluorescence illumination (TIRF, purple arrow). **b.** Inverted objective wide-field microscope. Laser light from the excitation module is coupled into an optical fibre and focused in the back focal plane of the objective. Fluorescence light is collected through the same objective, separated by a dichroic mirror (DM) from the excitation light, and directed onto the chip of an electron multiplying charge coupled device (EMCCD) camera.

**TIRF illumination** In total internal reflection fluorescence (TIRF) mode (109, 110), the properties of the evanescent field of a total internal reflected wave on a thin surface (microscope coverslip) is used to reduce the excitation volume and increase the signal to noise ratio. The evanescent wave is generated upon the total reflection of light on the surface from higher to lower optical density (glass to oil or water), and the evanescent wave decays exponentially into the medium, \( I(z) = I_0 \exp(-z/d) \), with optical axis \( z \), and \( d \sim 100 \text{ nm} \) the characteristic depth of the TIRF illumination. It is noteworthy, that there are two types of TIRF microscopes, objective-type TIRF (as shown in Fig. 2.8) and prism-type TIRF, in which the evanescent wave is generated at the surface of a quartz slide and a prism being placed on top of the objective.

**HILO illumination** Highly inclined and laminated optical sheet (HILO) illumination is mainly used in live-cell imaging, since it enables larger penetration depth than TIRF illumination by minimising scattered out of focus light (111). HILO illumination
is essentially epi-fluorescence imaging using a highly inclined excitation laser beam (Fig. 2.8a). The high inclination results in a smaller illuminated volume directly above the objective, which can also be translated along the optical axis into the specimen.

**Data analysis**

The main advantage of widefield microscopy is the high-throughput data acquisition, given the observation of multiple molecules at once, and the possibility of real-time observation and synchronisation of biological processes. These new possibilities come with more complex data analysis routines than point-based methods.

Recorded fluorescence movies were analysed frame-by-frame. In each frame the position and photon count of the single molecules was acquired by fitting the point spread function (PSF) to a 2D Gaussian function (112, 95) (Fig. 2.9a) or by calculating the centre of mass (30). Both localisation precision and accuracy are dependent on the image of the emitter image determined by the microscope setup and fluorophore properties. In a recent review different localisation algorithms were summarised and categorised regarding the experimental properties (113).

Next, the centroids of the single molecules were linked in consecutive frames to obtain single-molecule trajectories and observe individual molecules in real-time (114, 43, 115) (Fig. 2.9b). Again, many different tracking algorithm depending on experimental needs were reported and recently an open competition was initiated to test the tracking algorithms on different commonly defined data sets (116).

Additionally, in single-molecule FRET studies, molecules in donor and acceptor emission channel have to be colocalised to obtain their FRET signatures over time. From single-molecule trajectories, the mobility of the molecule can be obtained by calculating the mean squared displacement (MSD) and relating the MSD values to an apparent diffusion coefficient (Fig. 2.9c-d).

---

2The point spread function is the intensity distribution of a single molecule, point source, in the image plane of the microscope setup.
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In chapter 4 I present the developed analysis routines, such as channel mapping, localisation and tracking of single FRET molecules in live cells in more detail. The apparent diffusion coefficient analysis is presented in chapter 5. There, I also performed Brownian motion simulations in a confined cell-shaped environment to relate the measured apparent diffusion coefficient to an accurate diffusion coefficient.

Figure 2.9: Schematic showing individual steps in the analysis of single-molecule fluorescence data from live-cell imaging movies. a. Localisation of individual molecules in each movie frame (0-30 ms). The diffraction-limited single-molecule images are fitted with a 2D-Gaussian distribution and the molecule position is given as the centroid from the fitted intensity profile. Adapted from [43]. b. Single-particle tracking analysis. Linking centroids from consecutive movie frames to molecule trajectory. c. Calculating the mean-squared displacement (MSD) for each single-molecule trajectory. The MSD plateaus due to cellular confinement, and localisation inaccuracy [117]. d. Diffusion coefficient analysis. Calculation of an apparent diffusion coefficient from the mean squared displacements, \( D_{\text{app}} = \frac{\text{MSD}_{4 \text{ steps}}}{4 \Delta t} \).
Chapter 3

Internalisation of biomolecules into live bacteria

The work presented in this chapter has been partly published in


3.1 Introduction

While fluorescent proteins (FPs) are commonly used in *in vivo* studies, organic dyes are much better suited. As I have discussed in chapter 2 sec. 2.1.3, organic dyes are brighter, much more photostable, and can be employed for intra-molecular labelling.
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However, since organic dyes cannot be genetically encoded, they must be introduced into the live cell either (i) for \textit{in vivo} labelling by internalising dyes for specific protein labelling via large polypeptide tags (SNAP, HALO, or TMP tags \cite{32, 118, 33}), FPs (Nanobodies \cite{119}), or unnatural amino acids \cite{120} or (ii) through internalisation of \textit{in vitro} organic-dye labelled proteins. Labelling strategies using polypeptide tags and FPs are limited to end-labelling \cite{121} and thus unsuitable for FRET-pair labelling. \textit{In vitro} labelling strategies, on the other hand, allow for more specificity control steps and are better suited for site-specific doubly-labelling of molecules for single-molecule FRET studies \cite{122, 123, 124, 125}. We therefore decided to pursue this latter approach and hence explored different internalisation methods of \textit{in vitro}-labelled biomolecules into live cells.

Internalisation methods, such as endocytosis, detergent-mediated internalisation \cite{126, 127}, and sonication \cite{128} are based on cell membrane permeabilisation. Microinjection \cite{129} and syringe loading \cite{130} offer more control of the amount of molecules added to the cellular environment and can target different cell compartments. Despite needing to load one cell at the time, microinjection became the method of choice for single-molecule fluorescence studies \cite{131, 132, 133}, and single-molecule FRET reports \cite{60, 61} in live cells. However, these methods are mainly applied to large mammalian cells (size on the order of tens of micrometer) and are not suitable for bacterial cells (1-3 µm in size), as the microinjection needle has a diameter of about 0.5-5 µm. Furthermore, these techniques can often only penetrate through single membranes of eukaryotic cells and are often not harsh enough to penetrate through cell wall and membrane of prokaryotic cells. For bacteria, electroporation \cite{134} and heat-shock \cite{135} are commonly used internalisation methods. In this work, electroporation is used to introduce organic dye-labelled biomolecules into bacterial cells.

Electroporation was developed in the 1980s to transform or transfect prokaryotic and eukaryotic cells with plasmids or short DNA fragments \cite{136, 137}. During electro-
poration, the cell wall and membrane is permeabilised by exposing the low ionic cell suspension to the discharge of a high voltage electric field. The cell membrane gets rearranged by the high voltage electric field, forming transient pores through which biomolecules can enter the cell. Due to the movement of charged molecules within the cell suspension, the conductance of the cell suspension increases, leading to the exponential decay of the electric field (138).

In this chapter, I introduce electroporation as an efficient internalisation method for a large variety of labelled biomolecules into live bacteria (62), and I optimised the electroporation protocol for the internalisation of nucleic acids and proteins. Specifically, aggregation issues of double-stranded DNA upon electroporation were overcome (139) and the removal of free dye and non-internalised fluorescence for protein samples were studied (140). Lastly, I studied the balance between cell viability and cell loading and determined the optimal electroporation voltage (140, 141).

3.2 Internalisation of different biomolecules into \textit{E. coli} using electroporation

In a proof-of-principle study, I examined the internalisation of a large variety of different organic dye-labelled biomolecules into \textit{E. coli} cells using electroporation. Successful internalisation of biomolecules via electroporation is strongly dependent on the electrocompetency of the bacterial cells. In general, cells are made electrocompetent by washing them several times with ice-cold water, which increases cell wall and membrane permeability and lowers the ionic strength of the cell suspension, to avoid arcing in the electroporation cuvette (142). To ensure less variations between cell batches and thus better reproducibility of experiments, we purchased electrocompetent \textit{E. coli} DH5\(\alpha\) from a commercial supplier (SI 3.6.3).

In line with the established protocol (62), prior to electroporation, electrocompetent
cells are incubated with labelled biomolecules. After electroporation, it is important to immediately recover the cells in a rich medium for up to 30 min to maintain cell viability. Next, a washing step follows, where the cells are spun down four times in phosphate buffer to remove non-internalised biomolecules (SI 3.6.4). Finally, cells are resuspended in a small volume of phosphate buffer and deposited on agar-coated cover slides, allowing for imaging on a fluorescence microscope (Fig. 3.1). Immobilisation on agarose pads is a simple and efficient way of imaging cells on cover slides without harming cells’ integrity (62, 141), SI 3.6.5.

![Figure 3.1: Schematic of electroporation method. Fluorescently labelled biomolecules are incubated with electrocompetent cells before electroporation. Cells are recovered, washed and placed on agarose pads for live-cell imaging. Adapted from (62).](image)

Following sample preparation, cell imaging can be performed in epi-fluorescence mode, using total internal reflection fluorescence (TIRF, (109)) or by employing highly inclined and laminated optical sheet illumination (HILO, (111)), see sec. 2.3.2 for more details. I performed all measurements in HILO mode or epi-fluorescence mode on an inverted custom-built fluorescence microscope (Appendix A.1).

I used HILO mode for single-molecule tracking studies, since the laser beam penetrates deeper into the specimen than in TIRF mode, yet it does not illuminate the entire sample as in epi-fluorescence mode, and so increases the signal to noise ratio. As an alternative, I employed epi-fluorescence illumination for initial cell loading studies to evenly illuminate the entire cell and characterise organic dyes and FRET-dye pairs in vivo.

Typical initial internalisation experiments are shown in Fig. 3.2. I displayed the results as overlay images of the inverted brightfield images and false-coloured fluorescence
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images. A successful internalisation study shows negligible fluorescence of the negative controls (Fig. 3.2, top) and significant cellular fluorescence of the electroporated cells (Fig. 3.2, mid-bottom). A closer examination of the cell images shows a wide distribution of cellular intensities. Assuming a correlation between cellular brightness and amount of internalised biomolecules, I often observed heavily loaded and also very few loaded cells. The main reasons for such heterogeneity and day-to-day variations could be the electrocompetent state of the *E. coli* cells (‘weakness’ of cell membranes before electroporation), which varies with and within cell batches, and day-to-day variations during sample preparation. For example, in Fig. 3.2 dsDNA-Cy3B appeared to be more efficiently internalised than RNA polymerase subunit ω-Cy3B, but in both samples some cells were not loaded at all.

During the course of this research, we internalised a large variety of different biomolecules: I internalised nucleic acids ranging from short single-stranded and double-stranded DNA fragments (62, 141), short single-stranded RNA fragments and transfer RNA (143), to long DNAs of 1 kbp; we acquired a large library of data from multiple protein internalisation studies, including proteins smaller than 20 kDa such as the ω subunit of RNA polymerase (140), the DNase domain of the colicin protein E9 and its immunity protein Im91, chemotaxis protein CheY2, and proteins up to 100 kDa including proteins important for gene regulation (Catabolite activator protein, CAP, and T7 RNA polymerase) and the Klenow fragment of DNA Polymerase I (62). A detailed list of successfully internalised biomolecules, fluorescent labels, molecular sizes, and an evaluation of the loading efficiency is presented in Table 3.1.

1 collaboration with Colin Kleanthous’ group, Biochemistry, Oxford.
2 collaboration with Richard Berry’s group, Physics, Oxford.
Figure 3.2: Example fields-of-view (FOV) showing cell images of typical electroporation experiments. Overlay of inverted brightfield image and fluorescence images of negative controls and cells loaded with 0.5 µM dsDNA, and 2.5 µM protein, ω subunit of RNA polymerase labelled with Cy3B and fluorescent protein, mCherry. Top: Non-electroporated or ‘– EP’ cells (cells incubated with labelled biomolecules, recovered and washed, but not electroporated) and ‘empty cells’ (cells electroporated, recovered, and washed, but no fluorescent biomolecules were added) show autofluorescence in green fluorescence channel. Middle: dsDNA-Cy3B, ω-Cy3B, and mCherry are efficiently internalised. Bottom: dsDNA labelled with different red fluorophores (Atto647N, Alexa647, and Cy5) exhibit a wide distribution in brightness. Scale bar: 3 µm.

3.3 Internalisation of nucleic acids

To characterise the internalisation of nucleic acids into live bacteria, I used singly-labelled and doubly-labelled 45 bp dsDNA fragments (SI 3.6.1). First, I examined the impact of electroporation on dsDNA using a single-molecule FRET assay in vitro. Specifically, I electroporated two dsDNA fragments in vitro, an intermediate FRET DNA standard (dyes spaced between 18 bp, expected FRET value: $E^*=0.45\pm0.08$), and a high FRET DNA standard (distance between dyes: 8 bp, expected FRET value: $E^*=0.87\pm0.05$) and then probed their FRET signatures before and after electropora-
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<table>
<thead>
<tr>
<th>Biomolecule</th>
<th>Fluorescent label</th>
<th>Molecular size / Weight</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>ssRNA</td>
<td>Cy5</td>
<td>25 nt</td>
<td>+</td>
</tr>
<tr>
<td>ssDNA</td>
<td>various*</td>
<td>45 nt</td>
<td>+</td>
</tr>
<tr>
<td>dsDNA</td>
<td>various*</td>
<td>45-82 bp</td>
<td>++</td>
</tr>
<tr>
<td>bulk E. coli tRNA</td>
<td>Cy3, Cy5, Cy5.5</td>
<td>76-90 nt</td>
<td>++</td>
</tr>
<tr>
<td>dsDNA</td>
<td>Cy3B, Atto647N</td>
<td>1000 bp</td>
<td>++</td>
</tr>
<tr>
<td>RNA polymerase ω subunit</td>
<td>Cy3B</td>
<td>10 kDa</td>
<td>++</td>
</tr>
<tr>
<td>immunity protein Im9</td>
<td>Cy3B</td>
<td>10 kDa</td>
<td>++</td>
</tr>
<tr>
<td>colicin E9 DNase domain</td>
<td>Atto647N</td>
<td>15 kDa</td>
<td>+</td>
</tr>
<tr>
<td>chemotaxis protein CheY</td>
<td>Cy3B, Cy5</td>
<td>14 kDa</td>
<td>++</td>
</tr>
<tr>
<td>flagellar motor switch protein FliM</td>
<td>Atto647</td>
<td>38 kDa</td>
<td>+</td>
</tr>
<tr>
<td>fluorescent protein mCherry</td>
<td>autofluorescent</td>
<td>29 kDa</td>
<td>++</td>
</tr>
<tr>
<td>catabolite activator protein (CAP)</td>
<td>Atto647N</td>
<td>45 kDa</td>
<td>+</td>
</tr>
<tr>
<td>DNA Polymerase I Klenow fragment</td>
<td>Cy3B, Atto647N</td>
<td>66 kDa</td>
<td>-</td>
</tr>
<tr>
<td>T7 RNA polymerase (62)</td>
<td>EmGFP</td>
<td>98 kDa</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3.1: List of internalised biomolecules into live E. coli. The evaluation of the internalisation performance is based on high loading efficiency of the electroporated sample and low cellular fluorescence of the negative controls (SI 3.6.9); ‘++’: very good, ‘+’: good, ‘-’: poor. We note that larger proteins get internalised less efficiently, but this has to be evaluated for each protein sample independently, see sec. 3.4. *various dyes: Cy3, Cy3B, Atto532, Alexa647, Cy5, Atto647N, Atto647, Atto655.

Second, I introduced ‘protected’ dsDNA fragments with chemically linked DNA-ends that are not targeted by DNA degradation mechanisms in vivo, by which gapped and nicked DNA intermediates are cleaved by endonucleases and recombinases in DNA repair pathways (146). These protected DNA standards have the same FRET-pair labelling scheme as previous DNA standards for single-molecule FRET studies, and offer long-lasting FRET signatures in vivo. Finally, I probed the internalisation efficiency of dsDNA-Cy3B for six different electroporation voltages and optimised cellular uptake while maintaining cell viability.
3.3.1 Electroporation of nucleic acids

DNA aggregation upon electroporation

I investigated the impact of electroporation on nucleic acids by checking molecule integrity using dsDNA FRET standards and measured FRET efficiencies before (‘– EP’) and after (‘+ EP’) electroporation. In this chapter, I always performed in vitro single-molecule FRET measurements on a confocal microscope in aqueous solution. Initially, I electroporated 1 nM of intermediate and high FRET DNA standards in ddH$_2$O at 1.4 kV and probed their FRET signature in vitro. To my surprise, I could not reproduce the expected FRET efficiencies with electroporated samples (Fig. 3.3). Therefore, I ran the electroporated dsDNA samples on a native polyacrylamide gel and visualised them on a gel scanner (SI 3.6.6). I observed a smeary band for the electroporated intermediate FRET DNA standard and electroporated high FRET DNA probes stuck in the well, which indicated a heterogeneous sample and aggregation of the sample upon electroporation (Fig. 3.3i).

Next, I employed confocal single-molecule FRET measurements (sec. 2.3.1 and SI 3.6.7) to further probe this observation. Again, I could not differentiate distinct intermediate (yellow) and high (red) FRET populations in the single-molecule FRET histograms from single-molecule detections within the confocal volume, after electroporation (Fig. 3.3ii). Looking at the individual FRET photon burst time traces (gray), I observed very long dwell times (> 1 ms) and about 100-times higher photon burst counts for the electroporated samples (highlighted in blue). Moreover, I had to increase the concentration of electroporated sample to 1 nM to obtain signal of the electroporated sample within the confocal volume, whereas I was able to work at 20 pM for the non-electroporated sample, which suggested larger aggregates that depleted within the electroporated DNA sample.

To further confirm the aggregation hypothesis, I examined the autocorrelation func-
tion of FRET photon bursts (sec. 2.3.1 and SI 3.6.8). The decay of the autocorrelation curve is a measure of the diffusion time of labelled molecules through the confocal volume ($\tau_D \propto \frac{1}{D} \propto R$, $D$: diffusion coefficient, $R$: Stokes radius (147)). The decay half-life ($\tau_D$) of non-electroporated FRET DNA standards is highlighted with a vertical black line and the electroporated samples show a 10 to 30-fold increase in $\tau_D$ (Fig. 3.3ii). Thus, more than 10-times larger aggregates diffused through the confocal volume after electroporation.

**Figure 3.3**: Aggregation of dsDNA standards after electroporation. **a.** Intermediate FRET DNA standard and **b.** High FRET DNA standard, non-electroporated (– EP) and electroporated (+ EP, 1.4 kV), were analysed using biochemical and single-molecule fluorescence assays. i. Coloured native gels of + EP samples show smeary band or dsDNA stuck in the well in comparison to – EP sample. ii. Burst time traces (gray) from single-molecule FRET confocal data show long dwell times for +EP sample and intermediate and high FRET histograms (highlighted in blue), which were not present in the – EP sample. iii. Autocorrelation analysis of FRET bursts show more than 10-fold larger molecule complexes crossing the confocal volume.
In addition to the previous experiments, I tested the impact of electroporation voltage on dsDNA aggregation and again could not reproduce distinct FRET populations for intermediate and high FRET DNA standards for all six electroporation voltages, most likely due to aggregation (SI Fig. 3.12). Furthermore, I excluded the impact of the fluorescent label by changing the acceptor dye from Atto647N to the less hydrophobic variant Atto647 for the high FRET DNA standard (66). Still, I could not reproduce the high FRET species (SI Fig. 3.13a). I also tried to stabilise dsDNA by increasing salt to a maximum concentration of 3 mM NaCl in the electroporation buffer (140), which did not decrease the aggregation effect (SI Fig. 3.13b).

**Addition of EDTA**

To overcome DNA aggregation, I referred to a study by Kooijmans et al. (148), which reports on aggregation of small interfering RNA (labelled and unlabelled) upon electroporation in presence and absence of extracellular vesicles. They successfully reduced aggregation by adding 1 mM ethylenediaminetetraacetic acid (EDTA), or an acid citrate to the electroporation buffer. Kooijmans and coworkers hypothesised that during the electroporation process, positively charged Al\(^{3+}\)-ions are released from the electroporation cuvette electrodes (made of aluminium), which then interfere with the negatively charged nucleic acid backbone (148). EDTA, on the other hand, chelates the Al\(^{3+}\)-ions preventing them from interacting with nucleic acid and thus reduces aggregation. Kooijmans et al. also used novel conductive polymer electrodes that do not consist of aluminium for electroporation to eliminate aggregation.

Intrigued by their results, I tested these novel conductive polymer electrodes (nucleocuvettes, Lonza) using the 4D Nucleofector (Lonza). Unfortunately, while no DNA aggregation was observed upon electroporation, neither was the successful internalisation of dsDNA standards into live *E. coli* using the conductive polymer electrodes, since the Lonza nucleofector did not allow to access and edit electroporation settings
such as number of pulses, strength, and duration. The Nucleofector settings were optimised for the electroporation of human cell lines, which have proven to be too weak for bacteria internalisation.

Next, I decided to try the addition of EDTA to the DNA sample before electroporation. Since the dsDNA annealing and storage buffer already contains 1 mM EDTA, addition of EDTA to the electroporation buffer was expected to have little to adverse effect. Also, electroporated cells are immediately diluted after electroporation into the recovery medium leading to a final EDTA concentration of less than 10 µM, which did not affect cell recovery. In light of this, I added EDTA to a final concentration of 1 mM to our dsDNA standards prior to electroporation. Again, I analysed intermediate and high FRET DNA standards before and after electroporation (Fig. 3.4). From the fluorescent native gels (Fig. 3.4i) no difference was observed between – EP and + EP sample. The FRET histograms showed very similar distributions before and after electroporation and burst time traces of – EP and + EP sample appeared very similar in burst length and amplitude (Fig. 3.4i). These results showed that my DNA FRET standards were intact and that electroporation in presence of 1 mM EDTA had no effect on the measured FRET efficiencies. Furthermore, fluorescence correlation spectroscopy (FCS) data showed similar decay half-times and similar particle sizes (Fig. 3.4ii).

To summarise: addition of EDTA to the electroporation buffer circumvents dsDNA aggregation during the electroporation process and DNA FRET standards show similar FRET efficiency distributions with and without electroporation. In further internalisation experiments of nucleic acids into live bacteria, 1 mM EDTA was always added prior to electroporation, if not stated otherwise.
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Figure 3.4: Addition of EDTA prior to electroporation circumvents aggregation of dsDNA. Electroporation of dsDNA standards in presence of 1 mM EDTA at 1.4 kV. a. Intermediate FRET DNA standard and b. high FRET DNA standard, non-electroporated (– EP) and electroporated (+ EP), were analysed using biochemical and single-molecule fluorescence assays. i. Coloured native gels of – EP and + EP sample show no difference. ii. Burst time traces (gray) from single-molecule FRET confocal data and intermediate and high FRET distributions appear very similar after electroporation and were fitted with a single Gaussian centered at 0.45±0.08 (– EP), and 0.46±0.08 (+ EP) for the intermediate FRET standard, and at 0.87±0.05 (– EP), and 0.86±0.06 (+ EP) for the high FRET standard. iii. Autocorrelation analysis of FRET bursts show very similar decay half-time and thus rule out aggregation.

Protected DNA standards

The loss of FRET after electroporation of dsDNA FRET standards without addition of EDTA led me to hypothesise that the hydrogen bonds between the two DNA strands in the helix break upon electroporation and electrostatic interaction of negatively charged single-stranded DNA backbone with Al³⁺-ions cause aggregation. Furthermore, blunt DNA ends are also recognised by endonucleases and recombinases in
DNA repair pathways in living cells, avoiding the accumulation of toxic gapped and nicked DNA intermediates \cite{146}. In previous studies \cite{62}, we already observed a shift in the distribution of FRET values obtained for intermediate and high FRET DNA standards towards lower FRET values at the single-cell and single-molecule level in vivo, which we attributed to acceptor photobleaching and DNA degradation. Thus, blunt-ended DNA FRET standards are not ideally suited for in vivo FRET studies. Therefore, we designed 'protected DNA standards' in which both DNA ends are chemically linked using azide-alkyne click chemistry \cite{149} and connected by a short 8-carbon-linker. Our collaborators\cite{3} synthesised intermediate and high FRET protected DNA standards using the same dye labelling scheme and Cy3B-Atto647N FRET dye pair (SI 3.6.1). First, I checked the FRET distributions using in vitro confocal single-molecule FRET microscopy and obtained very similar FRET-Stoichiometry (ES)- histograms for the protected DNA FRET standards as for the previously studied unprotected (blunt-ended) DNA FRET standards (Fig. 3.5); showing that the DNA-ends modifications did not change the fluorescence properties. Interestingly, electroporated protected DNA standards reproducibly showed the same FRET distribution as non-electroporated protected DNA standards without the addition of EDTA for all six probed electroporation voltages (SI Fig. 3.14). From the fluorescent native gels (Fig. 3.6) no difference was observed between – EP and + EP sample. The FRET histograms were reproducible and burst time traces of – EP and + EP sample appeared very similar in burst length and amplitude (Fig. 3.6i). Fluorescence correlation spectroscopy analysis showed very similar decay half-time (Fig. 3.6ii) and no aggregation was observed upon electroporation. This work shows that linking both DNA-ends prevents aggregation and therefore makes protected DNA FRET standards ideally suited for single-molecule FRET measurements in live bacteria.

\footnote{3collaboration with Afaf El-Sagheer from Tom Brown’s group, Chemistry, Oxford.}
3.3.2 Cell viability and cell loading

Following the characterisation of the effect of electroporation on dsDNA, I performed cell imaging studies to evaluate the impact of electroporation on cell viability and explore the cellular uptake of such DNA standards into live bacteria dependent on the applied electroporation voltage (SI 3.6.9). The aim of these experiments was to identify an electroporation voltage, which yields high cellular loading while maintaining cell viability.

Cell viability

First, I electroporated 2 μM of singly-labelled dsDNA-Cy3B into *E. coli* and checked the dependence of cell viability on the applied electroporation voltage. For measuring cell viability, I followed the growth and division of a single cell in time-lapse brightfield images on the microscope over the course of up to 1.5 h. I observed three different

### Figure 3.5: FRET-Stoichiometry (ES)-histograms of blunt-ended and protected (P) DNA FRET standards.

**a.-d.** ES-histograms of non-electroporated ‘− EP’ and electroporated ‘+ EP’ samples are in very good agreement for all different intermediate and high FRET DNA standard; electroporation was performed at 1.4 kV. No significant difference between ES-histograms of **a.** unprotected and **c.** protected intermediate FRET DNA standard as well as **b.** unprotected and **d.** protected high FRET DNA standard was observed. FRET distributions were fitted with a single Gaussian and fitting results are shown in the top right corner of the respective ES-histogram (mean ± standard deviation).
Figure 3.6: Electroporation has no impact on molecule integrity of protected dsDNA standards. **a.** Protected intermediate FRET DNA standards and **b.** protected high FRET DNA standards, non-electroporated (− EP) and electroporated (+ EP, 1.4 kV), are analysed using biochemical and single-molecule fluorescence assays. i. Color-coded native gels of − EP and + EP sample show no difference. ii. Burst time traces (gray) from single-molecule FRET confocal data and intermediate and high FRET distributions appeared very similar and were fitted with a single Gaussian centered at $0.42 \pm 0.07$ (− EP), and $0.43 \pm 0.07$ (+ EP) for the intermediate FRET standard, and at $0.87 \pm 0.06$ (− EP), and $0.86 \pm 0.06$ (+ EP) for the high FRET standard. iii. Autocorrelation analysis of FRET bursts show very similar decay half-time and thus rule out aggregation.

classes of cells: (i) ‘growing and dividing’ cells, which grew in length or divided into daughter cells during the course of imaging (Fig. 3.7a, green); (ii) ‘not growing’ cells, which neither divided nor grew during the observation time (Fig. 3.7a, purple); and (iii) ‘damaged’ cells, with visibly compromised cell membranes (Fig. 3.7a, black).

When cells were imaged in rich medium agarose pads heated to 37°C (SI 3.6.5), I observed 81±7% of ‘growing and dividing’ cells in my non-electroporated sample.
Figure 3.7: Characterisation of cell viability dependent on the applied electroporation voltage. 

**a.** Brightfield and fluorescence images of electroporated cells at 1.8 kV taken over the course of 75 min at 37 °C. Growth and division of cells is monitored as a measure of viability. 

**b.** The percentage of cells showing growth and division, retaining their shape (not growing) and showing compromised membranes (damaged) is measured at 6 different voltages (–EP, 1 to 1.8 kV). The percentage of growing and dividing cells drops from 81±7% without electroporation under these imaging conditions down to 56±15% under the harshest conditions of 1.8 kV, but the percentage of damaged cells stays below 3%. Viability curves show mean and standard deviation of 3 data sets (1 data set: 500-800 cells per electroporation voltage). Scale bar: 3 µm.

(Fig. 3.7b, gray bar). With increasing electroporation voltage, I observed a decrease in percentage of ‘growing and dividing’ cells and an increase in percentage of ‘not growing’ cells (Fig. 3.7b); less than 3% of ‘damaged’ cells were observed under all electroporation voltages. When electroporation was performed at 1.4 kV and 1.6 kV, a similar percentage of cells were found to be ‘growing and dividing’ (70%), while at 1.8 kV, the harshest electroporation conditions used in this study, viability decreased only marginally to 56%. Notably, the 3 data sets for each electroporation voltage were taken on three different days and the large error bars of up to 15% indicate a large sample-to-sample variation. Furthermore, the time window of observation after cell recovery is important, since cells might show different lag-time after electroporation where cells will not divide and consequently would be classified as ‘not growing’.
using this viability assay. To summarise: I maintained more than 50% of cell viability throughout all six electroporation voltages.

Cell loading

Next, I studied cell loading by internalising singly-labelled dsDNA-Cy3B (2 µM in electroporation buffer) at these six different electroporation voltages. Already, I saw a clear increase in the number of loaded cells with increasing electroporation voltage in the green fluorescence channel (Fig. 3.8 inset images). Under these imaging conditions, 14.8±1.5% of cells were loaded at 1.0 kV and about 30% of the cells were loaded at 1.4 kV and 1.6 kV (Fig. 3.8). I could increase loading up to 60% at 1.8 kV. Here, I was using a conservative loading threshold where cells were classified as loaded when the overall cell intensity normalised by cell area was larger than the mean plus three times the standard deviation of non-electroporated cells. Using this loading threshold, only 0.6±0.4% of non-electroporated cells were classified as loaded, despite the higher autofluorescence of the cells in the green fluorescence channel (Fig. 3.8, gray bar). At this loading threshold, only cells with few internalised biomolecules (N>5) are classified as loaded and cells with only very few loaded molecules would be classified as non-loaded. It is worth noting that in a previous study (62), we achieved more than 90% loading at 1.8 kV under the same conservative threshold, but using the red fluorescent dye Atto647N instead of Cy3B. The discrepancy between these two results can be explained due to the significantly smaller cellular autofluorescence in the red fluorescence channel.

For further studies, I used an electroporation voltage of 1.4 kV, which offers a good compromise between sufficient cellular loading and high cell viability.
Figure 3.8: Characterisation of cell loading dependent on the applied electroporation voltage. Inset images: overlay of the inverted brightfield and fluorescence images of example FOVs of cells electroporated at 0 to 1.8 kV (left to right). Loaded cells appeared brighter at higher voltages, which is in good agreement with a previous study of cellular uptake at 1.8 kV and 0.9 kV (150). A clear increase in loading from 15±2% at 1 kV to 60±7% at 1.8 kV was observed; cells were considered as loaded when initial cell intensities normalised by cell area were larger than the mean plus three times the standard deviation of non-electroporated cells. Loading curve shows mean and standard deviation of 3 data sets (1 data set: 300-500 cells per electroporation voltage). Scale bar: 3 µm.

3.4 Internalisation of proteins

While internalisation of nucleic acids is straightforward (62, 141, 143), precautions need to be taken when internalising labelled proteins using electroporation. This is mostly due to the fact that electroporation might affect protein structure and function. Thus, when this method is used for internalising proteins, their function has to be checked for each sample. For this purpose, we developed a protocol that can be followed when internalising any small and medium-sized fluorescently-labelled protein into bacteria (140, 142).
3.4.1 Electroporation of proteins

First, the impact of the electroporation method on the protein integrity should be tested. Again, we used an intra-molecular FRET assay to show that electroporation does not change the expected FRET signal for the protein of interest and tested protein specific function before and after electroporation to validate protein integrity. Here, we electroporated doubly-labelled Klenow fragment (KF), a subunit of *E. coli* DNA Polymerase I, and measured the FRET signature before and after electroporation using confocal single-molecule FRET microscopy (Fig. 3.9, (62)). Klenow fragment protein (L744C-Cy3B, K550C-Atto647N) was previously characterised *in vitro* using single-molecule FRET and it was shown that the labels did not affect protein structure and function (53). In the *in vitro* study KF displayed millisecond-timescale dynamics between two structural states, an open conformation ($E_{\text{open}}^* \sim 0.48$) and a closed conformation ($E_{\text{closed}}^* \sim 0.66$), Fig. 3.9a. Upon addition of template DNA (dideoxy-terminated to prevent extension of the 3’ terminus) a shift towards the open conformation could be observed (Fig. 3.9b) both in the electroporated and non-electroporated sample. Further addition of complementary nucleotide (A-dTTP) resulted in a pronounced increase in the population of the closed conformation, again for both samples. These results were in excellent agreement with previous studies (53, 54) and showed that electroporation does not affect the structure and function of the Klenow fragment.

Second, most proteins have a preference for specific storage buffer conditions, which ensure protein stability and function over time. Nonetheless, electroporation has to be carried out under low salt conditions to ensure high internalisation efficiency and avoid shorting (arching) during the electroporation pulse. In a study by Sustarsic et al. (140), a working buffer of 50 mM Tris (pH 7.4) and up to 50 mM NaCl (or equivalent) was successfully tested for electroporation using up to 1.8 kV. Additionally, a minor, but significant positive effect was observed by adding glycerol to the protein storage
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![Figure 3.9: In vitro measurements of doubly-labelled Klenow fragment (KF, subunit of DNA Polymerase I) electroporated (top) and non-electroporated (bottom). a. KF alone before and after electroporation exhibited two main FRET distributions corresponding to open conformation (E*\text{open} ≈ 0.48) and closed conformation (E*\text{closed} ≈ 0.66). b. Presence of template DNA (dideoxy terminated) led to a shift towards the open conformation whereas c. further addition of complementary nucleotide (A-dTTP) led to a more pronounced population of the closed conformation; again no significant difference between electroporated and non-electroporated sample was observed. Adapted from (62). Experiments were performed by Dr. Louise Aigrain.](image)

Buffer.

Third, protein samples might still contain a small percentage of free dye, which was not successfully removed in protein purification steps after labelling. These free dye molecules are more than 100 times smaller than protein molecules and are consequently preferentially internalised. To ensure significant uptake of fluorescently labelled proteins instead of free dye, the labelled protein stock must contain less than 2% of free dye (140).

Finally, non-internalised labelled proteins could also stick to the bacterial cell wall after electroporation. This phenomenon was protein dependent and therefore must be determined for each protein separately. Non-internalised proteins could be removed by further washing steps after cell recovery. Washing buffers containing fairly high concentration of salt (to disrupt non-specific electrostatic interactions), and detergent (to disrupt non-specific hydrophobic interactions) could be tested (SI 3.6.4). For aggregation-prone proteins, an additional cell-filtration step using a 0.22 μm filter can be added after recovery to remove non-internalised protein aggregates, however,
this step usually diminishes cell viability (sec. 3.4.2).

### 3.4.2 Cell viability and cell loading

Employing the established guidelines by Sustarsic et al. [140], we carried out quantitative investigation of the internalisation of the 10 kDa ω subunit of bacterial RNA polymerase, labelled with Cy3B, while also studying cell viability. As shown earlier in this chapter (Fig. 3.2), the protein, ω-Cy3B, was efficiently internalised, while both negative controls (non-electroporated and empty cells) show no significant fluorescence background. Additionally, the ω-Cy3B sample contained about 1% of free dye and hence is ideally suited to characterise cellular uptake and cell viability upon electroporation [140].

#### Cell loading

First, we explored the dependence of internalisation efficiency of 2.5 μM ω-Cy3B on the applied electroporation voltage. Again, we tried a set of six different electroporation voltages and I analysed the cellular uptake and loading efficiency (SI 3.6.9). As expected, the increase in electroporation voltage led to an increase in the percentage of loaded cells (Fig. 3.10a), however, there was significant day-to-day variation in loading efficiency (3 independent repeats). Particularly, non-electroporated cells occasionally exhibited very high inner-cell fluorescence, most often corresponding to cells already exhibiting compromised cell membranes, which would be classified as 'damaged cells' according to our previous viability classification. This phenomenon increased the effective fluorescence background, especially for the non-electroporated cell control, which had to be taken into account when interpreting loading efficiencies. While absolute loading efficiencies varied from 40% to 70% (Fig. 3.10a), loading efficiencies normalised by the background fluorescence of non-electroporated cells (25%, Fig. 3.10a, gray bar) ranged from 15% to 45%.
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Figure 3.10: Characterisation of a. internalisation efficiency and b. cell viability for protein internalisation dependent on electroporation voltage. Cells were electroporated with 2.5 µM RNA polymerase ω-Cy3B at 1 to 1.8 kV, filtered, washed, and recovered for 1.5 h in rich medium. a. The internalisation efficiency is plotted relative to empty cells and non-electroporated cells are shown as a reference (gray bar). b. Cells were imaged in bright field mode and again classified as ‘growing and dividing’, ‘not growing’, and ‘damaged’. c. Correlation between cell loading and cell viability. Loading and viability were measured simultaneously and the effect of voltage on the proportion of loaded and non-loaded cells is shown for each class of cells separately: growing and dividing, not growing, and damaged cells. Three independent data sets of > 300 cells per electroporation voltage were analysed for each experiment, and mean ± standard deviation is plotted.

Cell viability

The previously discussed protocol for protein internalisation includes a cell filtration step (0.22 µm filter, SI 3.6.4) after cell recovery, to wash off non-internalised protein. In order to determine the compromising effect of filtration on cell viability, I studied cell viability for all electroporation voltages using the same experimental conditions as for nucleic acid loading experiments, but with the addition of a filtration step. I examined cells in brightfield mode over the course of 2 h following electroporation, recovery,
and cell filtration step, and again classified cells into: (i) ‘growing and dividing’ cells, (ii) ‘not growing’ cells, and (iii) ‘damaged’ cells. Quantifying the percentage of cells in each category, I observed a decrease in the number of ‘growing and dividing’ cells with electroporation voltage, while the number of ‘not growing’ and ‘damaged’ cells increased (Fig. 3.10b). To rule out concerns that only damaged cells get loaded with ω-Cy3B, we determined the correlation between cell viability and cell loading by performing both studies simultaneously. As expected, I observed an effect of applied voltage across all viability categories (Fig. 3.10c). I found the effect of voltage on loading was stronger for ‘damaged’ cells than for ‘not growing’, and ‘growing and dividing’ cells. Since only a small percentage of cells was classified as ‘damaged’ (<15% at 1.4 kV), however, I reasoned that the majority of loaded cells corresponded to both ‘not growing’, and ‘growing and dividing’ cells under any applied electroporation voltage.

In contrast to nucleic acid internalisation, we employed an electroporation voltage of 1.2 kV for initial protein internalisation experiments, since the lower electroporation voltage offers higher cell viability with significant cellular uptake for ω-Cy3B sample. Notably, sample preparation steps and internalisation efficiency have to be tested and optimised for each new protein sample individually.

### 3.5 Conclusion

We developed a facile and efficient internalisation method of organic-dye labelled biomolecules into live bacteria using electroporation. First, I described a general electroporation experiment and showed qualitative representation of the experimental results. The many studies of successful internalisation of organic dye-labelled biomolecules into live *E. coli*, ranging from short RNA and DNA fragments to proteins up to 100 kDa, showed the broad applicability of the electroporation method and should
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give way to many interesting in vivo single-molecule fluorescence studies. Second, I optimised the electroporation method for internalisation of nucleic acids, especially avoiding the aggregation of nucleic acids upon electroporation, which had been observed using 45 bp intermediate and high FRET DNA standards and characterised using in vitro biochemical and single-molecule fluorescence assays. In this experiments, the addition of EDTA has proved ideal to prevent aggregation and was hypothesised to chelate Al\(^{3+}\)-ions being released from electroporation electrodes during electroporation pulses and thus preventing their interference with the negatively charged DNA backbone (148). I suspect that membrane pores, formed through electroporation, also act as a filter for the more than 10-fold larger DNA aggregates, since I did not observe aggregates (multiple fluorophore labels per molecule) in previous in vivo single-molecule photobleaching studies using our dsDNA standards (62). However, the impact of electroporation on molecule integrity should be tested for each new nucleic acid incorporation: the electroporation with EDTA of short ssRNA fragments and E. coli bulk transfer RNA for instance did not affect molecule integrity, which is shown in chapter 5.

In addition, I introduced protected DNA FRET standards (chemically linked DNA ends) as ideal standards for single-molecule FRET measurements in live bacteria. Single-molecule FRET distributions were reproducible in vitro for all electroporation conditions and no aggregation was observed, even without EDTA present. This result also makes me believe that dehybridisation of short double-stranded DNA fragments might occur for blunt-ended DNA standards, enhancing aggregation. Protected DNA FRET standards are particularly suited for in vivo studies since they do not present a target for DNA repair or degradation machineries unlike the blunt-ended dsDNA standards and thus, should be great markers to report on single-molecule FRET levels in vivo (chapter 4).

In order to optimise electroporation conditions, I studied dsDNA-Cy3B uptake and
cell growth and division for six different electroporation voltages, based on this, I proposed 1.4 kV as an optimal electroporation voltage for nucleic acid incorporation (70% viability, 30% loading).

Third, we characterised the electroporation method for internalisation of organic dye-labelled proteins into live bacteria (140). We defined optimal buffer conditions compatible with efficient loading of cells with the labelled protein of interest and proposed washing buffers (higher salt, non-ionic detergent) to remove non-internalised proteins. These washing buffers have to be adapted for each protein sample individually taking protein properties (e.g. surface charge, protein stability) into account. Next, we showed that it is necessary to have less than 2% of free dye in the protein sample in order to avoid preferential uptake of dye molecules over labelled proteins. In addition, cell filtration has proven beneficial to remove non-internalised labelled proteins and protein aggregates. However, cells exposed to cell filtration displayed lower viability than cells washed with buffer (sec. 3.3.2 versus sec. 3.4.2). Nevertheless, less than 15% of cells were visibly damaged, showing that most of the loaded cells were suitable for live-cell single-molecule imaging. If absolute viability is required, imaged cells can be examined for their viability by following their division or by employing other cell-viability indicators, such as metabolic activity indicator, nucleic acids (nucleoid) staining, or membrane staining assays (151, 152).

In this study, the internalisation of organic dye-labelled nucleic acids and proteins was successfully optimised. Using the developed protocol, single-cell and single-molecule FRET studies in live cells now become possible. Next, the characterisation of organic fluorophores as FRET-dye pairs, single-cell FRET, and single-molecule FRET measurements in live bacteria will be presented in chapter 4.
Contributions

I performed all experiments and data analysis of nucleic acids internalisation studies, which are presented in two published reports (62, 141). Protected DNA FRET standards were synthesised by Dr. Afaf El-Sagheer.

Protein internalisation studies were performed by Marko Sustarsic and Dr. Louise Aigrain, and I wrote analysis software in MATLAB (MathWorks) and analysed data. For the characterisation of protein internalisation and cell viability (sec. 3.4.2), Marko Sustarsic performed sample preparations, and I performed cell viability and loading measurements and analysed the data.
3.6 Supplementary information

3.6.1 Preparation of labelled DNA standards

Oligonucleotides were purchased from IBA GmbH. The sequences used are shown below; the highlighted T base was labelled either with Cy3B (STD45T) or Atto647N, Alexa647, or Cy5 (STD45B series).

DNA sequences 5’ to 3’

STD45T (unlabelled): TAA ATC TAA AGT AAC ATA AGG TAA CAT AAC GTA AGC TCA TTC GCG

STD45T: TAA ATC TAA AGT AAC ATA AGG TAA CAT AAC GTA AGC TCA TTC GCG

STD45B (unlabelled): CGC GAA TGA GCT TAC GTT ATG TTA CCT TAT GTT ACT TTA GAT TTA

STD45B – dT28: CGC GAA TGA GCT TAC GTT ATG TTA CCT TAT GTT ACT TTA GAT TTA

STD45B – dT38: CGC GAA TGA GCT TAC GTT ATG TTA CCT TAT GTT ACT TTA GAT TTA

DNA labelling Briefly, 5 nmol of ssDNA (50 µL out of 100 µM stock) was ethanol precipitated and then dissolved in 100 µL sodium borate (NaBO₃, 0.1 M, pH 9.0). Labelling at the 5’-end of oligonucleotides (STD45T) was performed using a 5’-amino-C6-modifying group with a 10-fold excess of N-hydroxy-succinimidyl ester of Cy3B (GE Healthcare); 50 nmol of dye dissolved in 5 µL dimethyl sulfide (DMSO) was added to the DNA; wrapped in foil and placed on a shaker for 5 h or overnight. Internal labelling (STD45B series) was performed by incubating ten-fold excess of dye, Atto647N (ATTO-TEC GmbH), Cy5 (GE Healthcare), or Alexa647 (Invitrogen) at 50 °C for 2 h or longer. Then another ten-fold excess of dye was added and incubated again as before. (150) (153).

DNA purification The 45-bp ssDNA fragments were purified using denaturing polyacrylamide gel electrophoresis (PAGE). An acrylamide concentration of 20 % (29:1) was used and the gel was run at 550 V for 6 h in TBE buffer. The main labelled DNA
fraction was cut out, crushed and eluted in ddH₂O overnight. The gel fragments were removed by centrifugation and filtering with a 0.45 µm pore size spin column. The DNA filtrate was de-salted on a P6 column (BioRad) into ddH₂O and evaporated in speedvac. The pellet was dissolved in 10-20 µL ddH₂O, and the concentration of labelled DNA was measured on UV-Vis Spectrophotometer NanoDrop1000 (Thermo Scientific).

**DNA annealing** Singly-labelled double-stranded DNA, intermediate and high FRET dsDNA standards were prepared by annealing unlabeled or labelled STD45T (top strand) to either STD45B unlabelled, STD45B-dT28 or -dT38 (bottom strands), respectively. Oligonucleotides were annealed in a low-salt annealing buffer (20 mM Tris-HCl (pH 8.0), 10-100 mM NaCl, 1 mM EDTA) by heating to 94 °C and subsequent cooling to 4 °C over 45 min in steps of 10 °C. DNAs were stored in 1-5 µM stocks at -20 °C.

### 3.6.2 Preparation of proteins

**ω-RNA polymerase** C-terminal His₆-tagged ω [Cys68] was expressed using pET expression system and purified by Ni²⁺-affinity chromatography in denaturing conditions as described and characterised in (140). Labelled proteins were stored at -20 °C in 50 mM Tris-HCl, pH 7.5, 1 mM DTT, and 40 % glycerol.

**Klenow fragment** DNA Polymerase I Klenow fragment (KF) was prepared as described in (53). Labelled proteins were stored at -20 °C in 50 mM Tris-HCl, pH 7.5, 1 mM DTT, and 40 % glycerol. The extent of labelling, calculated from the UV-Vis spectrum, was 70 %.
3.6.3 Electrocompetent cells

ElectroMAX DH5α-E Competent Cells (Invitrogen), a commercially available electrocompetent E. coli cell line was used for electroporation. The cells were diluted 1:1 with ddH₂O and stored at −80°C. For each electroporation experiment 20 µL of electrocompetent cells were used.

3.6.4 Electroporation protocol

Up to 5 µL of labelled dsDNA standards stored in low-salt annealing buffer, 1-10 µM stock concentration, were added to 20 µL of electrocompetent cells to a final concentration of 0.5 to 5 µM. The cell suspension and organic fluorophore labelled biomolecules were added into a pre-chilled electroporation cuvette (1 mm gap, Bio-Rad). The cell suspension was then exposed to the discharge of a high voltage electric field. For all experiments carried out in this thesis, the initially applied electroporation voltages ranged from 1.0 to 1.8 kV and the electric field decayed with a time constant of 3 to 6 ms ensuring efficient internalisation (MicroPulser, Bio-Rad). The cells were rapidly recovered in 500 µL of rich medium (super optimal broth with catabolite repression, SOC) for about 20 min shaking at 37°C. Then, the cells were washed 4 times with phosphate buffered saline (PBS) by pelleting the cells by centrifugation at 3300 g for 1 min at 4°C, followed by resuspension. Finally, the cells were resuspended in 80-150 µL PBS and stored on ice.

For protein internalisation, cells were recovered by incubation with 500 µL of SOC for only 3 min at 37°C. After recovery, cells were pelleted for 1 min at 3300 g and 4°C, and washed with phosphate buffered saline (PBS) solution containing 100 mM NaCl and 0.005% Triton X100. Washing was repeated 2 more times with the same buffer, and 3 more times with PBS only. For cell filtration, cells were transferred to an Ultrafree-MC centrifugal filter tube (0.22 µm pore diameter, GE Healthcare) after the
first wash and spun 3x for 3 min at 800 g and 4 °C.

### 3.6.5 Agarose pad preparation

The 1% agarose-M9 pads were prepared by adding 500 µL of heated agarose-M9-salt medium on a cover slide and let cool. The cells were vortexed briefly to limit any potential of cell clustering. About 5-10 µL of the cell suspension were spread on the agarose pad. Finally, a burned cover slide was placed on top of the agarose pad which was turned towards the immersion oil objective for imaging.

For long-term observation of cells for several hours (viability and loading experiments) 1% agarose pads were prepared with M9 salts and EZ rich defined medium (Teknova). Furthermore, a channel system was cut out off the pad (Fig. 3.11) and the agarose was kept wet by adding about 100 µL EZ rich defined medium into the channel system every 1 h.

![Figure 3.11: Schematic of channel system in agarose pad for buffer supply for long-term observation. Adapted from [150].](image)

### 3.6.6 Native PAGE

Electroporated and non-electroporated sample were characterised using Native PAGE (non-denaturing gel electrophoresis) and sample homogeneity was qualitatively evaluated. About 10 µL of each sample was run on Native-PAGE gel (Mini-PROTEAN
TGX Precast Gels, Bio-Rad) in Tris-Glycine buffer at 130 V for 1 h. In-gel fluorescence was imaged (PharosFX Plus Molecular Imager, Bio-Rad), and overlay images of green and red fluorescence images were generated in Fiji open-source image-processing software.

### 3.6.7 Single-molecule FRET confocal microscopy

*In vitro* single-molecule FRET microscopy using an ALEX scheme was performed on a custom-built confocal setup as sketched in Appendix [A.2](#). 120 µW green and 30 µW red laser power were used; measured before laser beam enters the objective. 20 µL of DNA FRET standards diluted in ddH₂O to 10-50 pM final concentration were added onto a burned cover slide and the laser beam was focused about 20 µm into solution. Two 10 min data sets were acquired for each sample. The single-molecule fluorescence bursts from *in vitro* single-molecule FRET confocal microscopy were analysed in MATLAB as described in [154](#). Information on photon arrival times, excitation cycle, and detection channel, enables the calculation of fluorescence bursts (donor or acceptor) arising due to molecules traversing the confocal spot under either donor or acceptor excitation. FRET efficiency ($E^*$, uncorrected), and relative probe stoichiometry ($S^*$) were calculated as follows:

$$E^* = \frac{F_{Aem}^{Dex}}{F_{Aem}^{Dex} + F_{Dem}^{Dex}}$$

$$S^* = \frac{F_{Aem}^{Dex}}{F_{Aem}^{Dex} + F_{Dem}^{Dex} + F_{Aem}^{Aex}}$$

where $F_{Xex}^{Yem}$ represents the fluorescence of a burst arising in the Y emission channel under X excitation.
3.6.8 Fluorescence correlation spectroscopy

Fluorescence correlation spectroscopy (FCS) measurements were performed on a custom-built confocal microscope as sketched in Appendix A.2. 20 µL of DNA FRET standards diluted in ddH₂O to 1-5 nM final concentration were added onto a burned cover slide and the laser beam was focused about 20 µm into solution; two 5 min data sets were acquired for each sample at 120 µW green continuous wave and separated into green and red fluorescence channel for detection. Calibration measurements were carried out using Rhodamine 6G using the same settings (data shown in sec. 2.3.1). The correlation was calculated using a computer-implemented correlator (Flex 02-01D, Correlator.com, USA). Data was analysed using PyCorrFit, an open-source software package by Paul Müller (Schwille lab, (155)). The data was fitted using the implemented Levenberg-Marquardt algorithm to the autocorrelation function (156).

\[
G(\tau) = A_0 + \frac{1}{N} + \frac{1}{1 + \tau/\tau_D} \frac{1}{\sqrt{1 + \tau/(E^2\tau_D)}} \left(1 + \frac{T e^{-\tau/\tau_T}}{1 - T}\right)
\]

with

- \(A_0\): offset
- \(N\): effective number of molecules in confocal volume
- \(\tau_D\): characteristic diffusion time through confocal volume
- \(E\): elongation factor of confocal volume
- \(T\): fraction of molecules in non-fluorescent triplet state
- \(\tau_T\): characteristic residence time in triplet state,

describing three dimensional diffusion of a single species (labelled biomolecule) through the confocal volume (assuming ideal Gaussian laser beam profile) and including one triplet state of the fluorophore.
3.6.9 Live-cell imaging

Live-cell imaging experiments were performed on a custom-built inverted widefield microscope as laid out in Appendix A.1. Internalisation and cell viability experiments were performed at 50 ms using low laser powers ranging from 300 µW (red channel) to 600 µW (green channel). Internalisation images were obtained in Fiji by overlaying brightfield image (inverted) and fluorescence images (averaged over 10 frames, false coloured). Cells were segmented using the programme ‘Schnitzcells’ (Elowitz lab, 157), which was adapted for brightfield cell images (150), and cell intensities were quantified and normalised by cell area using custom-written MATLAB scripts. Intensities were corrected for mean intensity of empty cells to account for cellular autofluorescence; cells were classified as loaded if the calculated intensity was larger than the mean intensity of empty cells plus three times the standard deviation of empty cells. The loading efficiency is the percentage of classified loaded cells from the entire pool of segmented cells. Samples were categorised according to their loading performance as ‘very good’ (>60 % loading), ‘good’ (>30 % loading), and ‘poor’ (>10 % loading), see tab. 3.1. Viability was analysed by manually comparing brightfield images of cells taken every 20-40 min, and classifying cells as ‘growing and dividing’, ‘not growing’ or ‘damaged’ 140, 141. For comparative analysis of loading and viability, the microscope stage was set to image an area of the pad first in the fluorescence mode for loading, and then in the brightfield mode for viability analysis using Micromanager open-source microscopy software.
3.7 Supplementary figures

Figure 3.12: Aggregation of dsDNA standards after electroporation at six different electroporation voltages. **a.** Intermediate FRET DNA standard and **b.** high FRET DNA standards, non-electroporated (– EP) and electroporated (+ EP), are analysed using single-molecule confocal microscopy. Intermediate and high FRET histograms of – EP sample could not be reproduced and example FRET-stoichiometry histograms for 1.2 kV and 1.8 kV show wide spread of FRET efficiencies.
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Figure 3.13: Aggregation of dsDNA standards after electroporation at 1.4 kV. 

**a** highFRET DNA standard, different acceptor dyes

i Atto647N

ii Atto647

**b** highFRET DNA standard, different buffer conditions

i Annealing buffer

ii ddH2O

---

Figure 3.13: Aggregation of dsDNA standards after electroporation at 1.4 kV. **a.** Electroporation of high FRET DNA standards with Atto647N and Atto647 acceptor dyes. **b.** Electroporation of high FRET DNA standard in low-salt annealing buffer (3 mM NaCl) and ddH2O. Single-molecule FRET confocal data of – EP sample was again not reproducible upon electroporation.
Figure 3.14: Protected DNA FRET standards withstand electroporation. FRET histograms for a. intermediate and b. high FRET protected DNA standards (P-intFRET and P-highFRET DNA standards) do not show a significant change between – EP sample and + EP sample. Example ES-histograms for – EP, 1.2 kV and 1.8 kV sample show no significant difference.
Chapter 4

In vivo single-molecule FRET

characterisation and applications

The work presented in this chapter has been partly published in


4.1 Introduction

Single-molecule FRET is well suited for studying protein structure and dynamics in vitro and in the natural environment of the living cell. As previously described in
In vivo single-molecule FRET characterisation and applications

Chapter 2 (sec. 2.2), FRET relies on a non-radiative energy transfer between a donor and an acceptor fluorophore in close proximity (2-10 nm) with sufficient spectral overlap. A typical application of in vitro single-molecule FRET studies is to measure conformational changes of a biomolecule labelled with a donor and acceptor fluorophore pair. These experiments have helped to understand the function of complex proteins, such as DNA Polymerase I and RNA Polymerase (105, 158, 52, 53, 54), and showed how function relates to protein structure. Additionally, nucleic acids and protein folding have been studied using in vitro single-molecule FRET methods (50, 159, 51). Since the FRET signal is highly dependent on the fluorophore properties, the performance of FRET-dye pairs has to be evaluated and optimised. A study by di Fiori and Meller showed that high FRET signals of donor and acceptor fluorophores, which were less than 8 bp on dsDNA apart, were obstructed due to fluorophore collisions (160). For in vitro studies, the FRET-dye pair Cy3/Cy5 is a popular choice in many studies (68, 103, 161). While Cy3 and Cy5 show strong environment dependent fluorescence, such as protein induced fluorescence enhancement (162, 163, 164), Cy5 also exhibits thiol-dependent photochemistry (87, 23), which is beneficial for super-resolution imaging studies, but both effects are unwanted for robust and long-lasting single-molecule FRET measurements. Hence, FRET-dye pair fluorophores have to be carefully chosen dependent on the application. For measuring protein conformational changes and protein-substrate interactions, Alexa488/Alexa594 (49, 165, 166) and the very bright FRET-dye pair Cy3B/Atto647N (167, 53, 168) are frequently used.

Despite the common use of single-molecule FRET in vitro, in vivo single-molecule FRET studies are still very challenging, mainly due to the difficulty of site-specific FRET dye-pair labelling of biomolecules in live cells, see chapter 3 (sec. 3.1). Until now, the most employed in vivo FRET dye-pair is the fluorescent protein pair CFP/YFP (68). But the blinking behavior of CFP and YFP (21), the very poor pho-
tostability of CFP, and the very high cellular autofluorescence in the blue excitation channel make single-molecule FRET measurements very challenging (169). Moreover, the size of the FPs (see chapter 2, Fig. 2.3) might interfere with the structure and function of the protein of interest and often only an on/off FRET signal can be studied. In single-cell FRET studies, the fluorescent protein FRET-pair CyPet/YPet was used to study protein-binding dynamics in living cells (170). Using fluorescence lifetime imaging approaches, the fluorescent protein pair GFP/mCherry was employed to measure temperature-dependent protein folding in live mammalian cells (57, 58). Nevertheless, such FP-based FRET studies lack single-molecule sensitivity due to the limited photon budget of fluorescent proteins.

A handful of in vivo single-molecule FRET reports have been published using organic fluorophores, in vitro labelling, and internalisation techniques. In initial proof of principle studies, Fessl and coworkers internalised DNA constructs labelled with Atto680/Atto740 into live E. coli cells using heat shock and measured in-cell time-resolved FRET signatures using TIRF microscopy (135).

The first study of single-molecule FRET in mammalian cells was performed by Sakon and Weninger in 2010, in which they introduced a membrane-fusion protein SNAP-25 labelled with Cy3/Cy5, or Alexa555/Alexa647 into human kidney cells (60). Again, using TIRF microscopy they observed high FRET signals upon protein binding to the SNARE complex at the cell membrane. They also demonstrated single-particle tracking for SNAP-25 labelled with Cy3/Cy5, but only for membrane-tethered SNARE proteins and not in the cellular cytosol. The Cy3/Cy5 single-molecule FRET time-traces lasted for about 1 s.

Very recently, König et al. studied protein conformational dynamics employing confocal single-molecule FRET measurements in live HeLa cells (61). Using a temperature-controlled microscope stage optimised for microinjection and cell cultivation, König and coworkers monitored temperature-dependent conformations of a marginally stable
protein labelled with Atto532/Atto647N and observed both cold and heat denaturation in live cells. Using confocal single-molecule FRET microscopy, they showed that an intrinsically disordered protein (Atto532/Biotium CF680R) remains unstructured, exhibiting intra-molecular fluctuations at $\sim 60$ ns, and monitored the folding kinetics of a small protein (Atto532/Abberior Star 635); showing that interconversion between folded and unfolded states occurs on a $\sim 10$ ms time-scale \(55\).

Until now, a thorough characterisation of single-molecule FRET signals and evaluation of FRET-dye pairs has been missing in live cells. Also, the combination of single-molecule FRET measurements and single-particle tracking in living cells (Fig. 4.1), which should give insight to molecular conformational changes and link them with the molecule’s mobility and spatial organisation inside the cell, has yet to be demonstrated.

**Figure 4.1:** Combination of single-molecule FRET studies and single-particle tracking in live cells is a powerful tool as it monitors conformational states of proteins (between open and closed conformation) and links them to the mobility of the molecule (fast diffusion, e.g. searching for target sites, or slow diffusion, e.g. bound to DNA substrate). Such measurements will help to elucidate protein binding kinetics, and conformational dynamics, as well as link protein structure to protein function in vivo.

In this chapter, I established *in vivo* single-molecule FRET capability using DNA
FRET standards in live bacteria. First, I characterised the photostability and brightness of 7 organic dyes (3 donor dyes, and 4 acceptor dyes) and evaluated FRET-dye pairs for their performance in single-cell and single-molecule FRET studies. Second, I used low, intermediate, and high FRET DNA standards to characterise single-molecule FRET signatures in vivo; specifically, I showed that in vivo single-molecule FRET distributions of protected DNA FRET standards were in very good agreement with in vitro measurements. Finally, I applied the single-molecule FRET capability and studied three biological systems in live bacteria: (i) probing the internalisation and FRET distribution of a doubly-labelled protein complex, (ii) observing conformational states of a doubly-labelled DNA binding protein, and (iii) showing the bending of a gapped DNA substrate in vivo.

4.2 Characterisation of organic fluorophores

To successfully employ single-molecule FRET studies in vivo, fluorophore properties have to be quantified to allow robust and long-lasting FRET measurements. A large set of organic fluorophores was already characterised in vitro (45, 68), and some of these organic fluorophores were characterised in vivo (171, 172). These classifications are mainly for the use of fluorophores in super-resolution imaging (173, 174, 45) and not for continuous imaging of single-molecule FRET signatures for long observation times. For such an application, organic fluorophores with a high photon budget (photostable and bright) are desired.

The photostability of a fluorophore dictates the time frame in which the single fluorophore can be tracked within consecutive movie frames before the fluorophore bleaches. The fluorophore’s brightness is a measure for the photon budget of the fluorophore per unit time and is theoretically estimated as the product of the molar extinction coefficient and quantum yield of the fluorophore (in (M cm)$^{-1}$, Ref [64]). A high fluoro-
phore brightness is important to localise a single fluorophore with high precision.

4.2.1 Single-cell photobleaching studies

To evaluate the photostability and brightness of seven different organic fluorophores *in vivo*, I established single-cell photobleaching studies of internalised singly-labelled dsDNA into *E. coli* cells, where I photobleached entire fields-of-view in epi-fluorescence mode. Next, I implemented computer-assisted cell segmentation routines and analysed the decay of the total cellular fluorescence normalised by cell area over time (SI 4.7.5). The half-time of the fluorescence decay serves as a measure for the fluorophore photostability (in s). Figure 4.2a shows an example fluorescence photobleaching time-trace of more than 100 singly-labelled dsDNA molecules per cell (highlighted in gray), in which even after 3 min a fluorescence signal could still be observed. The time-trace can be used to measure the fluorescence decay half-time. To find the fluorophore brightness, I electroporated singly-labelled dsDNA molecules at 50-100 times lower concentration and analysed the cellular fluorescence decay (Fig. 4.2b). The single-cell fluorescence time-traces decrease in distinct steps that correspond to bleaching events of single fluorophores; the step height of each bleaching event is used as a measure of the fluorophore brightness *in vivo* (unitary intensity, in u.a., or ph/s).

It is noteworthy that the laser power and exposure time were fixed for all measurements (SI 4.7.5). This choice was made since the dyes’ photostability and brightness are strongly dependent on the excitation intensity [176, 177].

4.2.2 Photostability of organic fluorophores

The photostability of organic dyes Cy3B, Cy3, Atto532, Atto647, Atto647N, Alexa647, and Cy5 were evaluated *in vivo*. To do this, I electroporated cells with 1 µM of singly-

---

1 The lateral localisation precision scales with $1/\sqrt{N}$, $N$: number of photons per frame [175].
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Figure 4.2: Single-cell photobleaching studies to evaluate photostability and brightness of organic dyes (here: dsDNA-Atto647) in vivo. a. Measuring the fluorescence decay of heavily loaded cells (> 100 molecules/cell) with singly-labelled dsDNA standards. The photobleaching time-traces (blue) were fitted with a single-exponential (red) to obtain the photobleaching lifetime as a measure of dye photostability. b. Measuring the fluorescence decay of less loaded cells (1-6 molecules) with singly-labelled DNA standards. The photobleaching time-traces (blue), showing single step photobleaching events, were analysed using Hidden Markov Modelling (HMM, SI 4.7.5, red time-traces) to obtain step height distributions as a measure of dye brightness. Scale bar: 1 µm.

labelled dsDNA (SI 4.7.1), and carried out single-cell photobleaching studies as described above (141). For simplicity, I show the photostability analysis for two example organic fluorophores, namely Cy3B (green fluorescence channel) and Atto647 (red fluorescence channel), in Fig. 4.3 A similar analysis for Cy3, Atto532 (green fluorescence channel) and Cy5, Alexa647, Atto647N (red fluorescence channel) can be found in the supplement (SI Fig. 4.19).

For each organic fluorophore, I analysed about 300-500 cells and obtained 200-400 photobleaching time-traces (SI 4.7.5), since I only included cells into the analysis that were classified as loaded\(^2\). Next, I fitted the raw single-cell photobleaching time-traces (Fig. 4.3, gray time-traces) with a single-exponential (Fig. 4.3, red curves), since the photobleaching lifetime of the agarose pad and the background fluorescence was more than an order of magnitude smaller (~ 1 s in green fluorescence channel, and ~ 0.5 s in red fluorescence channel, SI Fig. 4.19), and therefore neg-

\(^2\)The loading threshold is defined in chapter 3 as mean + 3 standard deviation of empty (not treated) cells.
ligible. The photobleaching life-time distributions for Cy3B and Atto647 are shown as insets in Fig. 4.3. I obtained mean photobleaching lifetimes of \(20 \pm 9\) s (median: 17 s) for Cy3B, and \(46 \pm 13\) s (median: 44 s) for Atto647; Atto647N has the highest photobleaching lifetime of \(92 \pm 37\) s (median: 86 s, SI Fig. 4.19).

\[ a \quad \text{dsDNA} \rightarrow \text{Cy3B} \quad b \quad \text{dsDNA} \rightarrow \text{Atto647} \]

**Figure 4.3:** Photostability study of organic fluorophores *in vivo*. a. Single-cell photobleaching study of internalised dsDNA-Cy3B into live *E. coli* as a measure for photostability. Main: Two example single-cell photobleaching time-traces (gray), single-exponential fit of time-traces (red) and average single-cell photobleaching time-trace (blue). Inset: Histogram of photobleaching lifetime obtained by single-exponential fit of single-cell photobleaching time-traces. b. Single-cell photobleaching lifetime measurement of dsDNA-Atto647 as described in a. Acceptor fluorophore Atto647 showed a photobleaching lifetime of \((46 \pm 13\) s; 44 s), whereas donor fluorophore Cy3B showed a photobleaching lifetime of \((20 \pm 9\) s; 17 s); (values: mean ± standard deviation; median). Each data set consisted of 300-500 cells.

I also electroporated the fluorescent protein mCherry into live *E. coli* and obtained a photobleaching lifetime of \(18 \pm 5\) s (median: 17 s), showing that the photostability of organic fluorophores and fluorescent proteins in the green fluorescence channel were very similar under these illumination conditions (SI Fig. 4.19). This result also ensured that the electroporated FP was structurally still intact after electroporation.

### 4.2.3 Brightness of organic fluorophores

Here, I used the characteristic single photobleaching steps in fluorescence decay time-traces of sparsely loaded cells as a measure of fluorophore brightness *in vivo* [141].
To obtain sparsely loaded cells, I electroporated *E. coli* with 10-30 nM singly-labelled dsDNA-Cy3B and dsDNA-Atto647 to be able to observe only a few DNA molecules per cell; the results for other organic dyes are shown in SI Fig. 4.20. Only cells loaded with less than six fluorescent molecules were used for further analysis.

I fitted the steps in the photobleaching time-traces by Hidden Markov Modeling (HMM) as described in SI 4.7.5 (Fig. 4.4, blue time-traces: raw data, red curves: HMM fit). Afterwards, I examined the photobleaching step height (unitary intensity) distribution generated from more than 100 single-step photobleaching time-traces and fitted the histogram to a single Gaussian (Fig. 4.4, right). I obtained a brightness value\(^3\) of about 3400±1500 ph/s for Cy3B and 3900±1700 ph/s for Atto647.

In certain cases, especially for less photostable dyes (Alexa647, Cy5), I noticed that the HMM analysis missed single photobleaching steps due to the insufficient data support for certain fluorescence levels, through which double-steps were picked instead. Thus, I presented the unitary intensity histograms fitted to a single and double Gaussian in the supplement (SI Fig. 4.20) to accommodate for double-steps in the analysis.

The brightness of mCherry could not be obtained at these illumination conditions, since at such low copy numbers, the single-cell photobleaching time-traces were too noisy and no single-step bleaching events were picked up by the HMM algorithm. For dsDNA-Cy3, I still detected single photobleaching steps using HMM analysis and obtained a brightness value of about 2800 ph/s (SI Fig. 4.20). Hence, I concluded that the brightness of mCherry is lower than 2800 ph/s under the same illumination conditions.

The fluorophore performance after photostability and brightness analysis are listed in Table 4.1 and the organic fluorophores were evaluated for their use in *in vivo* single-molecule fluorescence and FRET studies. As previously discussed, very photostable

\(^3\)The brightness value was obtained by multiplying the unitary intensity (in a.u.) by 190 ph/s per arbitrary unit, which was previously measured for this microscope setup (150).
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Figure 4.4: Brightness study of organic fluorophores *in vivo*. **a.** Internalisation of dsDNA-Cy3B and single-cell photobleaching step height analysis. Left: Example of single-cell photobleaching time-traces (blue: raw data, red: HMM fit). Right: Histogram of single step height intensities from fitted steps (> 100 cells). Single-Gaussian fit (blue) was centered at 3.9±1.7 a.u., corresponding to a unitary intensity of 3400±1500 ph/s. **b.** Internalisation of dsDNA-Atto647 and similar single-cell photobleaching step height analysis. Here, the single-Gaussian fit (blue) was centered at 4.5±2.0 a.u., corresponding to a unitary intensity of 3900±1700 ph/s.

and bright organic dyes aid towards long-term single-molecule FRET observations to study single-molecule conformational changes from sub-second timescale up to several seconds.

Evaluating the dye performance using these criterias (SI 4.7.5), I selected Cy3B as the best performing donor dye (Table 4.1), since it is more photostable than Atto532 and it does not exhibit any protein induced fluorescence enhancement (PIFE) effects compared to Cy3 (162, 163, 164), which would make the interpretation of FRET efficiencies *in vivo* challenging. For acceptor dyes, I put Cy5 (highest photon counts), Atto647, and Atto647N (highest photostability) forward for further evaluation as FRET
### Table 4.1: Comparison of organic fluorophore photostability and brightness of 3 donor (green channel) and 4 acceptor (red channel) fluorophores. The evaluation of the fluorophore performance for *in vivo* single-molecule fluorescence and single-particle tracking studies is based on both, high photostability and high brightness (SI 4.7.5): ‘++’: very good, ‘+’: good, ‘−’: poor. *Atto647N is hydrophobic (low polarity) and, thus, tends to bind (‘stick’) to cell membranes and should not be used for accurate diffusion coefficient measurements.

<table>
<thead>
<tr>
<th>organic dye</th>
<th>photostability</th>
<th>brightness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>photobleaching lifetime (s)</td>
<td>unitary intensity (ph/s)</td>
</tr>
<tr>
<td>green channel</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cy3B</td>
<td>20±9</td>
<td>3400±1500</td>
</tr>
<tr>
<td>Cy3</td>
<td>18±7</td>
<td>2800±1100</td>
</tr>
<tr>
<td>Atto532</td>
<td>14±8</td>
<td>3600±1400</td>
</tr>
<tr>
<td>red channel</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atto647N</td>
<td>92±37</td>
<td>3500±1300</td>
</tr>
<tr>
<td>Atto647</td>
<td>46±13</td>
<td>3400±1100</td>
</tr>
<tr>
<td>Alexa647</td>
<td>6±4</td>
<td>3500±1200</td>
</tr>
<tr>
<td>Cy5</td>
<td>10±5</td>
<td>4500±1500</td>
</tr>
</tbody>
</table>

In the next section, I studied the performance of the three proposed FRET dye-pairs (Cy3B/Cy5, Atto647, Atto647N) on the single-cell level in live bacteria.

#### 4.3 Characterisation of single-cell FRET studies

Using single-cell FRET measurements, it is possible to quickly characterise different FRET states or induced FRET changes on the overall cell level. Furthermore, the evaluation of FRET on the cell-level is much easier than working at the single-molecule level, and it should allow high-throughput screening over many cells. Here, I used single-cell FRET studies to evaluate acceptor fluorophores for their performance in FRET measurements and to differentiate main FRET species in live bacteria (141).
4.3.1 ALEX scheme

I used an alternating laser excitation (ALEX) scheme to characterise FRET at the single-cell level \(^{(103, 99)}\). As already introduced in chapter 2 (sec. 2.2.3), the ALEX scheme is based on the direct excitation of the donor fluorophore (DD: donor emission upon donor excitation, and DA/FRET: acceptor emission upon donor excitation) that is alternated with the direct excitation of the acceptor fluorophore (AD: donor emission upon acceptor excitation, and AA: acceptor emission upon acceptor excitation). Consequently, ALEX-measurements give direct access of the stoichiometry of donor-only, acceptor-only and FRET populations within the sample, which means that such measurements are ideally suited for initial single-cell FRET characterisation.

After the internalisation of blunt-ended high FRET DNA standards (Fig. 4.5), I observed heavily loaded cells under green excitation (DD and DA-channel) and high fluorescence signal upon acceptor excitation, mainly in the AA-channel. The fluorescence overlay image of the DD- and the DA-channel reports on the FRET signals and it shows cells exhibiting a high FRET signal (red) and cells showing no FRET signal (green, donor-only signal). Overall, single-cell FRET studies using blunt-ended DNA FRET standards always showed a high amount of donor-only molecules, which implies a shift of FRET distributions towards smaller FRET values.

4.3.2 FRET-dye pairs for single-cell FRET studies

In this section, I evaluated the performance of the three favourable acceptor dyes (Cy5, Atto647, Atto647N) in \textit{in vivo} FRET studies. I electroporated three different high FRET DNA standards labelled with the FRET-dye pairs Cy3B/Cy5, Cy3B/Atto647, and Cy3B/Atto647N into live \textit{E. coli} cells. From \textit{in vitro} confocal single-molecule FRET measurements (sec. 3.6.7), I expected FRET values ranging in the order of
Figure 4.5: In vivo single-cell FRET studies of high FRET DNA standards using an alternating laser excitation (ALEX) scheme. Example images (raw data, false-coloured) illustrate switching of green and red excitation and acquisition of fluorescence data during one ALEX-cycle. Left: brightfield image of cells. Green box: donor (D) and acceptor (A) emission channel upon donor excitation; DD and DA/FRET channel, respectively. Red box: donor and acceptor emission channel upon acceptor excitation; AD and AA channel, respectively. Right: Overlay image of DD channel (green) and DA channel (red) encoding FRET signature in false-colour code: green-yellow-red visualising low, intermediate, and high FRET signals. Scale bar: 3 μm.

E* = 0.86 ± 0.05, E* = 0.87 ± 0.04, and E* = 0.88 ± 0.04 (SI Fig. 4.21c-e) for the three FRET-dye pairs, respectively.

Following live-cell imaging (SI 4.7.4), I manually analysed cells showing high signals in the DA/FRET channel and thus potentially high single-cell FRET values (Fig. 4.6). The manual segmentation resulted in fewer statistics, but I was able to retrieve high FRET populations at the single-cell level for Cy3B/Atto647 and Cy3B/Atto647N DNA FRET standards (Fig. 4.6). A low-FRET distribution corresponding to donor fluorescence leaking into the FRET channel (donor-only signal) was observed for Cy3B/Cy5 mainly due to fast acceptor photobleaching, and potentially due to Cy5 photoswitching (23).

The observed fast photobleaching of Cy5 compared to Atto647 and Atto647N was in good agreement with previously obtained photostability studies of acceptor fluorophores (Table 4.1). The photobleaching of Cy5 is about 5-fold to 10-fold faster than that of Atto647 and Atto647N, respectively. Nevertheless, I obtained benchmarks for in vivo single-cell FRET studies using Cy3B/Atto647 and Cy3B/Atto647N as FRET dye-pairs. Additionally, I decided to use Cy3B/Atto647N as my preferred FRET dye-pair for further single-cell and single-molecule FRET studies, due to the exceptionally high photostability of Atto647N, which had already proven helpful for single-cell FRET
4.3.3 DNA FRET standards for single-cell FRET studies

Intrigued by the single-cell FRET results from sec. 4.3.2, I was interested whether I would be able to distinguish different FRET species on the single-cell level. To do this, I used low, intermediate, and high FRET blunt-ended DNA standards labelled with Cy3B/Atto647N (SI 4.7.1). Initial single-molecule FRET characterisations in \textit{in vitro} showed FRET distributions centered at $E^* = 0.17 \pm 0.04$, $E^* = 0.42 \pm 0.07$, and $E^* = 0.88 \pm 0.04$ for low, intermediate and high FRET standards, respectively (SI Fig. 4.21a-c).

Next, I electroporated \textit{E. coli} cells with 1 µM of dsDNA FRET standards and used automated cell segmentation and FRET analysis routines to obtain single-cell FRET distributions for each DNA FRET standard (SI 4.7.7). Examining the \textit{in vivo} single-cell FRET distributions (Fig. 4.7), I noticed that the low-FRET distribution was shifted to higher FRET values, whereas the high-FRET distribution was shifted to lower FRET values. I attributed this difference to the employed FRET corrections for cellular auto-fluorescence of non-treated cells used for the entire \textit{in vivo} single-cell fluorescence
data set in the automated analysis (SI 4.7.7), which did not take into account potentially different cell background values. Especially, the single-cell FRET distribution of the high FRET DNA sample appeared very wide, which could be due to the faster acceptor photobleaching of the high FRET standards, or to DNA degradation. I was able to observe sub-cellular high FRET regions, but they merged with a donor-only signal on the overall single-cell level which resulted in intermediate single-cell FRET values of around 0.4. Being unable to detect sub-cellular high FRET species, also illustrates the advantages of single-molecule fluorescence measurements over these ensemble averaging studies on the cell-level.

**Figure 4.7:** Characterisation of single-cell FRET levels *in vivo* using low, intermediate and high FRET blunt-ended DNA standards (left to right). Top: Overlay images of three example FOVs and *in vitro* FRET values. Bottom: Histograms of single-cell FRET values obtained by automated cell segmentation and corrected for overall autofluorescence of non-treated cells (SI 4.7.7). Scale bars: 1 µm.

Despite the presence of the donor-only signal, I could still differentiate the single-cell FRET distributions from low, intermediate and high FRET blunt-ended DNA standards *in vivo*. This quick single-cell FRET assay provides an attractive way for studying FRET states and induced intramolecular FRET changes. The FRET assay could also help to differentiate between bound and unbound molecule species, and to study protein complex formation on the cellular basis over hundreds of living cells at a time.
4.4 Characterisation of single-molecule FRET studies

After I successfully managed to differentiate low, intermediate and high FRET species at the single-cell level, I was interested in performing FRET studies at the single-molecule level. First, I characterised \textit{in vivo} single-molecule FRET populations using blunt-ended and protected DNA FRET standards and compared these results with \textit{in vitro} single-molecule FRET populations, which were discussed in chapter 3 (sec. 3.3.1). Working at low copy numbers of doubly-labelled DNA standards, single-molecule fluorescence localisation became possible in each fluorescence channel; elucidating single-molecule FRET distributions in live bacterial cells. Second, I combined single-molecule FRET measurements with single-particle tracking analysis (SI 4.7.8) and observed FRET trajectories of single DNA molecules for more than 10 s.

4.4.1 Blunt-ended DNA FRET standards

In light of the previous single-cell FRET studies, I next performed FRET measurements at the single-molecule level with 20 ms temporal resolution under green continuous illumination. For sample preparation, I electroporated 20-50 nM of DNA FRET standards into live \textit{E. coli} cells, which resulted in cellular uptake of only a few molecules per cell (N:~1-6).

In the localisation analysis, which is described in more detail in SI 4.7.8, I only included molecules which had total photon counts (DD+DA channel counts) larger than 400 ph/frame. After, I localised molecules in the DA channel, and then I force-fitted the fluorescent signal in the DD channel, which was mapped onto the DA channel. Into the further analysis, I only included molecules with photon counts that were at least 40 ph/frame above the autofluorescence in the donor channel. To ensure an accurate Gaussian fitting of the diffraction-limited images of the single molecules (PSFs) in the respective channels, I filtered for the shape of the fitted 2D Gaussian
and only included molecules with full widths at half maximum ranging from 50-400 nm. While the 2D Gaussian fitting of the PSF already accounted for different cellular autofluorescence levels in the respective fluorescence channels, adjacent biomolecules, especially in the green fluorescent channel, led to the majority of discarded fits when filtering for PSF-shape.

*In vivo* single-molecule FRET histograms for low, intermediate, and high blunt-ended DNA FRET standards (Fig. 4.8) were centered at $E^* = 0.22 \pm 0.08$, $E^* = 0.39 \pm 0.14$, and $E^* = 0.85 \pm 0.11$, respectively. The *in vivo* results were in good agreement with *in vitro* FRET values, which ranged from $E^* = 0.17 \pm 0.04$, $E^* = 0.42 \pm 0.07$, and $E^* = 0.88 \pm 0.04$, for the low, intermediate, and high FRET standard, respectively.

The increased standard deviation (width of fitted Gaussian distribution) showed that *in vivo* single-molecule FRET signals were noisier than *in vitro* signals, which I mainly attributed to the effect of molecular motion, cellular autofluorescence, and adjacent biomolecules on *in vivo* FRET measurements. While *in vivo* single-molecule FRET distributions (Fig. 4.8) showed less heterogeneity in FRET efficiencies than single-cell FRET distributions (Fig. 4.7), especially the *in vivo* intermediate, and high FRET species were shifted towards smaller FRET values, which could be attributed to acceptor photobleaching and DNA degradation (141). Nevertheless, the single-molecule FRET analysis showed much clearer main FRET distributions than the single-cell FRET measurements, since donor-only populations could be excluded from the analysis compared to averaging over fluorescence intensities on the cell-level.

### 4.4.2 Protected DNA FRET standards

An idea which was already mentioned for *in vitro* studies in chapter 3 sec. 3.3.1 was to use ‘protected’ DNA FRET standards to preserve FRET signatures *in vivo*, since the chemically linked DNA-ends do not provide a target for the bacterial DNA
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Figure 4.8: In vivo single-molecule FRET studies using blunt-ended DNA FRET standards. a. Low, b. intermediate and c. high FRET DNA standards show distinct FRET distributions that were fitted with a single Gaussian. Insets: Overlay images of example FOVs. Scalebar: 1 µm.

degradation machinery anymore. Therefore, I electroporated protected DNA FRET standards into live E. coli cells. The protected DNA standards have previously already proven to withstand electroporation even without EDTA present compared to their blunt-ended counterparts (sec. 3.3.1).

Interestingly, the FRET efficiencies obtained in vivo (Fig. 4.9) were in excellent agreement with in vitro FRET values (chapter 3, Fig. 3.5): the intermediate FRET species was centered at $E^* = 0.42 \pm 0.12$ (in vitro: $E^* = 0.42 \pm 0.07$), and the high FRET species was centered at $E^* = 0.84 \pm 0.06$ (in vitro: $E^* = 0.87 \pm 0.06$). Especially the high FRET protected DNA distribution was narrower than the blunt-ended DNA distribution, and only a very small amount of autofluorescence signal or acceptor photobleaching events was potentially picked up for the protected DNA FRET standards.

To be able to filter in vivo FRET distributions for acceptor photobleaching events in donor-only, and acceptor-only species, I performed single-molecule FRET measurements using the ALEX scheme (sec. 4.3.1) with a frame time of 20 ms. As for in vitro single-molecule FRET experiments (Fig. 3.5), I was able to obtain FRET-stoichiometry histograms for the protected intermediate and high FRET DNA standard in vivo (Fig. 4.10, red colour-code).

I performed the same localisation analysis routine, and now also included information from the AA-channel. There, I only included bright enough molecules; in theory
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Figure 4.9: In vivo single-molecule FRET studies using protected DNA FRET standards. Intermediate and high FRET distributions showed distinct FRET species (fitted with single Gaussians) that were in excellent agreement with in vitro FRET values. Insets: Overlay images of example FOVs. Scale bar: 1 µm.

The (DD+DA)-threshold of 400 ph/frame could be used, but I found that filtering for the width of the 2D Gaussian and for a photon count larger than 130 ph/frame was sufficient to filter for molecules in the AA-channel (SI 4.7.8). Notably, the filtering in the AA-channel resulted in the exclusion of donor-only molecules, whereas the filtering in the DD-channel was mainly to differentiate donor-signal from internalised organic fluorophores above the higher intrinsic autofluorescence in the green channel (SI Fig. 4.22).

The FRET-Stoichiometry distributions were fitted with single Gaussians, which were centered at $E^* = 0.42 \pm 0.12/ S^* = 0.63 \pm 0.12$, and $E^* = 0.85 \pm 0.06/ S^* = 0.57 \pm 0.11$ for the protected intermediate and high FRET standard, respectively (Fig. 4.10).

Another interesting aspect is the molecule’s history during the measurement. I traced individual FRET molecules throughout the cell while monitoring their FRET signature simultaneously. Therefore, I performed single-molecule fluorescence imaging at 20 ms in green continuous wave-mode to allow a higher temporal resolution compared to imaging using the ALEX scheme and combined the single-molecule FRET localisation analysis with single-particle tracking. I localised molecules as described above and linked these localisations to a trajectory if the PSFs appeared in con-
Figure 4.10: In vivo single-molecule FRET-Stoichiometry histograms for a. intermediate, and b. high FRET protected DNA standards. Single-molecule data was filtered for a total fluorophore intensity of >400 ph/frame, >40 ph/frame in the DD-, and >130 ph/frame in the AA-channel. FRET distributions were centered at $E^*=0.42\pm0.12$, and $E^*=0.85\pm0.06$ with stoichiometry distributions centered at $S^*=0.63\pm0.12$, and $S^*=0.57\pm0.11$ for intermediate and high FRET standards, respectively.

secutive frames within a window of 7 pixels ($\sim0.69\,\mu\text{m}$). This window size ensured that 98% of the steps were correctly linked for an apparent diffusion coefficient of $1.0\,\mu\text{m}^2/\text{s}$ and 20 ms exposure time (117, 115). To account for transient disappearance of the PSF within a trajectory due to blinking or missed localisation, I used a memory parameter of 1 frame; see SI 4.7.8 for more details.

I tracked individual FRET molecules for more than 10 s and obtained long-lasting FRET signatures in vivo. Some example time-traces for the protected intermediate and high FRET DNA standard are shown in Fig. 4.11. These single-molecule FRET time-traces showed anti-correlated DD and DA-signal, which is a clear indication of single-molecule FRET events in which, for instance, in time-trace Fig. 4.11a, the bleaching of the acceptor fluorophore (lost DA-signal), leads to an increase in the donor fluorescence signal.

The single-molecule FRET time-traces showed different levels of noise due to molecular motion and especially nearby molecules. The single-molecule FRET time-trace in Fig. 4.11d shows the challenge of force-fitting low fluorescence signals in the
donor channel of high FRET molecules in presence of nearby donor-only molecules, which contribute to the high intensity peaks in the donor fluorescence intensity time-trace and result in a drop in the single-molecule FRET time-trace.

Since I tracked the single molecules in the less autofluorescent DA-channel, in which only FRET molecules appeared, molecules showing a high FRET signal could be traced better than intermediate FRET molecules. Notably, for other projects, I was struggling to obtain single-molecule FRET time-traces for expected FRET efficiencies below 0.15 due to the very weak FRET signal.

To summarise: I was able to differentiate three different FRET DNA standards in vivo and compared the in vivo FRET signature with expected in vitro FRET values. Protected DNA FRET standards have proven beneficial for in vivo single-molecule FRET measurements and I obtained FRET-Stoichiometry histograms using the ALEX scheme. The in vitro and in vivo experimentally-obtained single-molecule FRET efficiencies (Table 4.2) agreed remarkably well, keeping in mind that I was using two different microscope setups, wide-field and confocal illumination techniques, and studied signals in the cellular environments and aqueous buffer conditions. This result indicates that the cross-talk contributions to the FRET signal might be similar on both setups and that the cellular environment does not drastically affect the fluorophore properties.

In the conclusion section of this chapter (sec. 4.6), I commented on the necessary steps to obtain accurate FRET efficiencies and measure actual molecular distances in vivo. But for now, and in most cases the study of relative distance changes is sufficient, I applied the developed in vivo single-molecule FRET assay to three biological systems.
Figure 4.11: *In vivo* single-molecule FRET time-traces (left) and single-molecule FRET histograms (right) obtained under green continuous illumination. **a.** High FRET single-molecule time-trace showing acceptor photobleaching event and increase in donor signal, and **b.** high FRET time-trace lasting about 10s. **c.** Intermediate FRET single-molecule time-trace. **d.** High FRET single-molecule time-trace showing the influence of nearby donor-only molecules in donor channel and their impact on donor intensity time-trace (peaks) and single-molecule FRET time-trace (drops).

### 4.5 First applications of the *in vivo* single-molecule FRET tool box

In this section, I tested my newly established single-molecule FRET capability combined with single-particle tracking analysis on three interesting biological systems. First, we observed the *in vivo* single-molecule FRET signature of the colicin E9-
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<table>
<thead>
<tr>
<th>DNA standard</th>
<th>Blunt-ended DNA FRET standards</th>
<th>Protected DNA FRET standards</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><em>in vitro</em></td>
<td><em>in vivo</em></td>
</tr>
<tr>
<td>low FRET</td>
<td>0.17±0.04</td>
<td>0.22±0.08</td>
</tr>
<tr>
<td>intermediate FRET</td>
<td>0.42±0.07</td>
<td>0.39±0.14</td>
</tr>
<tr>
<td>high FRET</td>
<td>0.88±0.04</td>
<td>0.85±0.11</td>
</tr>
</tbody>
</table>

Table 4.2: Comparison of *in vitro* and *in vivo* single-molecule FRET efficiencies of blunt-ended and protected DNA FRET standards. *In vitro* and *in vivo* FRET efficiencies were in very good agreement, and protected DNA FRET standards showed smaller error estimates. Values: center of fitted Gaussian ± standard deviation.

Im9 protein complex, a model system for protein-protein interaction. Second, we visualised conformational states and dynamics of the Klenow fragment of DNA Polymerase I *in vivo*, and finally, we studied the bend states of gapped DNA fragments in live bacteria, always comparing the results with *in vitro* FRET measurements.

4.5.1 Observation of colicin E9-Im9 complex *in vivo*

Brief introduction

Colicins are natural toxins that are used by bacteria to kill their competitors. More than 20 different colicins have been identified sharing a basic modular design and mode of entry into the host cell (178). Interestingly, colicins possess very cytotoxic activity and only one molecule is sufficient to kill the host cell (179). Colicins cytotoxicity is mediated by the nuclease activity (179) and the molecule’s entry into the host cells lies on many specific molecular interactions (Tol system or TonB system), raising hope for the evaluation of these molecules as probiotics in antibiotic drug development (180). To avoid self-destruction, colicin producing bacteria have a system to inactivate nuclease activity of the colicin, a highly specific immunity protein, which is synthesised simultaneously to the respective colicin.
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Results

Here, we studied the E9 DNAse domain of the colicin E9 (requiring the TolB system for cell entry) and its immunity protein Im9.\(^4\) The E9-Im9 complex shows very high affinity, \(K_d \sim 10^{-16}\) M\(^1\)\(^{182}\). The aim of this project was to study the interactions of the E9-Im9 complex in vivo and to measure binding kinetics. To monitor the intermolecular interactions of the E9 and Im9 proteins, and their binding affinity, we used a single-molecule FRET assay in live cells. The E9 protein was labelled with Alexa647 (S3C or D40C) and the Im9 protein was labelled with Cy3B (S81C), Fig. 4.12a, SI 4.7.2. As a first characterisation step, we were interested in the efficient internalisation of the E9-Im9 protein complex into live bacteria. Following the established protocol for protein internalisation (sec. 3.4), we first checked the integrity of the E9-Im9 complex upon electroporation using an in vitro single-molecule FRET assay (Fig. 4.12a). We could not observe a significant difference in shape and peak position between the FRET distributions of the non-electroporated \((E^*=0.8 \pm 0.1)\), and electroporated sample \((E^*=0.77 \pm 0.1)\) for the E9(S3C)-Im9 complex and the E9(D40C)-Im9 complex (SI Fig. 4.23). Thus, we reasoned that electroporation was not affecting the molecular structure and binding affinity of the E9 DNAse domain with the immunity protein Im9.

Fortunately, the E9-Im9 complex could be successfully internalised (inset in Fig. 4.12b), and cells were washed with phosphate buffered saline (PBS) with 0.005% Triton X100, and 100mM NaCl to remove non-internalised protein complexes. No additional cell filtration step was needed. Next, we performed single-molecule FRET studies of electroporated and non-electroporated cells as previously described (sec. 4.4.1 and SI 4.7.8). While observing very few FRET molecules in the non-electroporated sample, we observed a main single-molecule FRET population in the electroporated sample, which was centered at \(E^*=0.76 \pm 0.12\). This result was in excellent agree-

\(^4\)collaboration with Colin Kleanthous’ group, Biochemistry, Oxford.
ment with *in vitro* single-molecule FRET studies and as expected from modelling the average position of the FRET dye-pair with respect to the crystal structure of the E9-Im9 complex (Fig. 4.12a).

![Figure 4.12: Single-molecule FRET studies of E9-Im9 complex in vitro and in vivo.](image)

In summary: We were able to internalise a doubly-labelled protein complex into live bacteria and observed a main single-molecule FRET distribution *in vivo*, which was in excellent agreement with *in vitro* controls and expected values from the crystal structure.
Discussion

The direct observation of protein complex formation and binding kinetics in vivo remains still challenging. Until now, only a single report by Phillip et al. (170) measured binding kinetics of bacterial proteins in live eukaryotic cells by utilising microinjection. For studying complex formation of the E9 DNAse domain and its immunity protein Im9 in vivo, or for studying binding kinetics of the protein complex to endogenous DNA, further obstacles have to be overcome: First, about 10% of free dye (SI 4.7.2) have still to be removed from the protein samples by further purification steps, such as HPLC or Ni-NTA column. While the high level of internalised free dye into live bacteria did not give rise to fluorescence signal in the FRET channel, it complicated linking of FRET-DD localisations, and hence the evaluation of FRET efficiencies. Second, for long-lasting FRET observation, as it is needed for studying complex formation and binding kinetics, the acceptor fluorophore, Alexa647, should be substituted to a more photostable dye, such as Atto647 or Atto647N (141). Nevertheless, the successful internalisation of the E9-Im9 complex and single-molecule FRET observation were a promising start and should enable the observation of complex formation in live bacteria using single-molecule FRET.

4.5.2 Conformational states of Klenow fragment in vivo

Brief introduction

The Klenow fragment (KF) consists of the polymerase and 3’-5’ exonuclease domains of DNA Polymerase I and is involved in DNA synthesis during DNA repair and the replacement of RNA primers of Okazaki fragments with DNA (184). The structure and conformational changes of Klenow fragment have been intensively studied in vitro using confocal single-molecule FRET microscopy (53, 54, 168). In chapter 3 (sec. 3.4.1), the conformational dynamics of KF were already described; the flexibility
of the fingers subdomain of KF interconverts between two conformations: an open conformation \((E^* \sim 0.48)\) when bound to DNA template, and a closed conformation \((E^* \sim 0.66)\) while incorporating nucleotides (Fig. 3.9). Although Klenow fragment has been well characterised \textit{in vitro}, we have little understanding of its conformational dynamics \textit{in vivo}.

**Results**

We were interested in the conformational states of KF \textit{in vivo}, and hence electro-porated 250 nM of doubly-labelled Klenow fragment (L744C-Cy3B, K550C-Atto647N, inset in Fig. 4.13a) into live \textit{E. coli} cells. Notably, the internalisation of KF is not straightforward and non-internalised proteins and protein aggregates have to be removed using cell filtration (140). Combining single-molecule FRET measurements and single-particle tracking, we were able to localise and trace single KF molecules inside \textit{E. coli} cells. We obtained an overall FRET distribution, which fitted best to a single Gaussian distribution centered at \(E^* = 0.46 \pm 0.11\) (Fig. 4.13a). This result was in good agreement with \textit{in vitro} values for the open conformation \((E^* \sim 0.48)\) and with previously measured FRET values of immobilised KF molecules in live bacteria \((E^* = 0.51 \pm 0.13, \text{Ref. (62)})\). We also obtained some KF molecules exhibiting high FRET states, but overall, we reasoned that KF is predominantly in an open conformation \textit{in vivo}.

Next, I examined single-molecule trajectories of mobile KF molecules more closely, which should exhibit a slightly higher apparent diffusion coefficient than previously measured for full-length DNA Polymerase I of about \(D_{\text{app}} \sim 1 \mu\text{m}^2/\text{s} \textit{in vivo}\) (115). Specifically, I was interested in the correlation of conformational states of KF and its mobility (apparent diffusion, \(D_{\text{app}}\)) inside the cell. Unfortunately, I only observed a few mobile KF trajectories lasting longer than 1 s. An example trajectory is presented in Fig. 4.13b, showing different diffusive states: slow diffusion and short fast-diffusive
states ($D_{\text{app}} \sim 1 \mu m^2/s$, highlighted in blue). Intriguingly, the slow diffusive states tend to correlate with the high-FRET states, in which KF molecules could be bound to DNA damage sites and incorporate nucleotides, whereas the fast-diffusive species tend to coincide with intermediate FRET states, corresponding to KF open conformation (Fig. 4.13c). However, conformational changes of KF corresponding to single nucleotide incorporation events could not be observed using these experimental conditions, since DNA binding and nucleotide incorporation seems to occur on faster time-scales than the 20 ms frame-time of the in vivo experiment.

Figure 4.13: Single-molecule FRET measurements and single-particle tracking of electroporated doubly-labelled Klenow fragment (KF, domain of DNA Polymerase I). a. Single-molecule FRET distribution of KF (inset: KF labelling scheme with Cy3B, and Atto647N) showed a main peak centered at $E^* = 0.46 \pm 0.11$. b. Example single-molecule FRET trajectory overlaid on cell brightfield image, and single-molecule fluorescence shown in donor fluorescence channel (green box), and FRET fluorescence channel (red box). c. Left: Single-molecule FRET time-trace of KF molecule and apparent diffusion coefficient, $D_{\text{app}} = \text{MSD} \Delta t / (4 \Delta t)$, with fast diffusive states ($D_{\text{app}} \sim 1 \mu m^2/s$) highlighted in blue. Right: FRET histogram from respective single-molecule FRET time-trace, showing a main peak at about $E^* \sim 0.75$. The movie analysed in b-c. was provided by Dr. Louise Aigrain. Scale bar: 1 \mu m.

Discussion

We demonstrated the capability of single-molecule FRET measurements in combination with single-particle tracking to study the conformational states and protein dynamics of the doubly-labelled Klenow fragment in live bacteria. However, for a comprehensive interpretation of KF conformational changes, KF motion, and its binding kinetics to DNA in vivo, further studies and rigorous controls, such as induced DNA
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damage, the analysis of non-DNA binding proteins, and others, have to be carried out. In addition, the electroporation method needs further improvement for the internalisation of KF; the protein size of 66 kDa and surface charge of the Klenow fragment might hinder its efficient internalisation. Non-internalised molecules and protein aggregates must be thoroughly removed (140) before studying KF conformational changes and motion in vivo, since non-internalised molecules stuck to the cell wall or inner cell membrane obstruct single-particle tracking analysis. Once these obstacles have been overcome, single DNA repair events could be studied in vivo. Using the single-molecule FRET assay and diffusion analysis, DNA binding events could be visualised and the conformational states of KF molecules could be monitored at the same time. In previous work by Uphoff et al., DNA Pol I was genetically tagged to PAmCherry, a photoactivatable fluorescent protein, and the change of mobility of DNA Pol I during DNA repair was monitored. However, the poor photostability of fluorescent proteins, and consequently short average observation time of ∼50 ms prevented the study of complete DNA repair event >1 s, and thus the use of organic dye-labelled DNA Polymerase I could be advantageous. For measuring the conformational changes of KF during single nucleotide incorporation events (on the order of a few milliseconds in vitro, Dr. Geraint Evans, unpublished data), measurements at higher temporal resolution would be needed. Frame-rates down to 5 ms are achievable using wide-field microscopy, but for the exploitation of faster protein dynamics on the sub-milliseconds to 10 ms time-scale confocal single-molecule FRET studies in combination with recurrence analysis methods (185 [61]) would be the method of choice.
4.5.3 Gapped DNA bending in vivo

Introduction

In a study by Dr. Timothy Craggs, and Marko Sustarsic et al. (in preparation), the recognition and binding of the Klenow fragment, and the full-length DNA Polymerase I (sec. 4.5.2) of a gapped DNA substrate were examined in vitro. They used confocal single-molecule FRET microscopy, coarse-grained modelling of the gapped DNA substrate, and all-atom molecular dynamics simulations of the DNA substrate bound to KF to study bending angles of the DNA substrate alone and protein-substrate recognition.

Using confocal single-molecule FRET microscopy in vitro, they studied the FRET efficiencies of doubly-labelled gapped DNA substrates and observed an increase in FRET upon addition of KF, which could be explained by the bending of the gapped DNA substrate by the polymerase. Next, they systematically examined 34 FRET-dye pair distances on DNA-DNA, and 39 distances on KF-DNA, and related single-molecule FRET efficiencies into accurate distance measurements. Later, they examined the best FRET-constrained model of KF bound to the gapped DNA substrate using rigid body docking, and bootstrapping their structures using a software developed by the Seidel collaboration.

\textsuperscript{5}OxDNA, collaboration with Majid Mosayebi, and Jonathan Doye, Physics, Oxford.

\textsuperscript{6}Collaboration with Phil Biggin, Biochemistry, Oxford.

\textbf{Figure 4.14:} Bending of gapped DNA substrate bound to KF; $120^\circ$-angle between downstream and upstream DNA. Results from rigid body docking analysis: template DNA (red), non-template DNA (black), KF finger domain (blue), and thumb domain (purple); KF pdb-file: 1L3U \textsuperscript{[186]}. The figure was generated by Dr. Timothy Craggs using software presented in \textsuperscript{[102]}. 
lab (102). The modelled upstream DNA was found in excellent agreement with the position of the DNA fragment present in a x-ray structure (186), and most strikingly, a significant kink between downstream and upstream DNA, showing a 120° bend angle from the straight duplex DNA structure, was observed (Fig. 4.14).

Next, we were interested in the in vivo evidence of the bending of the gapped DNA substrate.

**Results**

To test the in vivo relevance of the gapped DNA bend state, we internalised doubly-labelled gapped DNA substrates into live *E. coli* cells and investigated changes in their FRET efficiency upon binding of endogenous DNA Polymerase I (Fig. 4.15). A small number of gapped DNA molecules (1-5 molecules per cell) were electroporated into *E. coli* cells using the previous optimised electroporation protocol for nucleic acid internalisation (sec. 3.3). These molecules were then individually tracked and their FRET efficiency was monitored (SI 4.7.8).

![Figure 4.15: Schematic showing internalisation of doubly-labelled gapped DNA fragments into live *E. coli* cells using electroporation and single-molecule FRET measurements (left to right). Right: Overlay image of example FOV. Example cell (bottom) is shown in the brightfield image, the donor fluorescence channel, the FRET fluorescence channel, and the latter both combined in the overlay image. The overlay image is false-coloured such that intermediate FRET molecules appear orange and high FRET molecules appear red; two example molecules are highlighted accordingly. Scale bar: 1 µm.](image-url)

Initially, we internalised the T(-12, Cy3B)T(+8, Atto647N) gapped DNA substrate (SI 4.7.1), as the in vitro experiments showed a large change in FRET upon poly-
merase binding (unbound: $E=0.46$, bound to KF: $E=0.73$, SI Fig. 4.24). Also in live cells, we observed a bimodal FRET distribution consistent with the existence of both bound ($22\pm7\%$, $E^*=0.83\pm0.09$) and unbound ($E^*=0.40\pm0.12$) populations of the gapped DNA substrate (Fig. 4.16a). Conversely, a duplex DNA control only showed a single, intermediate FRET peak ($E^*=0.38\pm0.11$, Fig. 4.16b, and in vitro data – SI Fig. 4.24c). These results were consistent with endogenous polymerase binding a bent conformation of the gapped DNA. Whilst this labelling scheme provided good discrimination between the FRET signals arising from DNA-only (unbound DNA) and bent DNA (bound to DNA Pol I), we could not resolve the smaller difference between two different bent states, which were present with increasing KF concentration in our in vitro single-molecule FRET controls (SI Fig. 4.24).

Figure 4.16: Gapped DNA bends in live bacteria. a. FRET histogram of gapped DNA (T -12: Cy3B, T+8: Atto647N) trajectories in vivo. Two major FRET species were observed; attributed to gapped DNA only (orange) and bent DNA (red). Free double-Gaussian fitting resulted in $E^\text{gapped DNA}=0.40\pm0.12$ (orange, in vitro: 0.47±0.10), and $E^\text{bent DNA}=0.83\pm0.09$ (red, in vitro: 0.75±0.10 and 0.92±0.05). b. Internalised duplex DNA control (B-11:Cy3B, T+8: Atto647N) resulted in a single FRET species, which was fitted to $E^\text{duplex DNA}=0.38\pm0.11$ (black, in vitro: 0.46±0.10). DNA bending was observed in vivo with ($22\pm7\%$) of gapped DNA in a bent conformation and showed very good agreement with in vitro FRET measurements (SI Fig. 4.24). c. In vivo FRET histogram of gapped DNA construct (T-18: Cy3B, T+15: Atto647N) showed two major FRET species, gapped DNA only (orange, $E = 0.18\pm0.06$) and bent DNA (red, $E = 0.36\pm0.1$); no second bent species at high-FRET was observed, consistent with in vitro DNA Pol I experiments (Dr. Tim Craggs, unpublished data). Values: center of Gaussian fit ± standard deviation.

To address this issue, we internalised the T(-18)T(+15) gapped DNA substrate, which exhibited a large difference in in vitro FRET values of unbent and bent DNA species upon KF titration to the gapped DNA substrate (bimodal distribution of bent DNA states: $E = 0.44$, and $E = 0.83$, DNA-only: $E = 0.2$; SI Fig 4.24). The resulting FRET
histogram from live cells lacked the significant high FRET peak, but did exhibit the low and intermediate FRET peaks, consistent with the presence of unbound DNA, and a single bent DNA species (Fig. 4.16c). This result suggests that the second high FRET bent state is not physiologically relevant in vivo. Interestingly, in vitro experiments on the full-length DNA Pol I (rather than the Klenow fragment) also showed a lack of the second high FRET bent state (Dr. Tim Craggs, unpublished data).

Discussion

We were able to observe DNA bending in vivo for two different gapped DNA labelling schemes and the measured in vivo single-molecule FRET efficiencies were in good agreement with the in vitro measurements. In additions, we showed that a second bent state, which was observed in KF titration experiments to the gapped DNA substrate in vitro, was not physiological relevant in vivo, and in fact did not exist for the full-length DNA Pol I in vitro, too. For both internalised gapped DNA constructs we observed a higher proportion of DNA-only FRET species (60-80%), than expected from our in vitro experiments, and assuming previous estimates of the cellular concentration of DNA Pol I of 400 nM (400 copies in live E. coli (115), assuming 1 fL cell volume). This may be due to competitive binding of the internalised DNA by other cellular proteins preventing DNA Pol I binding, partial degradation of the DNA, or fewer copies of ‘free’ DNA Pol I in live cells, i.e. not involved in other DNA replication and repair mechanisms.

Unfortunately, we were unable to produce a DNA Pol I knockout strain for further control experiments, since the cells were not viable and could not be cultured. However, the similarity between the in vitro and in vivo FRET behaviour observed for the unbound and bound species suggests that the DNA is bent to the same extent both in vitro and in vivo. It seemed unlikely that another protein would have generated the exact same FRET signature, and thus we concluded that the bent states, which we
observed *in vivo*, were due to the binding of the gapped substrates by endogenous polymerase.

### 4.6 Conclusion

In this chapter, I characterised organic-dyes for their use in live-cell FRET studies, characterised FRET at the single-cell level, and evaluated single-molecule FRET efficiencies using DNA FRET standards. Combining single-molecule FRET measurements and single-particle tracking, I was able to observe and trace single FRET molecules for more than 10 s in live bacterial cells. Finally, I applied the single-molecule FRET capability to three very interesting biological systems, in which I studied single-molecule FRET signatures of a protein complex, conformational changes of a DNA binding protein, and bending of a gapped DNA substrate *in vivo*.

First, I measured the photostability and brightness of 7 organic fluorophores using single-cell photobleaching studies, in which I rated Cy3B as best performing donor fluorophores and Cy5 (high brightness), Atto647, and Atto647N (both very photostable) as best performing acceptor fluorophores. It is noteworthy that Atto647N is hydrophobic and is known to stick to cell membranes (66), and thus should be used with care for accurate diffusion coefficient measurements *in vivo*. In this work, Atto647N, which is also known to exhibit different intensity levels (68) did not seem to effect FRET signatures at least at the resolution available in live cells. In addition, the presented single-cell photobleaching analysis can be used as a general method to screen for even more labels (organic fluorophores or fluorescent proteins) for their use in single-cell and single-molecule fluorescence studies in live cells.

Second, I examined the performance of three FRET-dye pairs using single-cell FRET studies *in vivo*; identifying Cy3B-Atto647N as the best performing FRET dye-pair. When characterising FRET signals using low, intermediate, and high FRET DNA
standards on the single-cell level, I faced two challenges: (i) fast acceptor photobleaching and (ii) DNA degradation, which both led to the decrease of single-cell FRET signals. Nevertheless, I was able to distinguish low, intermediate and high FRET states \textit{in vivo}, establishing single-cell FRET studies as an easy-to-use and quick assay to study for instance induced intra-molecular changes, protein-protein interactions, and cell-to-cell variations.

Third, I studied FRET signals at the single-molecule level, again using DNA FRET standards labelled with Cy3B-Atto647N. Still, I observed very wide FRET distributions especially for the low- and high-FRET DNA standards, which I did not observe \textit{in vitro} experiments. I reasoned that the blunt-ended DNA FRET standards were not ideally suited for \textit{in vivo} single-molecule FRET measurements, since the blunt DNA ends could be recognised by endonucleases as DNA breaks, and short dsDNA fragments might get degraded \cite{146}.

Hence, as introduced in chapter 3, I used protected DNA FRET standards with chemically linked ends as standards for further single-molecule FRET characterisation. Interestingly, I was able to obtain FRET distributions and FRET-Stoichiometry histograms \textit{in vivo}, which were in very good agreement with \textit{in vitro} single-molecule FRET measurements, and I was able to track single FRET molecules for more than 10 s. These results, as well as their tolerance to electroporation pulses (chapter 3, sec. 3.3.1), make protected DNAs ideal standards for single-molecule FRET characterisation measurements in living cells.

However, some shortcomings of the single-molecule tracking capability in tracing doubly-labelled protected DNA, and proteins \textit{in vivo} need to be mentioned. Due to the wide distribution of internalised molecules (ranging from 0-10 molecules/cells, cell-to-cell variations, and also sample-to-sample variations), the single-particle tracking routine sometimes failed, since the cells were too crowded (5-10 molecules per cell) and ideally the molecule density should range around \(1 \text{ mol} / \mu \text{m}^2\) \cite{187}. To control
the molecule density (i) cells could be pre-bleached before starting data acquisition and as performed in this study, (ii) automated cell segmentation and selection of cells that were loaded with only a few molecules could be performed, or (iii) single-particle tracking could be combined with photoactivated localisation microscopy, such as demonstrated in sptPALM (28), to control the number of activated molecules.

Next, the donor green-fluorescence channel shows still high autofluorescence and often bright (PSF-shaped) spots that were even present in non-electroporated cells and that I attributed to stress-responses of electrocompetent cells. These ‘spots’ were picked up by the localisation routine and impeded the linking of donor, and FRET signal. Thus, performing single-molecule FRET measurements with red-infrared FRET-dye pairs such as Cy5/Cy7 or Atto680/Atto740 (68, 135) would be advisable, since the red fluorescence channel shows far less cellular autofluorescence than the green fluorescent channel (SI Fig. 4.19). Nonetheless, the infrared dyes Cy7 and Atto740 need to be characterised first for their use in single-particle tracking studies.

In addition, adjacent biomolecules (especially in the Donor-channel) obstruct single-molecule FRET signatures of the molecule of interest, since the fitting routine relies on the assumption that only a single fluorophore (PSF) is present, and the tracking algorithm might connect trajectories incorrectly. To overcome this problem, the molecule’s history (e.g. FRET state) could be implemented into the tracking algorithm, such that molecules are linked with a similar FRET state and switch only to a new FRET state, if the new state has enough data support. Meanwhile, other tracking algorithms could also be tested for their performance on single-molecule FRET data (188, 116).

Furthermore, single-molecule FRET trajectories might also be interrupted due to donor and acceptor fluorophore blinking. However, the impact of blinking on single-particle tracking can be partially influenced by the choice of fluorophores. Organic dyes such as Cy3B, and Atto647N, which were used in this work, were photostable
and showed very few blinking events, whereas other acceptor fluorophores such as Alexa647, Cy5, and Atto655, are prone to blinking. The fluorophores’ blinking behaviour could also be used to our advantage by implementing photoswitching as described in (23) (27) and other studies to perform live-cell super-resolution imaging. In combination with single-molecule FRET and different FRET-dye pairs, switchable FRET could be employed to monitor several distances within the same molecule as first shown in vitro by Uphoff et al. (189).

It is worth mentioning that the in vivo single-molecule FRET values presented in this work are 'uncorrected' FRET values. This means, that these FRET efficiencies were not corrected for cross-talk and \(\gamma\)-corrections, as described in chapter 2, sec. 2.2.2 (98, 99). However, using the alternating laser excitation scheme FRET corrections can be implemented in vivo and accurate FRET values can be obtained. I briefly outline the necessary corrections and measurements needed: First, the already background corrected DA intensity values have to be corrected for cross-talk. The donor-leakage into the acceptor channel \((Lk = l \cdot I_{D\text{-only},\text{FRET}})\) can be directly measured by internalising donor-only labelled DNAs and measuring their fluorescence contribution in the FRET channel, and the direct excitation of the acceptor fluorophore at the donor excitation wavelength \((Dir = d \cdot I_{A\text{-only,dir}})\) can be obtained by measuring the acceptor-only labelled DNAs under green continuous illumination. Both cross-talk properties \(l\) and \(d\) can be obtained from FRET-Stoichiometry histograms according to eq. 2.10 (chapter 2) and the cross-talk corrected FRET values \((E_{corr})\) can be calculated. Second, the \(\gamma\)-factor can be obtained from the slope of the plot of \(1/S_i\) versus \(E_{corr, i}\) for \((i)\) FRET species (99), such as the protected intermediate and high FRET DNA standards. Finally, the FRET values can be corrected for the obtained \(\gamma\)-factor (eq. 2.6 chapter 2) giving accurate single-molecule FRET values in vivo.

For single-molecule FRET studies of doubly-labelled proteins in vivo, the main chal-
lenges remain: (i) the efficient internalisation of the protein of interest, which seems very protein dependent, (ii) the removal of non-internalised proteins and protein aggregates (as for the KF internalisation experiments), (iii) the removal of free dye after protein labelling (as for the E9-Im9 complex experiments). Whereas non-internalised protein molecules stuck to the cell wall make single-particle tracking challenging, the preferential internalisation of free dye obscures signals in donor channel and acceptor-only channel and makes linking of FRET molecules with the donor, and acceptor localisations error prone. Nevertheless, I was able to observe similar single-molecule FRET states in vitro and in vivo when studying doubly-labelled proteins and protein-DNA interactions. These results show that the conformational states of the biomolecules in vivo did not differ significantly from in vitro settings. However, I am expecting significant differences in kinetic rates of biochemical reactions in vivo compared to in vitro settings (molecular crowding, higher viscosity, higher local substrate concentrations in vivo, etc.) as presented in chapter 6 in the study of transcription initiation in vivo.

The internalisation of nucleic acids is straightforward and in vivo single-molecule FRET values were in excellent agreement with in vitro measurements. Protected DNA FRET standards have proven ideal standards for characterising in vivo single-molecule FRET efficiencies and the transformation to accurate FRET measurements was outlined and can be performed if absolute distance measurements are needed. In the next two chapters, comprehensive single-molecule fluorescence and single-molecule FRET studies follow, in which I studied the mobility and spatial distribution of tRNA molecules (chapter 5), and FRET changes of promoter DNA during transcription initiation (chapter 6) in vivo.
Contributions

I performed all experiments and data analysis for the characterisation of organic dyes, single-cell FRET, and single-molecule FRET in live bacteria, which are partially presented in published work (141, 139). I developed software for the analysis of single-cell photobleaching studies (SI 4.7.5), fluorescence channel mapping (SI 4.7.6), single-cell FRET studies (SI 4.7.7), and in vivo single-molecule FRET studies combined with single-particle tracking (SI 4.7.8).

The protected DNA FRET standards were synthesised by Dr. Afaf El-Sagheer. Protein labelling of E9 DNAse domain and Im9 protein were performed by Andrea Lei and Renata Kaminska, and KF labelling was performed by Marko Sustarsic. All experiments on the E9-Im9 project were performed by Andrea Lei (Doctoral Training Center rotation student) under my supervision, and I analysed the data. The movie showing long-lasting KF single-molecule FRET signature was taken by Dr. Louise Aigrain and I performed single-molecule particle tracking and single-molecule FRET analysis. Marko Sustarsic and I performed experiments of gapped DNA in vivo, and I analysed the data, whereas Dr. Timothy Craggs performed and analysed all in vitro experiments for the gapped DNA substrates.
4.7 Supplementary information

4.7.1 DNA samples

DNA labelling, purification, and annealing was performed as described in chapter 3, sec. 3.6.1.
The sequences used are shown below; the highlighted T base was labelled either with STD45T: Cy3B, Cy3, Alexa532; STD45B dT38: Atto647N, Alexa647, Atto647, or Cy5; STD45B dT13, and STD45B dT28: Atto647N; gappedDNA (T-12,T+8): Cy3B/Atto647N; gappedDNA (T-18,T+15): Cy3B/Atto647N.

DNA sequences 5’ to 3’

STD45T (unlabelled): TAA ATC TAA ATG ATA AGG TAA CAT AAC GTA AGC TCA TTC GCG

STD45T: TAA ATC TAA ATG ATA AGG TAA CAT AAC GTA AGC TCA TTC GCG

STD45B (unlabelled): CGC GAA TGA GCT TAC GTT ATG TTA CCT TAT GTT ACT TTA GAT TTA

STD45B – dT13: CGC GAA TGA GCT TAC GTT ATG TTA CCT TAT GTT ACT TTA GAT TTA

STD45B – dT28: CGC GAA TGA GCT TAC GTT ATG TTA CCT TAT GTT ACT TTA GAT TTA

STD45B – dT38: CGC GAA TGA GCT TAC GTT ATG TTA CCT TAT GTT ACT TTA GAT TTA

gapped DNA (T-12,T+8): CCT CAT TCT TCG TCC CAT TAC CAT ACA TCC TAG AGA GTA GAG CCT GCT TCG TGG

gapped DNA (T-18,T+15): CCT CAT TCT TCG TCC CAT TAC CAT ACA TCC TAG AGA GTA GAG CCT GCT TCG TGG

gapped DNA (bottom, unlabelled): GGA GTA AGA AGC AGG GTA ATG GTA TGT AGG G ATC TCT CAT CTC GGA CGA AGC ACC

4.7.2 Preparation of proteins

Klenow fragment As described in chapter 3, sec. 3.6.2.
**E9-Im9 complex**  Protein expression, purification, labelling, and complex construction was performed in the Kleanthous group (Biochemistry, Oxford) by Andrea Lei and Renata Kaminska. The extent of free dye for the individual protein complex samples, calculated from in-gel fluorescence, was E9(D40C)-Im9: 18% Alexa647, 15% Cy3B, and E9(S3C)-Im9: 4% Alexa647, and 10% Cy3B.

**4.7.3 Electroporation**

As described in chapter 3, sec. 3.6.3 and sec. 3.6.4. Except that cells were always electroporated at 1.4 kV, which showed highest loading while maintaining cell viability (chapter 3 sec. 3.3.2).

**4.7.4 Cell imaging**

Single-cell and single-molecule fluorescence microscopy in live bacteria was performed on the setup described in appendix A.1.

Single-cell photobleaching measurements were obtained in epi-fluorescence mode at 100 ms temporal resolution and 600 µW-green and 300 µW-red excitation powers for donor and acceptor fluorophores, respectively. Single-cell FRET measurements were carried out using an alternating laser excitation scheme. Typical exposure times and excitation powers were 50 ms, 1 mW-green and 0.5 mW-red. Single-molecule FRET measurements were performed under HILO illumination using 2 mW green excitation power and 20 ms exposure time in green continuous wave-mode, and using 2 mW green excitation power, 1 mW red excitation power, and 20 ms exposure time in ALEX-mode.
4.7.5 Single-cell photobleaching analysis

Cells were segmented automatically by adapting the MATLAB (MathWorks) implementation of Schnitzcells [157] for brightfield cell images. The manually adjustable cell masks were used to extract in-cell fluorescence data by calculating the total fluorescence intensity per cell area within each cell mask for each movie frame. The cellular autofluorescence per cell area after photobleaching was subtracted from the photobleaching time-trace. Baseline-subtracted photobleaching time-traces of heavily loaded cells (>100 molecules/cell) were fitted with a single exponential to obtain the cell-based photobleaching lifetime as a measure of fluorophore photostability.

Baseline-subtracted photobleaching time-traces of cells loaded with 1-5 molecules/cell, i.e. showing less than 6 quantised steps were fitted with a hidden Markov model (HMM) as described in [62, 141] to obtain the fluorophore brightness. Briefly, HMM is a stochastic model that maps measured values to unobserved (or hidden) states. Here, the time trajectories were modelled as a sequence of up to 10 hidden states (different cell intensity levels) and transitions between these states (photobleaching events). A custom-written MATLAB script was run recursively; keeping only the state values for the last photobleaching step and removing this data before the next iteration step. Each iteration allowed up to 10 hidden states to be fitted. Such an analysis routine took advantage of the exponential photobleaching kinetics: the last photobleaching step was likely to last significantly longer than previous steps, and thus fitting the last step was likely to have the greatest data support. For the step size estimate of the fitted steps, the absolute difference between consecutive intensity states was calculated taking fluorophore blinking into account. Only step sizes from about 70-100 cells per sample with photobleaching time-traces with less than 6 steps recovered by the HMM algorithm were plotted in the step height histograms. The step height histograms were fitted with a single one-dimensional-Gaussian (free fitting parameters: position1, width1, amplitude1) for donor fluorophores and two
Gaussians (free fitting parameters: position1, width1, amplitude1, amplitude2; position2 = 2·position1, width2 = √2·width1) for acceptor fluorophores. The single-molecule unitary intensity was given as the center of the Gaussian fitting the main peak.

4.7.6 Channel mapping

For mapping the donor, green fluorescence channel onto the FRET, red fluorescence channel, fluorescent beads images were acquired. The beads in two fluorescence channels were linked to each other and a spatial transformation matrix was obtained. Using the software TwoTone\footnote{\textit{TwoTone} software was developed by Dr. Seamus Holden \cite{Holden2006}.}, the control points (beads positions in both channels) were chosen manually and a projective transformation matrix from the green onto the red channel was calculated using functions already implemented into MATLAB (\texttt{cp2tform.m}). With this transform type optical aberrations like distortions and tilts were taken into account. The major problem here was that the control points were selected manually, resulting in a linking-inaccuracy of about 1 pixel (\(\sim 100\) nm), SI Fig. 4.17a, which should be decreased below the localisation precision of about 40 nm to achieve high performance single-particle tracking in live cells.

Channel mapping was automated using MATLAB, such that the beads were fitted with a 2D elliptical Gaussian in both channels (centre of 2D elliptical Gaussian = control point). Then, control points in the red channel were linked with control points in the green channel using a nearest-neighbour algorithm (MATLAB, \texttt{knnsearch.m}). Three different transformation types were tested to map the control points in the green channel onto the corresponding control points in the red channel. The performance of the channel mapping was evaluated using two metric values (FRE and...
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TRE) as established by Churchman et al. \((190)\)

\[
FRE = \left( \frac{1}{N} \sum_{i=1}^{N} [x_{i,1} - t(x_{i,2})]^2 \right)^{1/2} \tag{4.1}
\]

\[
TRE = \left( \frac{1}{N} \sum_{i=1}^{N} [x_{i,1} - t_i(x_{i,2})]^2 \right)^{1/2} \tag{4.2}
\]

where '1' and '2' denote channel '1' (red emission) and channel '2' (green emission), respectively, \(x_{1/2}\) denotes the position vector of the control points \((N)\) in channel '1/2', \(t\) denotes the transformation generated from all control points from channel '2' to '1', \(t_i\) denotes the transformation generated without including control point \(i\). FRE is useful to check the performance of the transformation on the fitted control points (optimal scenario) whereas TRE describes the linking-inaccuracy of points not used for generating the transformation matrix (realistic scenario).

The performance of the automated channel mapping using the different transformation types (projective, piecewise linear and local weight mean) was tested on beads images where 130 control points were fitted and used for transformation (SI Fig. 4.17b). The piecewise linear transformation uses local linear mappings within triangles spanned by control points (hence, \(FRE \sim 0\)) whereas the local weight mean uses local second-order mappings within polygons formed by 12 control points.

Mapping accuracy could be reduced down to \(\sim 10\) nm using the local weight mean transformation mode, which was far below the localisation accuracy of \(\sim 40\) nm for single-particle tracking experiments, and thus, automated channel mapping using local weight mean transformation-mode was used for all FRET analysis.

### 4.7.7 Single-cell FRET analysis

Single-cell FRET efficiencies were obtained by measuring the variation in acceptor emission intensity upon donor excitation on the cell-level. For low, intermediate and
Figure 4.17: Performance test of different channel mapping methods on spatial accuracy. 

(a) Channel mapping as used by our lab so far (Twotone, (95)). The manual selection of about \(\sim 200\) control points from 5 beads images results in linking-inaccuracy of \(\sim 0.94\) pixel/\(\sim 90\) nm. 

(b) Left to right: Automated channel mapping using projective, piecewise linear and local weight mean transformation algorithms evaluated using two different metric values FRE and TRE (top to bottom). Mapping inaccuracy could be decreased down to \(\sim 0.30\) pixel/\(\sim 29\) nm (TRE, projective), \(\sim 0.15\) pixel/\(\sim 14\) nm (TRE, piecewise linear) and \(\sim 0.11\) pixel/\(\sim 10.6\) nm (local weight mean- preferred transformation type). The mapping accuracy of about \(10\) nm is sufficient for single-molecule FRET tracking, since the tracking accuracy is dominated by the localisation accuracy of \(\sim 40\) nm (experimental), \(\sim 20\) nm (theoretical, Thompson formula (175)).

High FRET dsDNA Cy3B/Atto647N cells were automatically segmented, whereas for high FRET dsDNA Cy3B/Cy5, Cy3B/Atto647, Cy3B/Atto647N cells were manually segmented using custom-written MATLAB scripts. Cells were segmented in the brightfield image corresponding to the red emission channel and the mask was transformed onto the green emission channel. The cell masks were used to extract in-cell fluorescence data in the red and green emission channel. The fluorescence intensity was corrected for autofluorescence background. In the case of automated cell segmentation the average pixel intensity from non-treated cells was subtracted as a background value for each emission channel. In case of manual segmentation, the background around the cells was locally obtained for each cell. Background subtracted fluorescence intensities were then used to calculate background corrected...
single-cell FRET efficiencies as follows

\[
E_{\text{cell}} = \frac{F_{\text{Aem}}^{\text{Dem}} - AF_{\text{Aem}}^{\text{Dem}}}{F_{\text{Aem}}^{\text{Dex}} - AF_{\text{Aem}}^{\text{Dex}} + F_{\text{Dem}}^{\text{Dex}} - AF_{\text{Dem}}^{\text{Dex}}}
\]

(4.3)

where \(F_{\text{Xem}}^{\text{Xex}}\) and \(AF_{\text{Xem}}^{\text{Xex}}\) represent the fluorescence (F) and autofluorescence background signal (AF) in the Y emission channel under X excitation, respectively.

Fluorescence overlay images were obtained by overlaying the DD-channel and DA-channel, false-coloured green and red, respectively. The DD-channel was transformed onto the DA-channel using channel mapping routine described above (SI 4.7.6).

The autofluorescence signal was estimated as the mean fluorescence signal of about 500 'empty cells' (non-treated cells) in the respective emission channel, \(AF_{\text{Dem}}^{\text{Dex}}\), \(AF_{\text{Aem}}^{\text{Dex}}\), and \(AF_{\text{Aem}}^{\text{Aex}}\), acquired on the same day. The distribution of autofluorescence in the green and red emission channel within four different data sets for CW and ALEX-mode illumination is shown in Fig. 4.18.

**Figure 4.18:** Variation of cellular autofluorescence within four different data sets. **a.** Autofluorescence of 'empty cells' (non-treated cells) in green continuous wave-mode in the green emission channel upon green excitation (\(AF_{\text{Dem}}^{\text{Dex}}\), green) and in red emission channel upon green excitation (\(AF_{\text{Aem}}^{\text{Dex}}\), red). **b.** Autofluorescence of 'empty cells' in ALEX-mode using same notation and introducing a new fluorescence signal, red emission upon red excitation (\(AF_{\text{Aem}}^{\text{Aex}}\), black). In general, the cellular fluorescence in ALEX-mode is smaller and less noisy than in green continuous wave-mode due to pre-exposure of the sample with laser light for about 10 frames and thus photobleaching of the cellular autofluorescence.
4.7.8 Single-molecule FRET analysis

**Single-molecule fluorescence localisation** Custom-written MATLAB software was used to analyse single-molecule FRET measurements in live bacteria as described in \[115\] \[62\]. Briefly, PSFs in the DA/FRET channel in each movie frame were fitted by a 2D elliptical Gaussian (free fit parameters: x/y position, x/y width, elliptical rotation angle, amplitude, background) using initial position guesses from applying a fixed localisation-intensity threshold on the bandpass filtered fluorescence image \[95\]. After I localised molecules in the DA/FRET channel, I force-fitted the fluorescent signal in the DD-channel, which was mapped onto the DA-channel using a transformation matrix \((SI \[4.7.6\])\). Only molecules with higher photon counts than 400 ph/frame in the (DD+DA)-channel, and 40 ph/frame in the DD-channel (for green continuous wave-mode, gCW) and also higher photon counts than 130 ph/frame on the AA-channel (ALEX-mode) were considered for further analysis; frame time: 20 ms (gCW), and 20 ms (ALEX).

The FRET efficiencies were calculated as described below (eq. 4.4). For measurements using an ALEX scheme, PSFs were also fitted in the AA channel and the stoichiometry value was calculated (eq. 4.5). Single-molecule FRET and stoichiometry histograms were fitted with a 1D Gaussian using least squares fitting routine implemented in MATLAB (MathWorks).

Background corrected single-molecule FRET and stoichiometry values were calculated from photon counts (phC) of the single molecule (integral of fitted 2D elliptical Gaussians) in the respective emission channel, phC\(_{Aem}^{\text{Dex}}\) and phC\(_{Dem}^{\text{Dex}}\).

\[
E_{\text{mol}}^{\ast} = \frac{\text{phC}_{Aem}^{\text{Dex}}}{\text{phC}_{Dex} + \text{phC}_{Dex}^{\text{Dem}}} \quad (4.4)
\]

\[
S_{\text{mol}}^{\ast} = \frac{\text{phC}_{Aem}^{\text{Dex}} + \text{phC}_{Dex}^{\text{Dem}}}{\text{phC}_{Dex} + \text{phC}_{Dex}^{\text{Dem}} + \text{phC}_{Aex}^{\text{Aem}}} \quad (4.5)
\]
Single-particle tracking  Single-particle tracking was performed in the red emission channel by adapting the MATLAB script based on a published algorithm \(^{(114)}\). Localised PSFs in the FRET channel (gCW), and FRET and AA channel (ALEX) were linked to a track if they appeared in consecutive frames within a window of 7 pixels (0.69 µm). This window size ensures that 98% of steps are correctly linked for an apparent diffusion coefficient of 1.0 µm\(^2\)/s and 20 ms exposure time \(^{(117)}\) \(^{(115)}\). To account for PSF disappearance due to blinking or missed localisation, I used a memory parameter of 1 frame. To eliminate noise, only molecules appearing in 5 consecutive frames were included in the analysis.
4.8 Supplementary figures

Figure 4.19: Cell-based photobleaching studies of organic fluorophores in green and red fluorescence channel. **a**. Autofluorescence signal in green fluorescence channel. Left: Autofluorescence decay of agarose pad only; two photobleaching time-traces (gray), single-exponential fits (red) and average photobleaching time-trace (blue). The photobleaching lifetime of the agarose pad is less than 1 s. Right: Maximal cell intensity normalised by cell area of non-treated cells ('empty cells') with loading threshold of mean plus 3 standard deviation of empty cells (green line); here about 1% of non-treated cells would be classified as loaded. **b**. Same analysis as in a. for agarose pad and empty cells in red fluorescence channel. The photobleaching lifetime of agarose pads is about 0.5 s, and less than 2% of empty cells would be classified as loaded. **c**. Cell-based photobleaching studies of dsDNA-Cy3 and dsDNA-Atto532, and mCherry, respectively. Left: Cell-based photobleaching time-traces (gray), single-exponential fits (red) and average photobleaching time-traces (blue). Right: Histogram of photobleaching lifetime obtained by single-exponential fit of cell-based photobleaching time-traces. Photobleaching lifetime of 18±7 s (median: 16 s), 14±8 s (median: 13 s), and 18±5 s (median: 17 s), were obtained for Cy3, Atto532, and mCherry respectively. Each data set consisted of 300-600 cells. **d**. Same analysis of cell-based photobleaching studies of dsDNA-Cy5, dsDNA-Alexa647, and dsDNA-Atto647N resulted in photobleaching lifetimes of 10±5 s (median: 8 s), 6±4 s (median: 5 s), and 92±37 s (median: 86 s), respectively. Each data set consisted of 250-450 cells.
Figure 4.20: Characterisation of organic fluorophore brightness in green and red fluorescence channel. 

**a.** Top to bottom: Histograms of single photobleaching step heights obtained from single-cell photobleaching studies of dsDNA-Cy3 and dsDNA-Atto532, respectively. Single Gaussian fits are centered at a unitary single-molecule fluorescence intensity of $3.2 \pm 1.3$ a.u. and $4.2 \pm 1.6$ a.u. corresponding to $2800 \pm 1100$ ph/s and $3600 \pm 1400$ ph/s for dsDNA-Cy3 and dsDNA-Atto532, respectively.

**b.** Top to bottom: Histograms of single photobleaching step heights obtained from single-cell photobleaching studies of dsDNA-Cy5, dsDNA-Alexa647, and dsDNA-Atto647N, respectively. Single Gaussian fits not always resemble step height distribution accurately. Double Gaussians are fitted to the step height distribution to include double-steps (quasi simultaneous photobleaching of two fluorophores) due to short photobleaching lifetime of acceptor fluorophores into analysis; Gaussians are centered at $x_{0}$ and $2x_{0}$ with $x_{0}$ the unitary single-molecule fluorescence intensity. The following unitary single-molecule fluorescence intensities were obtained from double Gaussian fitting. dsDNA-Cy5: $5.2 \pm 1.8$ a.u., $4500 \pm 1500$ ph/s. dsDNA-Alexa647: $4.1 \pm 1.4$ a.u., $3500 \pm 1200$ ph/s. dsDNA-Atto647N: $4.1 \pm 1.5$ a.u., $3500 \pm 1300$ ph/s.
Figure 4.21: In vitro measurements of blunt-ended DNA FRET standards using single-molecule confocal microscopy and an alternating laser excitation scheme. a-c. Analysed low, intermediate and high FRET DNA standards Cy3B-Atto647N give uncorrected FRET efficiencies of $0.17 \pm 0.04$, $0.42 \pm 0.07$ and $0.88 \pm 0.04$, respectively. d-e. Uncorrected FRET efficiencies of $0.87 \pm 0.04$ and $0.85 \pm 0.05$ were obtained for high FRET DNA standards labelled with Cy3B-Atto647 and Cy3B-Cy5, respectively.
Figure 4.22: *In vivo* single-molecule FRET-Stoichiometry histograms for a. intermediate and b. high FRET protected DNA standards. Single-molecule data was filtered for a total fluorophore intensity of >400 ph/frame, >130 ph/frame in the AA-channel, and >40 ph/frame in the DD-channel, respectively. Frame-time: 20 ms.
In vitro single-molecule FRET studies of E9-Im9 complex before and after electroporation. 

**a.** Complex E9(S3C-Alexa647)-Im9(S81C-Cy3B) showed single-molecule FRET distributions centered at $E^*=0.8\pm0.10$ (−EP) and $E^*=0.77\pm0.10$ (+EP).

**b.** Complex E9(D40C-Alexa647)-Im9(S81C-Cy3B) showed single-molecule FRET distributions centered at $E^*=0.42\pm0.08$ (−EP), and $E^*=0.42\pm0.10$ (+EP). Expected FRET values from crystal structures and dye cloud modelling [102] yield $E^*=0.75$, S3C labelling scheme, and $E^*=0.45$, D40C labelling scheme. No effects of electroporation on the FRET distributions were observed and the experimental *in vitro* FRET efficiencies were in very good agreement with expected FRET values.
Figure 4.24: FRET histograms of *in vitro* controls for gapped DNA bending assay. a. Gapped DNA only, $E=0.47\pm0.10$.  
b. Gapped DNA in presence of $3\text{mM KF (DNA Pol I)}$ showing three FRET species, $E_{\text{gapped DNA}}=0.50\pm0.10$, $E_{\text{bend DNA}}=0.75\pm0.10$, and $E_{\text{dimer formation}}=0.92\pm0.05$.  
c. Duplex DNA only, $E=0.46\pm0.10$.  
d-f. Dimer formation assay *in vitro*.  
d. *In vitro* control of gapped DNA only, $E_{\text{gapped DNA}}=0.08\pm0.07$.  
e-f. *In vitro* control of gapped DNA in presence of $1\text{mM and 3 mM KF (DNA Pol I)}$ resulting in 3 FRET species, free three Gaussian fitting resulted in $E_{\text{gapped DNA}}=0.11\pm0.08$, $E_{\text{bend DNA}}=0.39\pm0.10$, and $E_{\text{dimer formation}}=0.81\pm0.10$ in presence of $3\text{nM KF}$.  
*In vivo* and *in vitro* FRET values are in very good agreement for gapped DNA bending assay, showing DNA bending *in vivo*, however only less than 12% dimer formation was observed *in vivo*. 
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Mobility and spatial distribution of tRNA in live bacteria

The work presented in this chapter is prepared for publication in


5.1 Introduction

Studying the localisation of single RNA molecules in living cells is important for understanding the spatial organisation of gene expression (191). The non-uniform distribution of RNA molecules is an important mechanism to spatially control translation and efficiently alter local protein concentrations. Local enrichment of RNA molecules has been observed for different mRNAs in both eukaryotic cells (yeast, oocytes, neurons) (192, 193) and, unexpectedly, even in bacteria (194). Most of these studies are performed at the cellular level, precluding observation of individual mRNA molecules and measurement of molecular heterogeneity. As I have presented in chapter 1, single-molecule fluorescence is an important tool to report
on such heterogeneous localisation patterns and is thus ideally suited for studying RNA distributions in living cells. Initial studies to visualise single mRNA molecules in cells employed fluorescence in situ hybridisation (FISH) in fixed cells (195). In vivo studies of mRNA dynamics became possible by tagging mRNA with fluorescent proteins (FP) fused to the bacteriophage MS2 coat protein and its variants (PP7 system) (196, 197), or to the human U1A protein (198), which directly bind to a specific RNA hairpin sequence. However, as mentioned in previous chapters (2-3), FPs are less bright and photostable than organic fluorophores (44, 45) and thus more than 24 copies of MS2 binding sites accommodating 48 GFPs were needed to localise single mRNA molecules (199), making it a very bulky label (200x5x3 nm) that might perturb mRNA interaction. Tracing the localisation of singly-labelled mRNA molecules in living cells has been demonstrated using organic fluorophores. These were either tagged to the coat protein via a polypeptide linker (SNAP tags (200, 201)), or directly bound to RNA aptamers (202, 203). Using aptamer RNA labelling, single mRNA molecules could be traced throughout mammalian cells (204).

Another RNA species important for translation is transfer RNA (tRNA), which is a short and stable RNA (74-93 nt in length) that act as the adapter molecules between the nucleotide sequence in a mRNA and the amino-acid sequence in a protein. The transfer RNAs exhibit a distinctive ‘three-leafed clover’ structure formed by three hairpin loops. One hairpin loop contains the anti-codon sequence (three-nucleotide sequence), which can decode the mRNA codon. On the other end of the tRNA, a specific amino acid is attached (each type of tRNA can only hold one type of amino acid) and thus, when the tRNA is binding to the mRNA codon at the ribosome, the appropriate amino acid is added to the growing polypeptide chain. Despite the obvious importance of tRNA in translation, its intracellular mobility and subcellular localisation remained unexplored until now. This could be due to the difficulty of endogenously labelling tRNA with common methods, since large RNA hairpin sequences, accom-
modating coat proteins or aptamers attached to tRNA molecules (74-93 nucleotides) might alter tRNA function in protein synthesis. However, tRNA molecules have been labelled in vitro by either derivatisation of the charged amino acid (205), or via covalent attachment of fluorophores to modified nucleosides with unique chemical reactivity (206, 207, 208, 209, 210, 211). The abundant dihydrouridine (DHU) position in the D-loop of tRNA was utilised to attach proflavine (212, 213, 214, 215) or, as used in this study, to introduce hydrazides for cyanine dye labelling (216). Thus, tRNA dynamics during elongation were studied in vitro using single-molecule fluorescence imaging (207, 217) and single-molecule Förster resonance energy transfer (FRET) on labelled tRNA and ribosomes (210, 218). Recently, single-molecule FRET and multi-color single-molecule fluorescence assays of labelled tRNA and labelled ribosomes were developed in vitro (201), elucidating translational dynamics in great mechanistic detail in real-time (219, 220).

In fixed cells, snapshots of pre-translocation and post-translocation sub-states of tRNA movement at the ribosome were revealed using electron cryomicroscopy (221). In addition, protein synthesis was visualised in fixed mammalian cells using organic-dye labelled tRNAs (Cy3, Cy5) exhibiting FRET signals when being bound at adjacent ribosomal sites (222, 223).

To date, there are no reports on single tRNA localisations and their interactions at the ribosomal complex during translation in live cells. However, the distribution of ribosomes have been studied using super-resolution imaging techniques (26, 4) in live bacteria showing the exclusion of ribosomes from the cell nucleoid (224). Further studies have shown that ribosomal subunits S30 and S50 can penetrate the entire cell and are not excluded from the nucleoid (225). A co-translational transcription mechanism was proposed upon the observation of the tight control of the elongation rate of transcription by translation (226), which was recently supported by clusters of dense transcription sites at the nucleoid periphery (227), very similar to ribosome...
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Enrichment at the cell periphery [224, 228]. Thus, tRNA localisation, the spatial distribution of tRNA molecules in live bacteria, and the way tRNA localisation fits into the bigger picture of nucleoid segregation and co-translational transcription mechanism are of great interest. Until now, single-molecule fluorescence studies of organic-dye labelled tRNA in live bacteria were mainly limited due to the difficulty of internalising exogenously labelled tRNA molecules through the bacterial cell wall and membrane while maintaining cell viability. In this chapter, I employed the previously established electroporation protocol (chapter 3) to internalise organic-dye labelled RNA into live *E. coli*, showing efficient loading of a 25-mer ssRNA-Cy5 and bulk *E. coli* tRNA labelled with Cy3, Cy5, or Cy5.5. Counting the number of molecules per cell, I was able to employ single-molecule fluorescence imaging and localised single tRNA molecules in live bacteria. Using single-particle tracking [28, 43, 115], I traced individual tRNA molecules in live cells. I observed two modes of diffusion: a fast diffusing species (assigned to free tRNA), and a slow diffusing species (assigned to bound tRNA at the ribosome), and I measured the diffusion coefficient of free tRNA in live *E. coli*. Transfer RNA molecules displayed a non-uniform distribution within bacterial cells, in which bound tRNA molecules localised predominantly at the cell periphery; very similar to the spatial distribution of ribosomes. Antibiotic treatments and controls showed that the uneven tRNA distribution was translation-dependent, supporting the idea of the exclusion of ribosomal complexes from the nucleoid and the co-translational transcription mechanism [226, 229].
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5.2 Efficient internalisation of bulk *E. coli* tRNA

5.2.1 Proof-of-principle and cell loading

First, I investigated whether organic-dye labelled short RNA molecules could be internalised into live *E. coli* using electroporation, similar to previous studies showing efficient internalisation of 45-bp dsDNA fragments (chapter 3 sec. 3.3.2), small protein subunits (chapter 3 sec. 3.4.2), and proteins of up to 100 kDa (62). Bulk *E. coli* tRNA (hydrodynamic radius, $R_h = 2.6$ nm, SI 5.4.1) and short 25-mer ssRNA are both smaller than previously internalised 45-bp dsDNA molecules (62, 141). Additionally, I stabilised the negatively-charged RNA by adding 1 mM EDTA to the electroporation buffer, since this had been proven to stabilise and helped to internalise DNA into live bacteria (chapter 3 sec. 3.3.1). I initially selected the hydrazide dyes Cy3, Cy5, and Cy5.5 as fluorophore labels for tRNA single-molecule fluorescence studies, due to their availability from collaborators$^1$ and their high brightness, measured in chapter 4 (sec. 4.2), which is a prerequisite for single-molecule localisation above the cellular background. Then, I further evaluated their performance in single-particle tracking studies. Organic dye-labelled bulk *E. coli* tRNA molecules (Fig. 5.1a) and 25-mer ssRNA fragment were electroporated into electrocompetent *E. coli* DH5$\alpha$ cells (SI 5.7.2) and imaged under highly-inclined and laminated optical sheet (HILO) illumination (111) in the respective fluorescence channel (Fig. 5.1b).

I showed that bulk *E. coli* tRNA molecules labelled with Cy3, Cy5, and Cy5.5, and short ssRNA-Cy5 could be efficiently internalised into bacterial cells using electroporation (Fig. 5.1c). For all samples, electroporated cells showed higher intra-cellular fluorescence than non-electroporated cells (Fig. 5.1c, SI Fig. 5.13). The internalisation efficiency was calculated relative to the non-electroporated cell control where labelled RNAs were added, not electroporated, and washed and recovered like the

$^1$collaboration with Ian Farrell, Barry Cooperman (Chemistry, UPenn), and Zeev Smilansky (Animia Inc.).
5.2.2 Electroporation of tRNA and cell viability

I used the previously optimised electroporation conditions for nucleic acid internalisation (chapter 3 sec. 3.3), and showed that RNAs were not perturbed. Therefore, I ran the electroporated 25-mer ssRNA-Cy5 and tRNA-Cy5 samples on a native polyacrylamide gel and imaged them on a gel scanner. I observed very similar bands in shape
and intensity for the non-electroporated and electroporated samples and no sample aggregates were left in the wells (Fig. 5.2a). Thus, I reasoned that electroporation is not affecting the dye label and structure of ssRNA fragment and bulk *E. coli* tRNA. In addition, a reverse phase HPLC (Fig. 5.2b) was run by Anima Inc. showing similar retention time and peak shape for tRNA after labelling (black), tRNA purified after labelling but not electroporated (blue), and purified and electroporated tRNA (red), which was also a good indication that the tRNA molecules did not aggregate during electroporation.

Next, I studied the cell viability of cells electroporated with 1 µM of bulk *E. coli* tRNA-Cy5 similar to previous studies on the internalisation of dsDNA (chapter 3 sec. 3.3.2). Again, I monitored the growth and division of single cells in time-lapse brightfield images over the course of 2 h (Fig. 5.3). As in the previous study (141), I observed more than 60% of growing and dividing cells (15 out of 24 cells) and concluded that the internalised tRNA molecules did not affect cell viability.
5.3 Counting the number of internalised tRNA molecules per cell

5.3.1 Counting single tRNA molecules

To perform single-molecule fluorescence studies in vivo, I characterised the amount of internalised tRNA molecules per E. coli cell. Specifically, I employed single-cell
photobleaching studies as introduced in chapter 4 (sec. 4.2.1) to count individual tRNA-Cy5 molecules per cell and controlled the number of tRNA molecules per cell down to the single-molecule level.

Again, I measured the photobleaching decay of the overall cellular fluorescence of individual cells and obtained single-cell photobleaching time-traces, Fig. 5.4. For example, one cell was loaded with a single Cy5-labelled tRNA molecule (red false-coloured single molecule signal, Fig. 5.4a), which photobleached at about 5 s and resulted in the loss of the fluorescence signal. The time-trace of fluorescence intensity over time showed distinct single-step drops of the overall cellular fluorescence, which could be attributed to the photobleaching of a single organic fluorophore (blue: single-cell intensity time-trace, Fig. 5.4a), and were used to relate the number of photobleaching steps to the number of internalised tRNA-Cy5 molecules per cell. The single-cell photobleaching time-traces were fitted using Hidden Markov Modelling (HMM, chapter 4, SI 4.7.5) to obtain the unitary intensity for each single-molecule photobleaching step (HMM fit in red, gray bar highlights unitary intensity, Fig. 5.4a). Single-cell photobleaching time-traces from tRNA-Cy5 experiments (50 nM tRNA-Cy5 in electroporation buffer) showed distinct step-like behaviour (N=160, Fig. 5.4b), and HMM analysis revealed the internalisation of 1-3 molecules/cell (Fig. 5.4b, SI Fig. 5.14a). The unitary intensity for tRNA-Cy5 was obtained to 8.7±2.4 a.u. corresponding to Cy5 brightness of about 8000 ph/s (Fig. 5.4b; tRNA-Cy3, and tRNA-Cy5.5 in SI Fig. 5.14b-c) under these illumination conditions (SI 5.7.5).

5.3.2 Working at the single-molecule and single-cell level

I next used the measured unitary intensity for each fluorophore to relate the overall cellular fluorescence to the number of internalised labelled tRNA molecules per cell. To be able to localise single tRNA molecules within the cells, I examined different initial concentrations of labelled tRNA-Cy5 in the cell suspension before electropora-
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Figure 5.4: Counting the number of internalised tRNA molecules per cell. a. Single-cell photobleaching step analysis of tRNA-Cy5 in live bacteria. b. Photobleaching time-trace example (blue) and Hidden-Markov Model fit (red) of single photobleaching steps corresponding to the single-molecule unitary intensity (gray bars). c. Unitary intensity distribution of tRNA-Cy5 (160 photobleaching time-traces, 324 fitted single photobleaching steps = unitary intensity) and Gaussian fit centred at 8.7±2.4 a.u. corresponding to Cy5 brightness of 7500±2100 ph/s. Scale bar: 1 µm.

tion and counted the number of internalised tRNA molecules/cell. The internalisation histogram shows a wide distribution of internalised tRNA molecules/cell (Fig. 5.5). I observed two regimes: i. a single-molecule regime with 1-3 labelled molecules/cell (50-250 nM tRNA-Cy5: mean ∼1.5, median ∼1.0), and ii. a small ensemble regime with up to hundreds of molecules per cell (at 1 µM tRNA-Cy5: mean ∼140, median ∼100; SI Fig. 5.15 for tRNA-Cy3 and tRNA-Cy5.5).

Next, I used single-cell photobleaching studies of cells in the small ensemble regime (∼100 molecules/cell) and measured the decay of the fluorescence signal over time to obtain the photobleaching lifetime of the fluorescent dye in vivo under these illumination conditions. I obtained photobleaching lifetimes for the different fluorescent dyes of several seconds (SI Fig. 5.16, Cy5: 3.4±1.1 s, Cy3: 21.4±5.8 s, and Cy5.5: 4.6±1.5 s). The photobleaching lifetime defines the observation time of single tRNA molecules. In bacteria, tRNA molecules deliver 10-20 amino acids to the ribosome.
Figure 5.5: Controlling the number of internalised tRNA molecules per cell. Investigating the number of internalised tRNA-Cy5 molecules per cell at different concentration of labelled tRNA-Cy5 in cell suspension before electroporation. 

a. Example fields-of-view. 

b. Cells were loaded with 1-10 tRNA molecules when adding 50 nM tRNA-Cy5 (mean: 1.4 molecules per cell, median: 0.9), and up to 250 nM tRNA-Cy5 (mean: 1.5 molecules per cell, median: 1.0) in the cell suspension before electroporation, which is an ideal regime for single-molecule studies. Cells were loaded with about 100 tRNA molecules per cell (mean: ∼140, median: ∼100, SI Fig. 5.15 for tRNA-Cy3, and tRNA-Cy5) at 1 µM tRNA-Cy5 initial concentration before electroporation. Negative values result from background subtraction. Scale bar: 3 µm.

To summarise my initial characterisation experiments: I used an initial concentration of 50 nM tRNA-Cy5 in the electroporation buffer for all further single-molecule fluorescence localisation studies due to the average cell loading of about 1 tRNA molecule per cell resulting in a molecule density of less than 1 molecule/µm², which is ideal for single-molecule localisation experiments (187). I also chose Cy5 as the fluores-
cent label due to its high brightness of about 8000 ph/s, and the decreased cellular autofluorescence in the red fluorescence channel [232, 141].

5.4 The diffusion coefficient of tRNA molecules in live *E. coli*

Subsequently, I worked in the single-molecule regime and I studied tRNA localisation and the diffusive behaviour of tRNA molecules within the cellular cytoplasm. Initially, I estimated the expected diffusion coefficient for free tRNA molecules to be in the same range as for FPs. Next, I measured the apparent diffusion coefficient of tRNA-Cy5 using single-particle tracking and simulated Brownian motion within the confined cellular volume to related the experimentally-obtained apparent diffusion coefficient to an accurate diffusion coefficient.

5.4.1 Expected mobility of free tRNA and ternary complex

I expected the diffusion of unbound tRNA-Cy5 molecules to be similar to the fast diffusion of fluorescent proteins in the range of 6-13 \( \mu \text{m}^2/\text{s} \) due to their similar hydrodynamic radius. Transfer RNA molecules range between 76-92 nucleotides with an average molecular weight of about 25 kDa. While the hydrodynamic radius of yeast tRNA\(^\text{Phe}\) was predicted from the crystal structure based model to 2.6 nm and experimentally measured between 2.67 nm (ultracentrifugation), 2.73 nm (dynamic light scattering), and 2.8 nm (gel filtration) [233, 234], the hydrodynamic radius of GFP was determined to be 2.4 nm [235]. The molecular weight of fluorescent proteins (FP) and their variants ranges between 26 kDa (mEos2), and 27 kDa (GFP). Estimates of diffusion coefficients of unconjugated GFPs from fluorescence recovery after photobleaching studies range from 6.1±2.4 \( \mu \text{m}^2/\text{s} \) [236], 7.1±0.3 \( \mu \text{m}^2/\text{s} \) [237],
7.7±2.5 µm²/s (238), and 9.8±3.6 µm²/s (239); a comprehensive list with different experimental conditions can be found in Nenninger et al. (240). Recently, a coarse-grained model of the *E. coli* cytoplasm and protein diffusion simulations, yielded a diffusion coefficient of 6.5±0.5 µm²/s for GFP (241). However, single-molecule tracking studies obtained slightly higher diffusion coefficient estimates of FPs *in vivo*, such as 8 µm²/s (Venus, (40)), 10 µm²/s (Dendra2, (225)), and 12.5 µm²/s (mEos2, (43)). From the inverse relation of the diffusion coefficient and hydrodynamic radius, I expected the diffusion coefficient of freely diffusing bulk tRNA about 10% smaller than for FPs and thus in the 5.5-11.5 µm²/s range in live *E. coli*.

Due to the tight binding (dissociation constant: $K_d \sim 200$ nM, (242)) of aminoacyl-tRNA (charged with amino acids) to elongation factor EF-Tu-GTP, forming the ternary complex, and the observation of the direct transfer from aminoacyl-tRNA synthetase to the elongation factor to the ribosomes (tRNA channelling) during protein synthesis in eukaryotic cells (243, 244, 245), it was often assumed that such a channelling mechanism exists in bacterial systems, too. To test the tRNA channelling hypothesis in bacteria and proposed rapid association of free tRNA to the ternary complex, I estimated the diffusion coefficient of the ternary complex. Due to similar size of the ternary complex and the nucleoid-associated protein Fis (246, 247), I estimated the accurate diffusion coefficient of the ternary complex to be about 4.5 µm²/s, which was previously measured for the accurate diffusion coefficient of Fis by Uphoff et al. (115).

### 5.4.2 Single-particle tracking of tRNA-Cy5

To capture the expected fast diffusion of single tRNA molecules *in vivo*, I used stroboscopic illumination, in which I excited the cells for 1 ms at high laser powers, but exposed the camera for 5 ms (SI 5.7.3). Using the stroboscopic illumination scheme, I obtained bright diffraction-limited images of single tRNA molecules (point spread function, PSF) within live *E. coli* cells (Fig. 5.6a, t=0s). A single tRNA molecule was
localised and linked within consecutive frames to generate a single-molecule trajectory (Fig. 5.6a, yellow trajectory at t=0.6, 0.9, 1.2 s, SI 5.7.6). These snapshots from single-molecule fluorescence movies, illustrate how single tRNA molecules explored most of the cellular environment over time (Fig. 5.6a). More trajectories are shown in Fig. 5.7a. I captured numerous of such single-molecule trajectories (N=4122) and calculated the mean-squared displacement (MSD) of tRNA molecules that were tracked in more than 3 consecutive frames. The MSD of tRNA-Cy5 in vivo (Fig. 5.6b, blue) and in fixed cells (black) plateau due to cellular confinement, motion blurring, and localisation precision (117). Using the plateau level of the fixed cell control, I estimated the localisation precision to be 40 nm under these experimental conditions.

Next, I calculated an apparent diffusion coefficient ($D_{\text{app}}$) from the MSDs of individual trajectories that were truncated to 4 steps; (115, 227) and SI 5.7.7. The $D_{\text{app}}$-histograms for tRNA-Cy5 in vivo studies showed a bimodal distribution (Fig. 5.6c and Fig. 5.7c). As expected, the diffusion coefficient distribution could be fit by two diffusive species (Fig. 5.6c), and thus, I reasoned that tRNA molecules could be either freely diffusing or bound to elongation factor thermo unstable (EF-Tu, recruiting tRNA to the ribosomal binding site), or to larger protein complexes such as tRNA-synthetase (loading of tRNAs with amino acids) and the ribosomal complex during translation (207). The inset in Fig. 5.6c shows single-molecule trajectories categorised as mobile trajectories (blue) and bound trajectories (red).

Hence, I fitted the $D_{\text{app}}$-distribution to two Gamma-distributions; mobile: $D_{\text{app}}=3.6 \mu m^2/s$, bound: $D_{\text{app}}=0.5 \mu m^2/s$, which was initially constrained to the ribosomal diffusion rate previously measured using similar experimental settings (43). Similar results were obtained when constraining the bound species to immobile molecules of the fixed cell control (mobile: $D_{\text{app}}=3.61 \mu m^2/s$, bound: $D_{\text{app}}(\text{fixed cells})=0.32 \mu m^2/s$ constrained, Fig. 5.7b,f-g) or when allowing a free fit to a single Gamma-distribution (mobile: $D_{\text{app}}=3.6 \mu m^2/s$, Fig. 5.7h-i). I also fitted the apparent diffusion coefficient distribu-
Figure 5.6: Single-molecule tracking of tRNA-Cy5 and measurement of diffusion coefficient of tRNA in vivo. a. Tracking of a single tRNA-Cy5 molecule for about 1.5 s and reconstruction of the single-molecule trajectory in the bacterial cell. b. Measurement of the mean-squared displacement (MSD) for tRNA-Cy5 in live cells (blue) and fixed cells (black). The MSD plateaued due to cellular confinement and motion blurring in live cells and due to the localization precision of about 40 nm in fixed cells. c. Apparent diffusion coefficient distribution of tRNA-Cy5 and fit to 2 diffusive species. Inset: highlighting mobile (blue) and bound (red) trajectories in two cells (overlay with brightfield image). The slow diffusive species was constrained to ribosomal complex diffusion of $D_{\text{app}}$(ribosome)=$0.5 \mu m^2/s$ (red, [43]) and free Gamma-distribution fit of fast diffusing species resulted in $D_{\text{app}}$(tRNA-Cy5)=$3.6 \mu m^2/s$ (blue). Similar fitting results were obtained when constraining the bound species to immobile molecules of the fixed cell control or when allowing a free fit to a single Gamma-distribution (Fig. 5.7). Including another independent data set, the apparent diffusion coefficient of tRNA in live cells was obtained to $D_{\text{app}}$(tRNA-Cy5, live cells)=$3.5\pm0.2 \mu m^2/s$ (Fig. 5.7c). Scale bar: 1 \mu m.

I finally obtained the apparent diffusion coefficient of mobile bulk *E. coli* tRNA molecules to $D_{\text{app}}$(tRNA-Cy5)=$3.5\pm0.2 \mu m^2/s$ by constraining the bound species to ribosomal diffusion (red) and ternary complex diffusion ($D_{\text{app}}$=2.4 \mu m^2/s, green) and one free species (Fig. 5.7d-e) to obtain an estimate of tRNA molecules associated in the ternary complex. I still obtained results in which about 70% of molecules show fast diffusion ($D_{\text{app}}$>$3.5 \mu m^2/s$), showing that the majority of tRNA molecules are freely diffusing.
bosomal diffusion from two independent data sets (Fig. 5.6c and Fig. 5.7c), and the fraction of bound to mobile tRNA molecules was calculated from the bimodal fit to 8±4% under the given experimental conditions. 

**Figure 5.7:** Single-molecule tracking of tRNA-Cy5 molecules and apparent diffusion coefficient measurement of tRNA-Cy5 in vivo. **a.** Further example single-molecule trajectories showing individual mobile tRNA molecule diffusing throughout the entire cell. Scale bar: 1 µm. **b.** Apparent diffusion coefficient distribution of fixed cell control, fitted to single Gamma-distribution, and obtaining an apparent diffusion coefficient for immobile species of \( D_{app} = 0.32 \pm 0.16 \mu m^2/s \) (black). **c.** Data set-2 for tRNA-Cy5 apparent diffusion analysis fitted with two Gamma-distributions, of which the slow diffusing species was constrained to ribosomal diffusion (\( D_{app} = 0.5 \mu m^2/s \), red). **d-e.** Data set-1 and data set-2 fitted with three Gamma-distributions, of which two Gamma distributions were constrained to ribosomal diffusion (red) and diffusion of the ternary complex (\( D_{app} = 2.4 \mu m^2/s \), green). **f-g.** Data set-1 and data set-2 fitted with 2 Gamma-distributions, of which the slow diffusive species was constrained to fixed cell control (black). **h-i.** Data set-1 and data set-2 fitted to a single Gamma-distribution, not constrained. The apparent diffusion coefficient for tRNA-Cy5 was obtained to 3.5±0.2 µm²/s and the overall result was not altered by the different fitting modes. The fraction of bound to mobile tRNA molecules was calculated to 8±3% (mean±std of 2 independent data sets).

### 5.4.3 Accurate diffusion coefficient of tRNA

Since the apparent diffusion coefficient is affected by experimental conditions such as cellular confinement, motion blurring, and localisation precision \( [117] \), I chose
to simulate single-molecule particle tracking movies to relate the measured apparent diffusion coefficients to accurate diffusion coefficients in vivo. I simulated free Brownian motion of uniformly distributed tRNA molecules in a confined cellular environment mimicking the same experimental conditions and performed the same single-molecule tracking analysis as for the experimental data (SI 5.7.8; ∼1.5 molecules/cell, 500 cells for each simulation). Figure 5.8a shows simulated tRNA localisations from 500 cells in a unit cell showing that the simulated tRNA trajectories were uniformly distributed (dotted line). From simulated tracks, I again calculated apparent diffusion coefficient histograms (Fig. 5.8b, and SI Fig. 5.17) and I related the measured apparent diffusion coefficients with the actual diffusion coefficient input for the simulations (Fig. 5.8c). From the simulations I obtained an accurate diffusion coefficient of bulk E. coli tRNA of $D_{\text{acc}}(\text{tRNA}) = 8.1(-1.0+0.5)\mu m^2/s$ (Fig. 5.8d).

To summarise: I traced single tRNA molecules inside live E. coli cells and observed two diffusive species, which I attributed to tRNA molecules bound to larger protein complexes and freely diffusing tRNA. I was able to show that more than ∼70% of tRNA molecules diffuse freely with an accurate diffusion coefficient of about $8 \mu m^2/s$ under these experimental conditions.

### 5.5 Spatial distribution of tRNA molecules in vivo

Next, I was interested in the spatial organisation of the tRNA molecules and specifically if I could see different spatial distributions of tRNA molecules that I previously attributed to either freely diffusing or bound to ribosomes. Since the ribosomal diffusion of about 0.1-0.5 $\mu m^2/s$ (43, 224) is extremely slow compared to the measured apparent diffusion coefficient of the tRNA molecules of $3.5\pm0.2 \mu m^2/s$, I reasoned that individual tRNA molecules could be sorted into bound and mobile populations. I obtained a diffusion coefficient threshold of $D_{\text{thresh}} < 1 \mu m^2/s$ for bound molecules,
such that 90% of all trajectories in the fixed cell control were categorised as bound (Fig. 5.7b). I used this apparent diffusion coefficient threshold to categorise tRNA molecule trajectories into a bound and mobile population and studied the spatial organisation of tRNA molecules classified as mobile and bound in vivo.
5.5.1 Non-uniform spatial distribution of tRNA molecules

To qualitatively evaluate the spatial distribution of mobile and bound tRNA molecules, I plotted the localisation of all tRNA molecules, tRNA molecules categorised as mobile (blue) and tRNA molecules categorised as bound (red) within a unit cell, normalising along cell-length and cell-width (Fig. 5.9a, SI 5.7.9). In the combined representation of mobile and bound molecules as well as for the mobile and bound species, I observed an enrichment of bound tRNA molecules at the cell periphery, whereas mobile molecules localised around the cell midline. To quantify the observation, each molecule localisation was normalised by its relative position along the short and long cell axis and the probability distribution for bound and mobile molecules was plotted along the unit cell width (Fig. 5.9b, cell periphery (gray), and mid-cell (beige)). Again, clear enrichment of bound tRNA molecule at the cell periphery and exclusion from mid-cell could be observed (Fig. 5.9b, bound population (red) relative to uniform distribution (dotted line): -23% at mid-cell, and +35% at cell periphery). Additionally, the mobile population localised predominantly along mid-cell (Fig. 5.9b, mobile population (blue) relative to uniform distribution (dotted line): +11% at mid-cell, and -19% at cell periphery); a similar trend was previously observed for the nucleoid-associated protein HU (bacterial DNA-binding protein, [225][227]).

To validate the exclusion of bound tRNA molecules from mid-cell (cell nucleoid), I sorted cells along cell length (Fig. 5.9c, 700 cells, cell length distributions in SI Fig. 5.18). Specifically, I looked at short cells (1.7-2.9 µm), which I assumed constrained only a single chromosome, and long cells (3.1-4.3 µm) that were close to cell division with already replicated chromosomes. Looking at the distribution of tRNA localisations throughout all cell categories (Fig. 5.9c, probability heat maps), the localisation of bound tRNA at the cell periphery and mobile tRNA within the nucleoid was even more pronounced. For short cells, I again observed a clear tendency of bound molecules to localise to the cell periphery, whereas mobile molecules explore predom-
Chapter 5. Mobility and spatial distribution of tRNA in live bacteria

Figure 5.9: Spatial distribution of tRNA molecules in live bacterial cells. Localisations of tRNA-Cy5 molecules were normalised along cell-length and cell-width and were represented in a unit cell. **a.** Localisations of tRNA molecules classified as mobile ($D_{app} > 1 \mu m^2/s$, blue) and bound (red) and combined (black background) were represented in unit cells, respectively. **b.** Probability distribution of mobile and bound molecules along cell width (y-axis, short cell axis). Bias of bound molecules to cell periphery and mobile molecules to mid-cell relative to uniform-distribution (dotted line); +11% mobile and -23% bound molecules within mid-cell (beige) and -19% mobile and +35% bound molecules in cell periphery (gray). **c.** Categorisation of tRNA localisations in unit cell for all cells, and different cell length (short cells: 1.7–2.9 µm, and long cells: 3.1–4.3 µm). Throughout all cell length tRNA molecules mainly diffuse freely (∼88% mobile versus ∼12% bound). Mobile tRNA localise predominantly at mid-cell, whereas bound tRNA molecules seem to be enriched at the cell periphery. Bound transfer RNA localisation pattern for short and long cells support their exclusion from the nucleoid, i.e. from compacted DNA in single chromosomes (short cells) and doubled chromosomes close to cell division (long cells).

Interestingly, the non-uniform localisation pattern of mobile tRNA population, and the exclusion of bound tRNA molecules from the cell nucleoid at different
stages in the cell cycle could indicate tRNA being utilised in protein synthesis, since previous studies showed the exclusion of ribosomal complexes from the nucleoid and also an enrichment of highly transcribing RNA polymerase clusters at the cell periphery supporting the co-translational transcription mechanism (225, 227).

5.5.2 Blocking translation: change in tRNA spatial organisation

To probe the hypothesis of the translation-associated tRNA spatial distribution, I treated cells with the antibiotic Chloramphenicol (Cam) that blocks protein synthesis by binding to the 50S ribosomal subunit and inhibiting peptide bond formation and A-site binding of tRNA molecules (248). I performed the same analysis of the tRNA trajectories and first categorised tRNA molecules in mobile and bound population (Fig. 5.10a). Interestingly, bound tRNA molecules localised throughout the entire cell and the percentage of bound molecules in the cell periphery decreased significantly (from +33% down to +14%) upon Chloramphenicol treatment (Fig. 5.10b). In both short and long cells, I did not observe the localisation of bound tRNA molecules predominantly to the cell periphery any longer (Fig. 5.10c). Instead, following Cam treatment bound and mobile tRNA molecules localised throughout the entire cell following an even distribution. The loss of bound tRNA molecule species at the cell periphery suggested that the tRNA were not being used during protein synthesis any longer, which was blocked by Chloramphenicol.

Further evidence of translation-dependent localisation pattern of bound tRNA molecules at the cell periphery was obtained by studying the spatial distribution of (i) tRNA-Cy5 molecules in fixed cells (Fig. 5.11a), (ii) non-specific ssRNA-Cy5 molecules in vivo (Fig. 5.11b), and performing diffusion simulations (Fig. 5.8a). In all three controls, the single-molecule localisations spread through the entire cell area, where all internalised molecules were uniformly distributed, and no peripheral localisation pattern was observed for bound localisations. Interestingly, when blocking
transcription with Rifampicin, I again observed the increase of the bound tRNA fraction at the cell periphery and the more mobile species predominantly penetrating mid-cell (Fig. 5.11b) showing that the blocking of transcription does not significantly affect the spatial distribution of tRNA molecules within our observation time of about 1 h.

5.6 Discussion

To study the mobility and spatial distribution of labelled tRNA molecules in live bacteria, I modified the transfection protocol and efficiently internalised organic-dye labelled short ssRNA fragments and bulk E. coli tRNA into live bacteria. I counted the number of internalised tRNA molecules per cell and established single-molecule fluorescence imaging capability. Then, I localised single RNA molecules in live bacteria and measured the mobility of tRNA (accurate diffusion coefficient, \( D_{\text{acc}} = 8.1 (+0.5-1.0)\mu\text{m}^2/\text{s} \)) using single-molecule tracking and diffusion simulations. I continued by studying the spatial distribution of mobile and bound tRNA and observed an enrichment of bound tRNA molecules at the cell periphery. Antibiotic treatment disrupted...
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Figure 5.11: Interpreting the spatial distribution of tRNA molecules in live bacteria using a. fixed cell control, b. internalising unspecific 25mer ssRNA and c. Rifampicin treatment. Localisation of molecules were again normalised along cell length and cell width and were represented in a unit cell. i. Molecules were classified as mobile ($D_{app} > 1 \mu m^2/s$, blue), bound (red), and combined (black background). ii. Probability distribution of mobile and bound molecules along cell width (cell short axis). Bias of bound molecules at the cell periphery (gray) was still present after Rifampicin treatment but was lost otherwise. Mobile and bound molecules of fixed cells and unspecific RNA control were evenly distributed (dotted line). iii. Categorisation of localisations in unit cell for different cell length range (all cells, short cells: 1.7–2.9 µm, and long cells: 3.1–4.3 µm).

this specific localisation pattern, indicating that the spatial organisation is a feature of active translation.

Single RNA localisation in live bacteria

The efficient internalisation of RNA labelled with bright and photostable organic-dyes opens new research paths to study a large variety of RNA molecule types (short non-specific and specific ssRNA or dsRNA fragments, or stable RNA such as tRNAs) and
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perform single-particle tracking in live bacteria. Labelling with small organic dyes is less perturbing to the RNA of interest than the introduction of the about 1000-fold larger “trains” of FPs fused to coat proteins to target RNA loop-sequences. Choosing an organic dye such as Cy3, Cy5, or Cy5.5 opens a wide spectral range (500 nm to 700 nm) for in vivo single-molecule fluorescence studies, which is of great interest due to the lower cellular autofluorescence especially in the red and infrared spectrum \([249, 250]\).

I localised single tRNA molecules in vivo, which to my knowledge has not been observed so far, while working at the single-molecule level. When working at the small ensemble regime with up to hundreds of tRNA molecules/cell, other fluorescence imaging techniques such as fluorescent recovery after photobleaching (FRAP), or fluorescence correlation spectroscopy (FCS) studies could be employed to study tRNA diffusion in vivo. I also briefly examined the blinking behavior of Cy5-labelled tRNA molecules, in which hundreds of molecules were internalised, photobleached, and only one molecule at a time stochastically turned on again to gain single-molecule sensitivity. In Fig. 5.12 two time-traces of single-cell fluorescence intensity over time are shown exhibiting single molecule blinking events.

**Figure 5.12:** Demonstration of blinking of Cy5-labelled tRNA molecules in vivo. Single-cell fluorescence intensity time-traces of cells electroporated with 1 \(\mu\)M tRNA-Cy5 and imaged for several seconds after photobleaching the internalised fluorescence. **a-b.** Example time-traces showing stochastic increase in single-cell fluorescence signal indicating a single-molecule blinking event.
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Mobility of tRNA in live bacteria

The mobility of tRNA molecules and the diffusion coefficient have not yet been reported in living bacteria. Measurements from cell lysates were performed in the 1980s, obtaining a diffusion coefficient estimate of about 60 µm$^2$/s in vitro \((251)\), and diffusion simulations using a bead model of tRNA resulted in a diffusion coefficient of about 10 µm$^2$/s \((252)\). Due to the similar size of tRNA molecules and fluorescent proteins (hydrodynamic radius of 2.6 nm and 2.4 nm for yeast tRNA$^{Phe}$ \((234, 233)\) and GFP \((235)\), respectively), I expected the diffusion coefficients of tRNA to be about 10% smaller than for GFP, which was obtained ranging from 6-10 µm$^2$/s in previous studies \((240), \text{SI } 5.4.1\). However, single-molecule tracking studies looking at the diffusion of fluorescent proteins obtained slightly higher diffusion coefficients ranging between 8-13 µm$^2$/s in the \(E. coli\) cytoplasm \((\text{sec. } 5.4.1)\). Hence, the obtained diffusion coefficient of 8.1±1.0 µm$^2$/s for tRNA molecules (Fig. 5.6c) is in very good agreement with the expected values from literature.

For my experimental conditions, I estimated the diffusion coefficient of the ternary complex to about 2.4 µm$^2$/s \((\text{sec. } 5.4.1)\). However, I still obtained about 70% of freely diffusing tRNA molecules \((D_{\text{app}} > 3.5 \mu m^2/s)\) when constraining a second diffusive species to the expected apparent diffusion coefficient of the ternary complex. Thus, I reasoned that the tRNA molecules were mainly freely diffusing \textit{in vivo}. \textit{In vitro} studies showed that the labelled tRNA molecules could be charged with amino acids and that charged and labelled tRNA molecules efficiently bind to elongation factor EF-Tu \((211)\). While in eukaryotic cells electroporated tRNA did not efficiently enter the tRNA channelling system (tRNA being directly transferred from tRNA synthetases to elongation factors to ribosomes without dissociating into the cytoplasms) due to tRNA binding domains (tRBDs, short polypeptide chains) present in most eukaryotic tRNA-synthetase \((243, 244)\), these tRNA binding domains are not present in bacteria tRNA-synthetase \((245)\). From the data, I could not find a strong evidence for
the existence of such a tRNA channelling mechanism for protein synthesis in *E. coli*
and propose that tRNA molecules are mainly freely diffusing in live bacteria.

In a review by Marc Mirande (245) a more diffusion-based tRNA cycle in bacteria
was proposed due to the lack of subcellular structure and high concentration of tRNA
molecules in prokaryotes compared to eukaryotes. Although EF-Tu may be abundant
in *E. coli*, it shows other molecular interactions for instance with the actin-like MreB
proteins (shown in *Bacillus subtilis* (253) and in *E. coli* (254)) and the available fraction
of free EF-Tu might be smaller in cells. Thus, I reasoned that most of the tRNA
molecules in bacteria diffuse freely and binding of aa-tRNA and EF-Tu-GTP might be
weaker *in vivo*.

I further examined a tRNA diffusion-based cycle and showed that the diffusion of
tRNA molecules is not limiting protein synthesis; assuming high translation rates of
50 ms per amino acid (230) with 2 tRNA molecules (endogenous tRNA pool: 375000)
present at all 50000 ribosomes per *E. coli* cell (255, 256), resulted in a searching and
re-charging time of tRNA at the tRNA-synthetase of about 280 ms (tRNA per ribo-
some: 7.5, tRNA cycle time minus time of tRNA at ribosome: 7.5·50 ms − 2·50 ms= 275 ms).
However, the tRNA molecule can already explore the entire cell within
70 ms assuming 3D free diffusion with $D_{tRNA}=8 \mu m^2/s$, and *E. coli* cell dimensions
of 3 \( \mu \text{m} \times 1 \mu \text{m} \): $\text{MSD}(t) = 6D_{tRNA} t \geq 3 \mu m^2 \rightarrow t \geq 70 \text{ ms}$, which is 25% of the time the
tRNA is allowed to recharge and search for the ribosome assuming a diffusion-based
tRNA cycle and rapid cell growth. Therefore, the diffusion of tRNA molecules is not
limiting the rate of protein synthesis in bacteria.

**Peripheral distribution of bound tRNA molecules**

I observed an enrichment of 35% of bound tRNA at the cell periphery compared to
an even distribution. This bias was even more pronounced when sorting cells into
short and long cells (one and two chromosomes, respectively). I note that the less
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pronounced species of bound tRNA molecules along the short cell-midline for short cells (Fig. 5.9c) could be due to the miss-categorisation of bound molecules into the mobile species by using a single diffusion coefficient threshold. Previously, simulations showed a spatial variation of the diffusion coefficient for fluorescent proteins from 8-16 µm²/s throughout the cell, and specifically an increase in diffusion coefficient along the short cell-midline (43). Thus, I believe that the uneven distribution of mobile and bound tRNA and the enrichment of 35% of bound tRNA at the cell periphery is a lower estimate.

Recently, the exclusion of ribosomes from the cell nucleoid was revealed by super-resolution imaging studies (229, 224). I reasoned that tRNA molecules classified as ‘bound’ could be associated with larger protein complexes, such as the ribosome, since the bound species matched an apparent diffusion coefficient distribution of 0.3-0.5 µm²/s (Fig. 5.6c) corresponding to ribosomal diffusion (43), and since the bound tRNA localisations were biased towards the cell periphery similar to reported ribosomal distributions. In bacterial systems, the strong ribosome-nucleoid segregation (less than 15% of ribosomes are located within the dense cellular nucleoid (224)) was linked to co-transcriptional translation mechanism (226), in which multiple ribosomes translate mRNA strands directly synthesised by RNA polymerase clusters. Recent studies have shown the same nucleoid segregation effect of RNA polymerase during transcription, where dense transcription sites were observed at the nucleoid periphery (227) supporting the link of transcription and translation of heavily expressed genes being relocated to the nucleoid periphery (226, 228). Further studies have shown that ribosomal subunits S30 and S50 can penetrate the entire cell and are not excluded from the nucleoid (225). Interestingly, mobile tRNA molecules could also penetrate the entire nucleoid. This strongly suggests that the translation of nascent mRNA can start throughout the nucleoid but that heavily expressed genes are moved outside the nucleoid (225) reconciling with the co-translational transcription
mechanism (227).

To further show that the bound tRNA molecules at the cell periphery could be associated with the ribosome, I calculated the ratio of bound versus mobile tRNA molecules in live *E. coli* to about 10%. This ratio is in excellent agreement with the expected value for bacteria with a division time of about 30 min, considering about 2 internalised labelled tRNA-Cy5 molecules per cell competing with the intrinsic pool of about 375 000 unlabelled tRNA molecules for maximal 2 binding sites at about 50 000 ribosomes per cell (255, 256). Using these assumptions and in rapid growth (all ribosomes occupied by tRNA molecules), I calculated an upper estimate of 25% of bound tRNA molecules at the ribosome (bound tRNA = number of ribosomal sites/total amount of tRNA), which is in good agreement with the observed 10% of bound tRNA molecules under my experimental conditions (recovery in rich media for 30 min but imaging on minimal media agarose pads for 30 min).

**Spatial organisation of tRNA is maintained through translation**

Following the blocking of translation with Chloramphenicol, the fraction of bound to mobile tRNA molecules nearly equalised to 0.91 at mid-cell and 1.15 at the cell periphery (0.7 and 1.7 without Cam) and mobile and bound molecules were more or less evenly distributed. Thus, I reasoned that the spatial distribution of tRNA is maintained by active protein synthesis and that tRNA molecules might be bound at ribosomal complexes outside the nucleoid (224, 225). This further proves nucleoid compaction and co-translational transcription mechanism, where large RNA polymerase clusters are moved outside the nucleoid (227) as well as ribosome assembly and protein synthesis occurring at the cell periphery (225).

To conclude, I performed the first comprehensive study of tRNA localisation at the single-molecule level in living bacteria reporting on tRNA mobility and translation-dependent spatial organisation. This study opens new avenues for single-molecule
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fluorescence localisation and tracing of a large variety of RNAs labelled with organic dyes in living cells.

**Contributions**

I performed all experiments and data analysis.

I modified and further developed software by Dr. Stephan Uphoff for diffusion analysis, and by Mathew Stracy for spatial organisation analysis. Initial software for diffusion simulations was developed by Jaroslaw Nowak (MPhys project student) under my supervision.

The labelled bulk *E. coli* tRNA was prepared by Dr. Ian Farrell and he performed reverse HPLC measurements. The 25-mer ssRNA fragment was synthesised by Dr. Afaf El-Sagheer and labelled by Dr. Alexandra Tomescu.
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5.7 Supplementary information

5.7.1 tRNA labelling and purification

Total *E. coli* tRNA (Roche Diagnostics) were labelled at dihydrouridine positions with Cy3, Cy5, or Cy5.5 as described in [211, 216]. In all cases, the tRNA required HPLC purification as described in [222], in order to ensure removal of free dye. After purification, labelled tRNA contained 0.82 Cy3/tRNA, 0.80 Cy5/tRNA, and 0.67 Cy5.5/tRNA. Transfer RNAs were stored at \(-80^\circ\)C in 10 µM, and 1 µM stocks for use in single-cell and single-molecules studies, respectively.

5.7.2 Electroporation and sample preparation

As described in sec. 3.6.3 and sec. 3.6.4. Before electroporation 1 mM EDTA was added to the cell suspension and cells were electroporated at 1.4 kV, which showed highest loading while maintaining cell viability (sec. 3.3.2). For antibiotic studies, 200 µg/mL Chloramphenicol (Cam) or 200 µg/mL Rifampicin (Rif) were added to SOC medium and cells were recovered for 30 min. Then, cells were 4x washed with PBS except for the final dilution, where cells were diluted in 100 µL PBS containing 200 µg/mL Cam or Rif and then transferred to the agarose pad. Cells were fixed by incubating electroporated cells with 3% (v:v) Paraformaldehyde for 1 h after recovery.

5.7.3 Live-cell imaging

All single-molecule fluorescence measurements were performed on a customised setup described in Appendix A.1. Cells were imaged using HILO illumination [111] by adjusting the position of the focused excitation light on the back focal plane of the objective. Typical excitation powers ranged from 15-30 W cm\(^{-2}\) for single-cell fluorescence.
studies (internalisation and counting studies) at 50 ms exposure time. For single-molecule tracking studies, laser power of 400 W cm$^{-2}$ at 637 nm was used. Stroboscopic illumination was employed, exciting the sample for 1 ms while exposing the camera chip for 5 ms to overcome motion blurring of fast diffusing tRNA molecules.

5.7.4 Evaluation of cellular loading

Cells were categories as loaded, if their overall cellular fluorescence per cell area was larger than the mean plus three standard deviation of the overall cellular fluorescence per cell area of non-electroporated cells. Using this internalisation threshold, the autofluorescence of non-electroporated and non-treated cells always led to less than 2% of loaded cells for these two control samples. More than 500 cells per sample were imaged and about 85% of cells were loaded when internalising tRNA-Cy3, about 98% of cells were loaded when electroporating tRNA-Cy5, and more than 60% of cells were loaded after electroporation of tRNA-Cy5.5. The lower loading efficiency of tRNA-Cy5.5 could be explained, since Cy5.5 is not efficiently excited at 637 nm on our microscope setup (Cy5.5 at 637 nm: 40% of maximum absorption level, whereas Cy5 at 637 nm: 80% of maximum absorption level) and hence less fluorescence will be detected above the cellular autofluorescence.

5.7.5 Counting of single tRNA molecules per cell

I performed single-cell photobleaching studies to count single tRNA molecules per cell and analysed the data as described in chapter 4, SI 4.7.5. The unitary intensity of 8.7±2.4 a.u. was obtained for Cy5, which corresponds to 7500±2100 ph/s under these experimental conditions. I obtained a unitary intensity for Cy3 of 2000±700 ph/s and for Cy5.5 of 3700±1600 ph/s. The number of internalised tRNA molecules per cell was calculated by dividing the overall cellular fluorescence by the unitary intensity.
5.7.6 Single-molecule localisation and tracking

Custom-written MATLAB software was used to analyse single-molecule tracking and diffusion in live E. coli as described in Ref. (62) and (115). Briefly, the PSFs in each movie frame were fitted by a 2D elliptical Gaussian (free fitting parameters: x/y position, x/y width, elliptical rotation angle, amplitude, background) using initial position guesses from applying a fixed localisation-intensity threshold on the bandpass filtered fluorescence image (95). Single-molecule tracking was performed by adapting the MATLAB script based on a published algorithm (114). Localised PSFs were linked to a trajectory if they appeared in consecutive frames within a window of 7 pixels (∼0.67 μm). This window size ensures 99% of steps are correctly linked for an apparent diffusion coefficient of 4 μm²/s and 5 ms exposure time. To account for transient disappearance of the PSF within a trajectory disappearance due to blinking or missed localisation, I used a memory parameter of 1 frame.

5.7.7 Measuring the diffusion coefficient of tRNA molecules

I calculated an apparent diffusion coefficient $D_{\text{app}} = \text{MSD}/(4\Delta t)$ from the mean-squared displacement (MSD) for each single-molecule trajectory with a minimum of 4 steps and longer trajectories were truncated to the initial 4 steps. Shorter trajectories were discarded for this analysis because of the higher uncertainty in $D_{\text{app}}$-values. It is noteworthy that $D_{\text{app}}$ is an apparent diffusion coefficient and does not equal an accurate diffusion coefficient due to cell confinement and motion blurring (117, 115). The localisation precision was determined to be 40 nm, which manifests in a positive non-zero apparent diffusion coefficient of immobile molecule of $\sigma_{\text{loc}}^2/\Delta t$, which is in good agreement with the apparent diffusion coefficient of $D_{\text{app}} = 0.32 \pm 0.16 \mu m^2/s$.
that was measured for the tRNA-Cy5 fixed cell control.

To obtain the apparent diffusion coefficient constant, I fitted the probability distribution of apparent diffusion coefficients calculated for individual molecules, \(x\), with an analytical equation for the diffusion constant \(D\) using:

\[
f(x, D, n) = \frac{1}{\Gamma(n)} \left( \frac{n}{D} \right)^n x^{n-1} \exp\left(-\frac{n}{D}x\right)
\]

where \(n\) is the number of steps of the single-molecule trajectory used to calculate the apparent diffusion coefficient for each trajectory \(x = \text{MSD}_n/(4\Delta t)\); here always: \(n = 4\). The apparent diffusion coefficient distribution for tRNA-Cy5 was calculated from 4-step trajectories and did not fit to a single species. I reasoned that at least two species were present: tRNA molecules freely diffusing and tRNA molecules specifically bound to larger ribosomal complexes. The apparent diffusion coefficient of the ribosomal complex was measured to 0.5 \(\mu\text{m}^2/\text{s}\) previously \([43]\). I used this result to fit a two species model to the tRNA-Cy5 apparent diffusion distribution, fixing the slow-diffusing species to ribosomal apparent diffusion coefficient of \(D_1=0.5\ \mu\text{m}^2/\text{s}\).

Then, the analytical model for the two diffusive species fit yields

\[
f(x, D, A_1, A_2) = A_1 \frac{1}{6!} \left( \frac{4}{D_1} \right)^4 x^3 \exp\left(-\frac{4}{D_1}x\right) + A_2 \frac{1}{6!} \left( \frac{4}{D} \right)^4 x^3 \exp\left(-\frac{4}{D}x\right)
\]

where \(A_1 + A_2 = 1\) holds. I obtained an apparent diffusion coefficient of tRNA molecules \textit{in vivo} for data set 1 of \(D_{\text{app}}(\text{tRNA})=3.6\pm1.8\ \mu\text{m}^2/\text{s}\) and for data set 2 of \(D_{\text{app}}(\text{tRNA})=3.4\pm1.7\ \mu\text{m}^2/\text{s}\). I obtained similar values when fitting the apparent diffusion coefficient distribution with the analytical model for a single species or two diffusive species (with the slow-diffusing species being constrained to fixed cell control), showing that our results are robust against different fitting models.

To determine an apparent diffusion coefficient threshold to separate bound and mobile tRNA species, I fixed cells with 3% paraformaldehyde and measured the appar-
ent diffusion of immobilised tRNA molecules. I fitted the apparent diffusion coefficient
distribution to a single diffusive species.

\[ f(x, D) = \frac{1}{6!} \left( \frac{4}{D} \right)^4 x^3 \exp \left( - \frac{4}{D} x \right) \]

I obtained an apparent diffusion coefficient of \( D_{\text{app}} = 0.32 \pm 0.16 \, \mu\text{m}^2/\text{s} \) for fixed cells
from the single species fit. Taking an apparent diffusion threshold of \( D_{\text{thresh}} = 1 \, \mu\text{m}^2/\text{s} \)
allowed the categorisation of individual trajectories as bound and mobile. By applying
this categorisation to the fixed cell control, less than 10% of the molecules were
miscategorised as mobile.

The diffusion analysis method was tested previously, simulating 2D and 3D Brownian
motion in a confined rod-shaped area with hemispherical end caps showing good
agreement of experimental and simulated data (115). Here again, I used Brownian
motion simulations to relate the apparent diffusion coefficient to an accurate diffusion
coefficient of mobile tRNA of \( D_{\text{app}} = 8.1 \pm 1.0 \, \mu\text{m}^2/\text{s} \), see SI 5.7.8.

5.7.8 Diffusion simulations

Determining the apparent diffusion coefficient using single-molecule tracking does
not take the cellular confinement, motion blurring and localisation imprecision into
account (7, 22). To obtain the accurate diffusion coefficient \( D_{\text{acc}} \) from experimental
data, I simulated Brownian motion within a cylindrical shaped cell (cell length: 2.8 \, \mu\text{m},
cell width: 1.1 \, \mu\text{m}) with hemispherical end caps (radius: 0.55 \, \mu\text{m}). Each frame was
split into 100 sub-frames with Gaussian distributed displacements

\[ P(x) = \frac{1}{\sqrt{4\pi Dt}} \exp \left( -\frac{x^2}{4Dt} \right) \]
in each sub-frame. I implemented stroboscopic illumination (5 ms frame time and 1 ms excitation) by averaging the distribution within the first 20 sub-frames. The point-spread-function and cellular autofluorescence were obtained from experimental data. On average 1.5 molecules per cell were simulated, each molecule trajectory latest exponentially distributed with a mean value of 100 frames (0.5 s), which matched the experimentally determined photobleaching lifetime under these conditions. Each simulation was run for 500 cells and 21 different accurate diffusion coefficients, ranging from 3.6 µm²/s to 15 µm²/s, were simulated. Each simulation run was then analysed exactly in the same way as the experimental data.

5.7.9 tRNA spatial distribution analysis

Spatial distribution analysis was performed in MATLAB (The Mathworks). Cells were segmented from brightfield images using MicrobeTracker (257), obtaining cell meshes, outline and midlines. The probability distributions along the cell short axis were calculated by determining the distance of each localisation from the cell midline, with the distances normalised to 1 at the cell membrane.

For 2D probability plots each localisation was normalised by its relative position along the short cell axis and along the long cell axis. The analytical probability distribution for a uniform distribution within a cylindrical volume is given by:

\[
\text{pdf}(\rho) = \frac{\sqrt{\max(r^2 - \rho^2, 0)}}{\frac{1}{4\pi}}
\]

where \(\rho\) is the radial coordinate and \(r\) is the cylinder radius, for the unit cell holds \(r=1\).

The spatial distribution of mobile and bound molecules was represented in a unit cell (normalisation along cell width and cell length) taking all cells into account. 2D histograms of the spatial distribution of tRNA molecules throughout the cell cycle...
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were obtained by binning cells according to cell length (short cells: 1.7–2.9 \( \mu \text{m} \), and long cells: 3.1–4.3 \( \mu \text{m} \)) with short cells having a single nucleoid located in the centre of the long cell-midline and long cells having two nucleoids.
5.8 Supplementary figures

Figure 5.13: Further example fields-of-view of *E. coli* cells efficiently loaded with labelled tRNA molecules and negative controls. **a.** Efficient loading of *E. coli* cells with tRNA molecules labelled with Cy3, Cy5, and Cy5.5, and ssRNA-Cy5 (left to right) upon electroporation (+ EP). **b.** Cellular autofluorescence of cells incubated with labelled tRNA and ssRNA molecules but not electroporated (− EP). **c.** Autofluorescence of cells not treated with labelled tRNA and ssRNA molecules but electroporated. Scale bar: 3 µm.
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Figure 5.14: Counting the number of internalised tRNA molecules per cell. a-c. Single-cell photobleaching step analysis of a. tRNA-Cy5, b. tRNA-Cy3, and c. tRNA-Cy5.5. Example photobleaching time-traces (blue) and Hidden-Markov Model fit (red) of single photobleaching steps. d. Single photobleaching step height distribution of left: tRNA-Cy3, Gaussian fit centered at $2.3 \pm 0.8$ a.u. corresponding to $2000 \pm 700$ ph/s, and right: tRNA-Cy5.5, Gaussian fit centered at $4.3 \pm 1.8$ a.u. corresponding to $3700 \pm 1600$ ph/s.
Figure 5.15: Internalisation histogram of cells electroporated at 1 µM tRNA-Cy3 (green), tRNA-Cy5 (red), and tRNA-Cy5.5 (dark-red) final concentration before electroporation and negative controls (gray). Cells were heavily loaded and about 100 labelled tRNA molecules were internalised per cell (small ensemble regime). Specifically, on average about 180 tRNA-Cy3 molecules (median: 124), and 139 tRNA-Cy5 molecules (median: 93) were internalised per cell. Negative values result from background subtraction.
Figure 5.16: Characterisation of photobleaching lifetime of organic fluorophores *in vivo*. Cell-based photobleaching studies of heavily loaded cells with **a.** tRNA-Cy5, **b.** tRNA-Cy3, and **c.** tRNA-Cy5.5. **a-c.** Left: Example single-cell photobleaching time-traces (gray: raw data, blue: average of about 400 single-cell photobleaching time-traces) and single exponential fits (red). Right: Distribution of photobleaching lifetime from single exponential fits of single-cell photobleaching time-traces. Gaussian fit (black) of photobleaching lifetime distribution obtaining photobleaching lifetime of $3.4 \pm 1.1$ s, $21.4 \pm 5.8$ s, and $4.6 \pm 1.5$ s for Cy5, Cy3, and Cy5.5, respectively.
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Figure 5.17: Example apparent diffusion coefficient distributions from simulated trajectories from 500 cells each. 

a-d. Apparent diffusion coefficient histograms from simulated tracks for which the input accurate diffusion coefficients ranged from 7.0 to 9.0 $\mu$m$^2$/s. The apparent diffusion coefficient distributions were fitted to a single diffusive species.
Figure 5.18: Cell length distribution and categorisation into short cells (1.7–2.9 µm, orange) and long cells (3.1–4.3 µm, green) for different experimental data sets: a. tRNA-Cy5 data set 1 (554 cells in total), b. upon Chloramphenicol treatment (890 cells in total), c. fixed cell control (1296 cells in total), and d. upon Rifampicin treatment (717 cells in total).
Chapter 6

Study of transcription initiation in live bacteria

6.1 Introduction

Transcription and translation are the processes by which cells express their genetic information. Interestingly, cells can regulate the expression of each of its genes with different efficiencies according to their environmental needs. The regulation mostly occurs by controlling transcription, the process by which the DNA nucleotide sequence (gene) is copied into the RNA nucleotide sequence \(^{(258)}\). Specifically, transcription initiation is known as the most regulated step in gene expression \(^{(259)}\). In bacteria, transcription initiates with the binding of RNA polymerase (RNAP) to promoter DNA and unwinding of about 14 bp around the transcription start site. The unwound promoter DNA forms a transcription bubble with the DNA template strand being inserted into the active site of RNAP \(^{(260)}\). The conformational changes lead to the formation of catalytically active RNA polymerase – DNA promoter open complex \(^{(259)}\), which is further referred to as open complex. Subsequently to open com-
plex formation, *de novo* RNA synthesis can be performed via (i) productive or (ii) abortive pathways \(261, 262\). In the productive pathway, RNA is synthesised within a RNAP-promoter initial transcribing complex. After synthesising 9–11 nt long nascent RNA, RNAP escapes from the promoter and enters elongation \(263, 260\). In abortive initiation, only short RNAs are synthesised and RNAP does not escape from the promoter. The short RNA fragments are released and RNAP reverts back to the open complex to re-initiate RNA synthesis \(261, 264\). The share of productive and abortive pathways is dependent on the DNA promoter sequence and also on the initial transcribed RNA sequences \(262\).

Crystal structures of the DNA promoter open complex \(265\), the RNAP holoenzyme \(266, 267\), as well as recent snapshots of the initial transcribing complexes \(268\), and the crystal structure showing a complete transcription bubble \(269\) shed light on the structural basis of transcription initiation. Additionally, biochemical assays such as gel assays, DNA:protein crosslinking, and RNAP footprinting have been extensively employed to study transcription initiation *in vitro* \(270, 259\).

However, our understanding of the regulatory mechanisms and kinetics of initial transcription is mainly limited by the presence of transient intermediates and heterogeneity \(271, 262, 272\). Single-molecule fluorescence studies are ideally suited to address these points, transcription reactions can be easily synchronised and single transcription events could be studied in real-time.

In 2006, Kapanidis *et al* employed *in vitro* confocal single-molecule FRET studies and showed that transcription initiation proceeds by a DNA scrunching mechanism, by which RNAP unwinds and pulls downstream DNA into its active site cleft and stays stationary at the promoter for the duration of scrunching \(105\). The DNA scrunching mechanism in initial transcription was also shown to be a pre-requisite for RNAP promoter escape using magnetic tweezers by Revyakin and coworkers \(273\). While, the confocal microscopy single-molecule FRET approach only offered \(\sim 1\) ms structural
snapshots of initial transcribing protein complexes, an early single-molecule FRET study on immobilised complexes was lacking temporal resolution below 400 ms and showed photophysical fluctuations \cite{274}. Conversely, work using DNA nanomanipulation could not identify any stable intermediate protein complexes. As a result, questions concerning the kinetics and mechanisms of regulation of initial transcription such as whether abortive initiation is a pre-requisite for RNAP promoter escape similar to DNA scrunching \cite{273} are still unclear.

Recently, our lab developed an optimised single-molecule FRET assay of immobilised transcription complexes and monitored the synthesis of de novo RNA in vitro in real-time (Duchi et al. in preparation). Using TIRF microscopy, Duchi and coworkers observed two distinct pauses during initial transcription that precede the escape of RNAP from the promoter. A more detailed description of their in vitro single-molecule FRET assay is given in sec. \ref{sec:assays}. Despite the recent progress in vitro, very few studies about the mechanisms of transcription initiation in vivo were reported. In 2009, Goldman et al. observed abortive initiation also in vivo by pulling-down short RNA products from cell lysates \cite{275}. They proposed that the 2-4-mer abortive RNA transcripts act as primers for initial transcription and thus could control gene expression \cite{275}.

However, mechanistic and kinetic studies of transcription initiation in vivo are still missing. In light of the recent real-time observation of initial transcription events by Duchi et al. including extensive pausing of RNAP more questions about the biological relevance of these processes in live cells emerge. The impact of surface immobilisation and non-physiological buffer systems including oxygen scavenging systems in the in vitro assay, as well as the influence of regulatory proteins such as transcription elongation factors GreA and GreB \cite{276,277} on these pauses needs to be tested in vivo.

Here, I directly observe transcription initiation in live bacteria cells. I used electro-
poration (chapter 3, sec. 3.3) to internalise doubly-labelled promoter DNA fragments into live *E. coli* and tracked promoter DNA using HILO microscopy (111). I monitored the single-molecule FRET signature of promoter DNA with different FRET labelling schemes (chapter 4, sec. 4.4) and discovered different stages of transcription initiation on the single-molecule level in live bacteria. I observed intermediate FRET species similar as predicted for pausing events by *in vitro* studies, which were absent in non-promoter DNA and antibiotic controls.

To my knowledge, this is the first direct observation of single transcription initiation events in living cells, which should open exciting new avenues to study gene expression and gene regulation *in vivo*.

### 6.2 Initial transcription single-molecule FRET assays

To study transcription initiation in real-time, single-molecule FRET assays were developed in our group to monitor conformational changes of promoter DNA *in vitro* within diffusing active transcription complexes using confocal microscopy (278, 279), and on surface-immobilised transcription complexes using TIRF microscopy (Duchi *et. al* in preparation). Here, I briefly describe the single-molecule FRET assay and most striking *in vitro* results, and present ideas to move the *in vitro* transcription initiation assay into live bacteria.

#### 6.2.1 *In vitro* single-molecule FRET studies

We used a derivative of the *lac* promoter (LacCONS+2, (280, 103, 274)), which is rate-limited in initial transcription (261, 264) with different FRET-labelling schemes (279) to observe different steps in transcription initiation. In all *in vitro* studies of our lab the FRET-dye pair Cy3B/Atto647N was used that did not seem to affect RNA polymerase binding to promoter DNA, formation of the open complex, and synthesis of short RNA
transcripts (278, 279). We used two major labelling schemes of the promoter DNA: (i) LacCONS+2(-5/-3)\(^1\) and (ii) LacCONS+2(-15/+20) reporting on different steps in transcription initiation. Both labelling schemes are shown in Fig. 6.1 and all promoter DNA sequences used in this study are shown in the supplement, SI 6.6.1.

The first labelling scheme, LacCONS+2(-5/-3, Cy3B/Atto647N), was developed by Cordes et al. to observe open complex formation – the binding of RNA polymerase to promoter DNA and unwinding of promoter DNA for about 14 bp to form the transcription bubble (Fig. 6.1a). Thereby, a quenchable FRET assay was employed where the donor fluorophore Cy3B was quenched due to the physical contact with the acceptor fluorophore Atto647N (278). While this labelling scheme was ideally suited to observe the initial binding, no active initial transcription of long RNA transcripts (>4 mer RNA) occurred due to the close proximity of the two fluorophores to the active site within the transcription complex (278).

Duchi et al. used the second promoter DNA FRET labelling scheme, LacCONS+2(-15/+20), on surface-immobilised transcription complexes to observe single transcription initiation events using TIRF microscopy in real-time. Using the LacCONS+2(-15/+20) labelling scheme, promoter DNA-only and open complexes could not be distinguished in the \textit{in vitro} single-molecule FRET time-traces, since the donor and the acceptor fluorophore were too far apart relative to their Förster radius of 6.2 nm (95). However, upon the addition of nucleosides and due to the DNA scrunching mechanism, the downstream DNA was pulled into the initial transcribing complex upon the synthesis of short RNA transcripts (2-7 mer) (105). Thereby, the downstream DNA rotates, and the acceptor fluorophore moves closer to the donor fluorophore, which leads to an increase in FRET (inset Fig. 6.1b).

It is noteworthy, that for \textit{in vitro} transcription initiation studies a pre-melted version of the lac promoter DNA was used (SI 6.6.1) to maximise the yield of active immobilised

\footnote{Fluorophore position from transcription start site: non-template strand/template strand.}
complexes. When adding all nucleosides to immobilised RNA polymerase-DNA open complexes (preformed in solution) Duchí et al. observed a rapid increase in FRET ($\sim 1$ s) from $E^* \sim 0.2$ to a very stable FRET level of $E^* \sim 0.37$ (dwell-time: $\sim 15$ s) for the majority of single-molecule FRET time-traces. This first pause is sometimes followed by an increase in FRET to about $E^* \sim 0.7-0.8$ that they related to the escape of RNAP from the promoter.

Building on the new insights on transcription initiation by the real-time single-molecule FRET assays in vitro, I was interested in monitoring the different steps of transcription initiation inside live bacteria using the previously developed in vivo single-molecule FRET capability (chapter 4).
6.2.2 Moving *in vitro* transcription initiation studies into live cells

To observe transcription initiation in live bacteria, the idea was to use the previously established electroporation technique (chapter 3 sec. 3.3) to internalise doubly-labelled promoter DNA into live *E. coli* and observe their single-molecule FRET signatures (Fig. 6.2). The short promoter DNA fragments should be recognised by the endogenous pool of RNA polymerase (about 5000 RNAP copies per cells, \(224, 227\)) that bind to the promoter DNA, form the DNA transcription bubble (open complex formation) and perform RNA synthesis of short RNAs (observation of initial transcription) and potentially longer RNA transcripts (\(>9-11\) nt, observation of promoter escape). Comparing the *in vivo* results with the expected FRET values from *in vitro* studies, I should be able to link different FRET signatures of promoter DNAs to (i) open complex formation, (ii) steps in transcription initiation, and even (iii) promoter escape.

![Figure 6.2](image)

**Figure 6.2:** Schematic of the transcription initiation single-molecule FRET assay in live bacteria. Left to right: Electroporation of doubly-labelled promoter DNAs into live *E. coli* cells. Endogenous RNAPs (\(\sim 5000\) copies) recognise promoter DNA sequence and perform initial transcription steps. Live-cell imaging and single-molecule FRET analysis should show an increase in FRET signature of promoter DNA upon transcription initiation.

To begin with, we employed initial *in vitro* assays and examined the impact of electroporation on the promoter DNA FRET signature and the ability of RNA transcripts synthesis using electroporated promoter DNA.

First, I performed confocal single-molecule FRET measurements (SI 6.6.4) of electroporated and non-electroporated promoter DNA-only, and promoter DNA bound to
RNAP (open complex formation, SI 6.6.3) and compared their in vitro single-molecule FRET signatures (Fig. 6.3a-b). I could not observe a significant difference in shape and peak position of the single-molecule FRET distribution for LacCONS+2(-5/-3) upon formation of the open complex (Fig. 6.3a); \( E^* = 0.77 \pm 0.10 \) (non-electroporated DNA) versus \( E^* = 0.78 \pm 0.10 \) (electroporated DNA). Also, the single-molecule FRET distribution of non-electroporated and electroporated LacCONS+2(-15/+20) DNA-only and upon formation of the open complex with RNAP appeared very similar in shape. Using confocal microscopy, I was able to observe a slight shift (\( \Delta E^* \approx 0.05 \)) to higher FRET values in the single-molecule FRET distribution of the DNA-RNAP complex compared to the DNA-only population due to RNAP binding and unwinding of the promoter DNA in the open complex. The shift was present for the electroporated and the non-electroporated promoter DNA samples (Fig. 6.3b).

Second, in vitro transcription reactions were performed using electroporated and non-electroporated promoter DNA. Thereby, the promoter DNA-RNA polymerase open complex was initially formed and incubated with all nucleosides including radioactive ATP for 1 h. Radioactive ATP (radioactive isotope \( ^{32}P \)) was used to visualise RNA transcripts on 20% polyacrylamide sequencing gels using autoradiography (Fig. 6.3b). We could not observe a significant difference between short RNA transcripts from non-electroporated promoter DNA and electroporated promoter DNA. As expected, we observed a 5-fold higher amount of RNA transcripts for LacCONS+2 (-15/+20) than for the null-promoter DNA control (Fig. 6.3c). Further in vitro characterisation of the null-promoter DNA control using confocal single-molecule FRET measurements are shown in the supplement (SI Fig. 6.11). The in vitro transcription assay showed that electroporation had no effect on the promoter DNA, since electroporated promoter DNA got as efficiently transcribed as non-electroporated promoter DNA.

After characterisation of electroporated doubly-labelled promoter DNAs for the study
of transcription initiation in vitro, I next internalised these promoter DNAs into live E. coli to visualise and study open complex formation, and transcription initiation in live bacteria.

### 6.3 Observation of open complex formation in vivo

I studied the formation of the transcription bubble using the quenchable single-molecule FRET assay (Fig. [6.1a, (278)]. I characterised the single-molecule FRET assay in vitro observing a high FRET species upon open complex formation. Next, I electroporated promoter DNA LacCONS+2(-5/-3) into live bacteria and also observed a
high FRET species of \( E^* = 0.83 \pm 0.09 \), which together with antibiotic controls supported the observation of the open complex \textit{in vivo}. I further examined single-molecule FRET trajectories, which suggested that the open complex once formed \textit{in vivo} is very stable (>10 s).

6.3.1 \textit{In vitro} characterisation

Initially, I performed confocal single-molecule FRET measurements \textit{in vitro} using an ALEX-scheme (SI 6.6.4) and studied the single-molecule FRET signatures of promoter DNA LacCONS+2(-5/-3) only and in complex with RNA polymerase. Whereas the promoter DNA only gave rise to very few single-molecule FRET bursts (Fig. 6.4a) due to the physical contact of donor and acceptor fluorophore and the quenching of the donor fluorophore \cite{278}, I observed a clear high FRET population of \( E^* = 0.75 \pm 0.10 \) for LacCONS+2(-5/-3) in complex with RNA polymerase (Fig. 6.4b).

Next, I added the antibiotic Rifampicin (Rif) during open complex formation (SI 6.6.3), which inhibits transcription initiation and blocks the synthesis of \( >3 \)mer RNA transcripts \cite{281, 282}. As expected, the treatment with Rifampicin did not alter the high FRET population and thus did not prevent the formation of the open complex (\( E^* = 0.72 \pm 0.10 \); Fig. 6.4c). I also added the antibiotic Lipiarmycin (Lpm, \cite{283}) during the incubation of promoter DNA with RNA polymerase (SI 6.6.4). It was shown that Lipiarmycin blocks the DNA fitting into the RNA polymerase active site \cite{284} and thus Lpm completely blocks the formation of the transcription bubble. Convincingly, I could not observe the high FRET population upon treatment with Lipiarmycin any longer (Fig. 6.4d). These \textit{in vitro} results showed that the quenchable FRET labelling scheme was ideally suited to monitor the formation of the open complex.

While all nucleosides are present \textit{in vivo} (>3 mM in mid-log growth phase \cite{285}), it is very hard to observe the arising FRET signature upon RNA synthesis using \textit{in vitro} confocal measurements due to the lack of synchronisation of transcription reactions.
in solution and previous experiments by Cordes et al. with all nucleosides present were inconclusive \[278\]. Hence, I decided to only add a subset of nucleosides: ApA, UTP, and GTP (ITC7 NTP mix) to form complexes limited to the synthesis of up to 7 mer RNA \textit{in vitro}. I again measured single-molecule FRET efficiencies and observed a shift of the single-molecule FRET population in presence of the ITC7 NTP mix to intermediate FRET values, \(E^* = 0.54 \pm 0.10\) (Fig. 6.4e). This result indicates the formation of initial transcription complexes that contain up to 7 mer RNA.

Next, I added Rifampicin and only observed a smaller shift to intermediate FRET values in presence of the ITC7 NTP mix, with \(E^* = 0.71 \pm 0.10\) (Fig. 6.4). These results were in good agreement with Rifampicin blocking RNA transcripts beyond 3 mer RNA and indicated that when adding the ITC7 NTP mix RNA transcripts longer than 3 mer RNA could be synthesised. I also added Lipiarmycin and again could not observe any single-molecule FRET bursts showing that the formation of the open complex was blocked (Fig. 6.4b).

From the \textit{in vitro} single-molecule FRET characterisations, LacCONS+2(-5/-3) should be ideally suited to study the formation of the transcription bubble of promoter DNA. The appearance of a high FRET signal upon open complex formation should be detectable \textit{in vivo}. Antibiotic controls such as the treatment with Rifampicin and especially Lipiarmycin, which blocks open complex formation, are valuable controls to be performed in live-cell imaging to challenge \textit{in vivo} results.

### 6.3.2 \textit{In vivo} open complex formation

To test this hypothesis, I electroporated promoter DNA LacCONS+2(-5/-3) at 50 nM final concentration in the cell suspension into live \textit{E. coli} cells (SI 6.6.2) and studied the single-molecule FRET signal of promoter DNA under green continuous illumination (SI 6.6.5). I localised single promoter DNAs in the FRET channel and performed single-particle tracking to obtain long-lasting single-molecule FRET trajectories. In-
Interestingly, I observed single promoter DNA molecules exhibiting very high FRET efficiencies, a good indication of the observation of open complex formation in vivo (Fig. 6.5a). From analysing more than 500 cells, I obtained a major high FRET pop-
ulation centered at $E^*=0.83\pm0.09$, which was in good agreement with in vitro results. I also obtained smaller FRET values around $E^*\sim0.4$, which suggested the active transcription of short RNA transcripts similar to the in vitro data with a limited set of nucleosides. The high FRET population was consistently observed in two additional independent repeats, which are shown in SI Fig. 6.12a.

Next, I treated cells with Rifampicin and again observed a high FRET population centered at $E^*=0.79\pm0.08$, but only a few molecules exhibited low or intermediate FRET values (Fig. 6.5b). RNA polymerase stalls upon the addition of Rifampicin after the synthesis of short RNA transcripts (<4 mer RNAs) and hence no longer RNA transcripts (i.e. low or intermediate FRET signatures) were observed. Interestingly, I only could observe a few FRET events after treating with Lipiarmycin, which gave strong indication that the observed single-molecule FRET signatures of the promoter DNA report on the formation of open complex in vivo, which is blocked by Lipiarmycin (Fig. 6.5).

### 6.3.3 Single-molecule FRET time-traces of open complexes

Next, I was interested in the stability and intramolecular dynamics of the open complex in vivo. In in vitro open complex formation studies, it was shown that the transcription bubble exhibits conformational heterogeneity and dynamics on the millisecond timescale (279). Robb et al. hypothesised that the dynamics of the promoter DNA in the transcription bubble could affect the search for the transcription start site (279).

Here, I performed single-molecule FRET measurements in combination with single-particle tracking with 20 ms temporal resolution in green continuous wave-mode to trace single promoter DNAs in vivo. I obtained single-molecule FRET time-traces exhibiting high-FRET signals for more than 10 s (Fig. 6.6). Interestingly, the long-lasting single-molecule FRET time-traces seemed to show more fluctuations in the
Figure 6.5: Observation of open complex formation in vivo by internalising LacCONS+2(-5/-3) into live E. coli. Single-molecule FRET histograms of a. electroporated cells showed main FRET distribution centered at $E^*=0.83\pm0.09$ and intermediate FRET signal, b. electroporated cells treated with Rifampicin showed single FRET population centered at $E^*=0.79\pm0.08$, and c. electroporated cells treated with Lipiarmycin showed no significant FRET signature. More than 500 cells were analysed for each data set. Scale bar: 1 µm.

single-molecule FRET signature than what I expected from single-molecule FRET measurements using protected high FRET DNA standards (chapter 4, Fig. 4.11). This result indicates that promoter DNA in the transcription bubble indeed exhibits
molecular dynamics.
Concurring with in vitro studies, the open complex appeared very stable in live bacteria and the observation span of more than 10 s might be mainly limited due to the photobleaching lifetime of the donor and acceptor fluorophores under these illumination conditions which has to be further investigated. The stability of the open complex is caused by the contacts of the RNA polymerase with the promoter region. A stable RNA polymerase open complex is needed to start RNA synthesis via a DNA scrunching mechanism (105).

Figure 6.6: Single-molecule FRET time-traces of LacCONS+2(-5/-3) promoter DNA showed stable high FRET signatures lasting for more than 10 s, which can be attributed to open complex formation in vivo. The spikes in the DD-intensity trace (green) are due to adjacent biomolecules in the DD-channel (e.g. donor-only molecules) that pass nearby the molecule of interest and result in an increase in the fitted donor intensity (as presented in chapter 4, Fig. 4.11d). These spikes only occur for single frames since the tracking algorithm is excluding the loss of the single-molecule signal for more than 1 frame (memory parameter: 1 frame, see chapter 4, SI 4.7.8).

6.4 Observation of transcription initiation in vivo

Next, I internalised the LacCONS+2(-15/+20) FRET labelling scheme, which is sensitive to DNA scrunching and synthesis of short RNA transcripts (Fig. 6.1b) and which was used by Duch et al. to observe pausing in transcription initiation (sec. 6.2.1). Initially, I characterised the single-molecule FRET signal upon open complex formation, and in presence of the ITC7 NTP mix in vitro, for which I observed a major FRET population at about $E^* \sim 0.2$ (attributed to DNA-only or open complex) and a
minor FRET population at $E^* \sim 0.35$ (attributed to the synthesis of short RNA transcripts). In *in vivo* single-molecule FRET studies, I again observed the intermediate FRET distribution, which was not present for the null-promoter DNA control and upon antibiotic treatment with Lipiarmycin and Rifampicin. I tracked single-molecule FRET signals from promoter DNA but I was not able to observe long-lasting intermediate FRET states (pausing events) *in vivo*.

### 6.4.1 *In vitro* characterisation

I again performed initial *in vitro* confocal single-molecule FRET characterisations of the LacCONS+2 promoter, this time using the -15/+20-FRET labelling scheme. While the promoter DNA-only showed a single FRET distribution centered at $E^*=0.16 \pm 0.04$ (Fig. 6.7a), the formation of open complex led to a slight shift to higher FRET values ($E^*=0.21 \pm 0.06$, Fig. 6.7b). The slight increase in FRET was caused by the formation of the transcription bubble and the decrease in donor and acceptor distance, which could be observed using confocal microscopy but seemed not resolvable using TIRF microscopy (Duchi *et al.*). Despite I still observed the slightly higher FRET value ($\Delta E^*=+0.05$) of the transcription bubble when treating with Rifampicin ($E^*=0.21 \pm 0.04$), the treatment with Lipiarmycin resulted in a very similar FRET efficiency to the promoter DNA-only sample of $E^*=0.15 \pm 0.03$ (Fig. 6.7c-d), which again showed that Lipiarmycin hindered the formation of the transcription bubble.

Next, I added the nucleoside mix containing ApA, UTP, and GTP (ITC7 NTP mix) to characterise single-molecule FRET signals arising from the synthesis of short RNA transcripts for the promoter DNA LacCONS+2(-15/+20). I observed two FRET population when adding the ITC7 NTP mix: the major FRET population centered at $E^*=0.18 \pm 0.04$, which I attributed to the open complex and to free promoter DNA, and the intermediate FRET population centered at $E^*=0.33 \pm 0.10$, which I attributed the scrunching of the promoter DNA due to RNA synthesis (Fig. 6.7e). When treating
with Rifampicin, I still observed the two FRET populations with the major population centered at $E^*=0.18\pm0.04$. The minor population was centered at $E^*=0.29\pm0.10$, which showed that up to 3-mer RNA transcripts could be synthesised (Fig. 6.7f).

Again, treating with Lipiarmycin resulted in a single FRET population centered at $E^*=0.17\pm0.04$, which was in good agreement with the FRET efficiency for promoter DNA alone (Fig. 6.7g).

The *in vitro* single-molecule FRET characterisations showed that LacCONS+2(-15/+20) could be used to study initial transcription events, which give rise to a second FRET population at about $E^*=0.33\pm0.10$ in *in vitro* confocal measurements. The LacCONS+2 (-15/+20) promoter did not seem heavily transcribed since only about 35% of promoter-DNA-RNAP complexes occupied metastable scrunched states, which is further discussed in sec. 6.5.

### 6.4.2 *In vivo* transcription initiation

To observe transcription initiation *in vivo*, I electroporated promoter DNA LacCONS+2 (-15/+20) into live *E. coli* cells and performed single-molecule FRET measurements and single-particle tracking at 50 Hz under green continuous illumination (SI 6.6.5).

In live cells, I observed a wider low-FRET population centered at $E^*=0.24\pm0.06$ (Fig. 6.8a) and I was not able to distinguish promoter DNA-only from DNA-RNAP open complex any longer by studying the single-molecule FRET signature of the DNA promoter. Nevertheless, I observed an intermediate FRET population centered at $E^*=0.37\pm0.1$, which could be due to the DNA scrunching mechanisms and the synthesis of short RNA transcripts *in vivo*. Intriguingly, the single-molecule FRET efficiency was in excellent agreement with the previously observed very stable FRET state (pause at $E^*\sim0.37$) in *in vitro* transcription initiation assays using immobilised transcription complexes and TIRF microscopy, and of $E^*\sim0.33$ using diffusing transcription complexes and confocal imaging (Fig. 6.7e). I also internalised a null-
Figure 6.7: *In vitro* single-molecule FRET characterisation of LacCONS+2(-15/+20) reporting on transcription initiation. 

**a.** Promoter DNA only; E*=0.16±0.04. 

**b.** Open complex formation; E*=0.21±0.06. 

**c.** Open complex formation in presence of Rifampicin (blocking synthesis of >3 mer RNA transcripts); E*=0.21±0.04. 

**d.** Open complex formation assay in presence of Lipiarmycin; E*=0.15±0.03. 

**e.** Formation of open complex and addition of nucleosides: ApA, UTP, and GTP (ITC7 NTP mix) to limit synthesis of up to 7 mer RNA *in vitro*; fit to 2 Gaussian distributions: E*=0.18±0.04, and E*=0.33±0.1. 

**f.** As e. but in presence of Rifampicin; fit to 2 Gaussian distributions: E*=0.18±0.04, and E*=0.29±0.1. 

**g.** As e. but in presence of Lipiarmycin; E*=0.17±0.04.

promoter DNA fragment (SI 6.6.1) and observed a single FRET population centered at E*=0.24±0.09, which was in good agreement with *in vitro* controls (SI Fig. 6.11).

The absence of the intermediate FRET population for the null-promoter DNA suggested that the synthesis of short RNA transcripts could be observed using the
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LacCONS+2(-15/+20) promoter. The intermediate FRET population was present in both experimental repeats (SI Fig. 6.12b), and I also fitted the data to single Gaussian distributions, which showed worst R-square values, and I included the fits in the supplement (SI Fig. 6.12c).

To further support the observation of transcription initiation in vivo, I again performed antibiotic controls (SI 6.6.5). First, I treated cells with Rifampicin and obtained a major FRET distribution centered at $E^* = 0.21 \pm 0.08$ (Fig. 6.8b). Fitting of the single-molecule FRET distribution with two Gaussian distributions did not improve the R-square value of the fit, but I show the fits in the supplement for completeness (SI Fig. 6.12d). Second, upon addition of Lipiarmycin, I also only observed a single major FRET population centered at $E^* = 0.21 \pm 0.08$ (Fig. 6.8b). The lack of the intermediate FRET population upon treatment with transcription inhibitors (Rif and Lpm) gave further evidence of the observation of active transcription upon the internalisation of LacCONS+2(-15/+20) promoter DNA into live bacteria.

6.4.3 Single-molecule FRET time-traces of transcription initiation

After having observed intermediate FRET signatures that could be attributed to a pausing state during transcription initiation in vivo, I was interested if I could observe similar long pauses in live cells (in vitro dwell-times: $\sim 15$ s, Duchi et al [286]).

Employing single-molecule FRET studies with single-particle tracking, I observed single promoter DNAs and transcription complexes in vivo under green continuous illumination at 20 ms exposure time. Similar to the open complex formation assay, I was able to track single-molecule FRET signatures of promoter DNA for several seconds (Fig. 6.9). The single-molecule FRET time-traces mainly showed low-FRET signals and only fluctuated to intermediate FRET levels for very short time periods ($<0.5$ s). By examining the sampled single-molecule FRET time-traces (about 100 time-traces lasting longer than 1 s), I was not able to observe a stable single-molecule
Figure 6.8: Observation of transcription initiation *in vivo*, null-promoter and antibiotic controls. Single-molecule FRET histograms of a. Donor-only molecules centered at $E^*=0.08\pm0.03$ (blue arrow denotes the transcription start-site), b. cells electroporated with LacCONS+2(-15/+20) showed low-FRET population centered at $E^*=0.24\pm0.06$ and intermediate-FRET population centered at $E^*=0.37\pm0.10$ (vertical grey line and orange arrow depict the movement of the acceptor fluorophore closer to the RNAP complex due to the DNA scrunching mechanism in transcription initiation, which leads to an increase in the FRET signal/ the appearance of an intermediate FRET species), c. cells electroporated with null-promoter DNA(-15/+20) showed single FRET population centered at $E^*=0.24\pm0.09$, d. cells electroporated with LacCONS+2(-15/+20) and treated with Rifampicin showed single FRET population centered at $E^*=0.21\pm0.08$, and e. cells electroporated with LacCONS+2(-15/+20) treated with Lipiarmycin showed single FRET species centered at $E^*=0.21\pm0.08$. More than 500 cells were analysed for each data set. Scale bar: 1 $\mu$m.

FRET signature at $E^*\sim0.4$ as expected from the *in vitro* studies (Fig. 6.9a). To increase the observation span, I increased the exposure time to 100 ms, which still allowed the tracking of large RNAP transcription complexes while monitoring their single-molecule FRET signature in cells only loaded with one labelled promoter DNA. Thus, I was able to extend the single-molecule FRET observation to more than 30 s, but again was not able to observe long pauses and again only observed transient occupation of intermediate FRET states (Fig. 6.9a, bottom right).

Next, I also analysed single-molecule FRET time-traces from null-promoter DNA
sample, and Rifampicin, and Lipiarmycin controls – example time-traces are shown in Fig. 6.9b-c. While I did not observe fluctuations to intermediate FRET levels in these controls, I found it very challenging to obtain long-lasting single-molecule FRET time-traces due to the difficulty of detecting and localising such low single-molecule FRET signatures continuously over many frames. Thus, the single-particle tracking analysis usually truncated tracks due to the noisy and low single-molecule FRET signals.

To further quantify the dwell-times of the intermediate FRET signals, and test the omission of the long-lasting pause in transcription initiation of the lac promoter in vivo, a general analysis routine for all single-molecule FRET time-traces would be needed. In addition, the observation spans could be extended to minute time-scales using time-lapse imaging of cells, which were only loaded with a single promoter DNA. These experimental improvements would require high-throughput screening of cells and will be further discussed in sec. 6.5.

![Figure 6.9](image)

**Figure 6.9:** Single-molecule FRET time-traces of a. LacCONS+2(-15/+20) promoter DNA, b. null-promoter DNA, and c. antibiotic controls of LacCONS+2(-15/+20) promoter taken under green continuous illumination at 20 ms exposure time; if not stated otherwise.
6.5 Discussion and outlook

I efficiently internalised doubly-labelled promoter DNA fragments into live *E. coli* cells and monitored the single-molecule FRET signature of the lac promoter for two different labelling schemes. I studied the formation of the transcription bubble in live bacteria and showed that the open complexes were stable for more than 10 s *in vivo*. I also observed an intermediate FRET distribution that I attributed to transcription initiation and to the synthesis of short RNA transcripts, neither of which was present for null-promoter DNA and antibiotic controls. Despite the observation of intermediate FRET signals due to transcription initiation, I was not able to observe stable and seconds-long pauses during transcription initiation as was previously observed by Duchi *et al.* *in vivo*.

*In vivo* transcription initiation single-molecule FRET assay

The single-molecule FRET assays, which can be used to monitor steps in transcription initiation, have been developed in the last years and have proven helpful in studying transcription bubble formation (278) and dynamics (279), as well as single transcription initiation events *in vitro*. For *in vitro* studies, pre-melted promoter DNA fragments were used to obtain higher activity of transcription complexes (SI 6.6.1). However, the pre-melted DNA fragments (3-4 bp mismatch) as well as the blunt DNA-ends represent ideal targets for endonucleases and DNA repair machinery *in vivo* (146) and thus, they might be degraded, which results in the loss of the FRET signal *in vivo*. From initial internalisation tests of the pm LacCONS+2(-15/+20), I indeed observed less single-molecule FRET signals than in tests of the double-stranded LacCONS+2(-15/+20) promoter that was studied in this work. To overcome this concern, protected DNAs could again be synthesised, which would have to be significantly longer than the promoter region to allow unimpeded DNA unwinding around the
promoter region and beyond promoter escape. In general, the introduction of longer DNAs with labelled promoter region would be beneficial, since supercoiled DNA facilitate transcription and vice versa (287, 288, 289). Until now, I internalised up to 1 kbp singly-labelled DNAs.

In potential future work, the promoter DNA could be introduced in small plasmids of a few kbp in size, together with some antibiotic resistance. Since the transfected plasmid exhibits DNA supercoils and since it should diffuse relatively slowly, the observation of single-molecule FRET bursts due to transcription initiation and promoter escape events (choice of FRET labelling scheme) should become possible. Even several cycles of transcription could be monitored using time-lapse imaging.

Finally, two points for the improvement of the FRET labelling scheme to monitor transcription initiation for LacCONS+2(-15/+20) should be made: (i) the donor fluorophore should be attached 1-2 bp further upstream, since the rotational freedom of the Cy3B fluorophore at the +15-position seems to be constrained due to the close proximity to RNAP (Dr. David Bauer, unpublished data), and (ii) the non-template strand should be labelled downstream and the template strand should be labelled upstream to minimise the influence of the downstream fluorophore in the active site cleft during RNA synthesis.

In vivo open complex formation

The characterisation of the stability of the open complex in live cells can be complemented by internalising the LacCONS+2(-15/+15) labelling scheme which previously showed distinct single-molecule FRET species for promoter DNA only and in complex with RNA polymerase (279). To obtain information of static and dynamic heterogeneity of the open complex, an ‘in vivo variance analysis’ as performed by Robb et al. (279) could be implemented to observe millisecond dynamics that are inaccessible to wide-field microscopy measurements. Using diffusion simulations and
assuming that FRET fluctuations from DNA FRET standards are only caused by their diffusion within the cell, the diffusion dynamics and the dynamics of the transcription bubble potentially could be deconvolved in the single-molecule FRET data.

To further test for the formation of the transcription bubble and to block dynamics, cells could be treated with the antibiotic Myxopyronin (290, 291), since it prevents the formation of the fully open transcription bubble (292). Myxopyronin mediates the opening of the RNAP clamp and inhibits the loading of template DNA into the active site cleft of RNAP and thus locks the open complex (265).

Additionally, the stability of the open complex in vivo (>10 s under these experimental conditions) has to be further examined. First, the photobleaching lifetime of donor and acceptor fluorophore have to be measured using the same experimental conditions, since the single-molecule FRET time-traces could be simply truncated due to photobleaching. Second, time-lapse FRET measurements of cells loaded with single promoter DNAs could be performed, which would require high-throughput live-cell imaging, and automated analysis to extend the observation span beyond several seconds to potentially several minutes.

**In vivo transcription initiation and promoter escape**

The lack of the long-lasting pause in in vivo transcription initiation experiments, which was previously observed by Duchi et al. in vitro, is most striking and needs further discussion.

The in vivo single-molecule FRET signals report on the recognition of the doubly-labelled promoter DNAs by endogenous RNAP and the assay allows the observation of open complex formation in vivo. In Duchi’s work, the single-molecule FRET values were in good agreement with expected in vitro values and antibiotic controls blocking the formation of the transcription bubble supported these findings. For the LacCONS+2(-15/+20) labelling scheme reporting on transcription initiation, the i-
intermediate FRET population centered at E*~0.37 was not present in null-promoter control and Rifampicin and Lipiarmycin antibiotic controls that block transcription initiation. These results suggest that the intermediate FRET population is caused by the DNA scrunching mechanisms during RNA synthesis and as shown in \textit{in vitro} measurements corresponds to the synthesis of short RNA transcripts (>8 mer RNA) using the LacCONS+2 promoter. But for kinetic interpretation of the short intermediate FRET states, a thorough analysis of \textit{in vivo} single-molecule FRET time-traces is needed and experiments employing an ALEX-scheme would be beneficial when interpreting single-molecule FRET time-traces.

To study the efficiency of transcription \textit{in vivo}, a different FRET labelling scheme such as LacCONS+2(-15/+15) could be studied. This labelling scheme allows to differentiate promoter DNA-only species and open complex from their single-molecule FRET signals and thus should allow to estimate the amount of actively transcribing complexes. However, it has to be kept in mind that this FRET labelling scheme is not sensitive to monitor promoter escape \textit{in vitro}.

To enhance the probability of promoter escape, longer DNA fragments with about 100 bp upstream should be employed to stabilise the transcription bubble \cite{262}. Promoter DNA fragments with the transcription factor (Catabolite activator protein, CAP) binding site, CAPLacCONS+2(-15/+20), have already proven beneficial to increase the rate of promoter escape \textit{in vitro} (Dr. David Dulin, unpublished data) and should be ideally suited for \textit{in vivo} studies. In an initial experiment, I internalised pre-melted CAPLacCONS+2(-15/+20) and observed higher FRET signals (E*>0.6, Fig. 6.10a), which were not present in the Rifampicin control (Fig. 6.10b). However, more data sets and control measurements are needed to attribute the high FRET signals to promoter escape events and RNAP moving to transcription elongation.

In addition, other promoter DNA sequences such as LacUV5 (more efficient promoter escape) and T7A1 (very efficient promoter escape) should be investigated to
conclude on the regulatory effect of the pause during transcription initiation [262]. Interestingly, a consensus pausing sequences, which has been found in translation start-sites [293] is caused by RNAP-nucleic acid interactions and a similar pause sequence was found in transcription elongation [294]; pause sequence non-template DNA: G_{-11} G_{-10} C/T_{-1} G_{+1}, where -1 denotes the 3’-end of the RNA transcript. The study of pausing for different promoter sequences and specifically highlighted pause-sequences in vivo should elucidate their roles in gene regulation and allow the study of kinetics and mechanistic steps in transcription initiation and elongation in live cells.

**Contributions**

I performed all experiments and data analysis, except for the in vitro transcription gel assay, which was performed by Dr. David Bauer. The CAPLacCONS+2(-15/+20) promoter DNAs were synthesised by Martin Kaller.
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6.6 Supplementary information

6.6.1 Preparation of labelled DNA standards

Oligonucleotides were purchased from IBA GmbH. The sequences used are shown below; the highlighted T base was labelled either with Cy3B on the non-template strand (NT) or Atto647N on the template strand (T). The transcription start site is highlighted in blue and changes from the LacCONS+2 promoter sequence of the pre-melted promoter DNA and null-promoter DNA are highlighted in green. Long DNAs including the binding site for the transcription factor (catabolite activator protein – CAP) upstream were synthesised by Martin Kaller using ligation of short oligonucleotides ordered from IBA GmbH; CAPLacCONS+2(-15/+20), and pm CAPLacCONS+2 (-15/+20).

DNA sequences 5' to 3'

**LacCONS+2(-5/-3) – NT:** AGG CTT GAC ACT TTA TGC TTC GGC TCG TAT AAT GTG AGG AAT TGT GAG AGC GGA TAA CAA TTT C

**LacCONS+2(-5/-3) – T:** GAA ATT GTT ATC CGC TCT CAC AAT TCC TCA CAT TAT ACG AGC TAA AAG TGT CAA GCC T

**LacCONS+2(-15/+20) – NT:** GCA CCC CGG GCT TGA CAC TTT ATG CTT CGG C

**LacCONS+2(-15/+20) – T:** GCG ATG GAT CCG AAA T

**pm LacCONS+2(-15/+20) – NT:** AGG CTT GAC ACT TTA TGC TTC GGC TCG TAT CCG TGT TGG AAT TGT GAG AGC GGA TAA CAA TTT C

**pm LacCONS+2(-15/+20) – T:** GAA AT TGT ATC CGC TCT CAC AAT TCC ACA CAT TAT ACG AGC CGA AGC ATA AAG TGT CAA GCC T

**Null-promoter(-15/+20) – NT:** GCA CCC CGG GCT TGA CAC TTT ATG CTT CGG C

TGT GTG GAA TTG TGA GAG CGG ATA ACA ATT TCG GAT CCA TCG C
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Null-promoter(-15/+20) – T: GCG ATG GAT CCG AAA TTG TTA TCC GCT CTC ACA ATT CCA CAC AAC ACA CGA GCC GAA GCA TAA AGT GTC GAC CCC GGG GTG C

CAPLacCONS+2(-15/+20) – NT: CAG TGA GCG CAA CGC AAT AAA TGT GAT CTA GAT CAC ATT TTA GGC ACC CCA GCC TTG ACA CTT TAT GCT TCG GCT TGT ATA ATG TGT GGA ATT GTG AGA GCG GAT AAC AAT TTC

CAPLacCONS+2(-15/+20) – T: GAA ATT GTT ATC CGC TCT CAC AAT TCC ACA CAT TAT ACG AGC CGA AGC ATA AAG TGT CAA GCC TGG GGT GCC TAA AAT GTG ATC TAG ATC ACA TTT ATT GCG TTG CGC TCA CTG

pm CAPLacCONS+2(-15/+20) – NT: CAG TGA GCG CAA CGC AAT AAA TGT GAT CTA GAT CAC ATT TTA GGC ACC CCA GCC TTG ACA CTT TAT GCT TCG GCT TGT AGC CGT GTT GGA ATT GTG AGA GCG GAT AAC AAT TTC

pm CAPLacCONS+2(-15/+20) – T: GAA ATT GTT ATC CGC TCT CAC AAT TCC ACA CAT TAT ACG AGC CGA AGC ATA AAG TGT CAA GCC TGG GGT GCC TAA AAT GTG ATC TAG ATC ACA TTT ATT GCG TTG CGC TCA CTG

6.6.2 Electroporation

As described in sec. 3.6.3 and sec. 3.6.4, I added 1 mM EDTA before electroporation and electroporation was performed at 1.4 kV, which previously showed highest cell loading while maintaining cell viability (chapter 3, sec. 3.3.2).

6.6.3 Open complex formation

DNA-RNAP open complex were formed as described in (279). Briefly, promoter DNA (10 nM) and E. coli RNAP holoenzyme (50 nM; Epicentre, USA) were mixed in a total volume of 20 µL KG7 buffer (40 mM Hepes-NaOH pH7, 100 mM potassium glutamate, 10 mM MgCl₂, 1 mM DTT, 100 µg/mL bovine serum albumin, 5% glycerol, and 1 mM mercaptoethylamine) and subsequent incubation at 37 °C for 15 min.
6.6.4 Single-molecule FRET confocal microscopy

In vitro single-molecule FRET microscopy using an ALEX-scheme was performed on a custom-built confocal setup as sketched in Appendix A.2 and as previously described in chapter 3, sec. 3.6.7.

Open complex formation was performed as described above (sec. 6.6.3) and Rifampicin and Lipiarmycin were added to final concentration of 200 µg/mL wherever indicated. In initial transcription experiments, ribonucleotides ApA, UTP, and GTP at a concentration of 1 mM were added after open complex formation when indicated. 20 µL of sample at 10-50 pM final concentration of labelled promoter DNA were added onto a burned cover slide and the laser beam was focused about 20 µm into solution. Two 10 min data sets were acquired for each sample and single-molecule FRET histograms from confocal burst analysis were fitted with Gaussian distributions using least mean square fitting routines implemented in MATLAB (MathWorks).

6.6.5 Cell imaging

Single-molecule FRET measurements were performed on the setup described in appendix A.1 under HILO illumination (111) using 2 mW green excitation power and 20 ms exposure time in green continuous wave-mode, and using 2 mW green excitation power, 1 mW red excitation power, and 20 ms exposure time in ALEX-mode.

For antibiotic studies, 200 µg/mL chloramphenicol (Cam) or 200 µg/mL rifampicin (Rif) were added to SOC medium and cells were recovered for 30 min. Then, cells were 4x washed with PBS except for the final dilution, where cells were diluted in 100 µL PBS containing 200 µg/mL Cam or Rif and then transferred to the agarose pad.

6.6.6 Single-molecule FRET analysis

As described in chapter 4, sec. 4.7.8.
6.7  Supplementary figures

Figure 6.11: *In vitro* confocal single-molecule FRET study of a. null-promoter DNA-only, and b. after open complex formation reaction (null-promoter and RNAP present). No significant difference between the single-molecule FRET distributions could be observed.
Figure 6.12: Second and third data set of in vivo single-molecule FRET measurements reporting on a. open complex formation and b. transcription initiation. c. Single Gaussian fits to FRET distributions of transcription initiation studies exhibiting higher fitting error $\kappa^2$ than double Gaussian fitting in b. d. Double Gaussian fits to single-molecule FRET distributions of antibiotic controls of transcription initiation.
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Conclusion

In vivo single-molecule FRET studies are still very challenging since doubly-labelled biomolecules with photostable and bright organic dyes have to be internalised into the living cells. Until now only a handful of studies have established in vivo single-molecule FRET capabilities and managed to internalise in vitro labelled biomolecules of interest into living prokaryotic (135, 62), and eukaryotic cells (60, 61).

In this work, I established single-molecule FRET studies in live bacterial cells and successfully overcame the three major challenges (59): (i) I optimised in vivo labelling, (ii) evaluated FRET-dye pairs, and (iii) performed live-cell FRET studies. To begin with, I established and optimised electroporation as means to internalise in vitro labelled nucleic acids and proteins into live E. coli cells (chapter 3). Next, I examined the performance of organic fluorophores as FRET-dye pairs, and characterised single-molecule FRET efficiencies using blunt-ended and protected DNA FRET standards (chapter 4).

Having demonstrated the single-molecule FRET capability in vivo, I performed initial proof-of-principle studies and studied the FRET signatures of a protein complex, the conformational changes of a DNA binding protein, and the FRET states of a gapped DNA substrate (chapter 4 sec. 4.5). Next, I determined the diffusion coefficient
of tRNA molecules and studied their spatial distribution in live bacteria (chapter 5). Finally, I studied important steps in transcription initiation such as the formation of the open complex and pausing during transcription initiation using different promoter DNA FRET labelling schemes (chapter 6).

Here, I discuss my findings in the broader context of the in vivo single-molecule FRET capability, highlighting remaining challenges, and outlining new exciting research paths employing single-molecule FRET to study conformational states, dynamics and potentially employ FRET as a structural tool in living cells.

### Single-molecule FRET studies in live cells

**In vivo labelling**  A common way to implant the superior photophysical properties of organic dyes into live-cell imaging and specifically promote in vivo single-molecule FRET studies is the internalisation of FRET-pair labelled proteins into live cells. To internalise in vitro labelled biomolecules into live bacteria, I employed electroporation (62). The major roadblock for DNA internalisation into cells via electroporation was the aggregation of nucleic acids; however, this can be successfully avoided by performing electroporation in the presence of EDTA (139). In the case of internalising proteins, the procedure’s success was strongly dependent on the size and surface charge of the proteins used. We developed protocols through which the internalisation of proteins of interest can be tested and optimised (140). Potentially, the addition of chelating ions such as EDTA or the use of novel conductive polymer cuvettes could also help and prevent the aggregation of protein samples during electroporation, which has to be further investigated. Also, different internalisation methods like chemical cell permeabilisation, and heat shock could be tried, since specifically heat shock has proven to successfully internalise short DNA fragments into E. coli cells in other studies (135).

Due to the nature of bacterial cells, exhibiting a cell wall and cell membrane(s),
harsher electroporation settings have to be used than for electroporating mammalian cells (62, 243). Methods to internalise biomolecules into mammalian cells include sonication, electroporation, and detergent-mediated internalisation. However, microinjection seemed to become the method of choice for mammalian cells (60, 61), since different cell compartments can be targeted and the amount of internalised labelled biomolecules can be controlled. Microinjected mammalian cells show good viability post-procedure, owing partially to microinjection needles which are smaller in outer diameter (<0.5 µm) and hence are likely to cause less damage. Yet, live-cell imaging of mammalian cells requires microscope stages with integrated temperature control, cell culture facility, and microinjection unit. Benjamin Schuler’s lab recently developed such an integrated microscope stage and impressively showed its application in protein folding studies in live HeLa cells using confocal single-molecule FRET microscopy (61, 55).

**Characterisation of FRET-dyes** Very similar to *in vitro* single-molecule FRET measurements, organic dyes and FRET dye-pairs have to be characterised for their use in *in vivo* single-molecule FRET studies. Following such a characterisation, the FRET dye-pair Cy3B/Atto647N has proven ideally suited for studying single-molecule FRET signals *in vivo* (141). The extraordinary photostability of the acceptor fluorophore Atto647N has proven paramount for the observation of single-molecule FRET events for more than 10 s in live bacteria. Additionally, the less hydrophobic dye Atto647 could also be used to monitor long-lasting single-molecule FRET signatures, while the cyanine dye Cy5 was shown not to disturb diffusion coefficient measurements in single-particle tracking studies *in vivo*. The major limitation for *in vivo* single-molecule fluorescence or single-molecule FRET studies is still the photobleaching lifetime of organic fluorophores (295). A very attractive way of increasing the photostability of organic fluorophores was introduced...
by the Blanchard lab in 2012. Altman and coworkers intermolecularly quenched cyanine fluorophores by conjugating triplet state quenchers to the dyes (69, 296). The ‘Blanchard dyes’ offer an up to 10-fold increase in photostability across a wide spectral range (450 nm–750 nm: Cy2, Cy3, Cy5, and Cy7). Also, the recently developed ‘Janelia Fluor’ dyes by the Lavis lab offer a 2-fold increase in photostability (297). These recently developed dyes should be tested in in vivo single-molecule fluorescence studies and should be characterised for single-molecule FRET studies. Further additives for live-cell imaging such as ProLong Diamond, and SlowFade Diamond (Thermo Fisher Scientific) could also be tested to increase the observation span of single-molecule fluorescence studies in live cells (295).

**Optical instrumentation**  For imaging bacterial cells (1 μm in depth), I found the compromise offered by HILO illumination (111) sufficient to maintain good signal-to-noise for in vivo single-molecule localisation microscopy. However, as all experiments using HILO illumination were performed on a microscope setup, which was usually operated in TIRF-mode, I always had to moved the Tube-lens with a micrometer screw vertically to the optical axis to change from TIRF-mode to HILO-mode. A motorised stage moving the tube-lens and the dichroic mirror would be advisable to allow robust interchanging between TIRF and HILO illumination mode.

For imaging mammalian cells (>1 μm thickness), tissue, or even small organisms, light-sheet microscopy (LSM, (298)) appears to be a very attractive technique. The illumination of only a thin sheet of the specimen (0.5–5 μm thickness) leads to the decrease of cellular background fluorescence and increase in the observation time of the fluorescent markers in the specimen, since the illumination is mainly directed into the focal plane (299). Various forms of selective plane illumination microscopy (SPIM) in combination with fluorescence correlation spectroscopy (300), two-photon microscopy (301), and super-resolution imaging (302) employing different beam shapes
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(Gaussian (298, 303), Bessel (304), Airy (305)) have been developed to date. There have also been recent developments for single-molecule fluorescence detection. Scientific CMOS camera technology and localisation analysis routines have been improved and might soon overcome EMCCD camera technology providing larger FOVs and already image reconstruction rates of 30 Hz for super-resolution live-cell imaging (306).

Biological applications

Measuring conformational states and dynamics For detecting specific structural states of a protein of interest, the simplest single-molecule FRET assay reports on on/off-FRET signatures in presence or absence of the protein conformation similar to the study of the efficient internalisation of the E9-lm9 protein complex into live bacteria (chapter 4 sec. 4.5.1) or the quenchable single-molecule FRET assay reporting on the formation of the open complex (chapter 6 sec. 6.3). These studies do not often require difficult analysis routines and already cell-based intensity measurements could be employed to report on the dissociation of protein complexes or the stability of the open complex, making these simple single-molecule FRET assays very powerful.

Nonetheless, for the direct study of conformational changes, kinetic rates, and intermediate states in reaction paths, single-molecule FRET efficiencies have to be monitored over time. Dependent on the timescale of the conformational rearrangements and reaction times, confocal microscopy (sub-millisecond to milliseconds) or widefield microscopy (milliseconds to minutes) approaches could be employed. In the recent in vivo study of protein folding dynamics by König et al. confocal microscopy and novel analysis tools have proven powerful in monitoring intramolecular distance fluctuations of about 60 ns and protein folding dynamics on the 10 ms time-scale (61). In general, for elucidating protein conformational dynamics, experimental noise (e.g.
cellular autofluorescence, molecular motion, data acquisition etc.) has to be deconvolved from actual structural changes and more complex statistical analysis routines such as recurrence analysis (185), Hidden Markow Modelling or Bayesian analysis have to be employed to obtain single-molecule FRET states.

**Linking spatial distribution with conformational changes**  Another level of complexity comes into play, if the conformational states should not only be linked in time but also distributed in space to relate conformational changes with the molecule’s mobility or colocalisation with different cellular features. Here, widefield microscopy techniques are often advantageous, since they offer higher temporal resolution than confocal scanning techniques without sacrificing spatial information (307). The spatial information can often be obtained quite easily, such as the localisation pattern of tRNA molecules within the bacterial cell (chapter 5). Linking the localisation pattern to cellular features might also require the introduction of a third spectrally distinct label. However, monitoring the conformational changes of diffusing molecules still remains the main challenge and requires advanced localisation analysis and single-particle tracking routines that suit the experimental data. Here, further testing and careful selection of single-particle tracking routines (116) could help to improve the tracking of the DNA binding protein KF (chapter 4, sec. 4.5.2) and could be a potential extension to the study of transcription initiation in live bacteria (chapter 6).

**FRET as a structural tool**  The supreme challenge for *in vivo* single-molecule FRET studies remains the measurements of accurate molecular distances. Compared to other structural methods such as X-ray crystallography, and cryoelectron microscopy, which mainly report on structural snapshots, FRET offers the unique feature of directly capturing protein dynamics in living cells. Nevertheless, initial calibration studies and corrections of *in vivo* FRET efficiencies into accurate distance measurements have to be developed.
Here, protected DNA FRET standards offer a great means as *in vivo* single-molecule FRET markers and single-molecule FRET corrections could be applied as outlined in chapter 4, sec. 4.6. Then, single-molecule FRET levels of the gapped DNA substrate could be ‘translated’ into actual molecular distances and compared to the proposed structural models of DNA Polymerase I bound to the gapped DNA substrate (chapter 4, sec. 4.5.3).

By carefully designing the single-molecule FRET assay regarding the needs of the biological process to be studied, *in vivo* single-molecule FRET studies have the great potential to become a major tool in understanding protein conformational states and dynamics, as well as to help to elucidate kinetic rates, intermediate structural states and mechanistic details of important biological processes (such as gene expression and regulation) in the native environment of the living cells.
Appendix A

Microscope setups

A.1 Wide-field microscope setup

Widefield microscopy experiments were performed on the setup shown in Fig. [A.1]. The setup consisted of a customised inverted Olympus IX-71 microscope and two lasers, a 637 nm diode laser (Vortran Stradus, Vortran Laser Technology) and a 532 nm DPSS laser (MGL-III-532nm-100mW, CNI). Laser light was combined (dichroic mirror, 500 DRLP, Chroma) into a single-mode optical fiber (cut-off<460 nm, NA 0.13, FC-APC/FC-PC, Schäfter+Kirchhoff) and collimated before focusing on the back focal plane of the objective (UPLSAPO, oil immersion, 100x, NA 1.4, Olympus). Cellular and single-molecule fluorescence was collected through the same objective, separated from the excitation light (dichroic mirror dual-pass 545/650, Semrock), filtered through a long-pass filter (HQ545LP, Chroma) and a notch filter (NF02-633S, Semrock), and spectrally separated by a dichroic mirror (630DRLP, Omega). Each channel was imaged onto separate halves of an electron multiplying charge coupled device camera chip (iXon+, BI-887, Andor). The illumination for brightfield images comprised a white-light lamp (IX2-ILL100, Olympus), which was attached to the microscope body. Movies and images were recorded using Andor camera software.
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Figure A.1: Widefield microscope setup used for all live-cell imaging studies in this work. The setup was initially designed and built by Dr. Ludovic Le Reste and I maintained the setup throughout my studies.

Excitation laser powers were measured before entering the objective lens, the pixel size of the setup was measured to 96 nm, and the gain factor of the camera of 4.55 counts/photon was measured \[150, 308\].

A.2 Confocal microscope setup

Confocal single-molecule FRET and fluorescence correlation spectroscopy (FCS) measurements were performed on a custom-built confocal microscope (Fig. A.2). The confocal setup consisted of two laser lines, a 638 nm diode laser (Cube, Coherent, operated at 30 µW), and a 532 nm Nd:YAG laser (Samba, Cobolt, operated at...
Appendix A. Microscope setups

Figure A.2: Confocal microscopy setup used for all in vitro single-molecule FRET and FCS measurements. The setup was designed and built by Dr. Johannes Hohlbein and Dr. Geraint Evans, and maintained by both and Dr. Timothy Craggs during my studies.

120 µW), which were alternated at 20 kHz for single-molecule FRET measurements and which were operated in green continuous wave-mode for FCS measurements. The laser light was coupled into a 60x, 1.35 NA, UPlanSApo oil immersion objective (Olympus) by a dichroic beam splitter (z488/532/633rpc, Chroma). The fluorescence signal from diffusing molecule was collected by the same objective and spectrally separated by a dichroic mirror (630DRLP, Omega) and directed on two avalanche photodiodes (SPCM-AQR14, Perkin Elmer) with additional clean-up filters in front (HQ585/F70 and HQ650LP, Chroma). Photon arrival times were recorded with a PC counting board (National Instruments) and data processing was done using custom-written LabVIEW software (National Instruments).
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