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Abstract

This thesis deals with the topic of min-max formulations of robust model predictive control problems. The sets involved in guaranteeing robust feasibility of the min-max program in the presence of state constraints are of particular interest, and expanding the applicability of well understood solvers of linearly constrained quadratic min-max programs is the main focus. To this end, a generalisation for the set of uncertainty is considered: instead of fixed bounds on the uncertainty, state- and input-dependent bounds are used. To deal with state- and input dependent constraint sets a framework for a particular class of set-valued maps is utilised, namely parametrically convex set-valued maps. Relevant properties and operations are developed to accommodate parametrically convex set-valued maps in the context of robust model predictive control. A quintessential part of this work is the study of fundamental properties of piecewise polyhedral set-valued maps which are parametrically convex, we show that one particular property is that their combinatorial structure is constant. The study of polytopic maps with a rigid combinatorial structure allows the use of an optimisation based approach of robustifying constrained control problems with probabilistic constraints. Auxiliary polytopic constraint sets, used to replace probabilistic constraints by deterministic ones, can be optimised to minimise the conservatism introduced while guaranteeing constraint satisfaction of the original probabilistic constraint. We furthermore study the behaviour of the maximal robust positive invariant set for the case of scaled uncertainty and show that this set is continuously polytopic up to a critical scaling factor, which we can approximate a-priori with an arbitrary degree of accuracy.

Relevant theoretical statements are developed, discussed and illustrated with examples.
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Glossary of Notation

∅ The empty set.

\( \mathbb{R}^d \) The \( d \)-dimensional space of real numbers.

\((\mathbb{R}^d)^*\) The dual vector space of \( \mathbb{R}^d \).

\( \mathbb{R}_+ \) The interval \([0, \infty)\).

\( Q \succ 0 \) The symmetric matrix \( Q \) is positive definite, \( Q \succeq 0 \) denotes semi-definite.

\(|x|\) The absolute value of a scalar number \( x \in \mathbb{R} \).

\( \text{sign}(x) \) The sign of a scalar number \( x \in \mathbb{R} \).

\( \lceil x \rceil \) The round up operator \( \lceil x \rceil = \text{sign}(x) \{ \min_{y \in \mathbb{N}} y \text{ s.t.} \text{sign}(x)x \leq y \} \).

\( \|x\| \) The norm of a vector \( x \).

\( \|x\|_p \) The \( p \)-norm of \( x \) for \( p \in [1, \infty) \), for \( p = P > 0 \) we have \( \|x\|_P = \sqrt{x^T P x} \).

\( B_2(r) \) The 2-norm ball of radius \( r \), i.e. \( \{ x : \|x\|_2 \leq r \} \).

\( B_P(r) \) The \( P \)-norm ball of radius \( r \), i.e. \( \{ x : \|x\|_P \leq r \} \).

\( \mathcal{X} \oplus \mathcal{Y} \) The Minkowski sum of \( \mathcal{X} \) and \( \mathcal{Y} \).

\( \mathcal{X} \ominus \mathcal{Y} \) The Pontryagin Difference between \( \mathcal{X} \) and \( \mathcal{Y} \).

\( \mathcal{X}_{\max} \) The Maximal Robust Positive Invariant (MRPI) Set.

\( \mathcal{X}_{\min} \) The Minimal Robust Positive Invariant (mRPI) Set.

\( \land \) Logic AND.

\( \lor \) Logic OR.

\( \text{conv}\{v_i\} \) The convex hull of \( v_i \), i.e. \( \{ x : \exists \lambda_i \in [0,1] \land \sum_i \lambda_i = 1 \land \sum_i \lambda_i v_i = x \} \).
cone\{r_i\} The cone spanned by the vectors \(r_i\), i.e. \(\{x : \exists \lambda_i \geq 0 \sum_i \lambda_i r_i = x\}\).

\text{ext}(P) The set of extremal values of the set \(P\), i.e. \(\text{ext}(P) = \{x \in P : \exists \lambda \in (0,1), x_1, x_2 \in P, x_1 \neq x_2, x = \lambda x_1 + (1 - \lambda)x_2\}\).

\text{vert}(P) The set of vertices of the polytope \(P\).

\(f|\mathcal{X}\) The function \(f\) constrained to the set \(\mathcal{X}\), i.e. \(f|\mathcal{X}(x) = \{f(x) \text{ if } x \in \mathcal{X}, 0 \text{ if } x \notin \mathcal{X}\}\).

\(f(\mathcal{X})\) The image of the set \(\mathcal{X}\) under \(f\), i.e. \(\bigcup_{x \in \mathcal{X}} \{f(x)\}\).

\(f^{-1}(\mathcal{X})\) The pre-image of \(\mathcal{X}\) under \(f\), i.e. \(\bigcup_{f(y) \in \mathcal{X}} \{y\}\).

\(C^n(\mathbb{R}^d)\) The set of \(n\) times continuously differentiable functions \(f : \mathbb{R}^d \to \mathbb{R}\).

\(\mathcal{X}\) The set of comparison functions, \(\{f : f \in C^0(\mathbb{R}) \wedge f(0) = 0 \wedge (0 \leq x_1 \leq x_2 \Rightarrow f(x_1) \leq f(x_2))\}\).

\(\mathcal{X}^\infty\) The set of unbounded comparison functions, \(\{f : f \in \mathcal{X} \wedge (x \to \infty \Rightarrow f(x) \to \infty)\}\).

\(\mathcal{X}\mathcal{L}\) The set of comparison functions with decaying direction, \(\{f : f(\cdot, t) \in \mathcal{X} \wedge (0 \leq t_1 \leq t_2 \Rightarrow f(\cdot, t_1) \geq f(\cdot, t_2)) \wedge (t \to \infty \Rightarrow f(t) \to 0)\}\).

\(r_k\) The realised system state at time step \(k \geq 0\).

\(w_k\) The realised uncertainty at time step \(k \geq 0\).
Chapter 1

Introduction

The focus of this thesis is on min-max robust model predictive control of linear systems subject to additive uncertainty, in particular on the control theoretic framework which allows us\textsuperscript{1} to give guarantees on robust feasibility for the underlying min-max program. This framework particularly entails set computational methods which allow analysis and synthesis of robust model predictive control problems. Although the idea of using a min-max approach in a robust model predictive control context arose around the same time as the ideas for deterministic model predictive control, the complexity of min-max programs in comparison to a single optimisation program in the deterministic case caused a decade long latency for the efficient computational implementation of robust model predictive controllers. While analytically the min-max formulation was studied, its numerical computation remained a major challenge. Significant simplifications were necessary to obtain solutions for robust model predictive control problems, either decision tree like structures which grew intractably with dimension and horizon length or approximations in the frequency domain (e.g. [21]) were used and made robust model predictive control impractical for industrial use.

\textsuperscript{1}Throughout this work the author uses the pluralis majestatis to refer to himself as a narrator of the presented work. Mentions of 'we' can be understood as 'the author and other experts in the field agree'.
In recent years active-set solvers emerged as a useful tool for the computation of model predictive controllers. At first the predominant method for solving min-max formulations was to use an explicit controller (see e.g. [6]) which is solved off-line and shifts the computational workload of solving optimisation programs to a preliminary stage, the deployed controller then has to determine which control policy to apply. However, the number of control policies for systems of higher dimensions and or longer prediction horizons can grow prohibitively large, so that the an exact min-max approach to robust model predictive control remained applicable only to simple problem formulations.

Using the concept of multi-parametric programming, which underlies the explicit approach, recent advances were made to allow an exact online implementation of min-max controllers\footnote{Several similar methods based on multi-parametric quadratic programming [9] were adopted for deterministic model predictive control, e.g. [22, 27, 28, 86]. The first adaptation for min-max programming was presented in [15].}. The main idea behind this approach is one of localism of the state of a perturbed linear system: two successive measurements of an uncertain control system will be close to each other. Since the state of the system remains in proximity to its predecessor knowledge of all control policies for all admissible states is usually unnecessary but rather local updates are appropriate. This online active set solver approach to the min-max control problem allows us to solve any robust model predictive control problem for which its explicit min-max problem formulation is quadratic in its cost and linear in its constraints exactly. The central drive of this thesis is to widen the scope of the active set solver approach, i.e. formulate robust control problems in such a way that their explicit optimisation program is a linearly constrained quadratic min-max program. In particular, we want to be able to embed a class of non-linear systems into the computationally tractable framework, while introducing a minimal amount of conservatism. To do this we will use uncertainty descriptions similar to sector constraints. By formulating the problem we primarily mean providing the sets necessary to guarantee stability of the closed loop trajectories. Modelling of constraints, designing costs et cetera is largely omitted.
A crucial component of robust model predictive control problems is that of guaranteeing feasibility in presence of uncertainty, this is done by designing constraint sets that cater for the modelled uncertainty. It is mainly through the design of such constraints that we extend the range of systems for which the robust model predictive control problem can be solved exactly. Instead of guaranteeing feasibility of the optimisation program for all possible realisations of a fixed set we use parameterised sets (set-valued maps) which can change depending on the state and the input of the system or on an auxiliary scaling parameter. By parametrising the set of considered uncertainty with respect to the state and the input, multiplicative uncertainties can be handled as well as certain nonlinear phenomena. Scaled uncertainty sets can be used to analyse the behaviour of the invariant set itself.

The main ideas presented in this work are:

1. How to solve quadratic min-max control problems subject to linear constraints as they arise in robust model predictive control.

2. How to derive quadratic min-max control problems for linear systems in such a way that we can guarantee their robust feasibility, i.e. how to obtain a solvable problem formulation for wider classes of systems.

In our course to present these two points in a self-contained and comprehensible manner this thesis is structured in two parts. The first part sets up a preliminary framework and presents central concepts which we develop further later on. To keep the presentation focused on the robust model predictive control problem, the first chapter (Section 2) of the conceptual part presents the min-max problem in a non-linear formulation. For this non-linear formulation we state our nomenclature and key concepts such as robust positive invariant sets which are elaborated in more specific scenarios later in the thesis. Due to their central importance in this work we devote Chapter 3 to a summary of statements on polytopes and related objects, such as polytopic complexes. As part of the polytope discussion we deal with the combinatorial structure of polytopes. Although they are relatively simple to understand, the combinatorial structure of the polytopes involved in the robust model predictive control formulation allows us to develop new statements in later sections of this thesis.

It is in the second part of this thesis that we present novel contributions to the field of robust model predictive control. We begin the evolution of the second part by
presenting existing methods to design and solve quadratic min-max programs for linear systems subject to linear constraints in Chapter 4, we only present the methods we will build upon later. Section 4.1 elaborates on robust positive invariant sets for linear systems with linear constraints on the state, input and uncertainty; although the algorithm we discuss is an established one, the way we present it and its analysis is not. The methods described in this section are presented in a way that facilitates later generalisation of the algorithm. After Section 4.1, a quadratic min-max control problem could be formulated in a way that admits a robust feasibility guarantee of the optimisation program, however since there is no ’out of the box’ solver for quadratic min-max programs we discuss an active set solver to compute the solution of a quadratic min-max program in Sections 4.2 and 4.3. While Section 4.2 deals with a min-max sequence for a given set of active constraints, Section 4.3 discusses a line search method to update the set of active constraints exploring active sets along a line towards the desired state. In Section 4.4 we will provide proofs that the obtained controller yields a stable closed-loop system, here we present two different statements of the robust asymptotic behaviour. The material presented in this chapter sets the foundation on which we will build in the subsequent chapters, in particular the online components (Section 4.2 and 4.3) will not require significant amendments to cope with the problem formulations derived in later chapters.

A key concept for extending the scope of systems for which a min-max controller can be efficiently applied is that of using set-valued maps depending on the state and or the input of the system to constrain the uncertainty. To cope with such set-valued maps in a way that allows us to use the solver described in Chapter 4 the class of set-valued maps we can admit has to be constrained to one we call parametrically convex set-valued maps. They are introduced and analysed in Chapter 5. We provide relevant statements for arbitrary parametrically convex set-valued maps in Section 5.1, the computational concepts for parametrically convex set-valued maps which are point-wise polyhedral are then elaborated in Section 5.2. The main contribution of this thesis, building on the theory presented in Chapter 5, is then presented in Chapter 6. Here we develop necessary extensions to the methods presented in Chapter 4, first we present the algorithm to determine the maximal robust positive invariant set as well as the \(k\)-step controllable sets for a system subject to additive state-dependent uncertainties in Section 6.1. In order to derive a problem formulation that can be solved with the active set solver presented in Chapter 4, extensions to the line search are derived in 6.2.
Chapter 7 deals with a different type of parametrised disturbances, we study the behaviour of scaled disturbances. This formulation can be used to analyse how scaling the considered uncertainty set manifests in the invariance properties of the system. It is furthermore shown that the robust positive invariant sets vanish abruptly when a critical scaling factor is exceeded and we present a method to approximate the critical factor to arbitrary precision. In addition to pure analytical purposes such parametrised robust positive invariant sets can be used to guarantee feasibility of a robust model predictive control program for which the uncertainty is estimated online. Again the solver presented in Section 4.2 and 4.3 require minimal amendments to accommodate this case.

The study of polytopes and their combinatorial properties allows us to design an optimisation of a quite different nature. Chapter 8 deals with an uncertain system which is subject to probabilistic constraints on an auxiliary output. The predominant method to solve such stochastic model predictive control problems is by sampling the random model parameters sufficiently often to satisfy confidence bounds, the method we propose here is to replace the probabilistic condition by a deterministic one using a polytope with sufficiently large probability measure. Using this approach the control problem that has to be solved is again a linearly constrained quadratic min-max program which can be solved using the methods discussed in Chapter 4. The key problem is to minimise the amount of conservatism that is introduced by replacing the probabilistic constraint, to address this problem we propose three methods to optimise over polytopes of a given combinatorial structure. The constraint of being of sufficient size translates to the volume of the decision polytope, this is based on the assumption that the random variable is distributed in a uniform manner, this assumption is generalised in Chapter 9. Here we assume that the density function of the random variable is known and the probability measure of the decision polytope is approximated.

In the appendix we summarise statements on set operations and computational methods that are used extensively in the main part of this thesis.

We do not discuss a particular application in this thesis, however we can easily sketch classes of physical systems for which the approach might be applied. Since in practice various polytopic sets have to be calculated and stored with reasonable consumption of resources, the methods described here may only be applied to small-scale problems; the exact number of dimensions which can be dealt with depends on the resources
available. Systems that are both low-dimensional and invite the treatment with the methods discussed here are for example real suspension components; Gas springs have an almost perfectly linear stiffness for small displacements, however they become nonlinearly stiffer once a threshold displacement is exceeded. Various other technical components show such almost perfectly linear behaviour which becomes nonlinear for large enough deviations from set point. Small systems containing such components can be analysed and controlled using the methods described here.

Throughout this work we illustrate crucial concepts by simple examples which are meant to provide a guideline for the general procedures. In order to logically separate and structure the presented material we choose to subdivide sections into numbered paragraphs.

A note on 'sensibleness': To present the material in this thesis in a comprehensible manner we choose to make sensible trade-offs. This means that we choose to make simplifications where the alternative would take considerable technical efforts without significant improvement of the overall performance. For example, we choose to discuss only such min-max programs for which the sub-problem of the minimisation is strictly convex and the sub-problem of the maximisation is strictly concave, these assumptions can be relaxed to the case of non-strict convexity and or concavity. However, the technical framework necessary to make statements on the solution of such a non-strict convex-concave problem significantly outweighs the benefits of having the most general statements possible. The author believes this is sensible because the parameters involved in the strictly convex-concave problems can be chosen arbitrarily close to the ones of the non-strictly convex-concave formulation. We do refer to literature dealing with such singular cases where appropriate.

Several of the author’s publications are presented here in a self-contained manner: The first presentation of the parametrically convex set-valued maps in a robust model predictive control framework was published in [73], where the algorithm for the determination of the maximal robust positive invariant set is presented. This paper also deals with uniform scaled uncertainties and presents the polytopic character of the parametrised maximal robust positive invariant set as discussed in Chapter 7. The solver for the case of state- and input-dependent uncertainties was presented in [74]. The technical foundation for dealing with piecewise polyhedral set-valued maps in a computational manner is presented in [76]. A related study on the scaling dependence
of robust positive invariant sets was presented in [78]. The parallelootope optimisation approach presented in Chapter 8 was published in [77], whereas the brute-force method in Chapter 8 and 9 is presented in [75].
Part I

Concepts
Chapter 2

Concepts of Robust Model Predictive Control

In this section we summarise the concepts of robust model predictive control in a general form, that we will require in different particular instances in the sequel of this work. Although historically nominal model predictive control and robust model predictive control have different origins, many ideas that were introduced for nominal model predictive control can be extended to the robust case. We will therefore outline relevant ideas of nominal model predictive control and then extend to the robust case in the sequel.

2.1 Nominal model predictive control

One major challenge in control is to not only stabilise a system $x^+ = f(x, u)$, but to optimise some quantifiable performance criterion while being subject to physical limitations. These constraints can originate in different phases of the system modelling process. Typical such limitations include input constraints due to limited actuator action or state constraints in order to guarantee safe operation. Accommodating physical limitations is done by restricting the input and states to lie in sets in the design process, i.e. $u \in U$ and $x \in X$, or more generally $(x, u) \in Z$.

The problem is then formulated as an optimisation problem:

$$\min_{u} \sum_{k=0}^{\infty} l(x_k, u_k)$$

s.t.

$$\begin{align*}
x_0 &= x_0 \quad \forall k > 0 \\
x_{k+1} &= f(x_k, u_k) \\
x_k &\in X \quad \forall k > 0 \\
u_k &\in U \quad \forall k > 0
\end{align*}$$

(2.1.1)
where \( l(x, u) \) is a function penalising deviation from the desired behaviour, \( u_k \) and \( x_k \) are the input and the associated predicted system state at the time instance \( k \) respectively. If the system is zero-state detectable, i.e. if for some horizon \( N \), \( l(x_{k+i}, 0) = 0 \) for \( i = 0, \ldots, N - 1 \) implies that \( x_k = 0 \), then under some mild conditions on the cost function \( l(x, u) \), \( X \) and \( U \), any solution of the considered problem will yield the system dynamics asymptotically stable. However, for general systems this open loop problem can not be solved explicitly and, due to the infinite number of decision variables, a numerical solution can not be obtained either. To get around this problem a finite horizon problem is formulated and repeatedly solved, in particular the solution of the problem with horizon length \( N \) for the initial state \( x_0 \) is the sequence \((u_0(x_0), \ldots, u_{N-1}(x_0)) \in U^N\) the control input \( u = u_0(x_0) \) is applied to the system to produce the successor state \( x_1 = f(x_0, u_0(x_0)) \) for which the problem is then solved again. This is the basic idea of model predictive control (MPC) (also known as receding horizon control (RHC)), which was introduced as a control problem for general systems in 1960 by [47] as the dual to the Kalman filter\(^1\). Although the problem was first stated as an unconstrained optimisation program, the receding horizon character of the algorithm was described. Kalman’s proposal of solving a finite horizon of the original stage cost

\[
\min_u \sum_{k=0}^{N-1} l(x_k, u_k)
\]

with the same constraints as (2.1.1), is insufficient to guarantee asymptotic stability, a finite value of the objective does no longer imply any asymptotic behaviour and the trajectory after the considered prediction horizon \( N \) could diverge. To guarantee asymptotic stability terminal conditions are imposed. For this a terminal auxiliary controller \( K(x) \), a terminal region \( X^f \subseteq X \) and a terminal cost \( \alpha_1(x) \leq F(x) \leq \alpha_2(x) \), \( \alpha_1, \alpha_2 \in \mathcal{K} \), are designed in such a way that

\[
F(f(x, K(x))) - F(x) \leq l(x, K(x))
\]

holds for all \( x \in X^f \), see e.g. [23]. The terminal constraint set \( X^f \) is such that it is positively invariant for the closed-loop system \( f(x, K(x)) \), i.e. for all \( x \in X^f \) the successor state is again an element of the set \( f(x, K(x)) \in X^f \), furthermore the auxiliary controller is chosen to satisfy the input constraints, i.e. \( K(x) \in U \) for all \( x \in X^f \). With this feasible trajectories can be constructed from previous solutions,

\(^1\)While Kalman merely outlined the idea of using an optimisation based control scheme, economists had been using constrained optimisation formulations to minimise production costs for a few years already, see e.g. [43,65,85].
which allows the use of a Lyapunov argument to guarantee asymptotic stability for the closed-loop system: Using the terminal cost as a Lyapunov function, asymptotic stability is derived from recursive feasibility.

Since its introduction in 1960, several properties of model predictive control schemes were studied and the theoretical aspects are mostly understood, see [59, 61, 80]. The general formulation for nominal systems is given by:

\[
\min_u \sum_{k=0}^{N-1} l(x_k, u_k) + F(x_N)
\]

\[
\begin{align*}
  &x_0 = x_0 \\
  &x_{k+1} = f(x_k, u_k) \\
  &x_k \in X \\
  &u_k \in U \\
  &x_N \in X_f
\end{align*}
\]

To be able to control systems online, computation times have to be minimal, therefore non-linear problems are rarely used. To produce solutions faster, structural properties of the optimisation programs have to be exploited. Linear systems in combination with weighted norms as objectives, i.e. \(\|Qx\|_p\) with \(p = 1, 2, \infty\), and convex polytopic constraints allow the reduction of the optimisation problems to convex linear or quadratic programs, these conditions can often only be met by approximating (2.1.4). Using

\[
\begin{bmatrix}
  x_1 \\
  x_2 \\
  x_3 \\
  \vdots
\end{bmatrix}
= \begin{bmatrix}
  A \\
  A^2 \\
  A^3 \\
  \vdots
\end{bmatrix}
\begin{bmatrix}
  x_0 \\
  u_0 \\
  u_1 \\
  \vdots
\end{bmatrix}
\]

(2.1.5)

the whole prediction horizon can be explicitly parametrised in the initial state \(x_0 = x_0\) and the optimisation variable \(u = (u_0, \ldots, u_{N-1})\) allowing a condensation of the model predictive control problem. Various algorithms to solve such linear model predictive control problems efficiently have been proposed, see e.g. [58, 72, 88].

Even though classical linear model predictive controllers can be computed in real-time while satisfying input and state constraints, their robustness to model mismatches, uncertainties and noise is in general not assured. Only a few results for the robustness of nominal model predictive control are available, see [24, 25, 56] and even fewer results when state constraints are present [63].
2.2 Concepts of Min-Max Model Predictive Control

In the framework of robust model predictive control we seek to optimise the performance of a perturbed control system \( x^+ = f(x, u, w) \), where \( x \in \mathcal{X} \subseteq \mathbb{R}^d \) denotes the state of the system, \( u \in \mathcal{U} \subseteq \mathbb{R}^q \) the input and \( w \in \mathcal{W} \subseteq \mathbb{R}^r \) the uncertainty, over a given prediction horizon \( N \). Unlike conventional model predictive control we seek to be able to guarantee closed-loop performance for all possible realisations of the considered uncertainty, it is therefore important that the set of uncertainties is bounded. The way this problem is formulated as an optimisation program is by designing a game where the adversary maximises the effect of the uncertainty on the performance objective and the controller is then designed to minimise the worst case performance. This game theoretic approach to robust model predictive control was originally proposed in [87] and is used synonymously for robust model predictive control throughout this thesis.

For a given dynamical system \( x_{k+1} = f(x_k, u_k, w_k) \) the general robust model predictive control problem (in the sense of [87]) with horizon length \( N \) is formulated as

\[
J^*_m(x_k) = \min_{u_k} \max_{w_k} \left\{ l(x_k, u_k, w_k) + J^*_{m-1}(x_{k+1}) \right\}
\]  

(2.2.1a)

subject to

\[
\begin{align*}
x_0 &= x_0 \\ x_{k+1} &= f(x_k, u_k, w_k) \\ (x_k, u_k) &\in \mathcal{M}_m & k \in \{0, \ldots, N-1\}, m = N - k \\ x_N &\in \mathcal{X}_0 \\ w_k &\in \mathcal{W} & k \in \{0, \ldots, N-1\} \\ J^*_0(x) &= F(x_N)
\end{align*}
\]  

(2.2.1b-2.2.1g)

where \( k = N - m \) and the meaning of respective sets is explained in the following sections. The terminal cost \( F(x) \) is assumed to be known and fixed. We use dynamic programming terminology and call \( l(x, u, w) \) the stage cost and \( J^*_m(x_{k+1}) \) the cost-to-go, analogously we refer to the constraints \( \mathcal{M}_m \) as stage constraints at stage \( m \).

Problem (2.2.1) is a closed-loop formulation of the robust model predictive control
program, see e.g. [54], its open-loop counterpart is given by

$$\min_{u_0, \ldots, u_{N-1}} \max_{w_0, \ldots, w_{N-1}} \sum_{k=0}^{N-1} l(x_k, u_k, w_k) + F(x_N)$$

subject to

$$x_0 = x_0$$
$$x_{k+1} = f(x_k, u_k, w_k)$$
$$x_k \in X, \quad k \in \{0, \ldots, N\}$$
$$x_N \in X_0$$
$$u_k \in U, \quad k \in \{0, \ldots, N - 1\}$$
$$w_k \in W, \quad k \in \{0, \ldots, N - 1\}$$

which appears to be simpler as only one auxiliary constraint set $X_0$ has to be designed (as opposed to $N$ such sets in the closed loop formulation). However, the solution to an open-loop robust model predictive control formulation is inferior to the closed-loop one in two crucial points: Firstly, the obtained controller is more conservative in general as the entire worst case horizon of length $N$ has to be accounted for instead of repeatedly reacting to the worst case step-to-step system. Secondly, the way model predictive control works is by repeatedly acting optimally for the current situation with respect to a model, this paradigm is not built into the open-loop but it is inherent in the closed-loop problem, i.e. in the open-loop scenario the adversary gets to execute his strategy for the entire horizon before the controller is allowed to make its move. This leads to a smaller set of states which can be steered into the terminal set for all possible disturbances due to the somewhat compounding effect of successive uncontrolled worst-case disturbances. Throughout this work we will only discuss the closed-loop problem of the type (2.2). In early presentations (e.g. [21,54]) the objective in (2.2.1) did not measure the disturbance explicitly, i.e. $l = l(x, u)$, this generally leads to non-convex optimisation programs and hence to non-unique solutions, which in some cases can be reformulated as convex problems as in [21]. Throughout this work we assume that the solution to every optimisation program presented exists and is unique. In this thesis the stage cost $l(x, u, w)$ is separated into a state and input dependent term and an uncertainty dependent component $l(x, u, w) = h(x, u) - \gamma(w)$, where $\gamma(w)$ is assumed to be strictly convex in $w$ and $h(\cdot, u)$ strictly convex in $u$. This allows us to separate the recursive min-max sequence into parametric programs

$$J^*_m(x_k) = \min_{u_k} h(x_k, u_k) + J^*_m(x_k, u_k)$$
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and
\[ J^*_m(x_k, u_k) = \max_{w_k} -\gamma(w_k) + J^*_m(x_{k+1}). \] (2.2.4)

Again a terminal cost and controller are designed such that
\[ J^*_0(f(x, K(x), w) - J^*_0(x) \leq -h(x, K(x)) + \gamma(w) \] holds for all \( x \in \mathcal{X}_0 \). The constraint sets used in the description are of central importance for the recursive feasibility of the optimisation program and we discuss them more elaborately in the subsequent sections.

### 2.3 Invariant Sets

The abstract idea of robust model predictive control is that we want to optimise the performance of a dynamical system subject to constraints and uncertainty. If the state is subject to constraints \( x \in \mathcal{X} \) we have to guarantee that for all realisations of the uncertainty the constraints can be respected. To guarantee constraint satisfaction for all uncertainties the way we design the terminal constraint set plays a crucial role. Similar to the nominal model predictive control approach we design the terminal conditions together: A set which is invariant for an auxiliary controller \( u = K(x) \) is used, i.e.

\[
\mathcal{X}^\infty = \left\{ x_0 = x, 
\begin{array}{l}
x_{n+1} = f(x_n, K(x_n), w_n) \\
x_n \in \mathcal{X} \\
K(x_n) \in \mathcal{U} \\
w_n \in \mathcal{W} \\
n \geq 0
\end{array}
\right\}.
\] (2.3.1)

The sets that are described by (2.3.1) are called *robust positive invariant* sets. A verbose definition of a robust positive invariant set is: A set of feasible states for which all possible closed-loop trajectories remain inside the set. In the context of robust model predictive control the two extremal robust positive invariant sets are of particular interest, i.e. the minimal and maximal one. The minimal robust positive invariant set \( \mathcal{X}^\infty_{\min} \) is such that it is contained within every robust positive invariant one, which on the other hand are all contained in the maximal robust positive invariant set \( \mathcal{X}^\infty_{\max} \), i.e. \( \mathcal{X}^\infty_{\min} \subseteq \mathcal{X}^\infty \subseteq \mathcal{X}^\infty_{\max} \) for all \( \mathcal{X}^\infty \) defined by (2.3.1). To produce the largest feasible set for the robust model predictive control scheme we use the maximal robust positive invariant set to be the terminal set \( \mathcal{X}_0 = \mathcal{X}^\infty_{\max} \). A more elaborate discussion on general robust positive invariant sets is beyond the scope of this work and we refer to [10] for details.
2.4 Controllable Sets

In order to define a stage-wise problem formulation it is necessary to define sets which can be kept feasible for all uncertainties. For this the robust positive invariant terminal set $X_0$ is used. We define the one-step (robustly) controllable set for a target set $T$ by $C_1(T)$ as

$$\mathcal{M}_1(T) := \{(x,u) \in X \times U : f(x,u,w) \in T \forall w \in W\}$$

$$C_1(T) := \{x \in X : \exists u \in U \ (x,u) \in \mathcal{M}_1(T)\}$$

in words the one-step controllable set $C_1(T)$ is the set of all feasible states $x \in X$ for which an admissible input exists $u \in U$ such that for any disturbance $w \in W$ the successor state lies in the target set, i.e. $f(x,u,w) \in T$. For the n-step (robustly) controllable set $C_n(T)$ we use a recursive definition $C_n(T) := C_1(C_{n-1}(T))$ with $C_0(T) = T$.

The tubes of n-step robustly controllable sets $\{C_n(T), C_{n-1}(T), \ldots, C_1(T), T\}$ were introduced in [8] as target tubes, which concisely characterises their key property, they allow safe transition to the target set in $n + 1$ steps. In principle these target tubes can be defined for any target set $T$, however, as we discuss the robust model predictive control problem, each stage of the target tube $C_m(T)$ defines stage-wise state constraints at the stage $m$, hence we require the target set to be invariant in the sense of Section 2.3 under some auxiliary feedback controller $u = K(x)$, i.e. $T = X^\infty$.

It is easy to see, that $X_1^\infty \subseteq X_2^\infty$ implies $C_n(X_1^\infty) \subseteq C_n(X_2^\infty)$, hence we use the maximal robust positive invariant set $X^\infty_{\text{max}}$ to produce the largest n-step controllable set. To obtain the stage-constraints $M_m$ used in (2.2.1) we set $M_m = \mathcal{M}_1(C_{m-1}(X^\infty_{\text{max}}))$.

Using $(x_k, u_k) \in M_m$ as the stage constraints instead of $x_k \in C_m(X^\infty_{\text{max}})$ and $u_k \in U$ not only abbreviates the notation but also reduces the redundancy in the problem formulation as well as allowing more general joint state and input constraints. For general properties of the n-step controllable sets we refer to [70].

Remark 2.1. In this section we summarised some concepts which we will revisit in different scenarios later in this thesis. Hence, the conceptual description of invariant sets and n-step controllable sets is more relevant than their respective mathematical definition given here as later on the meaning of $W$ will change fundamentally while the conceptual interpretation of $C_n(\cdot)$ and $X^\infty$ does not.
Chapter 3

Concepts of Polytopes

In the previous section we outlined the basic concepts of the robust model predictive control problems we discuss in this work. For general systems and constraint sets it is not possible to efficiently solve the problem (2.2.1), or to explicitly characterise the stage-constraints involved, i.e. the maximal robust positive invariant set $X_{\infty}^{\text{max}}$ and its target tube $\{C_N(X_{\infty}^{\text{max}}), \ldots, X_{\infty}^{\text{max}}\}$. Later we will see that it is possible to formulate (2.2.1) for polytopic sets and linear dynamics. To provide an insight into the analysis of such polytopic constraint sets and the necessary computation we present an overview of the required concepts of polytopes. The majority of the concepts summarised here can be found in [38,40,90].

3.1 Descriptions of a Polytope and its Structure

3.1.1 Firstly we characterise the representations of convex polyhedra:

**Definition 3.1.** For the finite point sets $\{v_i\}_{i \leq M_v} \subset \mathbb{R}^d$ and $\{r_i\}_{i \leq M_r} \subset \mathbb{R}^d$ the sets $\text{conv}\{v_i\}$ and $\text{cone}\{r_i\}$ given by

\[
\text{conv}\{v_i\} = \left\{ x \in \mathbb{R}^d : \exists \lambda_i \geq 0 \land \sum_{i=1}^{M_v} \lambda_i = 1 \land x = \sum_{i=1}^{M_v} \lambda_i v_i \right\}
\]

\[
\text{cone}\{r_i\} = \left\{ x \in \mathbb{R}^d : \exists \eta_i \geq 0 \land x = \sum_{i=1}^{M_r} \eta_i r_i \right\}
\]

are called the **convex hull** of $\{v_i\}$ and the **conical hull** of $\{r_i\}$ respectively. The Minkowski sum of the convex hull $\text{conv}\{v_i\}$ and cone $\text{cone}\{r_i\}$

\[
\mathcal{X} = \text{conv}\{v_i\} \oplus \text{cone}\{r_i\}
\]

\[
= \left\{ x \in \mathbb{R}^d : \exists \lambda_i \geq 0 \land \eta_i \geq 0 \land \sum_{i=1}^{M_v} \lambda_i = 1 \land x = \sum_{i=1}^{M_v} \lambda_i v_i + \sum_{i=1}^{M_r} \eta_i r_i \right\}
\]
is called a $V$-polyhedron. For the points $\{a_i\}_{i \leq M_H} \subset (\mathbb{R}^d)^*$ and $\{b_i\}_{i \leq M_H} \subset \mathbb{R}$ the set $\mathcal{Y}$ given by the intersection of the half-spaces $H_i = \{x \in \mathbb{R}^d : a_i x \leq b_i\}$, i.e.

$$\mathcal{Y} = \{x \in \mathbb{R}^d : a_i x \leq b_i \, \forall i \leq M_H\} \quad (3.1.3)$$

is called an $H$-polyhedron. A polyhedron is called is called a polytope if it is bounded.

We have the statement (see e.g. [90]):

**Lemma 3.2.** A set $\mathcal{X} \subseteq \mathbb{R}^d$ is the Minkowski sum of a convex hull of a finite point set $\{v_i\}_{i \leq M_v}$ and the conical hull of a finite point set $\{r_i\}_{i \leq M_r}$, i.e. $\mathcal{X} = \text{conv}\{v_i\} \oplus \text{cone}\{r_i\}$ iff it is the intersection of a finite number of closed half-spaces $\mathcal{X} = \cap H_i$ for some $\{a_i\}_{i \leq M_H} \subset (\mathbb{R}^d)^*$ and $\{b_i\}_{i \leq M_H} \subset \mathbb{R}$.

This means in particular that there is no reason to distinguish between $V$- and $H$-polyhedra and we therefore omit the $V$- and $H$- in the sequel, we do however refer to a polyhedron for which the vertices $\{v_i\}$ and the rays $\{r_i\}$ are known to be in vertex representation. Analogously we say a polyhedron is in half-space representation if the hyperplanes supporting the half-space $H_i = \{x : a_i x \leq b_i\}$ are known.

**Definition 3.3.** For the polyhedron $\mathcal{X}$ a face is any non-empty set that can be written as $F = \mathcal{X} \cap \{x \in \mathbb{R}^d : c_i x = \hat{c}_i, i \leq M_F\}$ with $\mathcal{X} \subseteq \{x \in \mathbb{R}^d : c_i x \leq \hat{c}_i, i \leq M_F\}$. The dimension of the face $\dim(F)$ is given by the dimension of the hyperplane(s) supporting the face, i.e. $\dim(F) = \dim(\{x \in \mathbb{R}^d : c_i x = \hat{c}_i, i \leq M_F\})$. For a $d$-dimensional polytope a $(d-1)$-dimensional face is called a facet, a two-dimensional face an edge and a one-dimensional face a vertex.

Computationally the process of obtaining a vertex representation from a polyhedron in half-space representation is called vertex enumeration and obtaining the half-space representation from a polyhedron in vertex representation is analogously called facet enumeration. As we will see shortly these problems are dual to one another and there are three different algorithms to compute them: The reverse search vertex enumeration [2] implemented in the LRS library, the double description method [32] implemented in the CDD library and the primal-dual method [14] implemented in the PD library. For all our purposes it is not relevant how we switch between the two representations, however all enumeration problems in this work were solved using the LRS library\(^1\).

\(^1\)For the ease of use the author implemented an interface to Matlab which is publicly available at http://worc4021.github.io
**Definition 3.4.** The polyhedron \( X = \cap H_i \subseteq \mathbb{R}^d \) is called *simple* if there exists no point \( x \in X \) which lies on more than \( d \)-supporting hyperplanes, it is called *simplicial* if it is the convex hull of exactly \( d+1 \) points.

**3.1.2** From here on we only present statements for polytopes, equivalent statements can be made for unbounded polyhedra by using slight extensions.

**Definition 3.5.** Let \( X \subseteq \mathbb{R}^d \) be a polytope then its *homogenisation* \( \text{homog}(X) \) is given by

\[
\text{homog}(X) = \{(tx, t) : x \in X \land t > 0\}
\]

(3.1.4)

**Definition 3.6.** Let \( X \subseteq \mathbb{R}^d \) then the *polar set* \( X^\triangle \subseteq (\mathbb{R}^d)^* \) is defined by

\[
X^\triangle := \{c \in (\mathbb{R}^d)^* : cx \leq 1 \forall x \in X\}.
\]

(3.1.5)

The polar polytope is of particular importance for polytopes which contain the origin in their interior.

**Lemma 3.7.** Let \( X \subset \mathbb{R}^d = \{x : a_i x \leq 1\} \) be a polytope with the origin in its interior \( 0 \in X \), then \( X^\triangle = \text{conv}\{a_i^T\} = \{a : aV \leq 1\} \) with \( V = (v_1, \ldots, v_M) \).

This means that enumerating the vertices of a polytope is equivalent to determining the half-space description of its polar and vice versa since \( 0 \in X \) implies \( X^{\triangle\triangle} = X \).

An important operation on polytopes (and polyhedra in general) is the projection onto a lower dimension.

**Definition 3.8.** Let \( X \subseteq \mathbb{R}^d \) be a polytope and let \( 1 \leq n < d \) then \( \pi_n(X) \) denotes the projection of \( X \) onto \( \mathbb{R}^n \), i.e.

\[
\pi_n(X) = \{x \in \mathbb{R}^n : \exists \hat{x} \in \mathbb{R}^{d-n}(x, \hat{x}) \in X\}.
\]

(3.1.6)

Again there are various methods of computing the projection of a polytope onto a lower dimensional one: The most trivial one is to drop the last \( d-n \) elements of all vertices and rays and compute their convex/conical hull. Another, even more computationally wasteful, way is to use the Fourier-Motzkin (see e.g. [90]) elimination method \( n \) times, which introduces a prohibitive number of redundant hyperplanes. Another method which is available for polytope projection is the equality set projection, see [44] which is less computationally exhaustive but does not cope with unbounded directions.
Apart from their half-space and vertex representation polytopes can be characterised by their combinatorial structure. Recall that faces are the intersection of hyperplanes with the polytope, statements as two or more distinct hyperplanes have a non-empty intersection are either true or false, hence a statement about which hyperplanes define which faces allows us to distil the structure of individual faces and therefore of the entire polytope. While the numerical representation of hyperplanes is non-unique, the hyperplane itself is unique. Notice that a facet is supported by exactly one hyperplane, an edge by exactly \(d-1\) hyperplanes and so on. It is therefore sensible to use this imposed structure to classify polytopes.

**Definition 3.9.** Let \(\mathcal{X}, \mathcal{Y} \subset \mathbb{R}^d\) be polytopes, then they are called combinatorially equivalent if there exists a bijection \(\Pi\) between their faces which preserves the inclusion relation, we denote this by \(\mathcal{X} \cong \mathcal{Y}\). That is if \(F_i \subseteq \mathcal{X}\) is a face of \(\mathcal{X}\) then \(\Pi(F_i) \subseteq \mathcal{Y}\) is a face of \(\mathcal{Y}\) and furthermore if \(F_j \subseteq \mathcal{X}\) produces a non-empty intersection \(F_i \cap F_j = F_k\) then \(\Pi(F_i) \cap \Pi(F_j) = \Pi(F_k)\).

There are some cases of trivial equivalences, e.g. every simplicial polytope is combinatorially equivalent to the standard simplex \(\{x \in \mathbb{R}^d : x_i \geq 0 \land \sum_{i=1}^{d} x_i = 1\}\), however usually it is not trivial to recognise equivalence of combinatorial structure of polytopes. To facilitate the study of the combinatorial structure of polytopes there are several ways to isolate their combinatorial properties. Here we present two:

**Definition 3.10.** The face lattice \(L(\mathcal{X})\) is the partially ordered set of the faces of the polytope \(\mathcal{X}\) for which the order is imposed by the inclusion.

The study of partially ordered sets is a field in itself, however the concept we need here is quite simple so we illustrate it by example.

**Example I**

Consider the three dimensional cube

\[
\mathcal{X} = \left\{ x \in \mathbb{R}^3 : \begin{array}{l}
x_1 \leq 1 \land x_2 \leq 1 \land x_3 \leq 1 \\
-x_1 \leq 1 \land -x_2 \leq 1 \land -x_3 \leq 1
\end{array} \right\}
\]

and its two dimensional faces (facets) \(F_i = \{x : x_i = 1\}\) for \(i = 1, 2, 3\) and \(F_i = \{x : -x_{i-3} = 1\}\) for \(i = 4, 5, 6\). For this, and in fact for all other three dimensional cubes, we illustrate the face lattice \(L(\mathcal{X})\) in Figure 3.1. It is now easy to see that the face lattice encloses all combinatorial information there is in a polytope.
Figure 3.1: The face lattice $L(\mathcal{X})$ of the three dimensional cube $\mathcal{X}$ in Example I. Here we abbreviate $F_{ij} = F_i \cap F_j$ and $F_{ijk} = F_i \cap F_j \cap F_k$. Usually the names we give the faces are irrelevant so that the face lattice is illustrated as in the lower figure.

It is worth pointing out that the combinatorial structure does not hold all the structural information there is about a polytope. For example for polytopes that contain the origin in their interior $0 \in \mathcal{X}$, the bipolar polytope $\mathcal{X}^\Delta$ is the polytope itself. In particular the face lattice of the polar polytope is then the partially ordered set with inverted order, i.e. visually the lattice is flipped upside down. However, there exist translations $p \in \mathbb{R}^d$ such that the origin is no longer in the interior $0 \notin \mathcal{X} \oplus \{p\}$ and therefore the polar of the polytope is empty (hence the bipolar is empty as well), yet the face lattice does not change. And yet, knowing the combinatorial structure of a polytope does enable us to perform a variety of additional computations. In the sequel of this work we will not explicitly use the face lattice to study the combinatorial structure of polytopes, however they illustrate the entire combinatorial structure of a polytope in a simple way and are hence the preferred representation to think about combinatorial structure of a polytope.

Instead of using the entire face lattice we use another description which illustrates the combinatorial structure only on the lowest two dimensions, i.e. only vertices and edges are used to encode the entire combinatorial structure of a polytope.

**Definition 3.11.** Let $\mathcal{X} \subset \mathbb{R}^d$ be a polytope then $\mathcal{G}(\mathcal{X}) = (\mathcal{V}, \mathcal{E})$ denotes its *induced*
The induced graph $G(X)$ of the cube in Example I.

We illustrate the induced graph for the cube in Example I in Figure 3.2. The induced graph of a polytope is of major interest when studying the simplex algorithm for linear programming since it ‘walks down a path along vertices of the induced graph’ until reaching the optimum, see e.g. [90]. In particular we have that the induced graph of every $d$-dimensional polytope is $d$-connected, i.e. every vertex has at least $d$ edges, see [3]. The converse is also true, i.e. a $d$-connected graph defines the combinatorial structure of a $d$-dimensional polytope [45]. And furthermore we have the following connecting statement

**Lemma 3.12.** If $X \subset \mathbb{R}^d$ is a simple polytope, then its induced graph $G(X)$ determines the entire combinatorial structure of $X$, i.e. if $G(X) = G(Y)$ then $L(X) = L(Y)$.

This means that although the induced graph only characterises the one- and two-dimensional faces it contains the same amount of information as the face lattice. In the context of the simplex algorithm we have the problem of determining the longest diameter of a graph, for a particular graph $G$ the diameter $\delta(G)$ is the smallest number such that any two vertices of $G$ can be connected by a path with no more than $\delta(G)$ edges. Usually the graph is not known in general, so we use $\Delta(d, n)$ to denote the maximal diameter of a graph of a $d$-dimensional polytope with no more than $n$ facets\(^2\). Originally Warren Hirsch proposed an upper bound for $\Delta(d, n)$ which was later proven wrong in various instances, however the bounds on $\Delta(d, n)$ are still referred to as the *Hirsch conjecture* [91].

---

\(^2\)The definition of having no more than $n$ facets comes again from linear programming where the number of constraints can be $n$ but due to redundancies the effective number of constraints may be smaller.
Lemma 3.13. Let $\Delta(d, n)$ denote the maximal diameter of a induced graph of a $d$-dimensional polytope with no more than $n$ facets, then the following bounds hold:

$$\Delta(d, n) \leq n \log_2(2d)$$

$$\Delta(d, n) \leq \frac{1}{12} 2^d n$$

These bounds are presented in [5, 46, 90, 91]. A survey illustrating the difficulty of obtaining a sub-exponential bound can be found in [48].

The statements on the combinatorial structure of a polytope may seem to be irrelevant in the study of robust model predictive control, however, we will see that knowing the combinatorial structure of a polytope enables us to compute objects with polytopes which otherwise would not be possible. One particular statement that makes this possible is the following.

Lemma 3.14. Let $X \subset \mathbb{R}^d$ be a polytope, then there exist simplices $S_1, \ldots, S_p$ such that $\dim(S_i) = d$, $\text{int}(S_i \cap S_j) = \emptyset$ and $X = \bigcup_{i=1}^p S_i$. Furthermore, the induced graphs $G(S_i) = (V_i, E_i)$ decompose the induced graph $G(X) = (V, E)$, i.e. $\bigcup_i G(S_i) = G(X)$ and $|V_i \cap V_j| = d$, $E_i \cap E_j = \emptyset$.

For a proof see e.g. [40, 90]. This means that the simplex decomposition for one polytope is applicable for all other polytopes which are combinatorially equivalent. One obvious way of applying this is to simplify the computation of the volume of a polytope. While it is non-trivial to compute the volume of a polytope with direct methods (see e.g. [51] for a non-decomposing algorithm) computing the volume of a simplex can be done by computing a single determinant [40]. Hence with the simplex decomposition of $X$ the problem of computing its volume becomes the problem of adding up determinants, and with the same method we can compute the volume of any transformation $f(X)$ as long as $f(X) \cong X$. We will exploit this fact later on.

3.1.4 In the context of transformations that preserve the combinatorial structure of a polytope we present a particularly simple one, the projective transformation. For the polytope $X \subset \mathbb{R}^d$ the homogenisation $\text{homog}(X) = \{(xt, t) \in \mathbb{R}^{d+1} : x \in X \land t > 0\}$ is a pointed cone in $\mathbb{R}^{d+1}$. Introducing the hyperplane $H = \{(x, t) : t = 1\}$ the set $\text{homog}(X) \cap H$ is an 'embedded version' of $X$ in $\mathbb{R}^{d+1}$, i.e. the two sets are isomorphic. In particular the combinatorial structure of $X$ is identical with that of $X' := \text{homog}(X) \cap H$, this can be extended to more hyperplanes $H = \{(x, t) \in \mathbb{R}^{d+1} : t \in \mathbb{R}\}$.
Figure 3.3: The projective transformation of a simplicial polytope step by step. First the polytope is lifted into its homogenisation then intersected with the desired admissible hyperplane to obtain the projective transformation, by projecting into the plane $H$ we obtain a $d$-dimensional polytope $\mathcal{X}' \cong \mathcal{X}$, we can apply a rotation and translation to bring it into any desired orientation without changing the combinatorial structure.

$$\mathbb{R}^{d+1}: ax + \tilde{a}t = 1$$ as long as each ray $(v_i, 1)t$ given by the vertex $v_i$ of $\mathcal{X}$ is intersected by $H$. Clearly this condition is satisfied if

$$\begin{pmatrix} a & \tilde{a} \\ v_i & 1 \end{pmatrix} > 0 \quad (3.1.8)$$

for all vertices $v_i$ of $\mathcal{X} = \text{conv}\{v_i\}$. For such hyperplanes $H$ it can be shown that the combinatorial structure of $\mathcal{X}$ is preserved, i.e. $L(\mathcal{X}) = L(\mathcal{X}')$, see e.g. [33]. Once more, projective transformations and projective geometry are fields of study in their own right and we merely outline their main idea and refer to [33] for a more detailed presentation. Since the key idea is simple enough to be illustrated in a single diagram we show a projective transformation in Figure 3.3.

### 3.2 Polytopic Complices

In this section we present some statements on polytopic complices which arise in the solution of multi-parametric quadratic programming problems as we will see later on.

**Definition 3.15.** A polyhedral complex $\mathcal{C}$ is a finite collection of polyhedra in $\mathbb{R}^d$ such that: the empty polyhedron is in $\mathcal{C}$, if $\mathcal{X} \in \mathcal{C}$ then all faces of $\mathcal{X}$ are also in $\mathcal{C}$ and for $\mathcal{X}, \mathcal{Y} \in \mathcal{C}$ the intersection $\mathcal{X} \cap \mathcal{Y} = F$ is a face of $\mathcal{X}$ and of $\mathcal{Y}$ and is also in the complex $F \in \mathcal{C}$.

A polyhedral complex is called a polytopic or polytopal complex if all its elements are bounded.

A polytopic complex is called a subdivision if there exists a polyhedron $\mathcal{Y} \subseteq \mathbb{R}^d$ such
that the underlying set \(|C| = \bigcup_{X_i \in C} X_i = \mathcal{Y}\). A subdivision is called \textit{regular} if there exists a polyhedron \(Z \subseteq \mathbb{R}^{d+1}\) such that all faces \(F_i \in C\) arise as projections of faces \(H_i\) of \(Z\) by projection, i.e. \(F_i = \pi_d(H_i)\).

One particular regular subdivision we will encounter later is the one that arises by projecting the epigraph of a piecewise affine function \(\text{epi}(f) = \{(x, t) \in \mathbb{R}^{d+1} : f(x) \leq t\}\) for \(f(x) = \max_k \{c_k x + b_k\}\). In this case the regular subdivision specifies polyhedra on each of which the function is affine.

\textbf{Example II}

Consider the multi-parametric linear program presented in [11]:

\[
\begin{aligned}
f(\theta) = \begin{cases}
\min & x_1 + x_2 + x_3 + x_4 \\
\text{s.t.} & -x_1 \pm x_5 \leq 0 \\
& -x_2 \pm x_6 \leq 0 \\
& -x_3 \pm x_5 \leq \pm \theta_2 \\
& -x_3 \pm x_5 \leq \pm (\theta_1 + \theta_2) \\
& -x_4 \pm x_5 \leq \pm (\theta_1 + 2\theta_2) \\
& -x_4 \pm (x_5 + x_6) \leq \pm \theta_2 \\
& \pm x_5 \leq 1 \\
& \pm x_6 \leq 1
\end{cases}
\end{aligned}
\]

(3.2.1)

where the parameter is norm-bounded \(\|\theta\|_\infty \leq \frac{5}{2}\). For this we can define a the \textit{hypograph} of \(f\) \(\text{hypo}(f) = \{((\theta, t) \in \mathbb{R}^d : t \leq f(\theta) \land \|\theta\|_\infty \leq \frac{5}{2}\}\), we
Figure 3.4: In blue the hypograph of the solution to the multi-parametric linear program presented in Example II and in black its projection onto \( \mathbb{R}^2 \) the induced regular subdivision of the cube \( \|\theta\|_\infty \leq \frac{5}{2} \).

We illustrate the hypograph and its induced subdivision in Figure 3.4.

Similar to Example II the solution of a multi-parametric quadratic program decomposes a polyhedral parameter set into a polyhedral subdivision [7,82]. In later sections we will exploit this property of multi-parametric quadratic programs.
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Linear Quadratic Robust Model Predictive Control

In most cases robust model predictive control problems can not be solved algorithmically unless a particular structure is assumed. A common case for which we are able to determine the exact solution numerically is the setup where the cost is quadratic and the constraints are linear. Again, many methods for quadratic nominal model predictive control problems can be extended to the robust case. The general closed-loop problem formulation (2.2.1) in the quadratic case takes the form of

\[
J^*_m(x) = \min_u \max_w \frac{1}{2} \left( x^T Q x + u^T R u - \gamma^2 w^T w \right) + J^*_{m-1}(x^+) \tag{4.0.1a}
\]

subject to

\[
x^+ = Ax + Bu + Dw \tag{4.0.1b}
\]

\[
E_{i,m} x \leq 1 \forall i \leq M_{X_m} \tag{4.0.1c}
\]

\[
F_{i} u \leq 1 \forall i \leq M_{U} \tag{4.0.1d}
\]

\[
G_{i} w \leq 1 \forall i \leq M_{W} \tag{4.0.1e}
\]

where \( R > 0 \) and \( \gamma > 0 \) are large enough that each sub-problem (as in (2.2.3) and (2.2.4)) is strictly convex in \( u \) and concave \( w \) respectively. An admissible such \( \gamma \) can be found using a semi-definite program such as the one presented in Appendix C. The relevance of the choice of \( \gamma \) for the robustness of the closed-loop system will become clear in Section 4.4.
4.1 The Maximal Robust Positive Invariant Set for Polytopic Constraint Sets

4.1.1 In this section we derive an algorithm to compute the maximal robust positive invariant set and discuss some of its properties. To illustrate the general algorithm we first present a one dimensional example where the procedure is obvious.

Example III

Consider the problem of determining the maximal robust positive invariant set $X_{\infty}^{\text{max}}$ for the uncertain closed-loop system $x^+ = x + u + w$, where the controller is chosen to be $u = -\frac{1}{2}x$. The constraints we seek to robustly satisfy are $x \in \{x : -10 \leq x \leq 10\} = \mathcal{X}$, $u \in \{u : -2 \leq u \leq 2\} = \mathcal{U}$ and $w \in \{w : -1 \leq w \leq 1\} = \mathcal{W}$. Naturally, control input constraints have to be satisfied for all states in $X_{\infty}^{\text{max}}$, that is $-\frac{1}{2}x \in [-2, 2] \Leftrightarrow x \in [-4, 4]$. To compute the maximal robust positive invariant set we start from the maximal admissible set, i.e. $X_0 = \mathcal{X} \cap K^{-1}\mathcal{U} = [-10, 10] \cap [-4, 4] = [-4, 4]$. With this set we compute the set of states for which the robust positive invariance condition $x + Kx + w \in X_0$ holds for all $w \in \mathcal{W}$, i.e. the set of states for which all successor states remain admissible $\mathcal{D}_1(X_0) = \{x : x^+ \in X_0 \forall w \in \mathcal{W}\}$. This means

$$\frac{1}{2} x + w \leq 4 \land \frac{1}{2} x - w \leq 4 \forall w \in [-1, 1],$$

for $\frac{1}{2} x + w \leq 4$ to hold for all admissible $w \in [-1, 1]$ it has to hold for the worst case:

$$\frac{1}{2} x + \max_{w \in [-1,1]} w \leq 4 \land \frac{1}{2} x + \max_{w \in [-1,1]} -w \leq 4$$

$$\Leftrightarrow \frac{1}{2} x + 1 \leq 4 \land -\frac{1}{2} x - (-1) \leq 4$$

$$\Leftrightarrow \frac{1}{2} x \leq 3 \land -\frac{1}{2} x \leq 3$$

$$\Leftrightarrow x \leq 6 \land -x \leq 6,$$

therefore $\mathcal{D}_1(X_0) = [-6, 6]$. The maximal robust positive invariant set has to contain all states that are themselves admissible and can only produce admissible successor states, i.e. $X_{\infty}^{\text{max}} = X_0 \cap \mathcal{D}_1(X_0) \cap \mathcal{D}_2(X_0) \cap \ldots$, where $\mathcal{D}_k(X_0)$ is the set of states for which all possible trajectories are contained in $X_0$ after $k$ steps.
In order to reduce computational effort, we use an equivalent recursive formulation:

\[ X_{k+1} = X_k \cap \mathcal{D}_1(X_k) \]

where \( \mathcal{D}_1(X_k) = \{ x : \frac{1}{2}x + w \in X_k \forall w \in [-1, 1] \} \). Here we have

\[ X_1 = [-4, 4] \cap [-6, 6] = [-4, 4] \]

or \( X_1 = X_0 \) therefore all subsequent \( \mathcal{D}_1(X_k) \cap X_k = X_1 \) and hence \( \mathcal{X}_\infty = [-4, 4] \).

4.1.2 Now consider the general setup\(^1\): Analogously to nominal model predictive control, we require a set that is guaranteed to be positive invariant for a given feedback controller \( u = Kx \) in order to make statements about recursive feasibility. In presence of uncertainty these robust positive invariant sets have to be computed accommodating the perturbation at each time step.

Given the uncertain time invariant linear dynamic system \( x^+ = Ax + Bu + w \) constrained to satisfy \( x, x^+ \in \mathcal{X} = \{ x \in \mathbb{R}^d : \Xi x \leq \xi_i, i \in \{1, \ldots, M_X\} \} \), \( u \in \mathcal{U} = \{ u \in \mathbb{R}^{q_u} : F_i u \leq 1, i \in \{1, \ldots, M_U\} \} \) and \( w \in \mathcal{W} = \{ w \in \mathbb{R}^{q_w} : G_i w \leq 1, i \in \{1, \ldots, M_W\} \} \). These constraints have to be satisfied for all possible successor states to members of a robust positive invariant set for a suitable feedback controller\(^2\) \( u = Kx \). This condition can be formulated as

\[
\mathcal{X}_\infty = \left\{ \begin{array}{l}
x_0 = x \\
x_{k+1} = (A + BK)x_k + w_k, w_k \in \mathcal{W} \\
x_k \in \mathcal{X} \land Kx_k \in \mathcal{U}
\end{array} \right\}.
\]

(4.1.1)

Using the set iteration

\[ \mathcal{D}_n(\mathcal{Z}) = (A + BK)^n \mathcal{Z} \oplus \bigoplus_{k=0}^{\max\{n-1, 0\}} (A + BK)^k \mathcal{W} \]

(4.1.2)

---

\(^1\) The algorithm we describe here is referred to as the Gilbert-Tan algorithm, the original method presented in [34] deals with unperturbed systems and was later generalised to cope with additive perturbation, see [49, 50]. We present an alternative derivation which does not rely as heavily on the polytopic structures involved and offers additional insight to the proposed method.

\(^2\) See Appendix C for a controller design method yielding the unconstrained solution to (4.0.1).
the invariance condition (4.1.1) becomes equivalent to \( \mathcal{D}_n(\mathcal{X}^\infty) \subseteq \mathcal{X} \cap K^{-1}\mathcal{U} \) for all \( n \geq 0 \). We now define the sequence

\[
\mathcal{E}_k = (A + BK)^{-k} ((\mathcal{X} \cap K^{-1}\mathcal{U}) \ominus \mathcal{W} \ominus \cdots \ominus (A + BK)^{k-1}\mathcal{W}) \\
= (A + BK)^{-k} \left((\mathcal{X} \cap K^{-1}\mathcal{U}) \ominus \bigoplus_{n=0}^{\max\{k-1,0\}} (A + BK)^n\mathcal{W}\right)
\] (4.1.3)

\[\mathcal{E}_0 = \mathcal{X} \cap K^{-1}\mathcal{U}\]

with this we have the following statement.

**Lemma 4.1.** The set \( \mathcal{E}_k \) defined in (4.1.3) is the largest set satisfying \( \mathcal{D}_k(\mathcal{E}_k) \subseteq \mathcal{X} \cap K^{-1}\mathcal{U} \).

**Proof.** The sequence \( \mathcal{E}_k \) is the closest inversion of \( \mathcal{D}_k(\mathcal{Z}) \subset \mathcal{X} \cap K^{-1}\mathcal{U} \) by using the Pontryagin difference, which also yields the maximality in the sense that all other sets satisfying \( \mathcal{D}_k(\mathcal{Z}) \subset \mathcal{X} \cap K^{-1}\mathcal{U} \) are contained \( \mathcal{Z} \subseteq \mathcal{E}_k \). \( \square \)

Notice that in (4.1.3) we use the objects \( (A + BK)^{-k}\mathcal{X} \) and \( K^{-1}\mathcal{U} \), both denote the pre-image of the respective set under the respective linear map. While we do not assume the existence of \( K^{-1} \) we do assume that \( A + BK \) is non-singular and an inverse exists. If \( A + BK \) is singular, i.e. there exist subspace \( \mathcal{V} \subseteq \mathbb{R}^d \) such that for all \( v \in \mathcal{V} \) we have \( (A + BK)v = 0 \), we then reduce the dynamics to their non-singular eigen space. Notice that \( w = w_1 + w_2 \) where \( w_1 \in \mathcal{V}^\perp = \mathbb{R}^d \setminus \mathcal{V} \) and \( w_2 \in \mathcal{V} \), with \( (A + BK)w_1 \in \mathcal{V}^\perp \) and \( (A + BK)w_2 \in \mathcal{V} \) due to the eigen decomposition of \( w \). Hence we can ignore the effect of the singular part of \( A + BK \) and ’add’ the singular directions afterwards, i.e. \( \mathcal{X}_{\text{max}}^\infty \oplus (\mathcal{W} \cap \mathcal{V}) \) is invariant for the singular system, this follows directly from the eigen decomposition of \( \mathcal{X} \): The set \( \mathcal{X}_{\text{max}}^\infty \subseteq \mathcal{V}^\perp \), furthermore \( (A + BK)\mathcal{X}_{\text{max}}^\infty \subseteq \mathcal{X}_{\text{max}}^\infty \) and \( (A + BK)(\mathcal{W} \cap \mathcal{V}) = \{0\} \) and therefore \( (A + BK)(\mathcal{X}_{\text{max}}^\infty \oplus (\mathcal{W} \cap \mathcal{V})) = (A + BK)\mathcal{X}_{\text{max}}^\infty \oplus (A + BK)(\mathcal{W} \cap \mathcal{V}) \subseteq \mathcal{X}_{\text{max}}^\infty \).

Using Lemma 4.1 we can state that

\[
\mathcal{X}_{\text{max}}^\infty = \bigcap_{k \geq 0} \mathcal{E}_k
\] (4.1.4)

yields the maximal robust positive invariant set in the sense that any other set \( \mathcal{X}^\infty \) satisfying (4.1.1) is contained \( \mathcal{X}^\infty \subseteq \mathcal{X}_{\text{max}}^\infty \).

It will later be useful to have the following recursive definition of \( \mathcal{E}_k \).
Corollary 4.2. The set sequence $E_k$ defined in (4.1.3) satisfies the recursive identity
\[ E_k = (A + BK)^{-1}(E_{k-1} \ominus W). \] (4.1.5)

Proof. This identity follows immediately by the definition of $E_k$:
\[
E_k = \Psi^{-k} \left( (X \cap K^{-1}U) \ominus \bigoplus_{n=0}^{\max\{k-1,0\}} \Psi^n W \right)
\]
\[
= \Psi^{-k+1-1} \left( (X \cap K^{-1}U) \ominus \bigoplus_{n=0}^{\max\{k-2,0\}} \Psi^n W \ominus \Psi^{k-1} W \right)
\]
\[
= \Psi^{-1} \left( \Psi^{-k+1} \left( (X \cap K^{-1}U) \ominus \bigoplus_{n=0}^{\max\{k-2,0\}} \Psi^n W \right) \ominus W \right)
\]
\[
= \Psi^{-1}(E_{k-1} \ominus W)
\] (4.1.6)

where $\Psi = A + BK$.

In order to be able to use the maximal robust positive invariant set in our model predictive control scheme we need to be able to compute it. This entails that $X^\infty_0$ is algorithmically determinable in a finite number of steps. For this we propose the following definition.

Definition 4.3. We say the closed set $X \subseteq \mathbb{R}^d$ is contained in a band if there exists some matrix $\Gamma$ such that $X \subseteq B = \{ x \in \mathbb{R}^d : \Gamma x \leq 1 \land -\Gamma x \leq 1 \}$. Furthermore we call the band observable for the system $x^+ = \Psi x$ if the pair $(\Psi, \Gamma)$ is observable.

Corollary 4.4. Let $X \subseteq B$ be band observable for $x^+ = \Psi x$, then the set $\bigcap_{k \leq d-1} \Psi^{-k} X$ is compact.

Proof. The set is closed as it is the finite intersection of closed sets, therefore the only non-trivial statement is the boundedness of the set. For this we have
\[
\bigcap_{k \leq d-1} \Psi^{-k} X \subseteq \bigcap_{k \leq d-1} \Psi^{-k} B
\]
\[
= \{ x : \pm \Gamma x \leq 1 \} \cap \cdots \cap \{ x : \pm \Gamma \Psi^{d-1} x \leq 1 \}
\]
\[
= \left\{ x : \pm \begin{pmatrix} \Gamma \\ \Gamma \Psi \\ \vdots \\ \Gamma \Psi^{d-1} \end{pmatrix} x \leq 1 \right\}
\] (4.1.7)
where the observability matrix $\mathcal{O}$ has full rank, i.e. its null space is trivial \( \ker(\mathcal{O}) = \{0\} \). Therefore constraining $\pm \mathcal{O}x$ constrains all dimensions of $x$, hence $\bigcap_{k \leq d-1} \Psi^{-k}B$ is bounded and so is $\bigcap_{k \leq d} \Psi^{-k}X$.

**Remark 4.5.** If the band is of higher complexity than a simple hyperplane, i.e. if $\Gamma$ has more than one row, the number of intersections needed to produce a compact set can be smaller. This follows from the rank condition on the observability matrix $\mathcal{O}$ used in the proof.

**4.1.3** To compute the maximal robust positive invariant set iteration (4.1.5) is impractical since we would have to compute Minkowski sums of the same set repeatedly. Instead we define the sequence

\[
X_0 = \mathcal{X} \cap K^{-1} \mathcal{U} \\
X_{k+1} = X_k \cap (A + BK)^{-1} (X_k \ominus \mathcal{W}).
\]

(4.1.8)

It is easy to see that the sets $X_k$ and $\mathcal{E}_k$ are related.

**Corollary 4.6.** For all $k \geq 0$ we have

\[
X_k = \bigcap_{n \leq k} \mathcal{E}_k.
\]

**Proof.** In order to see this we start by simply substituting the respective definitions.

\[^{3}\text{Notice that the sequence (4.1.8) matches the well known recursion for the determination of the maximal output admissible set discussed in [49].}\]
to abbreviate notation we use \( \Psi = (A + BK) \)

\[
X_k = X_{k-1} \cap \Psi^{-1}(X_{k-1} \ominus \mathcal{W})
\]

\[
= (X_{k-2} \cap \Psi^{-1}(X_{k-2} \ominus \mathcal{W})) \cap \Psi^{-1}\left(\left(X_{k-2} \cap \Psi^{-1}(X_{k-2} \ominus \mathcal{W}) \ominus \mathcal{W}\right)\right)
\]

\[
= X_{k-2} \cap \Psi^{-1}(X_{k-2} \ominus \mathcal{W}) \cap (\Psi^{-2}X_{k-2} \ominus \Psi^{-2}\mathcal{W} \ominus \Psi^{-1}\mathcal{W})
\]

\[
= \Psi^{-2}\left(\Psi^2X_{k-2} \cap \Psi(X_{k-2} \ominus \mathcal{W}) \cap (X_{k-2} \ominus (\mathcal{W} + \Psi\mathcal{W}))\right)
\]

\[
= \Psi^{-3}\left(\Psi^3X_{k-3} \cap \Psi^2(X_{k-3} \ominus \mathcal{W}) \cap \Psi(X_{k-3} \ominus \bigoplus_{i=0}^{1} \Psi^i\mathcal{W}) \cap \Psi^0(X_{k-3} \ominus \bigoplus_{i=0}^{2} \Psi^i\mathcal{W})\right)
\]

\[
\vdots
\]

\[
= \Psi^{-k}\left(\bigcap_{n \leq k}^{\Psi^{-n}}\left(X_0 \ominus \bigoplus_{i=0}^{\max\{n-1,0\}} \Psi^i\mathcal{W}\right)\right)
\]

\[
= \bigcap_{n \leq k}^{\Psi^{-n}}\left(X_0 \ominus \bigoplus_{i=0}^{\max\{n-1,0\}} \Psi^i\mathcal{W}\right)
\]

\[
= \bigcap_{n \leq k}^{\mathcal{E}_k}
\]

Notice that with Corollary 4.6 it is clear that \( X_k \) inherits properties from \( \mathcal{E}_k \), which is simpler to study as we will see in the following, in fact it follows that \( X_k = X_{k-1} \cap \mathcal{E}_k \) and since \( X_{k-1} = \bigcap_{n \leq k-1} \mathcal{E}_n \) we have \( X_k = X_{k-1} \cap \Psi^{-1}(X_{k-1} \ominus \mathcal{W}) \), which is of course the definition (4.1.8).

4.1.4 In order to make a statement about an upper bound on the number of iterations needed to compute \( X_{\max}^{\infty} \) we require some estimates on how simple sets propagate in the \( \mathcal{E}_k \) sequence defined in (4.1.3), in particular if \( \mathcal{X} \cap K^{-1}\mathcal{U} \) and \( \mathcal{W} \) were ellipsoidal. That is we bound the respective sets using ellipsoids and use the following methods to obtain bounds for the case that \( \mathcal{U} \) and \( \mathcal{W} \) are polytopes and \( \mathcal{X} \) is polyhedral. For this we use the following statements:

**Corollary 4.7.** Let \( \mathcal{B}(r) = \{x \in \mathbb{R}^d : \|x\| \leq r\} \) denote the centred norm ball of radius \( r \) for any norm \( \|\cdot\| : \mathbb{R}^d \to \mathbb{R}_+ \), then the following two identities hold:

\[
\mathcal{B}(r_1 + r_2) = \mathcal{B}(r_1) \oplus \mathcal{B}(r_2), \quad (4.1.10)
\]

\[
\mathcal{B}(r_1 - r_2) = \mathcal{B}(r_1) \ominus \mathcal{B}(r_2). \quad (4.1.11)
\]
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Proof. Let $x_1 \in B(r_1)$ and $x_2 \in B(r_2)$, then the triangle inequality yields $\|x_1 + x_2\| \leq \|x_1\| + \|x_2\|$, i.e. $B(r_1) \oplus B(r_2) \subseteq B(r_1 + r_2)$. Using any $x_1 \in \partial B(r_1)$ on the boundary, i.e. with $\|x_1\| = r_1$, and choosing $x_2$ such that $x_2 = \frac{r_2}{r_1} x_1$ then $\|x_1 + x_2\| = \|(1 + \frac{r_2}{r_1})x_1\| = \|(r_1 + r_2)x_1\| = (r_1 + r_2) \|x_1\|$, but this means that $B(r_1 + r_2) \supseteq B(r_1) \oplus B(r_2)$ and therefore equality (4.1.10) holds.

For (4.1.11) we use that the Pontryagin difference is defined using the Minkowski sum, for this we choose $r_3 = r_1 - r_2$ for $r_1 \geq r_2$. Due to (4.1.10) we have $B(r_1) = B(r_2 + r_3) = B(r_3) \oplus B(r_2) = B(r_1 - r_2) \oplus B(r_2)$, with the definition of the Pontryagin difference we therefore have (4.1.11).

We are particularly interested in quadratic norms, i.e. such that $\|x\|_P = \sqrt{x^T P x}$ for a positive definite $P \succ 0$, for which we denote their norm ball of radius $r$ by $B_P(r)$.

For such sets we can use the concept of decay rate, see e.g. [12]:

Definition 4.8. For a the quadratic norm $\sqrt{x^T P x} = \|x\|_P$ and the system $x^+ = Ax$ the decay rate $\lambda$ is the smallest number $\lambda > 0$ such that $A^T P A \preceq \lambda P$ holds.

An obvious decay rate is given for the choice of $P = I$ by the maximal singular value $\bar{\sigma}$, for general choices the decay rate has to be explicitly determined, for example by solving a semi-definite program. However, a lower bound can be given.

Corollary 4.9. Let $x^+ = Ax$ be non-singular, let $\rho$ denote its spectral radius, i.e. there exists at least one eigenvalue $\gamma$ and an eigenvector $v$ such that $Av = \gamma v$ with $|\gamma| = \rho$, then $\rho^2 \leq \lambda$ holds for all $P \succ 0$.

Proof. Using the test vector $\tilde{\xi} = \frac{v}{\|v\|_P}$ we obtain $\tilde{\xi}^H A^T P A \tilde{\xi} = \gamma^* \tilde{\xi}^H P \tilde{\xi} \gamma \leq \lambda \tilde{\xi}^H P \tilde{\xi}$ but $\gamma^* \gamma = |\gamma|^2 = \rho^2$. Since $x^T A^T P A x \leq \lambda x^T P x$ has to hold for all $x$ it has to hold for the test vector, which proves the corollary.

A matrix $P \succ 0$ attaining the lower bound $A^T P A \preceq \rho^2 P$ can be found by solving a linear matrix inequality, therefore we assume that the matrix $P \succ 0$ is chosen to attain the minimal decay rate $\lambda = \rho^2$.

For quadratic norm balls $B_P(r)$ can be used to bound the image of a linear map $A B_P(r)$:

\textsuperscript{4}Here we use $x^H$ to denote the conjugate transpose of $x$, which is necessary if $\gamma$ and $v$ are complex.
Corollary 4.10. Let $\|\cdot\|_\rho$ be a quadratic norm on $\mathbb{R}^d$ and let $A : \mathbb{R}^d \to \mathbb{R}^d$ be a non-singular linear map with the spectral radius $\rho$, then we have

$$B_P \left( \frac{r}{\sqrt{\lambda}} \right) \subseteq A^{-1}B_P(r) \quad (4.1.12)$$

$$AB_P(r) \subseteq B_P \left( r\sqrt{\lambda} \right) \quad (4.1.13)$$

**Proof.** Both containments follow from the definition of the decay rate and its trivial extension to the inverse:

$$\frac{1}{\lambda} x^T A^T P A x \leq x^T P x \leq \lambda x^T A^{-T} PA^{-1} x. \quad (4.1.14)$$

This can be used in

$$AB_P(r) = \{ Ax : x^T P x \leq r^2 \} = \{ x : x^T A^{-T} PA^{-1} x \leq r^2 \} \subseteq \{ x : x^T P x \leq r^2 \lambda \} = B_P \left( r\sqrt{\lambda} \right) \quad (4.1.15)$$

and

$$A^{-1}B_P(r) = \{ x : x^T A^T P A x \leq r^2 \} \supseteq \{ x : x^T P x \leq \frac{r^2}{\lambda} \} = B_P \left( \frac{r}{\sqrt{\lambda}} \right). \quad (4.1.16)$$

It is obvious that the same statements hold for the choice $\lambda = \rho^2$ for an adequate choice of $P$.

4.1.5 We can now prove the main statement of this section:

**Lemma 4.11.** Let $P \succ 0$ be such that $(A + BK)^T P (A + BK) \preceq \rho^2 P$ for the asymptotically stable, uncertain, linear system $x^+ = (A + BK)x + w$, and let $B_P(r_1) \subseteq X \cap K^{-1}U$, for the band observable set $X \cap K^{-1}U$. And let $0 \in W \subseteq B_P(r_2)$, then there exists a positive integer $M$ such that iteration (4.1.5) terminates, i.e.

$$X^\infty_{\text{max}} = \bigcap_{k \leq M} E_k = X_M. \quad (4.1.17)$$

**Proof.** Let us denote $X_0 = X \cap K^{-1}U$ and $\Psi = A + BK$, recall that

$$E_k = \Psi^{-k} \left( X_0 \ominus \bigoplus_{i=0}^{\max\{k-1,0\}} \Psi^i W \right).$$
Notice that if $\mathcal{W}$ contains the origin, then $\Psi^i \mathcal{W} \ni 0$ for all $i \geq 0$, and therefore $0 \in \bigoplus_{i=0}^{\max\{k-1,0\}} \Psi^i \mathcal{W}$. Recall that $X \ominus Y \subseteq X$ if $0 \in Y$, see e.g. [50], and therefore $E_k \subseteq \Psi^k X_0$ and Corollary 4.4 applies. Therefore $X_d$ is bounded.

We now show that $E_k$ grows exponentially with $k$. First observe that

$$
\bigoplus_{i=0}^{\max\{k-1,0\}} \Psi^i \mathcal{W} \subseteq \bigoplus_{i=0}^{\max\{k-1,0\}} \Psi^i \mathcal{B}_P(r_2) \subseteq \bigoplus_{i=0}^{\max\{k-1,0\}} \mathcal{B}_P(\rho^i r_2)
$$

$$
= \mathcal{B}_P \left( \sum_{i=0}^{\max\{k-1,0\}} \rho^i r_2 \right) \subseteq \mathcal{B}_P \left( \frac{r_2}{1-\rho} \right) \quad (4.1.18)
$$

Therefore we have

$$
E_k \supset \Psi^{-k} \left( X_0 \ominus \mathcal{B}_P \left( \frac{r_2}{1-\rho} \right) \right)
$$

$$
\supset \Psi^{-k} \left( \mathcal{B}_P(r_1) \ominus \mathcal{B}_P \left( \frac{r_2}{1-\rho} \right) \right)
$$

$$
= \Psi^{-k} \mathcal{B}_P \left( r_1 - \frac{r_2}{1-\rho} \right)
$$

$$
\supset \mathcal{B}_P \left( \rho^{-k} \left( r_1 - \frac{r_2}{1-\rho} \right) \right). \quad (4.1.19)
$$

This means that $E_k$ grows exponentially with $k \geq 0$ and will therefore cover any bounded set in a finite number of iterations, the maximal robust positive invariant set is attained once $E_{k+1}$ outgrows $X_k$. \hfill \square

Notice that in Lemma 4.11 we do not require the respective sets to be polytopic, we naturally obtain polytopic bounds from the band property. For most computationally relevant applications we cannot compute the maximal robust positive invariant set unless the constraints are polytopic.

4.1.6 It seems natural to use the inner ball contained in (4.1.19) and a ball containing $X_d$ to try to obtain an upper bound on the number of iterations the algorithm will require before the maximal robust positive invariant set is determined. Assume that $X_0 \subseteq \mathcal{B}_P(r_3)$, then the iteration (4.1.5) terminates when $k$ is no greater than the smallest integer satisfying the condition

$$
r_3 \leq \rho^{-k} \left( r_1 - \frac{r_2}{1-\rho} \right) \quad (4.1.20)
$$

or equivalently

$$
\frac{\log r_3 - \log \left( r_1 - \frac{r_2}{1-\rho} \right)}{\log \rho} \leq k.
$$
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Bounds like $M = \left\lceil \frac{\log r_3 - \log (r_1 - \frac{r_2}{1-\rho})}{\log \rho} \right\rceil$ are subject to various a-priori unknown variables and hence usually rather conservative, the choice of $P$ to minimise the decay rate may be a poor choice for the shape of the respective sets and therefore produce a conservative estimate.

In the Appendix B we outline why studying the convergence of $X_k$ in the sense of Cauchy convergence proves to be a difficult endeavour.

Having calculated a polytopic maximal robust positive invariant set $X_{\text{max}}^\infty$ it is obvious that in order to introduce the minimal amount of conservatism we use it as the terminal set in our robust model predictive control setup, i.e. at stage $m = 0$ we constrain the terminal state to lie in $x_N \in X_{\text{max}}^\infty$. That is we can introduce $x_N \in X_{\text{max}}^\infty =: X_0 = \{ x \in \mathbb{R}^d : E_0 x \leq 1, i \in \{1, \ldots, M_0\} \}$. To illustrate the procedure for the remaining stages we revisit the trivial one dimensional example:

**Example IV**

Consider the system $x^+ = x + u + w$ where $x \in \mathcal{X} = [-10, 10], u \in \mathcal{U} = [-2, 2]$ and $w \in \mathcal{W} = [-1, 1]$. We want to compute sets for which all member states can safely (robustly) be steered to a given target set $T = [-4, 4]$ in $k$ steps, the $k$-step controllable set $C_k(T)$. The one step controllable set is the set of admissible points $x \in \mathcal{X}$ for which $u \in \mathcal{U}$ exists such that $x + u + w \in T$ for all $w \in \mathcal{W}$, i.e. $-4 \leq x + u + w \leq 4$ for all $w \in [-1, 1]$. Analogously to the procedure in Example III, we have to find all $x \in \mathcal{X}$ satisfying $-3 \leq x + u \leq 3$ for some $u \in [-2, 2]$, clearly this is given for all $x$ satisfying $-5 \leq x \leq 5$, and since $[-5, 5] \subset [-10, 10] = \mathcal{X}$ we have $C_1(T) = [-5, 5]$.

The two step controllable set contains all admissible points $x \in \mathcal{X}$ such that for all admissible disturbance sequences $\{w_0, w_1\} \in \mathcal{W} \times \mathcal{W}$ an admissible control sequence $\{u_0, u_1\} \in \mathcal{U} \times \mathcal{U}$ can be found such that $x + u_0 + w_0 = x_1 \in \mathcal{X}$ and $x_1 + u_1 + w_1 \in T$. Notice that $x_1 \in \mathcal{X}$ and $x_1 + u_1 + w_1 \in T$ implies that $x_1 \in C_1(T)$ and we see that we can recursively compute $C_2(T) = C_1(C_1(T))$. This simplifies the computation of the $k$-step controllable set to be $C_k(T) = C_k(T)$. So that the set $C_2(T)$ is given by all admissible states $x \in [-10, 10]$ such that for all $w \in [-1, 1]$ an admissible $u \in [-2, 2]$ exists such that $-5 \leq x + u + w \leq 5$, or $-4 \leq x + u \leq 4$, i.e. $C_2([-4, 4]) = [-6, 6]$. 37
In order to guarantee that at stage \( m = 0 \) the state \( x_N \) can satisfy the terminal constraint \( x_N \in \mathcal{X}_0 \) the state \( x_{N-1} \) has to satisfy certain conditions. For each admissible \( x_{N-1} \) there has to be a feasible input \( u_{N-1} \in \mathcal{U} \) such that for all possible uncertainties \( w_{N-1} \in \mathcal{W} \) the constraint \( x_N \in \mathcal{X}_0 \) can be satisfied. This robust controllable set was presented first in [8] together with an algorithm to determine the set for the case of \( q_d = d \). From the requirement

\[
x_{N-1} \in \mathcal{X}_1 \Leftrightarrow \exists u_{N-1} \in \mathcal{U} : x_{N-1} + u_{N-1} + w_{N-1} \in \mathcal{X}_0 \forall w_{N-1} \in \mathcal{W}
\]

we can immediately conclude that the robust one-step controllable set \( \mathcal{C}_1(\mathcal{X}_0) =: \mathcal{X}_1 \) for the target set \( \mathcal{X}_0 \) is given by the projection

\[
\mathcal{L}_1(\mathcal{X}_0) = \mathcal{X}_0 \ominus \mathcal{W}
\]

\[
\mathcal{X}_1 = \mathcal{C}_1(\mathcal{X}_0) = \pi_d (\{(x, u) \in \mathcal{X} \times \mathcal{U} : Ax + Bu \in \mathcal{L}_1(\mathcal{X}_0)\})
\]  

(4.1.21)

Therefore the stage constraints at stage \( m = 1 \) can be expressed by \( x_{N-1} \in \mathcal{X}_1 = \{x : E_{1,i}x \leq 1, i \in \{1, \ldots, M_{\mathcal{X}_1}\}\} \). Stage \( m = 1 \) is the only stage at which we invoke state constraints on both the current state \( x_{N-1} \in \mathcal{X}_1 \) as well as the successor state \( x_N \in \mathcal{X}_0 \), we will later see that this is important to guarantee the stability of the scheme. For stage \( N \geq m > 1 \) we recursively define

\[
\mathcal{X}_m = \mathcal{C}_1(\mathcal{X}_{m-1}) = \pi_d (\{(x, u) \in \mathcal{X} \times \mathcal{U} : Ax + Bu \in \mathcal{L}_1(\mathcal{X}_{m-1})\})
\]  

(4.1.22)

With this choice we recursively guarantee that \( x_k \) is such that there exists a \( u_k \in \mathcal{U} \) such that \( x_{k+1} \in \mathcal{X}_{N-k-1} \) robustly, which guarantees that \( x_{k+1} \) is such that there exists a \( u_{k+1} \) satisfying the same condition for the successor state and ultimately, \( x_N \in \mathcal{X}_0 = \mathcal{X}_{\infty} \).

In this section we have presented the maximal robust positive invariant set \( \mathcal{X}_{\infty} \) together with an algorithm to determine it and a statement under which conditions it terminates in a finite number of iterations. By constraining the terminal state \( x_N \in \mathcal{X}_{\infty} \) of the robust model predictive control scheme we guarantee recursive feasibility of the overall scheme. In order to guarantee the feasibility of the constraint \( x_N \in \mathcal{X}_{\infty} \) we use the k-step controllable sets \( \mathcal{C}_k(\mathcal{X}_{\infty}) \) as state constraints at stage \( m = k - 1 \). With this choice we can guarantee recursive feasibility of the uncertain closed-loop system. In the next section we discuss how to obtain the solution of a constrained min-max sequence using an active-set solver approach.
4.2 Equality Constrained Quadratic Min-Max Programming

4.2.1 In this section we derive the general solution for a quadratic min-max program, as they appear in quadratic robust model predictive control formulations. The approach is to design an active-set solver to produce the solution at a given point for which the active constraints are known and then to update the active constraints. For this we present a preliminary statement that will allow us to solve optimisation programs subsequently.

Lemma 4.12. Consider the non-convex quadratic program

\[
\min_{x,y} \quad \frac{1}{2}(x^TQx + y^TRy) + d^Tx + e^Ty + f \\
\text{s.t.} \quad Ax + By = c
\]  

(4.2.1)

with \(Q \succ 0\) and \(R \prec 0\) and either \(A\) or \(B\) is non-singular, then (4.2.1) has a unique and finite solution if \(B^TA^{-T}QA^{-1}B + R \succ 0\) or \(Q + A^TB^{-T}RB^{-1}A \succ 0\). Furthermore, the maximiser is given by the solution of the linear system

\[
\begin{align*}
Qx + A^T\lambda &= 0 \\
Ry + B^T\lambda &= 0 \\
Ax + By &= c + AQ^{-1}d + BR^{-1}e
\end{align*}
\]  

(4.2.2)

Proof. Generally, convexity of quadratic programs is unaffected by affine terms in the objective, i.e. \(d^Tx + e^Ty + f\). To see this we use the fact that

\[
\frac{1}{2}(x^TQx + y^TRy) + d^Tx + e^Ty + f = \frac{1}{2}((x + Q^{-1}d)^TQ(x + Q^{-1}d) - d^TQ^{-1}d + (y + R^{-1}e)^TR(y + R^{-1}e) - e^TR^{-1}e) + f.
\]

So that by choosing \(\tilde{x} = x + Q^{-1}d\) and \(\tilde{y} = y + R^{-1}e\) the quadratic program (4.2.1) is equivalent to

\[
\min_{\tilde{x},\tilde{y}} \quad \frac{1}{2}(\tilde{x}^TQ\tilde{x} + \tilde{y}^TR\tilde{y}) + \frac{1}{2}(2f - d^TQ^{-1}d - e^TR^{-1}e) \\
\text{s.t.} \quad A\tilde{x} + B\tilde{y} = c + AQ^{-1}d + BR^{-1}e
\]  

(4.2.3)

We can therefore assume that (4.2.1) is purely quadratic, i.e. that it is in the form of (4.2.3).
Throughout this proof we assume that $A^{-1}$ exists, the analogue holds for $B^{-1}$ if $A$ is singular. Firstly, notice that by reducing the problem we obtain the unconstrained convex minimisation program

$$
\min_{\tilde{y}} \frac{1}{2} \tilde{y}^T (R + B^T A^{-T} QA^{-1} B) \tilde{y} - \tilde{c}^T A^{-T} QA^{-1} B \tilde{y} + \frac{1}{2} \tilde{c}^T A^{-T} QA^{-1} \tilde{c} + \hat{f},
$$

which has the unique solution $\tilde{y} = (R + B^T A^{-T} QA^{-1} B)^{-1} B^T A^{-T} QA^{-1} \tilde{c}$ and hence $\tilde{x} = A^{-1}(c - B \tilde{y}) = A^{-1} \tilde{c} - A^{-1} B(R + B^T A^{-T} QA^{-1} B)^{-1} B^T A^{-T} QA^{-1} \tilde{c}.$

The Lagrangian for (4.2.1) is given by

$$
L(\tilde{x}, \tilde{y}, \lambda) = \frac{1}{2} (\tilde{x}^T Q \tilde{x} + \tilde{y}^T R \tilde{y} + \hat{f}) + \lambda^T (A \tilde{x} + B \tilde{y} - \tilde{c})
$$

assume the minimiser is attained at an equilibrium point of the Lagrangian, i.e. $\nabla L = 0$ or

$$
\nabla_{\tilde{x}} L = \tilde{x}^T Q + \lambda^T A = 0 \quad (4.2.5)
$$
$$
\nabla_{\tilde{y}} L = \tilde{y}^T R + \lambda^T B = 0 \quad (4.2.6)
$$
$$
\nabla_{\lambda} L = (A \tilde{x} + B \tilde{y} - \tilde{c})^T = 0 \quad (4.2.7)
$$

Notice, that since $A$ is non-singular, the only solution to (4.2.7) is $\tilde{x} = A^{-1}(\tilde{c} - B \tilde{y})$ which reduces $\nabla L = 0$ to

$$
-Q A^{-1} B \tilde{y} + A^T \lambda = -Q A^{-1} \tilde{c}
$$
$$
R \tilde{y} + B^T \lambda = 0 \quad (4.2.9)
$$

since again the solution to (4.2.8) is uniquely given by $\lambda = A^{-T}(Q A^{-1}(B \tilde{y} - \tilde{c}))$ we can further reduce the condition to

$$
(R + B^T A^{-T} QA^{-1} B) \tilde{y} - B^T A^{-T} QA^{-1} \tilde{c} = 0 \quad (4.2.10)
$$

which has the unique solution $\tilde{y} = (R + B^T A^{-T} QA^{-1} B)^{-1} B^T A^{-T} QA^{-1} \tilde{c}.$ We have therefore shown that the minimiser of the reduced problem and the one of the original problem coincide.

Furthermore, notice that the optimal objective value is given by

$$
(4.2.1) = \frac{1}{2} \tilde{c}^T A^{-T} \left( Q - QA^{-1} B(R + B^T A^{-T} QA^{-1} B)^{-1} B^T A^{-T} Q \right) A^{-1} \tilde{c} + f \quad (4.2.11)
$$
We will use this result in the following derivation.

**Example V**

To illustrate the general method we use the scalar two stage example

\[
(EV) = \min_{u_0, x_1, w_0} \max_{u_1, x_2, w_1} \min_{u_0, x_1, w_0} \max_{u_1, x_2, w_1} x_0^2 + u_0^2 - 3w_0^2 + x_1^2 + u_1^2 - 3w_1^2 + x_2^2
\]

s.t. \[x_0 = x\]

\[x_1 = x_0 + u_0 + w_0\]

\[x_2 = x_1 + u_1 + w_1.\]

In order to solve this min-max sequence, we use a dynamic programming type recursive approach. We separate the two stages:

\[J_0(x_2) = x_2^2\]

\[J_1(x_1) = \min_{u_1, x_2, w_1} x_1^2 + u_1^2 - 3w_1^2 + J_0(x_2)\]

s.t. \[x_2 = x_1 + u_1 + w_1\]

\[J_2(x) = \min_{u_0, x_1, w_0} x_0^2 + u_0^2 - 3w_0^2 + J_1(x_1)\]

s.t. \[x_1 = x_0 + u_0 + w_0\]

\[x_0 = x\]

Next we recursively solve parametric quadratic programs to get parametrised expressions for \(J_m(x)\). That is, starting with the last stage the maximisation is given as

\[\hat{J}_1(x_1, u_1) = \max_{x_2, w_1} -3w_1^2 + J_0(x_2) = -3w_1^2 + x_2^2\]

s.t. \[x_2 = x_1 + u_1 + w_1,\]

We use Lemma 4.12 and the Lagrangian

\[L((x_1, u_1), x_2, w_1, \lambda_1) = -3w_1^2 + x_2^2 + \lambda_1(x_2 - x_1 - u_1 - w_1)\]

to obtain the linear conditions

\[-6w_1 - \lambda_1 = 0\]

\[2x_2 + \lambda_1 = 0.\]

\[x_2 - x_1 - u_1 - w_1 = 0\]
So that the maximiser is given by $x_2 = \frac{3}{2}(x_1 + u_1)$, $w = \frac{1}{2}(x_1 + u_1)$ and $\lambda_1 = -3(x_1 + u_1)$. We can now proceed with the objective value $\hat{J}_1(x_1, u_1) = \frac{3}{2}(x_1 + u_1)^2$ in the unconstrained minimisation $
abla$.

\[
\begin{align*}
J_1(x_1) &= \min_{u_1} x_1^2 + u_1^2 + \hat{J}_1(x_1, u_1) = \min_{u_1} x_1^2 + u_1^2 + \frac{3}{2}(x_1 + u_1)^2
\end{align*}
\]

which we can easily solve to obtain the minimiser $u_1 = -\frac{3}{5}x_1$. We continue this recursion to solve

\[
\begin{align*}
\hat{J}_2(x_0, u_0) = \max_{x_1, w_0} -2w_0^2 + J_1(x_1) = -2w_0^2 + \frac{8}{5}x_1^2
\end{align*}
\]

s.t. $x_1 = x_0 + u_0 + w_0$

and obtain $x_1 = \frac{15}{7}(x_0 + u_0)$, $w_0 = \frac{8}{7}(x_0 + u_0)$ and $\lambda_0 = -\frac{48}{7}(x_0 + u_0)$. The final minimisation

\[
\begin{align*}
J_2(x_0) &= \min_{u_0} x_0^2 + u_0^2 + \hat{J}_1(x_0, u_0) = \min_{u_0} x_0^2 + u_0^2 + \frac{24}{7}(x_0 + u_0)^2
\end{align*}
\]

yields the solution $u_0 = -\frac{24}{31}x_0$. Having solved both stages recursively, we can express all decision variables in terms of the initial state $x_0$:

\[
\begin{align*}
u_0 &= -\frac{24}{31}x_0 \\
w_0 &= \frac{8}{7}(x_0 + u_0) = \frac{8}{31}x_0 \\
\lambda_0 &= \cdots = -\frac{48}{31}x_0 \\
x_1 &= \frac{15}{31}x_0 \\
u_1 &= -\frac{9}{31}x_0 \\
w_1 &= \frac{3}{31}x_0 \\
\lambda_1 &= -\frac{18}{31}x_0 \\
x_2 &= \frac{9}{31}x_0
\end{align*}
\]

and the parametrised objective $(\mathcal{E}V) = \frac{55}{31}x_0^2$. Although this scalar example is trivial to solve, the general procedure to solve min-max sequences is largely analogous.

4.2.2 We now discuss the general case of solving recursive min-max sequences of multi-parametric quadratic programs which are subject to equality constraints. General
properties of multi parametric quadratic programs are discussed e.g. in [7, 83]. In this work we only present properties necessary to solve min-max programs as they arise in robust model predictive control problems.

Consider the primal equality-constrained concave multi parametric quadratic program

\[ V(\theta) = \begin{cases} \max_y \frac{1}{2} y^T W y + c^T y + d \\ \text{s.t.} \; H y = f + S \theta \end{cases} \] (4.2.12)

where \( W \prec 0 \), \( c, d, H, f, S \) are constants and \( \theta \) is a variable parameter. We wish to know how the solution of (4.2.12) varies with \( \theta \). The Lagrangian function associated with (4.2.12) is

\[ L(y, \lambda, \theta) = \frac{1}{2} y^T W y + c^T y + d + \lambda^T (H y - f - S \theta) \]

and the dual problem is hence given by solving

\[ \sup_y L(y, \lambda, \theta) = \sup_y \frac{1}{2} y^T W y + c^T y + d + \lambda^T (H y - f - S \theta) \]

i.e. \( y = -W^{-1}(H^T \lambda + c) \), so that the dual problem is the unconstrained, convex multi parametric quadratic program \( \min_\lambda D(\lambda, \theta) = \min_\lambda L(-W^{-1}(H^T \lambda + c), \lambda, \theta) \):

\[ \min_\lambda -\frac{1}{2} \lambda^T H W^{-1} H^T \lambda - (H W^{-1} c + f + S \theta)^T \lambda - \frac{1}{2} c^T W^{-1} c + d \] (4.2.13)

To solve (4.2.12) we consider the first order optimality conditions, see e.g. [30]:

\[ W y + H^T \lambda = -c \]
\[ H y = f + S \theta. \] (4.2.14)

**Lemma 4.13.** The solution of (4.2.14) has the representation

\[ y = \Psi_\theta \theta + \psi \]
\[ \lambda = \Upsilon_\theta \theta + \Upsilon_\beta \beta + \upsilon \] (4.2.15)

where \( \Upsilon_\beta \neq 0 \) only if \( H \) is not right invertible, in which case \( H^T \Upsilon_\beta = 0 \) and the columns of \( \Upsilon_\beta \) span \( \ker(H^T) \).

\(^5\)Notice that due to Lemma 4.12, it is admissible to analyse the reduced version of

\[ \max_{x,y} \frac{1}{2}(x^T W_1 x + y^T W_2 y) + c_1^T x + c_2^T y + \tilde{d} \]
\[ \text{s.t.} \; A x + B y = p + P \theta \]
\[ H_1 x + H_2 y = \tilde{f} + \tilde{S} \theta \]

with \( A \) non-singular. In this case we have \( W = (W_2 + B^T A^{-T} W_1 A^{-1} B) \), \( c = c_2 + c_1 A^{-1} B \), \( H = H_2 + H_1 A^{-1} B \), \( f = \tilde{f} - H_1 A^{-1} p \) and \( S = \tilde{S} - H_1 A^{-1} P \).
The matrices $\Psi_\theta, \Upsilon_\theta, \Upsilon_\beta$ and vectors $\psi, \upsilon$ are constant and the variable $\beta$ is used to parametrise the solution in the null space of (4.2.14). We say (4.2.12) is degenerate if $\Upsilon_\beta \neq 0$.

**Proof.** We assume $W$ is a negative definite $n \times n$ matrix, $H$ is $m \times n$, so that we have the following three cases:

1. $\text{rank} (H) = n$, which implies $n < m$
2. $\text{rank} (H) = m$, which implies $m < n$
3. $\text{rank} (H) < \min(n, m)$.

For case 1: We use a QR-decomposition (see e.g. [35]) of $H = QR$ with $Q = (Q_1, Q_2)$ and $R = (R^T, 0)^T$, with the orthogonal $Q$ and upper triangular $R$. In this case $R$ is $r \times r$ with $r = \text{rank} (H)$. Hence, we get

$$Hy = Q_1 Ru = f + S\theta$$
$$\Rightarrow Q_1^T Q_1 Ry = Q_1^T (f + S\theta)$$
$$\Rightarrow y = R^{-1} Q_1^T (f + S\theta) \quad (4.2.16)$$

and with that

$$WR^{-1} Q_1^T (f + S\theta) + R^T Q_1^T \lambda = -c$$
$$\Leftrightarrow \lambda = -Q_1^T R^{-T} (c + WR^{-1} Q_1^T f) - Q_1^T R^{-T} WR^{-1} Q_1^T S\theta \quad (4.2.17)$$

In case 2, the analogue QR-decomposition $H^T = QR$ leads to

$$y = Q_1 R^{-T} (f + S\theta)$$
$$\lambda = -R^{-1} Q_1^T (WQ_1 R^{-T} f + c) - R^{-1} Q_1^T WQ_1 R^{-T} S\theta. \quad (4.2.18)$$

In case 3 we assume $m > n$. We have

$$Wy + H^T \lambda = -c$$
$$\Leftrightarrow y = W^{-1} c - W^{-1} H^T \lambda \quad (4.2.19)$$

with that we have

$$-H(W^{-1} c - W^{-1} H^T \lambda) = f + S\theta$$
$$-HW^{-1} H^T \lambda = (f + HW^{-1} c) + S\theta$$
$$-Q_1 RW^{-1} R^T Q_1^T \lambda = (f + HW^{-1} c) + S\theta$$
$$Q_1^T \lambda = -(RW^{-1} R^T)^{-1} Q_1^T (f + HW^{-1} c) - (RW^{-1} R^T)^{-1} Q_1^T S\theta. \quad (4.2.20)$$
Since \( \text{rank}(Q_1) = \text{rank}(H) < n \) the value of \( \lambda \) can vary in the null space of \( H \) 
\( \text{ker}(H) = \{ z = Q_2 \beta : \beta \in \mathbb{R}^{n-\text{rank}(H)} \} \) without affecting \( Q_1^T \lambda \), in order to account for this we use the degeneracy variable \( \beta \): 
\[
\lambda = -Q_1(RW^{-1}R^T)^{-1}Q_1^T(f + HW^{-1}c) - Q_1(RW^{-1}R^T)^{-1}Q_1^T S \theta + Q_2 \beta \quad (4.2.21)
\]
And the solution in this case is therefore given by 
\[
y = W^{-1} + R^T (RW^{-1}R^T)^{-1}Q_1^T(f + HW^{-1}c) + R^T (RW^{-1}R^T)^{-1}Q_1^T S \theta - R^T Q_1 Q_2 \beta \\
= W^{-1} + R^T (RW^{-1}R^T)^{-1}Q_1^T(f + HW^{-1}c) + R^T (RW^{-1}R^T)^{-1}Q_1^T S \theta \quad (4.2.22)
\]
Since the degeneracy variable \( \beta \) does not appear in the primal optimiser, it does not affect the primal objective value of (4.2.12). However, substituting (4.2.15) into the dual objective (4.2.13) yields 
\[
\mathcal{D}(\lambda(\theta, \beta), \theta) = \\
-\frac{1}{2}(\Upsilon_{\theta} \theta + \Upsilon_{\beta} \beta + \upsilon)^T HW^{-1}H^T(\Upsilon_{\theta} \theta + \Upsilon_{\beta} \beta + \upsilon) \\
- (HW^{-1}c + f + S \theta)^T (\Upsilon_{\theta} \theta + \Upsilon_{\beta} \beta + \upsilon) - \frac{1}{2}c^T W^{-1} c,
\]
which is unbounded if 
\[
(f + S \theta)^T \Upsilon_{\beta} \neq 0.
\]
Therefore we restrict \( \theta \) to satisfy 
\[
\Upsilon_{\beta}^T f = -\Upsilon_{\beta}^T S \theta, \quad (4.2.23)
\]
so that the dual multi parametric quadratic program has a unique solution and the choice of \( \beta \) does not affect neither the primal nor the dual cost and can be used for any purpose. For a general multi parametric quadratic program, the condition (4.2.23) is a restriction on the set of parameters \( \theta \) for which (4.2.12) has a solution. In our multi-stage min-max setup, the parameter \( \theta \) is the optimiser of a subsequent optimisation problem; hence (4.2.23) can be enforced by imposing it as a constraint (which we call a compatibility constraint) on \( \theta \) in that problem. The optimal objective of (4.2.12) is given by 
\[
V(\theta) = \frac{1}{2} \theta^T \Psi_{\theta}^T W \Psi_{\theta} \theta + c^T \Psi_{\theta} \theta \\
+ \psi^T W \Psi_{\theta} \theta + \frac{1}{2} \psi^T W \psi + c^T \psi \quad (4.2.24)
\]
\[
= \frac{1}{2} \theta^T W \theta + c_{\theta}^T \theta + d_{\theta}.
\]
Suppose now that we want to solve a problem that depends on the solution of (4.2.12) and an additional parameter $\phi$:

$$J(\phi) = \begin{cases} \min_{\theta} & \frac{1}{2} \theta^T \Phi \theta + g^T \theta + h + V(\theta) \\ \text{s.t.} & C\theta = e + T\phi \end{cases}$$

(4.2.25)

where $\Phi, C, g, h, e, T$ are constants and the equality constraints include the compatibility constraint (4.2.23). Since we know that the optimal cost-to-go $V(\theta)$ has the structure (4.2.24), the problem (4.2.25) reduces to a problem with the form of (4.2.12), which yields a solution similar to (4.2.15), i.e.

$$\theta = \Delta_\phi \phi + \delta$$

$$\eta = \Sigma_\phi \phi + \Sigma_\beta \beta + \sigma$$

(4.2.26)

where $\eta$ is the dual variable, and $\Phi + W_\theta \succ 0$ has been assumed. Finally we note that (4.2.23) is only non-trivial if $H$ is not right invertible and only introduces as many constraints on $\theta$ as there are linearly dependent rows in $H$.

When compatibility constraints are present anywhere along the sequence but the first stage, we choose the dual variable for the compatibility constraint to be equal to the degeneracy variable. This choice will guarantee the continuity of the dual variable with respect to the initial parameter, as will become clear in the next section.

**Remark 4.14.** Throughout this thesis we assume that each minimisation is strictly convex and each maximisation is strictly concave, i.e. for every parameter the solution of the min-max sequence is unique. This can be relaxed with additional technical assumptions, see [18].

In the solution of recursive min-max programs such as (4.0.1) we use the composition of the stage optimisers, i.e. we use $y(\theta(\phi)) = \Psi_\theta \Delta_\phi \phi + (\Psi_\theta \delta + \psi)$. Notice that this composition of optimisers is again an affine function of the parameter $\phi$, in particular we will exploit the fact that parameter variations along lines translate to lines in the optimiser space as long as no activations or deactivations of constraints occur. This fact will be the basis of the next section, where we discuss how to update the set of active constraints.

### 4.3 Solving Quadratic Robust Model Predictive Control Problems

**4.3.1** In the previous section we discussed how to solve sequences of quadratic min-max programs for which the active constraints are known. We showed that the
decision variables for all stages can be parametrised as affine functions of the initial parameter, the system state. To be able to use this approach to solve min-max sequences of the type of (4.0.1) we need to be able to determine the set of active constraints for any feasible state \( x_0 \). We once again use the one dimensional problem to illustrate the general approach\(^6\):

**Example VI**

Consider the uncertain scalar problem

\[
(EVI) = \min_{u_0} \max_{x_1, w_0} \min_{u_1} \max_{x_2, w_1} \ x_0^2 + u_0^2 + -3w_0^2 + x_1^2 + u_1^2 - 3w_1^2 + x_2^2
\]

s.t. \( x_e = 4\frac{1}{2} \)

\( x_0 = 4\frac{1}{2} \)

\( x_1 = x_0 + u_0 + w_0 \)

\( x_2 = x_1 + u_1 + w_1 \)

\(-1 \leq w_i \leq 1, i = 0, 1\)

\(-2 \leq u_i \leq 2, i = 0, 1\)

\(-5 \leq x_1 \leq 5\)

\(-4 \leq x_2 \leq 4.\)

In Example V we derived the solution of the unconstrained problem, which were linear functions of the initial state \( x_0 \). It is clear that the unconstrained solution is valid for \( x_0 \) close to the origin, in order to find the set of active constraints at \( 4\frac{1}{2} \) we start from the origin \( x_0 = 0 \) and explore in the direction of the system state \( x_e = 4\frac{1}{2} \), i.e. we perform a line search

\(^6\) The procedure we present here follows the ideas presented in [16–18], but we present it in a way that allows us to extend the method later in Section 6 to slightly different problem formulation.
along the line $x_0(t) = \xi_0 + t(\xi_e - \xi_0)$:

$$
\begin{align*}
\max_t & \quad t \\
\text{s.t.} & \quad \pm u_0(t) = \pm \frac{24\,9}{31\,2}, t = \pm \frac{108}{31} \leq 2 \\
& \quad \pm w_0(t) = \pm \frac{36}{31} t \leq 1 \\
& \quad \pm x_1(t) = \pm \frac{135}{62} t \leq 5 \\
& \quad \pm u_1(t) = \pm \frac{81}{62} t \leq 2 \\
& \quad \pm w_1(t) = \pm \frac{27}{62} t \leq 1 \\
& \quad \pm x_2(t) = \pm \frac{81}{62} t \leq 4
\end{align*}
$$

This scalar linear program yields the solution $t = \frac{31}{54}$, or the unconstrained solution obtained in Example V becomes inadmissible for $x > 4\frac{1}{2} \cdot \frac{31}{54} = \frac{31}{12} = 2.58333$ where $u_0$ would violate its lower bound. Notice that the only sub-problem affected by this constraint is $J_2(x)$, since $\hat{J}_2(x_0, u_0)$ is parametrised with respect of $x_0$ and $u_0$, we therefore only need to solve

$$
J_2(x(t)) = \min_{u_0} x_0^2 + u_0^2 + \hat{J}_2(x_0, u_0) = u_0^2 + x_0^2 + \frac{24}{7} (u_0 + x_0)^2 \\
\text{s.t.} \quad -u_0 = 2
$$

or the first order optimality conditions

$$
\frac{62}{7} u_0 + \frac{48}{7} x_0 - \eta_0 = 0 \\
-u_0 + 2 = 0
$$

where $\eta_0 = \frac{1}{7}(12x_0 - 31)$ denotes the dual variable for $-u_0 = 2$. The updated objective is now given by $J_2(x(t)) = 4 + \frac{24}{7}(x(t) - 2)^2 + x(t)^2$. We now advance the line search using $x(t) = \frac{31}{12} + t(\frac{3}{2} - \frac{31}{12})$ and have to
solve the updated scalar linear program

\[
\begin{align*}
\max_t & \quad t \\
\text{s.t.} & \quad \eta_0(t) = \frac{92}{t} t \geq 0 \\
& \quad \pm w_0(t) = \pm \frac{2}{21} (7 + 23t) \leq 1 \\
& \quad \pm x_1(t) = \pm \frac{5}{28} (7 + 23t) \leq 5 \\
& \quad \pm u_1(t) = \mp \frac{3}{28} (7 + 23t) \leq 2 \\
& \quad \pm w_1(t) = \pm \frac{1}{28} (7 + 23t) \leq 1 \\
& \quad \pm x_2(t) = \pm \frac{3}{28} (7 + 23t) \leq 4
\end{align*}
\]

This leads to the next update at \( t = \frac{7}{46} \) or \( x = \frac{23}{8} \approx 2.875 \), where \( w_0 = 1 \) has to be activated. Again we only solve the affected quadratic programs, i.e. \( \hat{J}_2(x_0, u_0) \) and therefore \( J_2(x_0) \). Subsequently the lower bound on \( u_1 \) becomes active at \( x = \frac{13}{3} \approx 4.3333 \), then the upper bound of \( w_1 \) becomes active at \( x = 5 \), therefore the active set for \( x = 4\frac{1}{2} \) is known to correspond to \( -u_0 = 2, w_0 = 1 \) and \( -u_1 = 2 \). For completeness we note that the active set \( -u_0 = 2, w_0 = 1, -u_1 = 2 \) and \( w_1 = 1 \) remains active until the end of the feasible set \( x_0 \leq 6 \).

The piecewise linear decision variables parametrised with respect to the initial state \( x_0 \) are illustrated in Figure 4.2, its piecewise quadratic objective is shown in Figure 4.1.

4.3.2 We now discuss the approach to solving a general quadratic min-max sequence (4.0.1) using an active set solver, i.e. repeatedly solving equality constrained problems as discussed in section 4.2 and updating the set of active constraints as necessary.

To summarise the notation used in the sequel we state the general Lagrangians of
both subproblems at stage $m$:

\[
L_m = \frac{1}{2} (x_k^T Q x_k + u_k^T R u_k) + \hat{J}_m^*(x_k, u_k) + \sum_{i \in A_{\chi_m}} \kappa_{k,i} (E_{i,m} x_k - 1)
+ \sum_{i \in A_{\chi_m}} \eta_{k,i} (F_i u - 1) + \xi_k^T (C_{m}^x x_k + C_{m}^u u_k - 1)
\]

\[
\hat{L}_m = -\frac{\gamma^2}{2} w_k^T w_k + J_{m-1}^*(x_{k+1}) + \sum_{i \in A_{\nu_m}} \zeta_{k,i} (G w_k - 1)
+ \hat{\xi}_k^T (\hat{C}_m x_k - 1) + \lambda_k^T (x_{k+1} - A x_k - B u_k - w_k)
\]

where $k = N - m$ and $C_m$, $\hat{C}_m^{(c)}$ denote the potential compatibility constraints. In (4.2.15) and (4.2.26) we derived the solution to equality constrained multi parametric quadratic min-max programs (4.3.1), which is affine with respect to its parameter. By recursively substituting the parameters at stage $m = i$ by the solution to at stage $m = i + 1$ we obtain an affine parametrisation of all decision variables with respect to the pa-
Figure 4.2: All decision variables for Example VI parametrised with respect to the initial state $x_0$. 
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parameter at the initial stage $m = N$, i.e. with respect to $x_0$.

\[
u_0(x_0) = \Delta_{w_0} x_0 + \delta_{w_0} = V_{w_0} x_0 + v_{w_0}
\]

\[
\eta_0(x_0, \hat{\beta}_0) = \Sigma_{\eta_0} x_0 + \Sigma_{\eta_0} \beta_0 + \sigma_{\eta_0} = V_{\eta_0} x_0 + T_{\eta_0} \beta_0 + v_{\eta_0}
\]

\[
w_0(x_0) = \Psi_{w_0} (x_0, u_0) + \psi_{w_0} = \Psi_{w_0} (I, V_{u_0}) x_0 + \Psi v_{u_0} + \psi_{w_0} = V_{w_0} x_0 + v_{w_0}
\]

\[
\lambda_{N-1}(x_0, \hat{\beta}_0) = \Upsilon_{\lambda_{N-1}} ((V_{x_{N-1}}, V_{u_{N-1}}) x_0 + (v_{x_{N-1}}, v_{u_{N-1}})) + \Upsilon_{\lambda_{N-1}} \beta_{N-1} x_0 + T_{\lambda_{N-1}} \hat{\beta}_0 + v_{\lambda_{N-1}}
\]

(4.3.2)

**Remark 4.15.** Recall that we choose the degeneracy parameters $\beta_i, \hat{\beta}_i$ to be equal to the dual variable their compatibility constraint introduces, i.e. if $\xi_i$ and $\hat{\xi}_i$ denote the dual variable to the compatibility constraint at stage $m = i$ for the minimisation and maximisation respectively, we fix $\beta_i = \xi_i$ and $\hat{\beta}_i = \xi_{i-1}$. It is clear that if at stage $m = N$ a compatibility constraint is active in the minimisation there is the additional parameter $\hat{\beta}_0$, which can be used for any purpose. It is therefore clear that $T$, which only affects dual variables, is only non-trivial when the minimisation at the initial stage $m = N$ is degenerate.

**4.3.3** For now assume that the minimisation at the initial stage $m = N$ is not degenerate, i.e. all primal and dual variables are completely parametrised with respect to the initial state $x_0$. Due to their affine character all decision variables (4.3.2) vary along a line in their respective spaces when the initial parameter varies along a line, i.e. $x_0(t) = \bar{x}_0 + t(\bar{x}_0 - \bar{x}_0)$ implies $u_i(x_0(t)) = V_{u_i} (\bar{x}_0 + t(\bar{x}_0 - \bar{x}_0)) + v_{u_i} = V_{u_i} (\bar{x}_0 - \bar{x}_0)t + (v_{u_i} + V_{u_i} \bar{x}_0)$ and the same is true for all other variables. Each primal variable is constrained by linear inequalities, that is all feasible solutions have to satisfy

\[
E_{i,m} (V_{x_k} (x_i - \bar{x}_0)t + (v_{x_k} + V_{x_k} \bar{x}_0)) \leq 1 \forall i \in M_{\lambda_m}, k \in \{0, \ldots, N\}
\]

\[
F_i (V_{u_k} (x_i - \bar{x}_0)t + (v_{u_k} + V_{u_k} \bar{x}_0)) \leq 1 \forall i \in M_{\mu}, k \in \{0, \ldots, N - 1\}
\]

(4.3.3a)

\[
G_i (V_{w_k} (x_i - \bar{x}_0)t + (v_{w_k} + V_{w_k} \bar{x}_0)) \leq 1 \forall i \in M_{\nu}, k \in \{0, \ldots, N - 1\}.
\]

Also the dual variables $\eta_k$ for $Fu_k \leq 1$, $\zeta_k$ for $Gw_k \leq 1$ and $\kappa_k$ for $E_{m} x_k \leq 1$ have to satisfy

\[
V_{\eta_k} (x_i - \bar{x}_0)t + (v_{\eta_k} + V_{\eta_k} \bar{x}_0) \geq 0
\]

\[
V_{\zeta_k} (x_i - \bar{x}_0)t + (v_{\zeta_k} + V_{\zeta_k} \bar{x}_0) \leq 0
\]

(4.3.3b)

\[
V_{\kappa_k} (x_i - \bar{x}_0)t + (v_{\kappa_k} + V_{\kappa_k} \bar{x}_0) \leq 0
\]
for all \( k \in \{0, \ldots, N - 1\} \). In order to determine the next active set of constraints we advance on the line \( x_0(t) \) with the maximal step without violating (4.3.3). That is we solve the scalar linear program

\[
\begin{align*}
\max_t & \quad t \\
\text{s.t.} & \quad (4.3.3).
\end{align*}
\]

(4.3.4)

For any generic problem the solution \( t^* \) to (4.3.4) is supported by exactly one inequality, i.e. no more than one inequality becomes active at each update of the active constraints. If \( t^* \) is such that \( x_0(t^*) \) activates one of the primal constrains (4.3.3a) we introduce that constraint as an active equality constraint and solve the updated problem. Conversely, if \( t^* \) is such that \( x_0(t^*) \) activates one of the dual constraints (4.3.3b) we remove the associated equality constraint and solve the updated problem. Notice that in either case a change of the constraints at stage \( m = i \) has no effect on the solution of previous stages \( m < i \) and we can reduce the computational workload by only solving updated stages and reusing previous results.

When the active set of constraints is updated in such a way that we have to introduce a compatibility constraint, then at that point its dual variable \( \xi_i, \hat{\xi}_i \) is zero and gains magnitude for increasing \( t \), it is effectively a ramp starting from \( t^* \). Therefore the choice \( \beta_i = \hat{\xi}_i, \hat{\beta}_i = \xi_{i-1} \) guarantees continuous decision variables with respect to \( x_0 \).

4.3.4 Now consider \( T_{13} \neq 0 \), i.e. the constraints for the minimisation at stage \( m = N \) are linearly dependent. Recall that for generic problems one constraint is added or removed at a time and therefore when the minimisation at stage \( m = N \) becomes degenerate there is exactly one linearly dependent constraint and the variable \( \hat{\beta}_0 \) is a scalar. In order to choose \( \hat{\beta}_0 \) we use the dual problem to an equality constrained quadratic minimisation (4.2.25):

\[
\min_{u_0} \quad \frac{1}{2} u_0^T(R + W_{N,u_0})u_0 + c_{N,u_0}^T u_0 + d_N \\
\text{s.t.} \quad F_{A_N} u_0 = 1 \\
\quad \hat{C}_N u_0 = 1
\]

(4.3.5)

with its Lagrangian

\[
\hat{L}_N = \frac{1}{2} u_0^T(R + W_{N,u_0})u_0 + c_{N,u_0}^T u_0 + d_N + \eta_0^T (F_{A_N} u_0 - 1) + \xi_0^T (\hat{C}_N u_0 - 1),
\]

(4.3.6)
the dual problem is therefore given by

$$\max_{\eta_0, \hat{\xi}_0} \quad - \frac{1}{2} \left( \eta_0 \right)^T \left( \frac{F_{AN}}{C_N} \right)^T \left( R + W_{N,u_0} \right)^{-1} \left( \frac{F_{AN}}{C_N} \right) \left( \eta_0 \right)$$

$$- \left( \left( \frac{F_{AN}}{C_N} \right) - \left( \frac{1}{1} \right) \right)^T \left( \hat{\xi}_0 \right) + \frac{1}{2} c_{N,u_0}^T \left( R + W_{N,u_0} \right)^{-1} c_{N,u_0} + d_N$$

where we abbreviate the primal and dual using $W_{N,u_0}, c_{N,u_0}$ to denote the terms corresponding to $u_0$ in $J_N(x_0, u_0)$, $d_N$ encapsulates the remaining parts which do not contain decision variables. Using Lemma (4.13) the solution to (4.3.5) is given by

$$u_0 = \Delta_{u_0} x_0 + \delta_{u_0}$$

$$\eta_0 = \Sigma_{\eta_0,x_0} x_0 + \Sigma_{\eta_0,\hat{\beta}_0} \hat{\beta}_0 + \sigma_{\eta_0}$$

$$\hat{\xi}_0 = \Sigma_{\xi_0,x_0} x_0 + \Sigma_{\xi_0,\hat{\beta}_0} \hat{\beta}_0 + \sigma_{\xi_0}$$

with $F_{AN} \Sigma_{\eta_0,\hat{\beta}_0} + \hat{C}_N^T \Sigma_{\xi_0,\hat{\beta}_0} = 0$. With these identities the primal problem is already fixed by the value of $x_0$, the dual on the other hand still has a degree of freedom. In order to further advance with the line search we therefore use the constrained dual problem:

$$\max_{\hat{\beta}_0} \quad \left( 1^T \Sigma_{\eta_0,\hat{\beta}_0} + 1 \Sigma_{\xi_0,\hat{\beta}_0} \right) \hat{\beta}_0$$

$$\text{s.t.} \quad T_{\eta_k} \hat{\beta}_0 + (V_{\eta_k} x_0 + v_{\eta_k}) \geq 0$$

$$T_{\xi_k} \hat{\beta}_0 + (V_{\xi_k} x_0 + v_{\xi_k}) \leq 0$$

$$T_{\kappa_k} \hat{\beta}_0 + (V_{\kappa_k} x_0 + v_{\kappa_k}) \leq 0$$

$$k \in \{0, \ldots, N - 1\}$$

The active inequality constraint associated with the dual variable supporting the maximiser $\hat{\beta}_0^*$ is then deactivated. If the constraint to be deactivated is the last one that was activated the boundary of the feasible set is reached and $x_e$ is infeasible, otherwise the line search continues without degeneracy. We illustrate the entire algorithm involved in the line search in Figure 4.3.

**4.3.5** A particular problem with active set solvers is that the number of active set changes between any two points can not easily be estimated. We will now discuss why a realistic upper bound is unlikely to be found. For this we reformulate the described line-search in a more abstract form and relate it to the well understood simplex algorithm. It is well known that the solution to a quadratic min-max program with linear constraints is a piecewise-quadratic function with respect to the parameter, see e.g. [4,82,83]. In particular the parameter space is decomposed into a polytopic complex $\mathcal{C}$ such that for every convex polytope $\mathcal{P}_i \in \mathcal{C}$ the solution to (4.0.1) is given
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Figure 4.3: Flow chart of the proposed line search. Here $A_m$ and $\hat{A}_{\hat{m}}$ denote the active constraints at sub-stage $m$ and $\hat{m}$ respectively, i.e. the $\hat{\cdot}$ variables relate to the sub-maximisation. The 2nd time conditional checks whether the $T_{\{\}} \neq 0$ for two consecutive times.
by a quadratic function, i.e. \( J_N(x) = \frac{1}{2} x^T Q x + c^T x + d \) for all \( x \in \mathcal{P}_i \). We can understand the line search to be an itinerary from \( x_0 \in \mathcal{P}_0 \) to \( x_e \in \mathcal{P}_e \), each update of the active set \( \mathcal{A} \) is directly related to the explicit objective value in the respective \( \mathcal{P}_i \). Since the polytopic complex \( \mathcal{C} \) such that \( x \in |\mathcal{C}| \) admits a feasible solution is bounded we first construct a polyhedral completion: For any bounded polytopic complex \( \mathcal{C} = \bigcup_i \mathcal{P}_i \subset \mathbb{R}^d \) we can find a finite number of polyhedra \( \mathcal{O}_j \) such that \( \bigcup_i \mathcal{P}_i \cup \bigcup_j \mathcal{O}_j = \mathbb{R}^d \). We refer to \( \tilde{\mathcal{C}} := \mathcal{C} \cup \mathcal{O}_j \) as the completed complex, for the completed complex \( \tilde{\mathcal{C}} \) we have the following definition.

**Definition 4.16.** Let \( \tilde{\mathcal{C}} \) be a completed complex, then its induced polar graph \( \mathcal{G}^P(\tilde{\mathcal{C}}) = (\mathcal{V}, \mathcal{E}) \) is such that each element of \( \mathcal{P}_i \in \tilde{\mathcal{C}} \) with full dimension \( \dim(\mathcal{P}_i) = d \) corresponds to one vertex \( \nu_i \in \mathcal{V} \). The edge set \( \mathcal{E} \) consists of pairs \((\nu_i, \nu_j)\) for which corresponding, full dimensional elements of \( \mathcal{P}_i, \mathcal{P}_j \in \tilde{\mathcal{C}} \) exist such that for all \( x \in \mathcal{P}_i \) there exists a point \( y \in \mathcal{P}_j \) and its neighbourhood \( U \ni y \) such that the line \( \varphi(x, y) = \{ p \in \mathbb{R}^d : p = x + t(y - x), 0 \leq t \leq 1 \} \) is contained in \( \mathcal{P}_i \cup \mathcal{P}_j \) for all \( \tilde{y} \in U \), i.e. \( \varphi(x, \tilde{y}) \subseteq \mathcal{P}_i \cup \mathcal{P}_j \).

Notice that here we define the *polar* of the induced graph, this is because the induced graph (with vertex set directly corresponding to the vertices of the complex) is of little use in this discussion. The condition defining the neighbours implies that the property of neighbourhood is a structurally stable one; this is verified since small perturbations in \( \mathcal{P}_i \) and \( \mathcal{P}_j \) do not lead to changes of the induced graph. Geometrically, the property can be understood in that two full dimensional polytopes \( \mathcal{P}_i \) and \( \mathcal{P}_j \) are neighbours if and only if they share a face of codimension one, i.e. a facet. Since the completion we describe yields a polyhedral division of the space \( \mathbb{R}^d \) it follows that the induced polar graph is \( d \)-connected. The definition of the induced polar graph is illustrated in Figure 4.5.

**4.3.6** By Definition 4.16 the induced polar graph of the polyhedral complex \( \tilde{\mathcal{C}} \) is undirected, however we can define a canonical directed graph such that the direction is given by all paths connecting \( \nu_0 \) and \( \nu_e \) without cycles, corresponding to a \( d \)-dimensional curve connecting \( x_0 \) with \( x_e \) without intersecting itself. Clearly, the itinerary of \( x(t) = x_0 + t(x_e - x_0) \) corresponds to one such path \( (\nu_0, \ldots, \nu_e) \). Recall the Hirsch conjecture discussed in Section 3, which applies to \( d \)-connected graphs that arise from \( d \)-dimensional polytopes supported by \( n \)-hyperplanes and gives upper bounds on the diameter of the induced graph of such a polytope. The reason the Hirsch conjecture is so conservative is because the bound has to be constructed in two stages: First the number of possible vertices has to be bounded for arbitrary
polytopes in $\mathbb{R}^d$ with $n$ inequalities and secondly, the diameter for those graphs have to be estimated for all possible configurations. In the case of the line-search the situation is even more difficult, for the first step of the Hirsch conjecture the number of vertices is bounded by the number of possible intersections of exactly $d$ hyperplanes (since $d$ hyperplanes support a vertex), the elements $P_i \in \bar{C}$ on the other hand are given as intersections of half-spaces. If the unconstrained solution of the min-max program is feasible anywhere, i.e. there exists a $P_i \in \bar{C}$ such that for all $x \in P_i$ the unconstrained solution applies, then $P_i$ is given by the intersection of $n$ half-spaces, for generic problems adjacent polytopes $P_j$ sharing a facet accordingly are given as an intersection of $n-1$ half-spaces and so on up to $n-d+1$. The second stage of the Hirsch conjecture bound would apply to the number of vertices obtained, however that number cannot be easily found and can only be upper bounded binomially which is over conservative for generic problems.

4.3.7 Due to the lack of a realistic upper bound on the number of active set changes, a study of the complexity of the proposed algorithm yields poor upper bounds. However, the computational complexity of each min-max sequence can easily be bounded. Notice that in the worst case scenario no more than $2N$ multi parametric quadratic programs with equality constraints have to be solved. Each multi parametric quadratic program with equality constraints is solved using Lemma 4.13, for this we have to compute one QR decomposition which requires no more than $2(mn^2 - \frac{n^3}{3})$ flops, where $m$ denotes the number of equality constraints and $n$ the number of decision variables, see [35] for the particular flop counts. Furthermore we require to invert a triangular matrix which costs no more than $\frac{m^3 - m}{6}$ flops and various matrix multiplication, each with $mnp$ flops (for $AB \in \mathbb{R}^{m \times p}$ with $A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{n \times p}$). Potentially, the degenerate case in Lemma 4.13 requires a Cholesky decomposition with no more than $\frac{n^3}{3}$ flops, to construct the solution we have to add up matrices, each addition adding another $mn$ flops. The worst case solution of Lemma 4.13 can be shown to require no more than $11n^3 + n^2 - \frac{n}{3}$ flops, this is done by using the proof of Lemma 4.13 to determine an inverse (or pseudo inverse) solving the first order optimality conditions of the respective problem. The solution is then constructed by multiplying the obtained (pseudo-)inverse with the constant and parameter dependent right hand side to obtain the solution, with this the optimal objective is evaluated to proceed with the next sub-problem. Adding all these steps together we have that the maximal flop count required to solve the min-max recursion for any active set is no larger than $N(2d + 5d^2 + 101d^3 + 8d^2(d + qd))$. This means that the complexity of each min-max
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4.4 Stability

In this section we discuss the stability properties of the closed-loop behaviour produced by using the solution \( u = u_0(x) \) of the robust model predictive control problem (4.0.1). There are two conceptually different ways to study the stability of (4.0.1). The first way is the functional way, i.e. leading to a statement that the closed loop system maps bounded sequences to bounded sequences in a \( H_\infty \) manner, see e.g [60]. The second way is a geometrical way using the framework of input-to-state stability, i.e. using a Lyapunov like function to characterise an invariant set for norm bound disturbances, see e.g. [53].

\footnote{The time measurements were acquired by simulation run in Matlab R2016a on a MacBook Pro 2012 clocked at 2.3 GHz.}
Figure 4.5: The polytopic complex $\mathcal{C} = \bigcup_i \mathcal{P}_i$ in black, the polyhedral completion of the complex $\mathcal{O}_i$ in red. In grey the induced graph of the complex, with the edges for the completion in blue. The completed graph is 2-connected.
First we present the $H_\infty$ result\(^8\), recall the introduced the sub-problems

\[
\hat{J}_m^*(x, u) = \max_w J_{m-1}^*(Ax + Bu + w)
\]

\[
J_m^*(x) = \min_u \hat{J}_m^*(x, u)
\]

where we omit repeating the remaining constraints which are in the respective optimisation programs. Using $k = N - m$ we use the notation $\hat{J}_m^*(x, u) = J_{m-1}^*(Ax + Bu + w_k(x, u))$ and $J_m^*(x) = \hat{J}_m^*(x, u_k(x))$ for the respective optimisers. Let $x \in \mathcal{X}_{m-1} \cap \mathcal{X}_m$, then $u_{k+1}(x) \in \mathcal{U}$ exists and due to optimality we have $J_m^*(x) = \hat{J}_m^*(x, u_k(x)) \leq \hat{J}_m^*(x, u_{k+1}(x))$, similarly $\mathcal{X}_m \subseteq \mathcal{X}_{m+1}$ implies that $w_{k-1}(x, u)$ is admissible in $\hat{J}_m^*(x, u) = J_{m-1}^*(Ax + Bu + w_k(x, u)) \geq J_{m-1}^*(Ax + Bu + w_{k-1}(x, u))$. Furthermore due to the way the set sequence $\mathcal{X}_m$ is defined, we have that $x \in \mathcal{X}_m$ implies $Ax + Bu_k(x) + w \in \mathcal{X}_{m-1}$ for all $w \in \mathcal{W}$. We can recursively use this to obtain

\[
J_m^*(x) - J_m^*(x) \leq \hat{J}_m^*(x, u_{k+1}(x)) - \hat{J}_m^*(x, u_{k+1}(x))
\]

\[
\hat{J}_m^*(x, u) - \hat{J}_{m-1}(x, u) \leq J_{m-1}^*(Ax + Bu + w_k(x, u)) - J_{m-2}(Ax + Bu + w_k(x, u))
\]

(4.4.1)

which leads us to the penultimate stage $m = 1$ where for $x \in \mathcal{X}_0 = \mathcal{X}_\text{max}$ we have:

\[
J_1^*(x) - J_0^*(x) = \min_u \max_w \frac{1}{2} (x^T Q x + u^T R u + \gamma^2 w^T w) + J_0^*(Ax + Bu + w) - J_0(x)
\]

(4.4.2)

which implies that we can apply the terminal controller $u = Kx$, but the terminal controller was designed to satisfy

\[
J_0(x) - J_0^*(Ax + BKx + w) \geq \frac{1}{2} (x^T Q x + (Kx)^T RKx - \gamma^2 w^T w)
\]

(4.4.3)

for all $w \in \mathbb{R}^d$.\(^9\) But this yields $J_1^*(x) - J_0^*(x) \leq 0$ and hence $J_m^*(x) - J_m^*(x) \leq 0$, i.e. with our choice of the terminal conditions applying a longer horizon controller is cheaper than applying shorter horizon one. For the closed-loop system with initial state $x_0$ using the controller $u = u_0(x)$ we have

\[
J_N^*(x_0) = \min_u \max_w \frac{1}{2} (x_0^T Q x_0 + u^T R u + \gamma^2 w^T w) + J_{N-1}^*(Ax_0 + Bu + w)
\]

\[
\geq \frac{1}{2} (x_0^T Q x_0 + u_0(x_0)^T R u_0(x_0) - \gamma^2 w_0^T w_0) + J_{N-1}^*(Ax_0 + Bu_0(x_0) + w_0)
\]

\[
\geq \frac{1}{2} (x_1^T Q x_1 + u_0(x_0)^T R u_0(x_0) - \gamma^2 w_0^T w_0) + J_N(x_1)
\]

\[
\geq \sum_{l=0}^{n} \frac{1}{2} (x_l^T Q x_l + u_0(x_l)^T R u_0(x_l) - \gamma^2 w_l^T w_l) + J_N^*(x_{n+1})
\]

(4.4.4)

\(^8\) Again we follow the ideas presented in [18] adapted to our problem

\(^9\) See Appendix C for the design.
or equivalently
\[
\gamma^2 \sum_{l=0}^{n} w_l^T w_l \geq \sum_{l=0}^{n} \xi_l^T Q \xi_l + u_0(\xi_l)^T R u_0(\xi_l) + 2 (J_N^*(x_{n+1}) - J_N^*(x_0)) \tag{4.4.5}
\]
Assume \( w \in \ell_2(W) \), i.e. \( \sum_{l=0}^{n} w_l^T w_l \leq \infty \) then the right hand side of (4.4.5) is finite. Since we assume \( Q \geq 0 \), \( R > 0 \) and due to the piecewise affine character of \( u_0(x) \) there exist \( S_l > 0 \) such that
\[
\xi_l^T Q \xi_l + u_0(\xi_l)^T R u_0(\xi_l) \geq \xi_l^T S_l \xi_l
\]
and with \( S := \liminf_{l \to 0} S_l > 0 \) we have
\[
\gamma^2 \sum_{l=0}^{n} w_l^T w_l \geq \sum_{l=0}^{n} \xi_l^T S_l \xi_l + 2 (J_N^*(x_{n+1}) - J_N^*(x_0)).
\]
So that \( \sum_{l=0}^{n} \xi_l^T S_l \xi_l \geq \sigma(S)^2 \sum_{l=0}^{n} \xi_l^T S_l \xi_l \) with the smallest eigenvalue of \( S \) denoted by \( \sigma(S) \). The value of \( c_n \) may fluctuate, it is however bounded in magnitude, to see this we recall that \( x_0 \in X_N \) guarantees that \( x_1 \in X_{N-1} \subseteq X_N \) due to the way the stage constraints \( X_m \) are defined. We therefore know that \( \|x_0 - x_1\|_2 \) is bounded by the diameter of \( X_N \), i.e. \( \|x_0 - x_1\|_2 \leq 2d(\{0\}, X_N) \). Furthermore, we have seen that \( J_N^*(x) \) is a continuous piecewise quadratic function in \( x \in X_N \) with a finite number of quadratic components, since \( X_N \) is compact we can therefore find a global Lipschitz constant \( L \) such that \( |J_N^*(x_{n+1}) - J_N^*(x_0)| \leq L \|x_0 - x_{n+1}\|_2 \leq 2Ld(\{0\}, X_N) =: \Delta \). Now we can define a meaningful limit to obtain
\[
\gamma^2 \sum_{l=0}^{n} w_l^T w_l \geq \sigma(S)^2 \sum_{l=0}^{n} \xi_l^T S_l \xi_l + \Delta \tag{4.4.6}
\]
This means that the closed-loop system maps \( \ell_2(W) \) to \( \ell_2(X_N) \) with the gain no larger than \( \frac{\gamma^2}{\sigma(S)^2} \)
\[
\sup_{w \in \ell_2(W), \|w\|_2 \neq 0} \frac{\|x\|_2^2}{\|w\|_2^2} \leq \frac{\gamma^2}{\sigma(S)^2} + \frac{\Delta}{\sigma(S)^2 \|w\|_2^2} \tag{4.4.7}
\]
The bound (4.4.7) implies that \( \gamma \) bounds the the \( H_\infty \)-norm of the closed loop system.

\textbf{4.4.2} The input-to-state stability derivation uses a similar line of arguments. First we give a definition of regional input-to-state stability, see [55, 69].

\textbf{Definition 4.17.} The system \( x^+ = f(x, w) \) is called input-to-state stable on the compact set \( \mathcal{X} \) if there exists a \( \mathcal{K} \mathcal{L} \) function \( \alpha \) and a \( \mathcal{K} \) function \( \beta \) such that
\[
\|x_k\|_2 \leq \alpha(\|x_0\|_2, k) + \beta(\|w\|_{\infty})
\]
holds for all \( x_0 \in \mathcal{X} \).
A more useful characterisation of the regional input-to-state stability is given by using an input-to-state stability Lyapunov function

**Definition 4.18.** A continuous function $V: \mathbb{R}^d \to \mathbb{R}_+$ is called ISS Lyapunov function for the system $x^+ = f(x, w)$ on the compact set $\mathcal{X}$ if there exist $\underline{\alpha}, \bar{\alpha}, \beta \in \mathcal{K}^\infty$ and $\delta \in \mathcal{K}$ such that

\begin{align}
\underline{\alpha} (\|x\|_2) \leq V(x) \leq \bar{\alpha} (\|x\|_2) & \quad \forall x \in \mathcal{X} \quad (4.4.8) \\
V(f(x, w)) - V(x) \leq -\beta (\|x\|_2) + \delta (\|w\|_2) & \quad (4.4.9)
\end{align}

holds for all $x \in \mathcal{X}$ and $w \in \mathcal{W}$.

It is a well-known result that if a system $x^+ = f(x, w)$ admits an regional ISS Lyapunov function it is reginal input-to-state stable, see e.g. [69].

We will now demonstrate that the closed loop system $x^+ = Ax + Bu_0(x) + w = f(x, w)$ is input-to-state stable by showing that the optimal value function $J^*_N(x) = V(x)$ is a regional ISS Lyapunov function on $\mathcal{X}_N$:

1. First we show that there exists an $\underline{\alpha} \in \mathcal{K}$ such that $\underline{\alpha} (\|x\|_2) \leq V(x)$ for all $x \in \mathcal{X}_N$. Notice that for $x_0 = 0$ we have $J^*_N(x_0) = 0$ and is locally purely quadratic, this can be seen by recursively solving all unconstrained maximisations and minimisations, all decision variables depend linearly on the initial state $x_0$. Since all stage costs are purely quadratic and the optimisers are linear in $x_0$ the cost $J_N(x_0)$ is a sum of purely quadratic terms and hence itself purely quadratic. Furthermore notice that throughout this work we assumed that each minimisation and maximisation admits a unique solution, i.e. $\max_{w, x^+} -\frac{\gamma^2}{2} w^T w + J^*_{m-1}(x^+)$ is assumed to be a strictly concave problem (in the sense of Lemma 4.12) and $\min_u \frac{1}{2} u^T Ru + \hat{J}_m(x, u)$ a strictly convex one. Recall that the conjunction of a strictly convex function and an affine function is strictly convex, $f(x)$ strictly convex implies that $f(Ax + b)$ is strictly convex. And hence we have

$$J^*_N(x_0) = \frac{1}{2} x_0^T Q x_0 + \frac{1}{2} u_0(x_0)^T R u_0(x_0) + \hat{J}_N(x_0, u_0(x_0)) \quad (4.4.10)$$

with $(\ast)$ strictly convex in $x_0$, so that $J^*_N(x)$ is strictly convex in $x$, piecewise quadratic and has its unique minimum at $x = 0$, since its domain $\mathcal{X}_N$ is compact we can find a purely quadratic lower bound $\alpha_1 x^T x \leq J^*_N(x)$.
2. Since $J_N^*(x)$ is convex, piecewise quadratic and continuous on the compact set $\mathcal{X}_N$ with its minimum at the origin, it attains its (not necessarily unique) maximal value on the boundary of $\mathcal{X}_N$. This implies that there exists a number $\alpha_2 > 0$ such that $J_N^*(x) \leq \alpha_2 x^T x$. So that we have $\alpha(t) = \alpha_1 t^2$ and $\alpha(t) = \alpha_2 t^2$, which bound the objective value $J_N^*(x)$ for all feasible $x \in \mathcal{X}_N$.

3. Now we show that $J_N^*(Ax + Bu_0(x) + w) - J_N^*(x) \leq -\beta(||x||_2) + \delta(||w||_2)$, in fact we showed this decrease in the objective already in (4.4.4) where we showed

$$J_N^*(f(x, w)) - J_N^*(x) \leq -\frac{1}{2} \left(xQx + u_0(x)^TRu_0(x)\right) + \frac{\gamma^2}{2} w^T w$$

(4.4.11)

which holds for all feasible $x \in \mathcal{X}_N$ and $w \in \mathcal{W}$.

So that we can summarise the result as

**Lemma 4.19.** The uncertain closed loop system $\Sigma : x^+ = Ax + Bu_0(x) + w$ discussed above maps $\Sigma : \ell_2(\mathcal{W}) \rightarrow \ell_2(\mathcal{X}_n)$ with an $H_\infty$ gain (4.4.7).

Furthermore, the objective cost $J_N^*(x)$ is a regional ISS Lyapunov function for the system satisfying

$$\alpha_1 ||x||^2_2 \leq J_N^*(x) \leq \alpha_2 ||x||^2_2$$

$$J_N^*(Ax + Bu_0(x) + w) - J_N^*(x) \leq -\frac{(\sigma(S)||x||^2_2)}{2} + \frac{\gamma^2}{2} ||w||^2_2$$

(4.4.12)

for all $x \in \mathcal{X}_N$, $w \in \mathcal{W}$.

The input-to-state stability approach is often used to characterise invariant sets of an uncertain system using its ISS Lyapunov function (see e.g. [42] or [55, 69] for the regional statement). For this we refer to [55]: There exist compact sets $0 \in \Theta \subset \Omega \subseteq \mathcal{X}_N$ such that

$$\Theta = \{x \in \mathcal{X}_N : d(x, \partial \Omega) > c, V(x) \leq \delta(||w||_2)\} \subset \Omega$$

for some $c > 0$. Where $b \in \mathcal{K}$ is given by $b = \bar{\alpha} \circ \beta^{-1} \circ \rho^{-1} \circ \delta$ for some $\rho \in \mathcal{K}$ with $I - \rho \in \mathcal{K}^\infty$. It can then be shown that the set $\Theta$ is asymptotically attractive, i.e. $\lim_{k \to \infty} d(x_k, \Theta) = 0$, see [55]. Analogue to global input-to-state stability statements [41], it can be shown that perturbed trajectories with $x_0 \in \Theta$ remain in $\Theta$, i.e. $x_k \in \Theta$ and hence $\Theta$ is a robust positive invariant set for the closed loop system, see [55].
Notice that we present the input-to-state stability and invariance for completeness as the framework heavily relies on the knowledge of the optimal value of the objective function, which we usually deliberately do not compute for all $x \in \mathcal{X}_N$.

**Example VII**

Consider the system $x^+ = x + u + w$ with $x \in \mathcal{X} = [-10, 10], u \in \mathcal{U} = [-2, 2]$ and $w \in \mathcal{W} = [-1, 1]$ in closed loop with the controller obtained in Example VI. In closed-loop the trajectories for random values of $w \in \mathcal{W}$ is illustrated in Figure 4.6. As expected the trajectories converge towards the origin and are contained in a bounded set around the origin after the transition period.

In this simple case we can explicitly determine the entire optimal objective $J_2^*(x)$ and the necessary $\mathcal{K}$-functions $\alpha, \beta$ and $\delta$ to determine $b$ in the previous discussion: The functions are given as $\alpha(|x|) = \frac{52}{25}|x|^2$, $\beta(|x|) = |x|^2 + \left(-\frac{9}{31}|x|\right)^2 = \frac{1042}{961}|x|^2$ and $\delta(|w|) = 3|w|^2$. Hence $b = \frac{74958}{13025}$ and we find $J_2^*(x) \leq b$ to be equivalent to $|x| \leq \frac{31\sqrt{2418}}{5} \approx 1.8010$. 

---

Figure 4.6: Three different closed-loop trajectories produced by the solution of (6VI) for $x_0 = 4\frac{1}{2}$. The level set $J_2^*(x) \leq b$ which is invariant according to the input-to-state stability analysis.
Chapter 5

Parametric Convexity

5.0.1 In Chapter 4 we discussed the robust model predictive formulation where all constraint sets are supposed to be fixed. Recall that for all presented computations we need to be able to subtract the disturbance set, i.e. compute the Pontryagin difference with the disturbance set as the subtrahend, see (4.1.3) and (4.1.21). Here we discuss an extension to the conventional definition of the Pontryagin difference for disturbance sets that vary in dependence of the state and the input in a certain way. For the Pontryagin difference with a set-valued map as the subtrahend to yield useful results we need to restrict the set of set-valued maps to have certain properties. Therefore we present the main property we use to guarantee the convexity of the Pontryagin difference, which we call parametric convexity.

General set-valued maps have been studied for various purposes and we refer the reader to [1] for further reading, here we only present properties we need in the current exposition. To minimise notational confusion, in this section we use \( Y \subseteq \mathbb{R}^d \) as the parameter set, \( Z \subseteq \mathbb{R}^n \) as the realisation set, the power set of the set \( Z \) is denoted by \( \mathcal{P}(Z) \).

**Definition 5.1.** Let the parameter set \( Y \subseteq \mathbb{R}^d \) be closed and the realisation set \( Z \subseteq \mathbb{R}^n \) then the map \( f : Y \rightarrow \mathcal{P}(Z), Y \ni p \mapsto f(p) \subseteq Z \) defines a set-valued map and the set

\[
\mathcal{G}(f) := \{(p, z) \in Y \times Z : z \in f(p)\}
\]

is its graph.

We call a set-valued map continuous if its graph \( \mathcal{G}(f) \) has a continuous boundary, i.e. for every point \((p, z) \in \partial \mathcal{G}(f)\) there exists a neighbourhood \( U \ni (p, z) \) and
a continuous bijection $g : U \rightarrow \mathbb{R}^{d+n}$ such that $g$ maps $U \cap \mathcal{G}(f)$ onto $V \cap \mathbb{R}^{d+n}$ where $V \subset \mathbb{R}^{n+d}$ is some open set.\footnote{There are various ways of defining continuity for set-valued maps, see [1] for most common definitions. The continuity of the graph is a way of defining continuity which implies many other weaker continuity assumptions, some of the statements presented here may be extended for such weaker assumptions, however it is not the aim of this work to present the most general statements.}

All set-valued maps we use in this work are assumed to be continuous, hence we omit mentioning continuity in the remainder of this section. Furthermore, we assume all realisations $f(p)$ to be closed in $\mathbb{R}^n$. In the first part of this section we present a general framework for parametrically convex set-valued maps, whereas later in this section we present computationally relevant results for piecewise-polyhedral parametrically convex set-valued maps.

### 5.1 Properties of Parametrically Convex Set-Valued Maps

#### 5.1.1

In this section we define the property of parametric convexity in the context of set-valued maps.\footnote{The majority of this section was published in [76].} This property is then used to demonstrate the convexity of a generalised Pontryagin difference operation.

**Definition 5.2** (Parametric Convexity). Let $W : Y \rightarrow \mathcal{P}(Z)$, where $Y \ni p \mapsto W(p) \subset Z$, be a continuous set-valued map. The map $W$ is called **parametrically convex** if it satisfies

$$W(\lambda p_1 + (1 - \lambda)p_2) \subseteq \lambda W(p_1) \oplus (1 - \lambda)W(p_2) \quad (5.1.1)$$

for all $p_1, p_2 \in Y$ and $\lambda \in (0, 1)$.

Notice that Definition 5.2 does not require convexity of $W(p)$. However, we will only consider maps $W$ for which $W(p)$ is convex for all fixed $p \in Y$. A similar definition was given in [40] for scalar families of sets ($d = 1$), however the results presented are not directly related. We begin by introducing an equivalent characterisation of parametric convexity that provides an insight into the geometrical properties of set-valued maps satisfying (5.1.1). This is based on a description of parametric convexity in terms of conditions on the graph $\mathcal{G}(W)$ of the set-valued map.
Definition 5.3. Let $\mathcal{W} : Y \to \mathcal{P}(Z)$ be a continuous set-valued map such that $\mathcal{W}(p)$ is convex for all $p \in Y$, then

$$\text{int}(\mathcal{G}(\mathcal{W})) = \{(p, z) \in Y \times Z : \forall \zeta \in \mathbb{R}^n \exists \epsilon > 0, z + \epsilon \zeta \in \mathcal{W}(p)\}$$

denotes the interior of its graph and

$$\partial \mathcal{G}(\mathcal{W}) = \mathcal{G}(\mathcal{W}) \setminus \text{int}(\mathcal{G}(\mathcal{W}))$$

its boundary; furthermore for any $(p, z) \in \partial \mathcal{G}(\mathcal{W})$ the normal cone is defined as

$$\mathcal{N}\mathcal{W}(p, z) = \{ \zeta \in \mathbb{R}^n : \zeta^T(\eta - z) \leq 0, \eta \in \mathcal{W}(p) \forall \epsilon > 0 \}.$$  

Remark 5.4. Note that the sets in Definition 5.3 are defined in the space of the set variable $z \in Z$ rather than graph variable $(p, z) \in Y \times Z$.

5.1.2 The central idea connecting parametric convexity of a set valued map $\mathcal{W}$ with properties of its graph $\mathcal{G}(\mathcal{W})$ is stated next.

Lemma 5.5. A set-valued map $\mathcal{W}$ satisfying $\mathcal{W}(p) \ni 0$ for all $p \in Y$ is parametrically convex iff

$$\lambda(p_1, z_1) + (1 - \lambda)(p_2, z_2) \notin \text{int}(\mathcal{G}(\mathcal{W}))$$

holds for all $\lambda \in (0,1)$ and all $(p_1, z_1), (p_2, z_2) \in \partial \mathcal{G}(\mathcal{W})$ such that $\mathcal{N}\mathcal{W}(p_1, z_1) \cap \mathcal{N}\mathcal{W}(p_2, z_2) \neq \emptyset$.

Proof. Consider the set $S$, defined for given $\lambda \in (0,1)$ and $p_1, p_2 \in Y$ by

$$S = \lambda \mathcal{W}(p_1) \oplus (1 - \lambda)\mathcal{W}(p_2) = \{ z : \lambda z_1 + (1 - \lambda)z_2, z_1 \in \mathcal{W}(p_1), z_2 \in \mathcal{W}(p_2) \}.$$  

We first show that $z \in \partial S = S \setminus \text{int}(S)$ if and only if $z = \lambda z_1 + (1 - \lambda)z_2$ for some $z_1 \in \partial \mathcal{W}(p_1)$ and $z_2 \in \partial \mathcal{W}(p_2)$ such that $\mathcal{N}\mathcal{W}(p_1, z_1) \cap \mathcal{N}\mathcal{W}(p_2, z_2) \neq \emptyset$.

If $z \in \partial S$, then there must exist $\zeta \in \mathbb{R}^n$ such that $z + \epsilon \zeta \notin S$ for all $\epsilon > 0$, which implies that it is not possible to find $z'_1 \in \mathcal{W}(p_1)$ and $z'_2 \in \mathcal{W}(p_2)$ such that $z + \epsilon \zeta = \lambda z'_1 + (1 - \lambda)z'_2$ for all $\epsilon > 0$. Hence $z_1 \in \partial \mathcal{W}(p_1)$ and $z_2 \in \partial \mathcal{W}(p_2)$ are necessary conditions for $z \in \partial S$.

We therefore assume that $z = \lambda z_1 + (1 - \lambda)z_2$ with $z_i \in \partial \mathcal{W}(p_i), i = 1, 2$. Then $z + \zeta \in S$ if and only if there exists $\zeta_1$ or $\zeta_2$ such that $\zeta = \lambda \zeta_1$ or $(1 - \lambda)\zeta_2$, with $\zeta_i \in \mathcal{N}_{\mathcal{W}}^*(p_i, z_i)$, where $\mathcal{N}_{\mathcal{W}}^*(p_i, z_i)$ is the polar cone:

$$\mathcal{N}_{\mathcal{W}}^*(p_i, z_i) = \{ \zeta : v_i^T \zeta \leq 0, \forall v_i \in \mathcal{N}\mathcal{W}(p_i, z_i) \}.$$
Therefore $z + \zeta \in S$ if and only if $\zeta \in \mathcal{N}_\mathcal{W}(p_1, z_1) \cup \mathcal{N}_\mathcal{W}(p_2, z_2)$. It follows that $v$ lies in the normal cone to $S$ at $z$ if and only if

$$v^\top \zeta \leq 0 \quad \forall \zeta \in \mathcal{N}_\mathcal{W}(p_1, z_1) \cup \mathcal{N}_\mathcal{W}(p_2, z_2),$$

or equivalently, if and only if, for all $\zeta_i \in \mathcal{N}_\mathcal{W}(p_i, z_i), i = 1, 2$, we have

$$v^\top (\mu \zeta_1 + (1 - \mu) \zeta_2) \leq 0 \quad \forall \mu \in [0, 1]. \quad (5.1.3)$$

Clearly $v$ must lie in $\mathcal{N}\mathcal{W}(p_1, z_1)$ (since $\mu = 1$ in (5.1.3) gives $v^\top \zeta_1 \leq 0$) and similarly $v \in \mathcal{N}\mathcal{W}(p_2, z_1)$ (since $\mu = 0$ in (5.1.3) gives $v^\top \zeta_2 \leq 0$), and hence $\mathcal{N}\mathcal{W}(p_1, z_1) \cap \mathcal{N}\mathcal{W}(p_2, z_2) \neq \emptyset$ is necessary for $z \in \partial S$. Furthermore $v \in \mathcal{N}\mathcal{W}(p_1, z_1) \cap \mathcal{N}\mathcal{W}(p_2, z_2)$ is also sufficient to ensure (5.1.3) for all $\mu \in [0, 1]$, and hence also sufficient for $z \in \partial S$.

Given that $0 \in \mathcal{W}(p)$ for all $p \in Y$, we must have $0 \in \mathcal{W}(\lambda p_1 + (1 - \lambda) p_2)$ and $0 \in S$. Therefore condition (5.1.2), when invoked for all $z \in \partial S$, is equivalent to $\mathcal{W}(\lambda p_1 + (1 - \lambda) p_2) \subseteq S$. The proof is completed by applying the preceding argument for all $p_1, p_2 \in Y$ and all $\lambda \in (0, 1)$.

Condition (5.1.2) requires that the graph $\mathcal{G}(\mathcal{W})$ is non-convex. Indeed it is shown next that if $\mathcal{G}(\mathcal{W})$ is strictly convex at any $(p, z) \in \partial \mathcal{G}(\mathcal{W})$, then (5.1.2) is violated and $\mathcal{W}$ cannot be parametrically convex.

**Corollary 5.6.** Let $\mathcal{W}(p) := \{z \in \mathbb{R}^n : r(p, z) \leq 0\}$ define a set-valued map where $r: \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}$, $(p, z) \mapsto r(p, z)$ is a continuous function which is convex in $z \in \mathbb{R}^n$, then $\mathcal{W}$ is parametrically convex iff the function $r$ is concave in $p \in \mathbb{R}^d$.

**Proof.** First note that $r(p, z)$ is assumed to be a convex function of $z$ for any given value of $p$ so that $\mathcal{W}(p)$ is a convex set for each $p \in \mathbb{R}^d$. Suppose that, for given $z \in \mathbb{R}^n$, $r(p, z)$ is a non-concave (i.e. strictly convex) function of $p$, for all $p$ in some region $\Omega \subseteq \mathbb{R}^d$. Then any convex subset $\mathcal{C} \subseteq \Omega$ will be such that $\mathcal{G}(\mathcal{W})|_{\mathcal{C}}$ is a (strictly) convex set. Furthermore, for any $(p_1, z_1), (p_2, z_2) \in \partial \mathcal{G}(\mathcal{W})|_{\mathcal{C}}$ we have $\lambda(p_1, z_1) + (1 - \lambda)(p_2, z_2) \in \text{int}(\mathcal{G}(\mathcal{W}))|_{\mathcal{C}}$ for all $\lambda \in (0, 1)$ since $\mathcal{G}(\mathcal{W})|_{\mathcal{C}}$ is strictly convex in $p$. Hence (5.1.2) is violated in this case, implying that $r(p, z)$ cannot be a non-concave function of $p$ in any non-empty set $\Omega$ if $\mathcal{W}$ is parametrically convex. Conversely, if $r(p, z)$ is concave in $p$ for all $p \in \mathbb{R}^d$, then the conditions of Theorem 5.5 necessarily hold.

**5.1.3 As previously mentioned,** for parametrically convex set-valued maps to be useful in the context of robust model predictive control problems, we need to be able to perform a Pontryagin difference with the set-valued map as the subtrahend, therefore we define the parametric Pontryagin difference:
**Definition 5.7** (Parametric Pontryagin Difference). Let $S \subseteq Z$ and let $W : Z \to \mathcal{P}(Z)$ be a continuous set-valued map such that $W(p)$ is convex for all $p \in Z$, then the *parametric Pontryagin difference* $S \ominus W(S)$ is defined

$$S \ominus W(S) = \{z \in Z : \{z\} \oplus W(z) \subseteq S\}. \quad (5.1.4)$$

By a slight abuse of notation, $W(S)$ is used in (5.1.4) to indicate that $W$ is a set-valued map and that $S \ominus W(S)$ denotes the parametric Pontryagin difference, rather than a fixed set and the conventional Pontryagin difference. In fact the definition (5.1.4) indicates that $S \ominus W(S)$ only depends on the value of $W(z)$ on a subset of $S$.

**Remark 5.8.** For clarity it is sometimes useful to have alternative definitions of the parametric Pontryagin difference, notice that these are the equivalent extensions to the conventional Pontryagin difference definitions:

1. $S \ominus W(S) = \{z \in Z : \{z\} \oplus W(z) \subseteq S\}$
2. $S \ominus W(S) = \{z \in Z : z + w \in S \forall w \in W(z)\}$
3. $S \ominus W(S) = \bigcap_{z+w \in S} \{z\}$

We omit proving the equivalences between these three definitions since they all are reformulations of one another and hence trivially provable. See Appendix A for the counterparts for fixed sets $W$.

**Lemma 5.9.** Let $W : Z \to \mathcal{P}(Z)$ be a given set-valued map, then the parametric Pontryagin difference $S \ominus W(S)$ is convex for every convex $S \subseteq Z$ if and only if $W$ is parametrically convex.

**Proof.** To prove convexity of $S' = S \ominus W(S)$ when $W$ is parametrically convex we pick any $z_1, z_2 \in S'$, then the definition of the parametric Pontryagin difference gives

$$\{z_i\} \oplus W(z_i) \subseteq S, \quad i = 1, 2 \quad (5.1.5)$$

and it can be verified that $S'$ is convex by showing that line segments between all possible $z_1$ and $z_2$ are subsets of $S'$. In particular, for all $\lambda \in (0, 1)$ we have

$$\{\lambda z_1 + (1-\lambda) z_2\} \oplus W(\lambda z_1 + (1-\lambda) z_2)$$

$$\subseteq \{\lambda z_1 + (1-\lambda) z_2\} \oplus \lambda W(z_1) \oplus (1-\lambda) W(z_2)$$

$$= \lambda \left( \{z_1\} \oplus W(z_1) \right) \oplus (1-\lambda) \left( \{z_2\} \oplus W(z_2) \right)$$

$$\subseteq S$$
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(where the last inclusion results from the convexity of $S$), and it follows that $\lambda z_1 + (1 - \lambda)z_2 \in S'$ for all $\lambda \in (0, 1)$.

To demonstrate that parametric convexity of $W$ is necessary for convexity of $S \ominus W(S)$, suppose that condition (5.1.1) does not hold and choose $z_1, z_2$ so that $W(\lambda z_1 + (1 - \lambda)z_2) \not\subseteq \lambda W(z_1) \oplus (1 - \lambda)W(z_2)$ for some $\lambda \in (0, 1)$. Then there exists a value of $\lambda \in (0, 1)$ such that

$$\{\lambda z_1 + (1-\lambda)z_2\} \oplus W(\lambda z_1 + (1 - \lambda)z_2) \not\subseteq \lambda(\{z_1\} \oplus W(z_1)) \oplus (1 - \lambda)(\{z_2\} \oplus W(z_2)).$$

Therefore if $S$ is a convex polyhedron constructed so that $\{z_1\} \oplus W(z_1)$ and $\{z_2\} \oplus W(z_2)$ contain points lying on the same facet of $S$ (this is always possible if $S' = S \ominus W(S)$ has a non-empty interior), then there exists $\lambda \in (0, 1)$ such that $\lambda z_1 + (1 - \lambda)z_2 \not\in S'$.

Theorem 5.9 provides necessary and sufficient conditions for convexity of the parametric Pontryagin difference.

Example VIII

Consider the set $Y = \{p \in \mathbb{R}^2 : \|p\|_\infty \leq 1\}$ and the set-valued map

$$W(p) = \text{conv}\left\{\left(\pm\frac{1}{2}, 0\right), \left(0, \pm\frac{1 + p_1^2}{2}\right)\right\}$$

to see that $W$ is indeed a parametrically convex set notice that $W$ is the Minkowski sum of two line segments

$$W(p) = \text{conv}\left\{\left(\pm\frac{1}{2}, 0\right)\right\} \oplus \text{conv}\left\{\left(0, \pm\frac{1 + p_1^2}{2}\right)\right\}$$

The graph of the parameter dependent component is illustrated in Figure 5.1. Computing the parametric Pontryagin difference $Y \ominus W(Y)$ in this case is trivial:

$$\begin{align*}
(0 & \quad 1) (z + w) \leq 1 \forall w \in W(z) \\
z_2 + \max_{w \in W(z)} w_2 \leq 1 \\
z_2 + \frac{1}{2}(z_1^2 + 1) \leq 1 \\
z_2 + \frac{z_1^2}{2} \leq \frac{1}{2}
\end{align*}$$
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Figure 5.1: The pattern marks the graph of the parameter dependent component of the set $W(p)$ as proposed in the Example VIII.

Figure 5.2: The parametric Pontryagin difference $Y \ominus W(Y)$ for Example VIII.
Similarly from the remaining inequalities we obtain $Y \ominus W(Y) = \{z : |z_1| \leq \frac{1}{2} \wedge z_2 + \frac{z_2}{2} \leq \frac{1}{2} \wedge -z_2 + \frac{1}{2} \leq \frac{1}{2}\}$. The resulting set is shown in Figure 5.2. In this example we illustrate the parametric Pontryagin difference for two polytopes, it is particularly easy to find the parametric Pontryagin difference for this setup as the vertex description of the subtrahend is given. In general, explicitly calculating the parametric Pontryagin difference is considerably more difficult if not impossible.

We will now see that the parametric Pontryagin difference can be further characterised when the subtrahend is piecewise polyhedral, i.e. the dependence on the parameter is piecewise affine.

### 5.2 Piecewise Polyhedral Parametrically Convex Set-Valued Maps

#### 5.2.1
In this section we discuss set-valued maps $W$ for which every realisation $W(p)$ is polyhedral and in particular we study $W$ which depend on $p \in Y$ in a piecewise affine way.\(^3\)

**Remark 5.10.** Notice that the boundary of a polytope is locally convex, i.e. concave but not strictly concave, it is locally strictly convex only around lower dimensional faces (vertices, edges, etc.) . This trivial but important fact is exploited throughout the following statements. As long as the boundary $\partial G(W)$ is locally affine in $p \in Y$ Corollary 5.6 applies. Conversely if the boundary $\partial G(W)$ is locally given by more than one affine function in $p \in Y$ (determined by linear inequalities), then it is locally strictly convex and can therefore not be parametrically convex.

**Corollary 5.11.** Let $P \subset Y \times Z$ be a polytope defined by

$$P = \{(p, z) : Cp + Az \leq 1\}$$

and let

$$h_i = \{v \in \mathbb{R}^{d+n} : h_i v = 1\}, i \in \{1, \ldots, t\}$$

be its supporting hyperplanes. The set-valued map $W(p) = \{z \in Z : Az \leq 1 - Cp\}$ is parametrically convex iff all hyperplanes $h_i$ support $P$ on the entire parameter set $Y$, i.e. $h_i \cap (Y \times Z) = h_i \cap P$.

\(^3\)Historically the interest in such sets seems to be limited, the only reference we are aware of is [29], where some properties of general piecewise polyhedral set-valued maps are studied.
Figure 5.3: Segments of the polytope $P$ of Example IX, case 1 ($Y_1 = [-1, 0]$) and case 3 ($Y_3 = [0, 1]$) clearly produce a parametrically convex set-valued map $W(p)$. Case 2 ($Y_2 = [-1, 1]$) is locally not parametrically convex around $p = 0$, supporting hyperplanes left of this point do not support the polytope right of this point.

**Example IX**

Consider the three dimensional polytope

$$P = \{ x \in \mathbb{R}^3 : Ax \leq 1 \}$$

with

$$A = \begin{pmatrix} I_2 & 1 \\ -I_2 & 1 \\ I_2 & -1 \\ -I_2 & -1 \end{pmatrix}.$$

Let $z_1 = x_1$, $z_2 = x_2$ and $p = x_3$, consider three cases:

1. $Y_1 = [-1, 0]$,
2. $Y_2 = [-1, 1]$ and
3. $Y_3 = [0, 1]$.

The three cases are illustrated in Figure 5.3, unsurprisingly case 2 is does not define a parametrically convex set-valued map. Around $p = 0$ the supporting hyperplanes change while the appearance of the $W(p_1)$ and $W(p_2)$ (with $p_1 < 0 < p_2$) does not.

**Proof.** If $h_1$ is such that it only supports $P$ only on a strict subset of $Y$, then there exists $h_2$ that has a non-empty intersection with $h_1$, $h_1 \cap h_2 \neq \emptyset$, such that $h_2$ supports $P$ where $h_1$ does not. In particular, $h_1$ and $h_2$ are supporting hyperplanes of $P$ such
that \( h_1 \cap h_2 \subset \{ p^* \} \times \mathbb{R}^n \), but this implies that around \( p^* \) the graph of the set-valued map \( \mathcal{W}(p) \) is strictly convex, i.e. in violation of Lemma 5.5.

\[ 5.2.2 \]

We now present a central theorem for piecewise affine polytopic set-valued maps which are generic. Being generic implies two things, their realisation is simple and further no more than one structural component changes at a time. The second assumption will become clearer in the proof of the central statement for piecewise affine polytopic set-valued maps and makes the statement of Lemma 5.5 more specific.

**Lemma 5.12.** The generic piecewise affine polytopic parametric set-valued map

\[
\mathcal{W}(p) := \left\{ z \in \mathbb{R}^n : a_i z \leq \max_k \{ b_{i,k} + c_{i,k} p \} \forall i \in \{1, \ldots, m\} \right\}
\]  

(5.2.1)

is parametrically convex iff the number of vertices, \( v_\kappa(p) \), and rays, \( r_\eta(p) \), of \( \mathcal{W}(p) \) is constant for almost all \( p \in \mathcal{Y} \).

**Proof.** For clarity this proof is divided in 3 parts:

1. Note that \( h_i(p) = \max_k \{ b_{i,k} + c_{i,k} p \} \) is a multi-parametric linear program, the solution of which is a piecewise affine function \( h_i(p) = b_{i,k_i^*} + c_{i,k_i^*} p \), where \( k_i^*(p) \) is piecewise constant on a polyhedral complex, see e.g. [81]. This means that there exists a finite partition of \( \mathcal{Y} \subseteq \mathbb{R}^d \) into convex polyhedra \( \mathcal{P}_j \) such that

\[
\bigcup_{j \in I} \mathcal{P}_j = \mathcal{Y}
\]

and it follows that if the number of vertices or rays changes within any partition \( \mathcal{P}_j \) then \( \mathcal{G}(\mathcal{W}) |_{\mathcal{P}_j} \) is a strictly convex polyhedron and Corollary 5.11 applies.

2. Our attention is therefore concentrated on the boundaries of partitions \( \mathcal{P}_j \), at points \( p \in \mathcal{P}_{j_1} \cap \mathcal{P}_{j_2} \) where \( (b_{i,k_{j_1}^*} + c_{i,k_{j_1}^*} p)|_{\mathcal{P}_{j_1}} = (b_{i,k_{j_2}^*} + c_{i,k_{j_2}^*} p)|_{\mathcal{P}_{j_2}} \). Notice that a vertex \( v_\kappa(p) \) is defined by active and inactive inequalities, namely \( \mathcal{A}_\kappa(p) \) and \( \bar{\mathcal{A}}_\kappa(p) \) respectively, where

\[
a_i v_\kappa(p) = b_{i,k_i^*} + c_{i,k_i^*} p \quad \forall i \in \mathcal{A}_\kappa(p)
\]

\[
a_i v_\kappa(p) < b_{i,k_i^*} + c_{i,k_i^*} p \quad \forall i \in \bar{\mathcal{A}}_\kappa(p).
\]

Since \( \mathcal{W}(p) \) is simple almost everywhere in \( \mathcal{Y} \), i.e. each vertex is defined by exactly \( n \) active inequalities, hence we have \( |\mathcal{A}_\kappa(p)| = n \) for almost all \( p \in \mathcal{Y} \) and all \( \kappa \). Furthermore, since \( \mathcal{W}(p) \) is generic, only one element of \( k^*|_{\mathcal{P}_{j_1}} \) and
\( k^* \mid_{p_{j2}} \) for neighbouring \( P_{j1} \) and \( P_{j2} \) differs, that is, there exists a single index \( i \in \{1, \ldots, m\} \) such that \( k^*_i \mid_{P_{j1}} \neq k^*_i \mid_{P_{j2}} \). Hence, in order for the number of vertices to change, there must be a hyperplane \( fp = g \), such that the number of vertices for \( fp \leq g \) is \( N \) and for \( fp > g \) is at least \( N + 1 \). It follows from the previous discussion that \( \{p : fp = g\} = \text{aff}\{P_{j1} \cap P_{j2}\} \) for some \( j_1 \neq j_2 \). In order for vertices \( v_{\kappa_1}(p) \) and \( v_{\kappa_2}(p) \) to merge, the index sets \( A_{\kappa_1}(p) \) and \( A_{\kappa_2}(p) \) have to differ by only one element, i.e. \( A_{\kappa_1}(p) = J \cup \{s\} \) and \( A_{\kappa_2}(p) = J \cup \{u\} \) if \( fp > g \). Furthermore, for \( p \) such that \( fp \leq g \) we have \( v_{\kappa_1}(p) = v_{\kappa_2}(p) \), implying that \( A_{\kappa_1}(p) = A_{\kappa_2}(p) \). Since only one change in the active index set is considered (due to non-degeneracy assumptions), we must have \( A_{\kappa_1}(p) = A_{\kappa_2}(p) = J \cup \{s, u\} \). Hence on the hyperplane \( fp = g \), both the maximising index \( k^*(p) \) and the active index sets \( A_{\kappa_1}(p) \) and \( A_{\kappa_2}(p) \) must change, which implies that this problem is degenerate.

3. In order for a degenerate graph \( G(W) \) to be parametrically convex, the vertices \( v_{\kappa_1}(p) \) and \( v_{\kappa_2}(p) \) must be identical for \( fp \leq g \), and in particular their dependence on \( p \) has to be identical. This can be expressed using the implicit function theorem as follows

\[
\frac{d}{dp} \left( a_{J \cup \{s\}} v_{\kappa_1}(p) - b_{J \cup \{s\}} - c_{J \cup \{s\}} k^* p \right) = 0
\]

\[
\frac{d}{dp} \left( a_{J \cup \{u\}} v_{\kappa_2}(p) - b_{J \cup \{u\}} - c_{J \cup \{u\}} k^* p \right) = 0
\]

which implies

\[
a_{J \cup \{s\}} \frac{dv_{\kappa}}{dp} = c_{J \cup \{s\}} k^*
\]

\[
a_{J \cup \{u\}} \frac{dv_{\kappa}}{dp} = c_{J \cup \{u\}} k^*
\]

and since we can assume that the inequalities are non-redundant for some right hand side, we find that

\[
\frac{dv_{\kappa}}{dp} = a_{J \cup \{s\}}^{-1} c_{J \cup \{s\}} k^* = a_{J \cup \{u\}}^{-1} c_{J \cup \{u\}} k^* \quad (5.2.2)
\]

has to hold for the degenerate graph to remain parametrically convex. To complete the proof we note that (5.2.2) is a degenerate condition, in the sense that an arbitrarily small perturbation will result in \( v_{\kappa_1}(p) \neq v_{\kappa_2}(p) \), and we therefore disregard this possibility.
It is worth pointing out that Lemma 5.12 can be reformulated in a numerically useful way:

**Corollary 5.13.** The generic set $\mathcal{W}(p)$ defined by (5.2.1) is parametrically convex if and only if it is combinatorially equivalent for any $p_1, p_2 \in Y \subseteq \mathbb{R}^d$ almost everywhere, i.e. $\mathcal{W}(p_1) \cong \mathcal{W}(p_2)$.

**Proof.** Two polyhedra are combinatorially equivalent if there exists a bijection between all their faces which preserves the inclusion, see e.g. [90]. It is clear that as long as all complexes in proof 5.12, $\mathcal{A}_{\kappa}(p) = \mathcal{A}_{\kappa}$ are constant, all faces of $\mathcal{W}(p)$ are defined as intersections of the same set of half spaces. Although the shape of $\mathcal{W}(p)$ might change, its combinatorial structure does not, furthermore the combinatorial structure of $\mathcal{W}(p)$ is not affected by changes of the right hand side. The Perles’ Conjecture [45], states that the combinatorial structure of a simple polytope is uniquely determined by its graph (see Section 3), that is, as long as the induced graph of $\mathcal{W}(p)$ remains unchanged so does its combinatorial structure. The induced graph of a polytope is given by the vertices and the edges of a polytope, and since we have that the number of vertices remains unchanged throughout $Y$ for $\mathcal{W}(p)$, the induced graph $G(\mathcal{W}(p))$ has to have a constant number of vertices. This is only possible if it is constant itself or it abruptly changes multiple edges, however changing multiple edges involves changing multiple active sets which is a degenerate case. Notice that this result only applies to sets with full measure, where $\mathcal{W}(p)$ is non-degenerate. It is possible that there exist zero-measure sets (points, lines, $d-1$-hyperplanes) in $Y$ where $\mathcal{W}$ becomes singular, meaning not simple and vertices may merge, however due to the fact that for parameters outside such sets the combinatorial structure is fixed, we can find a continuous selection through these sets, in any sense we like. This means in particular that we ignore the fact that locally $v_{\kappa_1} = v_{\kappa_2}$ and can use a locally redundant representation $\mathcal{W}(p) = \text{conv}_{\kappa}\{v_{\kappa}(p)\}$. \qed

This allows for efficient numerical treatment, since we know how the vertices are defined, i.e. $\mathcal{A}_{\kappa} = \text{const}$.

**Example X**

In this example we present a two dimensional set-valued map that depends in a piecewise affine way on a one-dimensional parameter but is not generic. For this consider the set described by

$$
\mathcal{W}(p) = \mathcal{W}_1(p) = \left\{ x : \begin{pmatrix} 1 & 1 \\ -1 & 1 \\ 0 & 1 \\ 0 & -1 \end{pmatrix} x \leq \begin{pmatrix} \max\{1 + p, \frac{1}{2} + 2p\} \\ \max\{1 + p, \frac{1}{2} + 2p\} \\ \frac{1}{2} + 2p \\ 1 \end{pmatrix} \right\}
$$
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Figure 5.4: Graph $\mathcal{G}(\mathcal{W})$ of $\mathcal{W}(p)$ presented in Example X, which is degenerate, changes the number of vertices and is yet parametrically convex. Notice that any perturbation of the set-valued map produces generic non-parametrically convex set-valued maps, i.e. it is locally strictly convex, or generic parametrically convex set-valued maps, i.e. the number of vertices does not change throughout the parameter space.

Figure 5.5: The induced graphs for the set-valued map in Example X, left for $-1 < p < \frac{1}{2}$ and right for $p \geq \frac{1}{2}$. Notice that in this visual representation of the graph it might seem like not much happened and as if two vertices merged, however the induced graph as the set of vertices and neighbourhoods has changed completely, i.e. the cardinality of both sets making up the induced graph has changed abruptly.

Clearly, for $p \leq -1$ the set is empty, for $-1 < p < \frac{1}{2}$ the set is given by

$$\mathcal{W}(p) = \text{conv}\left\{\left(\pm\left(\frac{1}{2} - p\right)\right), \left(\pm(2 + p)\right)\right\}$$

but for $p \geq \frac{1}{2}$ we have

$$\mathcal{W}(p) = \text{conv}\left\{\left(0, \frac{1}{2} + 2p\right), \left(\frac{1}{2} + 3 + 4p\right)\right\}.$$  

This means that the number of vertices drops from 4 to 3 when $p$ exceeds $p = \frac{1}{2}$, see Figure 5.4 and 5.5.

5.2.3 For general piecewise affine descriptions of the type (5.2.1) which are not given in vertex representation it is less obvious how to determine whether the combinatorial
structure changes somewhere in the parameter space $Y \subseteq \mathbb{R}^d$. We therefore study how to determine parametric convexity for sets given in the form (5.2.1). For notational convenience let $\phi_i(p) = \max_k \{b_{i,k} + c_{i,k}p\}$ denote the right hand side of (5.2.1), i.e. $\mathcal{W}(p) = \{z \in \mathbb{R}^n : a_i z \leq \phi_i(p) \ \forall i \in \{1, \ldots, m\}\}$. It is equivalent to study $\phi_i$ and its epigraph

$$\text{epi}(\phi_i) = \{(p, t) \in Y \times \mathbb{R} : \phi_i(p) \leq t\}$$

see e.g. [36]. On each $d$-dimensional face

$$F_j = \text{conv}_f \left\{ \left( p_{j,f}, t_{j,f} \right) \right\}$$ (5.2.3)

of $\text{epi}(\phi_i)$ there exists a maximiser $k_j$ such that $\phi_i$ is defined by $\phi_i(p) = b_{i,k_j} + c_{i,k_j}p$ for all $p \in \pi_d(F_j)$ or equivalently

$$p = \sum_f \lambda_f p_{j,f}, 0 \leq \lambda \leq 1 \Rightarrow \phi_i(p) = \sum_f \lambda_f t_{j,f}. \quad \text{(5.2.4)}$$

Notice that if (5.2.3) is redundant, i.e. not all elements are vertices of $F_j$, then the statement is still true, and we can write $\phi_i(p)$ as a convex combination of points with (5.2.4).

Let $\mathcal{C}$ be a polyhedral complex such that in each $d$-dimensional element $P_j \in \mathcal{C}$ the set-valued map is given by $\mathcal{W}(p) = \{z \in \mathbb{R}^n : a_i z \leq b_{i,k_j} + c_{i,k_j}p\}$.\footnote{This complex is not assumed to be minimal, as minimality could require the use of non-convex elements, however non-convex elements would be represented as the union of convex elements. In particular we assume that each element of $\mathcal{P}_j \in \mathcal{C}$ is a convex polyhedron.} A natural way to obtain a convex polyhedral complex is by projecting the facets of the set

$$E = \{(p, t_1, \ldots, t_m) \in Y \times \mathbb{R}^m : \phi_i(p) \leq t_i\}$$ (5.2.5)

onto $\mathbb{R}^d$. The set of vertices of elements in the complex coincides with the union of all vertices of $d$-dimensional faces of $\text{epi}(\phi_i)$ for all $i \in \{1, \ldots, m\}$, i.e.

$$\bigcup_{P \in \mathcal{C}} \text{vert}(P) = \bigcup_{\text{(*)}} \text{vert}(\pi_d(F)) = \bigcup_{i \in \{1, \ldots, m\}} \pi_d(\text{vert}(\text{epi}(\phi_i))),$$

with $\text{(*)} = \{F : F$ is a $d$ – dimensional face of $\text{epi}(\phi_i)$ for some $i \in \{1, \ldots, m\}\}$. It is now obvious that the graph $\mathcal{G}(\mathcal{W}|_{P_j})$ on each $d$-dimensional element $P_j \in \mathcal{C}$ is entirely defined by the values of $\mathcal{W}(p_j)$ at the vertices $p_j \in \text{vert}(P_j)$. In each $P_j$ we have

$$\mathcal{W}(p) = \{z : a_i z \leq \sum_f \lambda_f t_{i,j,f}, \sum_f \lambda_f p_{j,f} = p, \sum_f \lambda = 1, 0 \leq \lambda \leq 1 \ \forall i \in \{1, \ldots, m\}\}.$$ Therefore, if $\mathcal{A}_n \subset \{1, \ldots, m\}$ such that $|\mathcal{A}_n| = d$ and $a_{n,k_n} = t_{n,j}$ defines a vertex for
\( \mathcal{W}(p_j) \), then \( a_{\kappa}v_{\kappa} = \sum_{f} \lambda_{f_{\kappa,f}} \) defines a vertex for \( \mathcal{W}(p) \).

Hence we propose the following algorithm to determine whether a piecewise affine set-valued map (5.2.1) is combinatorially equivalent to itself almost everywhere: Firstly, compute all vertices \( \text{vert}(E) \). Next, check whether the number of vertices is constant on \( \mathcal{D} = \pi_{d}(\text{vert}(E)) \), i.e.

\[
|\text{vert}(\mathcal{W}(p))| = \text{const.} \quad \forall p \in \mathcal{D}.
\]

If this condition is satisfied Corollary 5.12 holds and \( \mathcal{W}(p) \) is parametrically convex, furthermore enumerating the vertices of \( \mathcal{W}(p) \) for any fixed \( p \in \mathcal{Y} \) yields all vertex defining index sets \( \mathcal{A}_{\kappa} \subset \{1, \ldots, m\} \) which remain unchanged for all \( p \neq \tilde{p} \in \mathcal{Y} \) according to Corollary 5.13. That means that an alternative method of determining parametric convexity is: First, determine the index sets \( \mathcal{A}_{\kappa} \) for all vertices of \( \mathcal{W}(p^*) \) for an arbitrary \( p^* \in \mathcal{Y} \), then for all \( p \in \mathcal{D} \) check whether \( \mathcal{W}(p) \) is given by the convex hull of all vertices defined by \( \mathcal{A}_{\kappa} \) without redundancy.

We are now able to determine whether a piecewise affine description (5.2.1) defines a parametrically convex set-valued function, recall that our main drive for this analysis was to extend the scope of the robust model predictive control schemes presented in section 4. To be useful in the context of robust model predictive control we need to be able to compute the parametric Pontryagin difference \( Z \ominus \mathcal{W}(Z) \) for a piecewise polyhedral, parametrically convex set-valued map \( \mathcal{W} \).

### 5.2.4

For the set \( Z = \{ p \in \mathbb{R}^d : \Lambda_i p \leq \lambda_i, i \in \{1, \ldots, q\} \} \) each facet \( P_i = \{ p : \Lambda_i p = \lambda_i \wedge \Lambda_j p \leq \lambda_j, j \neq i \} \) defines facets of the set difference. Namely each point \( p \) on the boundary of \( Z \ominus \mathcal{W}(Z) \) is such that there exists an admissible \( w^* \) such that \( p + w^* \) lies on the boundary of \( Z \). Computing the set \( Z \ominus \mathcal{W}(Z) \) therefore reduces to computing points \( p \) for which an admissible \( w^* \) exists to produce \( p + w^* \in P_i \) for some \( i \in \{1, \ldots, q\} \). In order to find such points we use the inequality they have to satisfy:

\[
\Lambda_i(p + w) \leq \lambda_i \forall w \in \mathcal{W}(p) \\
\Lambda_i p + \max_{w \in \mathcal{W}(p)} \Lambda_i w \leq \lambda_i \quad (5.2.6)
\]

The term \((\dagger)\) is a multi-parametric linear program, we are less interested in the objective value of \((\dagger)\) but rather in the shape of its solution over \( p \) since it defines the
shape of the set of points which can only just be taken to $P_i$ for an extremal value of $w \in W(p)$ and therefore form the boundary of $Z \ominus W(Z)$. We exploit the linearity of the objective function to argue that only vertices of $W(p)$ are candidates to be the maximiser in (†). According to Corollary 5.13 there exists a fixed map $T$ such that

$$
\begin{pmatrix}
 w_1 \\
 \vdots \\
 w_N
\end{pmatrix} =
\begin{pmatrix}
 T_1 \\
 \vdots \\
 T_N
\end{pmatrix} t(p)
$$

(5.2.7)

defines all vertices of $W(p) = \text{conv}\{w_1(t(p)), \ldots, w_N(t(p))\}$ for a element-wise convex piecewise affine function $t(p)$. It is easy to see that the choice $t_i(p) = \phi_i(p)$ again leads us to the epigraph $\text{epi}(\phi_i)$ and therefore that the maximisation (†) becomes

$$
\max_{w \in W(p)} \Lambda_i w = \begin{cases}
 \min \tau \\
 \text{s.t. } \Lambda_i T_j t \leq \tau \\
 B_k + C_k p \leq t_k \\
 j \in \{1, \ldots, N\} \\
 k \in \{1, \ldots, m\},
\end{cases}
$$

(5.2.8)

further, the solution to (5.2.8) is only relevant for such $p$ that can be taken to $P_i$ for some $i \in \{1, \ldots, q\}$. We can add that constraint to (5.2.8) in order to obtain a linear program that is only feasible on the points which can be taken to $P_i$ for feasible $w$:

$$
\min \tau \\
\text{s.t. } \Lambda_i T_j t \leq \tau \\
 B_k + C_k p \leq t_k \\
 \Lambda_i p + \tau = \lambda_i \\
 \Lambda_i (p + T_j t) \leq \lambda_l \\
 l \neq i, j \in \{1, \ldots, N\} \\
 k \in \{1, \ldots, m\}
$$

(5.2.9)

Notice that we are only interested in the feasible $p$ rather than the objective value of (5.2.9), i.e. $p$ such that there exist $t$ and $\tau$ such that

$$
(p, t, \tau) \in \hat{P}_i = \left\{ (p, t, \tau) : \begin{array}{c}
 \Lambda_i T_j t \leq \tau \\
 B_k + C_k p \leq t_k \\
 \Lambda_i p + \tau = \lambda_i \\
 \Lambda_i (p + T_j t) \leq \lambda_l \\
 l \neq i, j \in \{1, \ldots, N\} \\
 k \in \{1, \ldots, m\}
\end{array} \right\}
$$

(5.2.10)

but this is the definition of the projection onto $\mathbb{R}^d$. With this the boundary of $Z \ominus W(Z)$ is given as the union of projections:

$$
\partial(Z \ominus W(Z)) = \bigcup_{i \in \{1, \ldots, q\}} \pi_d \left( \hat{P}_i \right)
$$

(5.2.11)
The simplest way to use (5.2.11) is to use a vertex description of $\tilde{P}_i$:

$$\text{vert}(Z \ominus W(Z)) = \bigcup_{i \in \{1, \ldots, q\}} \pi_d(\text{vert}(\tilde{P}_i)) \quad (5.2.12)$$

We further propose an alternative way of computing $Z \ominus W(Z)$: Instead of using $\tilde{P}_i$ which are points $p$ that can be taken to $P_i$ for a feasible $w \in W(p)$ and the values of the $\phi_i(p)$ and so on, we obtain all feasible $p$ such that a feasible $w \in W(p)$ exists such that $p + w$ lies on the boundary of $Z$.

$$L = \left\{ (p, t, \tau) : \begin{array}{l}
\Lambda_i T_j t \leq \tau_j, \quad j \in \{1, \ldots, N\} \\
B_k + C_k p \leq t_k, \quad i \in \{1, \ldots, q\} \\
\Lambda_i p + \tau_i \leq \lambda_i, \quad k \in \{1, \ldots, m\}
\end{array} \right\} \quad (5.2.13)$$

The set $L$ contains all such $p$ for which there exists a feasible $w \in W(p)$ such that $p + w \in Z$ and hence $\pi_d(L) = Z \ominus W(Z)$, which does not require a vertex enumeration.

Notice that although both methods lead to the same result, the first method requires the vertex enumeration of a $(d + m + 1)$-dimensional polyhedron whereas the latter requires a projection of a $(d + m + q)$-dimensional polyhedron onto $\mathbb{R}^d$. Depending on the complexity of $Z$ the appropriate method may be chosen.

**Example XI**

Consider the set $\mathcal{X} = \{x \in \mathbb{R}^2 : |x_1| \leq 1 \land |x_2| \leq 1\}$ and the set-valued map $W(x) = \{w \in \mathbb{R}^2 : \|w\|_P \leq \kappa \|x\|_P\}$. Where $\|\cdot\|_P$ is a polytopic approximation to the euclidean norm $\|\cdot\|_2$, i.e.

$$c_1 \|x\|_P \leq \|x\|_2 \leq c_2 \|x\|_P.$$ 

For example

$$\|x\|_P = \max_{k \leq n} \left\{ \sin \left( \frac{2\pi}{n-1} k \right) x_1 + \cos \left( \frac{2\pi}{n-1} k \right) x_2 \right\} = \max_{k \leq n} \{F_k x\}.$$ 

For this choice we find $c_1 = \cos \left( \frac{\pi}{n-1} \right)$ and $c_2 = 1$. Here $W(x)$ is a scaled approximation of an euclidean ball and therefore obviously parametrically convex with a fixed combinatorial structure. In fact, we find the $n$ vertices given by the solution to

$$\left( \begin{array}{c}
\sin \left( \frac{2\pi}{n-1} (k-1) \right) \\
\sin \left( \frac{2\pi}{n-1} k \right)
\end{array} \right) w_k = 1 \|x\|_P$$

for $k = 1, \ldots, n$. 
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In order to apply the method described above we require map $T$ such that
\[
\begin{pmatrix}
  w_1 \\
  \vdots \\
  w_n \\
  T_1 \\
  \vdots \\
  T_n
\end{pmatrix}
= \begin{pmatrix} T_1 \\ \vdots \\ T_n \end{pmatrix} \mathbf{1}(x).
\]
holds, but this becomes trivial as $t = \max_{k \leq n} \{ F_k x \}$ is a scalar. The sets \( \tilde{P}_i \) and \( L \) are given by
\[
\tilde{P}_i = \left\{ (z, t, \tau) : \begin{array}{c}
\kappa \Lambda_i T t \leq \tau \\
Fz \leq t \\
\Lambda_i(z + \tau) = \lambda_i, j \neq i, l \in \{1, \ldots, n\} \\
\Lambda_j(z + \kappa T_l t) \leq \lambda_j
\end{array} \right\}
\]
and
\[
L = \left\{ (z, t, \tau_1, \ldots, \tau_q) : \begin{array}{c}
\kappa \Lambda_i T t \leq \tau_i \\
Fz \leq t, i \in \{1, \ldots, q\} \\
\Lambda_i(z + \tau_i) \leq \lambda_i
\end{array} \right\}
\]
respectively.

For the choice $\kappa = 0.2$ and $n = 35$ the set \( \mathcal{X} \ominus \mathcal{W}(\mathcal{X}) = \pi_2(L) = \text{conv}\{\cup_{i \in \{1, \ldots, 4\}} \pi_2(\text{vert}(\tilde{P}_i))\} \) is illustrated in Figure 5.6.

In the context of robustness analysis the method described in Example XI can be used to study multiplicative uncertainty in certain cases. However, in the following example we use a piecewise affine function to bound non-linearities rather than uncertainties as they arise in linearisations.
Example XII

In this example we consider the system \( x^+ = x + f(x) \) where the non-linear terms are given by

\[
\begin{align*}
f_1(x) &= \frac{1}{10} \left( \frac{x_1}{2} + x_2 \right)^3 \\
f_2(x) &= \frac{1}{2} \arcsin \left( \sigma \left( x_1 - \frac{x_2}{2} \right) \sqrt{\frac{x_1 - x_2}{2}} + \sigma \left( -\left( x_1 - \frac{x_2}{2} \right) \right) \frac{x_1 - x_2}{2} \right)
\end{align*}
\]

with the Heaviside function \( \sigma(t) = \begin{cases} 1 & t \geq 0 \\ 0 & t < 0 \end{cases} \)

We want to approximate the set of states that satisfies \( x \in \mathcal{X} \) and \( x^+ \in \mathcal{X} \). For this we use piecewise affine approximations of \( f_1(x) \) (Figure 5.7) and \( f_2(x) \) (Figure 5.8) with tangents and secants to obtain element-wise bounds on the non-linearity of the form \( \mathcal{W}(x) = \{ w : \min_{k \leq M_i} \{ h_{x,k} x + h_{c,k} \} \leq w_i \leq \max_{k \leq N_i} \{ H_{x,k} x + H_{c,k} \} \forall i \in \{1, \ldots, d\} \} \). We can therefore analyse \( x^+ = x + w \) for all \( w \in \mathcal{W}(x) \) and can guarantee that the set of states that satisfy \( x \in \mathcal{X} \) and \( x + w \in \mathcal{X} \) for all \( w \in \mathcal{W}(x) \), i.e. \( \mathcal{X} \cap \mathcal{W}(\mathcal{X}) \), also satisfies the required property \( x \in \mathcal{X} \) and \( x + f(x) \in \mathcal{X} \). As the constraint set we use \( \mathcal{X} = \{ x : |x_1| + |x_2| \leq 2 \} \).

Figure 5.8 shows an obvious weakness of approximating non-linear terms using \( \max \{ c_k x + b_k \} \): the approximation is necessarily convex and therefore approximating non-convex functions introduces conservativeness.

The computation of the set \( \mathcal{X} \cap \mathcal{W}(\mathcal{X}) \) is then done analogously to the previous example, again we use

\[
\mathcal{W}(x) = \text{conv} \left\{ \left( t_1 \right), \left( t_2 \right) \right\}
\]

with \( t_1 = \max_k \{ H_{x,k} x + H_{c,k} \} \), \( t_3 = \max_k \{ H_{x,k} x + H_{c,k} \} \), \( t_4 = -\max_k \{ -h_{x,k} x - h_{c,k} \} \) and \( t_2 = -\max_k \{ -h_{x,k} x - h_{c,k} \} \). Each facet \( P_i = \{ x : \Lambda_i x = \lambda_i \cap \Lambda_j x \leq \lambda_j, j \neq i \} \) of the current set iterate defines facets of the next set iterate satisfying

\[
\Lambda_i (x + w) = \lambda_i \quad \Lambda_j (x + w) \leq \lambda_j, j \neq i \quad (5.2.15)
\]
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where $w^*$ is the maximiser of the defining multi-parametric linear program $\max_{w \in W(x)} \Lambda_i w$, i.e. one of the aforementioned vertices with their representation

$$
\begin{pmatrix}
  w_1 \\
  \vdots \\
  w_N
\end{pmatrix} = Tt.
$$

With this the collection of facets generated by $P_i$ is given by the projection

$$
\pi_d \left\{ (x, t, \tau) \in \mathbb{R}^{3d+1} : \begin{array}{l}
\Lambda_i x + \tau = \lambda_i \\
\Lambda_i T_l t \leq \tau \\
\Lambda_j (x + T_j t) \leq \lambda_j, \quad j \neq i \quad, \quad l \in \{1, \ldots, d\} \\
H_l^x x + H_l^c \leq t_l \quad, \quad l \in \{1, \ldots, d\} \\
-h_l^x x - h_l^c \leq t_l \quad, \quad l \in \{1, \ldots, d\}
\end{array} \right\}
$$

(5.2.16)

Analogously to the previous example, instead of computing $q$ projections from $3d+1$ onto $d$ we can perform a single projection with the same result:

$$
\pi_d \left\{ (x, t, \tau) \in \mathbb{R}^{3d+q} : \begin{array}{l}
\Lambda_i T_l t \leq \tau_i \\
\Lambda_i x + \tau_i \leq \lambda_i, \quad i \in \{1, \ldots, q\}, \\
H_l^x x + H_l^c \leq t_l \quad, \quad l \in \{1, \ldots, d\} \\
-h_l^x x - h_l^c \leq t_l
\end{array} \right\}
$$

(5.2.17)

The resulting set for this 2 dimensional example is illustrated in Figure 5.9.

With Example XII we motivate the use of parametrically convex piecewise polyhedral set-valued maps to give less restrictive descriptions of uncertainties than fixed upper bounds.
Figure 5.8: $f_2(t = x_1 - \frac{x_2}{2})$ and its approximation by 5 secants and 4 tangents as used in Example XII.

Figure 5.9: The resulting set $\mathcal{X} \ominus \mathcal{W}(\mathcal{X})$ for Example XII in blue, its vertices $v_i$ marked by green circles, in red the set $\mathcal{X}$, cyan boxes outline $\{v_i\} \oplus \mathcal{W}(v_i)$, magenta rectangles mark the actual value of $f(v_i)$, notice that each $f(v_i) \in \{v_i\} \oplus \mathcal{W}(v_i)$ as required, and dash-dotted lines show the $x_1 - \frac{x_2}{2} = 0$ and $\frac{x_1}{2} + x_2 = 0$ planes.
Chapter 6

Robust Model Predictive Control with State- and Input Dependent Disturbances

In Chapters 4 and 5 we have derived a method to solve quadratic min-max programs subject to linear constraints as well as how to compute the sets required to guarantee the feasibility of the closed-loop system. Furthermore we have discussed parametrised sets, i.e. set-valued maps, and how to compute the parametrised Pontryagin difference for parametrically convex piecewise affine set-valued maps. We will now use these methods to extend the class of systems for which a quadratic min-max program can be solved to uncertain systems subject to state- and input-dependent uncertainties. This allows us to guarantee invariance, stability, etc., for some non-linear systems (see Example XII) as we will discuss later, as well as systems subject to multiplicative uncertainty. The disturbances we consider are constrained to be in the parametrically convex set

\[ W(x,u) = \left\{ \begin{array}{l} w \in \mathbb{R}^d : \begin{array}{c} a_i w \leq \max_k \{ b_{i,k} + c_{i,k}^x x + c_{i,k}^u u \}, i \leq M_W \end{array} \end{array} \right\}, \quad (6.0.1) \]

i.e. the same parametric dependency as in (5.2.1) where the parameter is \((x,u)\). For this we have to extend the analysis of Section 4.1 to accommodate the state dependence of the disturbance set.

Notice that the only difference we consider to the quadratic formulation (4.0.1) is that \(W = W(x,u)\) defined in (6.0.1).
6.1 The Maximal Robust Positive Invariant Set for State-Dependent Disturbances

6.1.1 As for fixed disturbance sets in Section 4.1 we have to compute a robust positive invariant set of states $X^\infty$

\[
X^\infty = \left\{ x \in X : \begin{array}{l}
\begin{aligned}
x_0 &= x \\
x_{k+1} &= \Psi x_k + w_k, w_k \in \mathcal{W}(x_k, K x_k) \\
x_k &\in X \land K x_k \in \mathcal{U}
\end{aligned}
\end{array} \right\} \quad (6.1.1)
\]

where we use $\Psi = (A + BK)$ for a given $K$ to abbreviate notation. Defining the sequence to obtain the maximal robust positive invariant set $X^\infty_{\text{max}}$ is slightly more complicated than in the case of fixed disturbance sets in section 4.1. This is largely due to the fact that the Minkowski addition of a convex set and a parametrically convex set-valued map can be non-convex, and we therefore cannot define the sets $E_k$ the way we defined them in (4.1.3) as the inverse of $\mathcal{D}_k(E_k) \subseteq X \cap K^{-1}U$. In words the definition of the set $E_k$ remains the same: $E_k$ is the set of states such that all trajectories originating from states within $x_0 \in E_k$ satisfy $x_k \in X \cap K^{-1}U$ for all admissible disturbance sequences $w_n \in \mathcal{W}(x_n), n \in \{0, \ldots, k-1\}$ and we use $\mathcal{W}(x) := \mathcal{W}(x, K x)$ for brevity. To avoid dealing with non-convex set operations we introduce the auxiliary set sequence

\[
R_{k+1} = R_k \ominus \Psi^k \mathcal{W}(\Psi^{-k}R_k) \quad (6.1.2)
\]

with $R_0 = X \cap K^{-1}U$. We can rewrite the definition (6.1.2) using the definition of the parametric Pontryagin difference as given in Definition (5.7):

\[
R_{k+1} = \left\{ r : r + w \in R_k \forall w \in \Psi^k \mathcal{W}(\Psi^{-(k+1)}r) \right\}
\]

\[
= \left\{ \Psi^{k+1} x : \Psi^{k+1} x + w \in R_k \forall w \in \mathcal{W}(x) \right\}
\]

\[
= \left\{ \Psi^{k+1} x : \Psi^{k+1} x + \Psi^k v \in R_k \forall v \in \mathcal{W}(x) \right\}
\]

\[
= \Psi^{k+1} \left( \{ x : \Psi^k (\Psi x + v) \in R_k \forall v \in \mathcal{W}(x) \} \right). \quad (6.1.3)
\]

This means that the states in $\Psi^{-k}R_k$ are such that after being perturbed once their unperturbed trajectory is in $R_{k-1}$ after $k-1$ time steps, although it is not obvious that this is a useful set we will now show its relevance for analytical purposes:

**Lemma 6.1.** Let $R_k$ be defined by (6.1.2) and let $E_k$ denote the set of states for which perturbed trajectories are contained in $X \cap K^{-1}U$ after $k$ time steps, then it holds that $E_k = \Psi^{-k}R_k$. 
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Proof. Here we use the recursive definition of $E_k$ we proved for fixed disturbance sets in Corollary 4.2, which yields that $E_k = \{ x : \Psi x + w \in E_{k-1} \forall w \in W(x) \} = \Psi^{-1}(E_{k-1} \ominus W(\Psi^{-1}E_{k-1}))$ in the parametric case, where we abbreviate $W(x) = W(x, Kx)$. By its definition $R_0 = E_0 = X \cap K^{-1}U$ and we therefore use induction to prove the statement

$$\Psi^k E_k = \{ \Psi^k x : \Psi x + w \in E_{k-1} \forall w \in W(x) \}$$

$$= \{ x : \Psi^{1-k} x + w \in E_{k-1} \forall w \in W(\Psi^{-k}x) \}$$

$$= \{ x : x + \Psi^{k-1} w \in \Psi^{k-1}E_{k-1} \forall w \in W(\Psi^{-k}x) \}$$

$$= \{ x : x + w \in \Psi^{k-1}E_{k-1} \forall w \in \Psi^{k-1}W(\Psi^{-k}x) \}$$

$$= \{ x : x + w \in R_{k-1} \forall w \in \Psi^{k-1}W(\Psi^{-k}x) \}$$

$$= R_{k-1} \ominus \Psi^{-1}W(\Psi^{-k}R_{k-1})$$

which proves the assertion.

We have to distinguish between the following alternatives:

1. There exists a finite integer $n$ such that $R_n = \emptyset$, i.e. $E_n = \emptyset$ and hence $X_n = \emptyset$.

2. For all $k \geq 0$ a $P$-ball of radius $r_k$ is contained in $R_k$, i.e. $B_P(r_k) \subseteq R_k$ such that there exists a positive number $\bar{r}$ and $\rho < \beta$ with $r_k \geq \bar{r} \beta^k$. Notice that this includes the case where $B_P(\bar{r}) \subseteq R_k$ for some $\bar{r}$ for all $k \geq 0$.

3. For all $k \geq 0$ a $P$-ball of radius $r_k \geq 0$ is contained, $B_P(r_k) \subseteq R_k$, where $r_k$ can not satisfy $r_k \geq \bar{r} \rho^k$ for any positive $\bar{r} > 0$, i.e. $r_k < \bar{r} \rho^k$.

Which one of these cases applies for a specific problem formulation has to be determined explicitly and depends on $\Psi$, $W(x)$ and $X_0 = X \cap K^{-1}U$, to simplify the notation we refer to the individual cases by ‘case 1’, ‘case 2’ and ‘case 3’.

6.1.2 The sequence we propose to obtain the maximal robust positive invariant set is of course given by

$$X_0 = X \cap K^{-1}U$$

$$X_{k+1} = X_k \cap E_{k+1}$$

and hence

$$X_k = \bigcap_{n \leq k} E_n$$

analogously to the earlier case. For this sequence we have the following statement.
Lemma 6.2. Let $Ψ = A + BK$ be asymptotically stable with a spectral radius $ρ < 1$ with a positive definite matrix $P$ such that $Ψ^T P Ψ ≤ ρ^2 P$ holds, let $X_0$ be band observable and let the set of disturbances $W(x) = W(x, Kx)$ be a parametrically convex, piecewise polyhedral set-valued map given by (6.0.1) which contains the origin in its interior for all $x ∈ X$ and let case 1 or case 2 apply, then there exists a finite number $M ∈ N$ such that $X_{k+1} = X_k$ for all $k ≥ M$.

Proof. For case 1, i.e., $R_n = ∅$ for some finite $n$ we have $E_n = ∅$ and hence $X_n = ∅$ which means the maximal robust positive invariant set $X^∞_max$ is determined after no more than $n$ iterations. In the non-trivial case 2, we have $B_P(ρβ_k) ⊆ B_P(r_k) ⊆ R_k$ for some $ρ < β$ and therefore $E_k ⊇ Ψ^{-k} B_P(r_k) ⊇ Ψ^{-k} B_P(ρβ_k) ⊇ B_P((ρβ_k)^k)$ with the strict inequality $ρβ > 1$. So that $E_k$ contains a $P$-norm ball with diverging radius. Recall that by Corollary 4.4 we have that after no more than $d$ iterations $X_k$ is compact, for this the state dependence of $W(x)$ is irrelevant, and we define $R$ as the smallest radius of a $P$-norm ball such that $X_d ⊆ B_P(R)$. With this an upper bound on $M$ is given by the smallest integer satisfying $ρβ^{k} ≥ R$ or equivalently $k ≥ \frac{\log(R) − \log(ρ)}{\log(β) − \log(ρ)}$.

In Lemma 6.2 we exclude case 3, in this case the maximal robust positive invariant set may or may not be finitely determined as we will show in the following example.

Example XIII

Consider the non-linear system $x^+ = (x + u) + (\frac{x + u}{c})^3$ using the feedback $u = \frac{1}{2}x$, i.e. the closed loop system $x^+ = \frac{1}{2}x + \frac{x^3}{8c^3} = \frac{x}{2} \left(1 + \frac{x^2}{4c^3}\right)$, for some $c > 0$. The state and input are constrained to $x ∈ [−10, 10]$ and $u ∈ [−2, 2]$ respectively so that again $X ∩ K^{-1} U = [−4, 4]$. Using classic analysis tools for the non-linear difference equation, see e.g. [26], we find that the non-linear system has three stationary points in $X ∩ K^{-1} U$, namely $x_0 = 0$ and $x_{1,2} = ±2\sqrt{c^3}$, where $x_{1,2}$ are unstable. It is then easy to see that the maximal positive invariant set (with respect to $x_0 = 0$) of the non-linear system is the closure of its region of attraction, i.e. $[−2\sqrt{c^3}, 2\sqrt{c^3}]$, this follows from the fact that all trajectories initiating within $[−2\sqrt{c^3}, 2\sqrt{c^3}]$ either converge to the origin or remain at their steady state and in either case do not escape the set $[−2\sqrt{c^3}, 2\sqrt{c^3}]$. By approximating the non-linearity by a piecewise affine function we would expect the maximal robust positive invariant set to approximate the positive invariant set of the non-linear system. We approximate the non-linearity $\frac{x^3}{8c^3}$ using 4
6 secants on each side (i.e. 8 and 12 secants in total for the interval $[-10, 10]$), we denote the two approximations (for $c = 1$)

$$\bar{w}_4(x) = \max\{w_{\min}, \frac{25x}{32}, \frac{175x}{32}, \frac{-375}{32}, \frac{475x}{32}, \frac{-1875}{32}, \frac{925x}{32}, \frac{-2625}{16}\}$$

$$\bar{w}_6(x) = \max\{w_{\min}, \frac{25x}{72}, \frac{175x}{72}, \frac{-125}{36}, \frac{625}{36}, \frac{-625}{36}, \frac{925x}{72}, \frac{-875}{18}, \ldots\}.$$

as illustrated in Figure 6.1. Each piecewise polyhedral set valued map is given by

$$W_i(x, c) = \left[-\bar{w}_i(x), \bar{w}_i(x)\right].$$

Firstly we consider the case $c = 1$, i.e. the non-linearity we seek to approximate is $f(x) = \frac{x^3}{8}$ and the set we would expect to obtain is an approximation to the interval $[-2, 2]$. For both the aforementioned approximations the algorithm to determine the maximal robust positive invariant set does not terminate in a finite number of steps, although for different reasons for $W_4(x, 1)$ and $W_6(x, 1)$. In the case of $\bar{w}_4(x)$ the situation is simple, the first affine section of the piecewise affine upper bound is given by $x^+ = \frac{x}{2} + \frac{25x}{32} = \frac{33}{32}x$, i.e. the uncertainty can destabilise the linear dynamics arbitrarily close to the origin (depending on $w_{\min}$) and hence it is not surprising that the algorithm does not terminate in a finite number of iterations. The other case is more interesting, for $\bar{w}_6(x)$ we have $x^+ = \frac{61}{72}x$ for $-\frac{5}{3} \leq x \leq \frac{5}{3}$, i.e. the origin is asymptotically stable (assuming $w_{\min} = 0$). However the system $x^+ = \frac{1}{2}x + \bar{w}_6(x)$ admits two more equilibria $\hat{x}_\pm = \pm \frac{250}{139} \approx \pm 1.79856$ inside the considered set $X \cap K^{-1}U = [-4, 4]$, both of them unstable. To obtain the first set iterate $X_1(c = 1)$ we have to compute the parametric Pontragin difference in some way, for this we use its definition do derive an expression for its boundary:

$$E_1(c = 1) = \left\{ x : \pm \left(\frac{1}{2}x + w\right) \leq 4 \forall w \in W_6(x, 1) \right\} = \left\{ x : \pm \left(\frac{1}{2}x + \max_{w \in W_6(x, 1)} w\right) \leq 4 \right\}$$

With this we can explicitly compute the set iterate $E_1(1) = X_1(1) = [-\bar{x}_1(c = 1), \bar{x}_1(1)]$ where $\bar{x}_1(1)$ has to satisfy

$$\max_{x_1(1)} \frac{\bar{x}_1(1)}{2} + \bar{w}_6(\bar{x}_1(1)) \leq 4 \Rightarrow \frac{\bar{x}_1(1)}{2} + \bar{w}_6(\bar{x}_1(1)) = 4$$
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we find the solution to this equation $\bar{x}_1(1) = \frac{538}{211}$. Subsequent upper bounds have to satisfy

$$\max_{\bar{x}_k(1)} \frac{\bar{x}_k(1)}{2} + \bar{w}_b(\bar{x}_k(1)) \leq \bar{x}_{k-1}(1)$$

or equivalently, they are given by the implicit difference equation $\frac{\bar{x}_k(1)}{2} + \bar{w}_b(x_k(1)) = \bar{x}_{k-1}(1)$. Notice that by being implicitly stated we effectively ‘reverse time’ in the sense that although the slope of $g(x) = \frac{x}{2} + \bar{w}_b(x)$ at $x = \frac{250}{139}$ is $g'(\frac{250}{139}) = \frac{211}{72} > 1$ we see stable behaviour of the sequence $\bar{x}_k(1)$ for $x_k(1) \xrightarrow{k \to \infty} \frac{250}{139}$ since $x_k(1) = g(x_{k+1}(1))$ rather than the explicit $y_{k+1} = g(y_k)$. We illustrate the behaviour of $\bar{x}_k(1)$ in a cobweb diagram in Figure 6.2. On the other hand we can explicitly compute $\mathcal{R}_1(c = 1)$ using the definition of the parametric Pontryagin difference

$$\mathcal{R}_1(1) = \{ r : \pm(r + \frac{1}{2}w) \leq 4 \forall w \in \mathcal{W}_6(2^2r,1) \}$$

$$= \{ r : \pm(r + \frac{1}{2}\max_{w \in \mathcal{W}_6(4r,1)} w) \leq 4 \}$$

$$= [-\bar{r}_1(1), \bar{r}_1(1)]$$

where $\bar{r}_1(1)$ is the solution to $r + \frac{1}{2}\bar{w}_b(4r) = 4$, and then subsequent $\mathcal{R}_k(1) = [-\bar{r}_k(1), \bar{r}_k(1)]$ with $\bar{r}_k(1)$ the solution to $r + \frac{1}{2}\bar{w}_b(2^{k+1}r) = \bar{r}_{k-1}(1)$. Due to $r_0(1) = 4$ we can see that in order for this example to fall under case 2 the sequence $r_k(1)$ would have to satisfy $r_k(1) > 4\rho^k = \frac{4}{2^k}$ for all $k \geq 0$. Notice as well that for $w_{\min} = 0$ the set $\mathcal{W}(x,1) = [-\bar{w}_b(x), \bar{w}_b(x)]$ shrinks to a point at the origin, i.e. $\mathcal{W}(0,1) = \{0\}$, by choosing $w_{\min} > 0$ we get $\mathcal{W}(0,1) = [-w_{\min}, w_{\min}]$. This does not affect $g(x)$ close to $x = \frac{250}{139}$ and therefore computing $\mathcal{E}_k(1) = X_k(1)$ directly will still yield this behaviour, however, for $w_{\min} > 0$ there exists no fixed point $r^*$ satisfying $r^* + \frac{1}{2\bar{w}_b(2^{k+1}r^*)} = r^*$ for all $k \geq 0$.

Now consider the case for $c = 2$, i.e. the non-linearity becomes $f(x) = \frac{x^3}{64}$ and the positive invariant set of the non-linear system is the interval $[-4\sqrt{2}, 4\sqrt{2}]$. The sequence of bounds $\bar{x}_k(2)$ is governed by the difference equation $\bar{x}_k(2) + \frac{1}{2^2}\bar{w}_b(x_k(2)) = x_{k-1}(2)$ with $x_0(2) = 4$, however this can be solved explicitly to find $x_1(2) = \frac{3554}{763} \approx 4.65793$ and in particular $x_1(2) > 4$. So that $\mathcal{E}_1(2) \cap X_0 = [-\frac{3554}{763}, \frac{3554}{763}] \cap [-4,4] = [-4,4] = X_0$ and the algorithm terminates after one iteration. Again we determine $\mathcal{R}_k(2)$ by solving $\bar{r}_k(2) + \frac{1}{2^2}\bar{w}_b(2^{k+1}r_k(2)) = \bar{r}_{k-1}(2)$ and find that
Figure 6.1: The piecewise affine approximations $\tilde{w}_4(x)$ and $\tilde{w}_6(x)$ for $0 \leq x \leq 10$ where $w_{\text{min}} = 0$.

again the sequence $r_k(2)$ converges to the origin faster than $r_k < \frac{4}{2\pi}$, given that $w_{\text{min}} = 0$.

In this example we have seen that for the excluded case 3 we cannot guarantee finite termination without additional information it raises the question how to determine whether the sequence $R_k$ is slow converging as in case 1 or 2 or whether case 3 applies, unfortunately there is no easy way to determine the case beforehand for non-constant set-valued maps $W(x)$.

A set-valued map can be used to approximate multiplicative uncertainty by an additive uncertainty term as the following example shows.

**Example XIV**

Consider the system $x^+ = A(\theta)x$ subject to $x \in \mathcal{X}$ for the multiplicative uncertainty $\|A(\theta) - A_{\text{nom}}\|_2 \leq \kappa$. Using $C(\theta) = A(\theta) - A_{\text{nom}}$ we can rewrite the system as $x^+ = A_{\text{nom}}x + C(\theta)x$. In order to determine the maximal robust positive invariant set we introduce the additive uncertainty term $x^+ = A_{\text{nom}}x + w$ with $w \in W(x) = \{w : \|w\|_2 \leq \kappa \|x\|_2\}$. With the analysis presented in Example XI we can perform the parametric Pontryagin difference for a polyhedral approximation to the Euclidean
Figure 6.2: The cobweb diagram illustrating the behaviour of the set iterates $X_k(1) = [-\bar{x}_k(1), \bar{x}_k(1)]$ for the system $x^+ = \frac{x}{2} + w$ where $|w| \leq \bar{w}(x)$. The upper boundary points of $X_k(1)$ experience dynamic behaviour as they are given by the implicit piecewise affine difference equation $x_k(1) = g(x_{k+1}(1))$.

Figure 6.3: The boundaries of $X_k(1)$ in blue, $R_k(1)$ in red, $X_k(2)$ in cyan and $R_k(2)$ in purple. The two boundaries are connected by $\bar{x}_k(c) = 2^k \bar{r}_k(c)$. In both cases $c = 1$ and $c = 2$ the set sequence $R_k$ is faster than the linear system, i.e. case 3 applies. However, for $c = 2$ the maximal robust positive invariant set $X_{\max}^\infty(2) = X_0$ is determined in a single iteration, whereas for $c = 2$ the algorithm would iterate without finite termination.
In order to illustrate the proposed method’s potency we use a nominal system $A_{nom}$ with the spectrum strictly inside the unit disk with $\|A_{nom}\|_2 > 1$. Matrices for which the angle between their eigenspaces is small produce such gaps between the spectral radius and the maximal singular value. We use the following to construct $A_{nom}$:

$$V = \begin{pmatrix} -10^{-5} & 10^{-7} \\ 1 & 1 \end{pmatrix}, \quad D = \text{diag} \left( \frac{1}{10}, \frac{4}{5} \right), \quad A_{nom} = V^{-1}DV.$$  

The spectral radius of $A_{nom}$ is therefore given by $\rho = \frac{4}{5}$ and its maximal singular value $\bar{\sigma} = \sqrt{\frac{63\sqrt{80658065+571657}}{1010}} \approx 1.05596$. A necessary condition for a non-empty maximal robust positive invariant set $X_{\infty}^{\max} \neq \emptyset$ to exist is that the matrix $A(\theta)$ has to be asymptotically stable, i.e. the spectral radius for all admissible $\theta$ has to be strictly smaller than one $\rho(A(\theta)) < 1$. Using numerical pseudo-spectral analysis\(^1\) it can be shown that $\kappa = \frac{1}{10}$ is admissible. We approximate the Euclidean norm $\|\cdot\|_2$ using the same polytopic approximation as in Example XI, again with $n = 35$. The resulting maximal robust positive invariant set of the approximated system is shown in Figure 6.4.

In Example XIV the disturbance set depends only on the norm of the state, in order to extend the scope of existing methods further we want to bound non-linear terms along the lines of Example XII.

6.1.3 In Example XIV and XIII we use parametrically convex piecewise polyhedral sets to approximate the system of interest, however in both cases it was fairly obvious how to approximate the systems. In general we cannot reduce the problem to be one-dimensional and we will now develop a framework to approximate general nonlinear systems $x^+ = f(x, u) + v$ with $x_e = f(x_e, u_e)$ and $v \in V$. Recall that our overall goal is to design the least conservative model predictive control scheme allowing us to give guarantees on robustness while still being able to solve the robust model predictive control problem online. To be able to use the methods described in Section 4 we need to linearise the system and handle the linearisation error with the methods described

\(^1\)The pseudo-spectrum $\sigma_\epsilon(A)$ of a matrix $A$ for a given $\epsilon > 0$ is the set of $z \in \mathbb{C}$ such that $z \in \sigma(A + E)$ for some $E$ with $\|E\|_2 \leq \epsilon$. See [84] for details.
Figure 6.4: The maximal robust positive invariant set $X_{\infty}^{\max}$ for the system $x^+ = A_{\text{nom}}x + w$ presented in Example XIV, approximating the maximal robust positive invariant set of $x^+ = A(\theta)x$.

in Section 5, that is we have

$$x^+ = \left(\frac{\partial f}{\partial x}(x_e, u_e)(x - x_e) + \frac{\partial f}{\partial u}(x_e, u_e)(u - u_e) + R(x, u)\right)$$

(6.1.6)

without loss of generality we can assume that the unperturbed equilibrium is in the origin $x_e, u_e = 0$. That allows us to study the system $x^+ = Ax + Bu + R(x, u)$ with $R$ being of order larger than one. While it is usually simple to determine the matrices $A$ and $B$, the remainder term $R$ is of second and higher order, therefore obtaining a piecewise affine bound on $R$ is less trivial. The basic idea remains the same as in Example XII and XIII, that is that we want to chose several linear functions bounding the term $R(x, u)$. We use the Mean-Value Theorem\(^2\) to determine such an approximation.

**Lemma 6.3.** Let $U \subset \mathbb{R}^n$ be open, and let $g : U \to \mathbb{R}^m$ be a continuously differentiable map. Let $x \in U$ and $\xi \in \mathbb{R}^n$ such that the entire line $x + t\xi \in U$ for all $0 \leq t \leq 1$, then

$$g(x + \xi) = g(x) + \left(\int_0^1 \frac{\partial g}{\partial x}(x + t\xi)dt\right)\xi$$

(6.1.7)

holds.

\(^2\) There are several formulations of the Mean-Value Theorem in $d$ dimensions, the one presented here can be found for example in [31].
In our context we use
\[ R(x, u) = f(x, u) - Ax - Bu \]
\[
\hat{x} - x_{e} = u - u_{e} \Rightarrow f(\hat{x} + x_{e}, \hat{u} + u_{e}) - A(\hat{x} + x_{e}) - B(\hat{u} + u_{e}) = \left( f(x_{e}, u_{e}) - Ax_{e} - Bu_{e} \right) + \left( \int_{0}^{1} \frac{\partial f}{\partial x}(x_{e} + t\hat{x}, u_{e} + t\hat{u})dt \right) \hat{x} - Ax_{e} + \left( \int_{0}^{1} \frac{\partial f}{\partial u}(x_{e} + t\hat{x}, u_{e} + t\hat{u})dt \right) \hat{u} - B\hat{u}
\]
\[
= \left( \int_{0}^{1} \frac{\partial f}{\partial x}(x_{e} + t\hat{x}, u_{e} + t\hat{u}) - Adt \right) \hat{x} + \left( \int_{0}^{1} \frac{\partial f}{\partial u}(x_{e} + t\hat{x}, u_{e} + t\hat{u}) - Bdt \right) \hat{u}.
\]
By sampling the space \((x_{k}, u_{k}) \in X \times U\) we get a pointwise linear representation \(R(x_{k}, u_{k}) = c_{x, k}^{e}x_{k} + c_{u, k}^{e}u_{k}\) of the rest term \(R(x, u)\), locally this linear representation is valid within an error bound which we can easily specify. Introducing
\[
M_{A} := \max_{k \neq l} \left\{ \sup_{0 \leq t \leq 1} \left\| \frac{\partial f}{\partial x}(x_{k} + tx_{l}, u_{k} + tu_{l}) - A \right\|_{\infty} \right\}
\]
\[
M_{B} := \max_{k \neq l} \left\{ \sup_{0 \leq t \leq 1} \left\| \frac{\partial f}{\partial u}(x_{k} + tx_{l}, u_{k} + tu_{l}) - B \right\|_{\infty} \right\}
\]
we have
\[
\left\| R(\hat{x}, \hat{u}) - c_{x, k}^{e}\hat{x} - c_{u, k}^{e}\hat{u} \right\|_{1} \leq \left\| \left( \int_{0}^{1} \frac{\partial f}{\partial x}(x_{k} + tx, u_{k} + tu) - Adt \right) \hat{x} \right\|_{1} + \left\| \left( \int_{0}^{1} \frac{\partial f}{\partial u}(x_{k} + tx, u_{k} + tu) - Bdt \right) \hat{u} \right\|_{1}
\]
\[
\leq \int_{0}^{1} \left\| \frac{\partial f}{\partial x}(x_{k} + tx, u_{k} + tu) - A \right\|_{\infty} dt \left\| \hat{x} \right\|_{1} + \int_{0}^{1} \left\| \frac{\partial f}{\partial u}(x_{k} + tx, u_{k} + tu) - B \right\|_{\infty} dt \left\| \hat{u} \right\|_{1}
\]
\[
\leq M_{A} \left\| \hat{x} \right\|_{1} + M_{B} \left\| \hat{u} \right\|_{1},
\]
where \(\hat{x} = x - x_{k}\) and \(\hat{u} = u - u_{k}\). In order to obtain an uncertainty description of the type (5.2.1) we bound \(R(x, u)\) element-wise, i.e. \(\min_{k}\{c_{x, k}^{e}x + c_{u, k}^{e}u\} \leq R_{i}(x, u) \leq \max_{k}\{c_{x, k}^{e}x + c_{u, k}^{e}u\}\). We therefore approximate the non-linear behaviour of \(x^{+} = f(x, u) + v\) using the linear system \(x^{+} = Ax + Bu + w + v\) where \(w \in W(x, u) = \{ w \in \mathbb{R}^{d} : \min_{k}\{c_{x, k}^{e}x + c_{u, k}^{e}u\} \leq w_{i} \leq \max_{k}\{c_{x, k}^{e}x + c_{u, k}^{e}u\}\} \) and \(v \in V\). Recall that for general polytopic sets \(V\) the Minkowski sum
\[
V \oplus W(V) = \bigcup_{w_{i} \in W(v)} \{ v + w \}
\]
cannot be determined in a computationally efficient way and may itself not be a convex polytope, so that unless \( V \) is a polytope of low complexity (e.g. a norm \( 1/\infty \)-box) we can not avoid introducing two sets describing the sum of the uncertainty. However, the set \( \tilde{W}(x,u) = \{ \tilde{w} \in \mathbb{R}^d : \exists (v,w) \tilde{w} = v + w \land A_v v \leq 1 \land \min_k \{ c^x_{k,i}x + c^u_{k,i}u \} \leq w_i \leq \max_k \{ c^x_{k,i}x + c^u_{k,i}u \} \} \) can be used instead and does not change the statements made above, notice however that \( \tilde{W}(x,u) \) cannot be determined as a closed form piecewise affine description due to the non-polytopic dependence on \((x,u)\). Although it seems inviting to compute the projection of

\[
\tilde{W}' = \left\{ (x,u,\tilde{w},v,w,\tau) : \begin{align*}
\tilde{w} &= v + w \\
A_v v &\leq 1 \\
w_i &\leq \tau_i \\
-w_i &\leq \tau_{d+i} \\
c^x_{k,i}x + c^u_{k,i}u &\leq \tau_i \\
-c^x_{k,i}x - c^u_{k,i}u &\leq \tau_{d+i}
\end{align*} \right\}
\]

onto \( \mathbb{R}^{2d+q_u} \), this would yield a polytope in \((x,u,\tilde{w})\) which is only a convex approximation of \( V \oplus W(V) \).

### 6.1.4

We have now elaborated on how to obtain the maximal robust positive invariant set \( X^\infty_{\text{max}} \) for piecewise polyhedral, parametrically convex disturbance set \( W(x,u) \). To be able to formulate a robust model predictive control problem similar to (4.0.1) we need to determine the n-step controllable sets \( C_n(X^\infty_{\text{max}}) \) such that for all state and input dependent disturbances there exists a feasible control action that takes the successor state to \( C_{n-1}(X^\infty_{\text{max}}) \). We illustrate the procedure for this in the following example.

**Example XV**

Consider the system \( x^+ = x + u + \frac{(x+u)^3}{8} \) and with \(-10 \leq x \leq 10\) and \(-2 \leq u \leq 2\) and the piecewise affine approximation presented in Example XIII, i.e. approximating \( f(y) = \frac{y^3}{8} \) for \( y = x + u \) using \( n \) affine functions for \( 0 \leq x \leq 4 \) and \( n \) for \(-4 \leq x \leq 0\). Using the maximal robust positive invariant set \( X^\infty_{\text{max}} = [-x_{\text{max}}, x_{\text{max}}] \) we can determine the one step
controllable set by computing the projection of:

\[
\mathcal{M}(\mathcal{X}_{\text{max}}) = \pi_2 \left\{ (x, u, v) : \begin{align*}
\pm u &\leq 2 \\
\pm x &\leq 10 \\
x + u + v &\leq x_{\text{max}} \\
x - u + v &\leq x_{\text{max}} \\
c_k(x + u) - v &\leq -b_k \\
-c_k(x + u) - v &\leq -b_k
\end{align*} \right\}
\]

where \( \max_k \{c_k y + b_k\} \) is the approximation of \( f(y) = \frac{y^3}{8} \) for \( 0 \leq y \leq 4 \).

In this symmetric case we can use a single auxiliary variable \( v \) which represents both the value of the piecewise affine function, as well as the corresponding worst-case disturbance, which allows three dimensional illustrations. The set \( \mathcal{M}(\mathcal{X}_{\text{max}}) \) is shown in Figure 6.5, both before and after the projection step. The set \( \mathcal{M}(\mathcal{X}_{\text{max}}) \) is given by

\[
\mathcal{M}(\mathcal{X}_{\text{max}}) = \left\{ (x, u) : \begin{align*}
\pm 0.5 u &\leq 1 \\
\pm 0.4244 x &\leq 1
\end{align*} \right\}
\]

we have to compute its projection onto the real axis to obtain \( C_1(\mathcal{X}_{\text{max}}) \), this is given by the interval \( C_1(\mathcal{X}_{\text{max}}) = [-4.3563, 4.3563] \). With this we calculate \( \mathcal{M}(C_1(\mathcal{X}_{\text{max}})) \) and \( C_2(\mathcal{X}_{\text{max}}) \) and so on. The sequence of the first five \( \mathcal{M}(C_i(\mathcal{X}_{\text{max}})) \) is shown in Figure 6.6.

The general case is defined similarly to the one-step controllable set for fixed distur-
bance sets (4.1.21):
\[
C_1(\mathcal{X}_{\text{max}}^\infty) = \pi_d(\mathcal{M}(\mathcal{X}_{\text{max}}^\infty))
\]
\[
\mathcal{M}(\mathcal{X}_{\text{max}}^\infty) = \{(x, u) \in \mathcal{X} \times \mathcal{U} : Ax + Bu + w \in \mathcal{X}_{\text{max}}^\infty \forall w \in \mathcal{W}(x, u)\}
\]
(6.1.11)

We introduce the auxiliary set \(\mathcal{M}(\mathcal{X}_{\text{max}}^\infty)\) as it allows us to combine the state and input constraints without redundancy, the subsequent controllable sets are given by \( C_n(\mathcal{X}_{\text{max}}^\infty) = \pi_d(\mathcal{M}(C_{n-1}(\mathcal{X}_{\text{max}}^\infty))) \). Notice that it is not possible to write the set \(\mathcal{M}(\mathcal{X}_{\text{max}}^\infty)\) as a single parametric Pontryagin difference as we were able to do in (4.1.21) with \(L_1(\mathcal{X}_{\text{max}}^\infty)\), however this poses no major problem as all sets necessary are well defined and polytopic. With this we can formulate the general robust model predictive control problem for state- and input-dependent disturbances:

\[
J^*_m(x) = \min_{u} \max_{w} \left\{ \frac{1}{2} (x^T Q x + u^T R u - \gamma^2 w^T w) + J^*_{m-1}(x^+) \right\}
\]
(6.1.12a)

subject to

\[
x^+ = Ax + Bu + w
\]
(6.1.12b)

\[
a_i w \leq \max_k \{c_{i,k}^x x + c_{i,k}^u u + b_{i,k}\} \forall i \leq M_W
\]
(6.1.12c)

and either

\[
E_{i,m}^x x + E_{i,m}^u u \leq 1 \forall i \leq M_{\mathcal{M}_m}
\]
(6.1.12d)

or

\[
F_{i} u \leq 1 \forall i \leq M_d
\]
\[
E_{i,m} x \leq 1 \forall i \leq M_{\mathcal{X}_m}.
\]
(6.1.12e)

It is important to point out that there are two equivalent formulations here: in (6.1.12d) we constrain the pair \((x, u) \in \mathcal{M}(C_{m-1})\) and in (6.1.12e) we use \(x \in \mathcal{X}_m = C_m(\mathcal{X}_{\text{max}}^\infty)\)
and \( u \in \mathcal{U} \). Example XVII will illustrate the two alternatives and reveal some reasons for using one or another.

We are now at the point where we have developed all the necessary offline procedures to formulate a robust model predictive control problem involving a state- and input dependent disturbance set, in the next section we discuss how (6.1.12) can be solved using the methods discussed in Section 4.

6.2 The Solution of Min-Max Programs with State-Dependent Disturbances

6.2.1 In Sections 4.2 and 4.3 we discussed how an active-set solver can be used to determine the solution of a linearly constrained min-max program. We have formulated a similar problem description in (6.1.12) to accommodate state- and input-dependent disturbances. In order to solve (6.1.12) we use the same principles as before of separating each stage into two multi parametric quadratic programs:

\[
J^*_m(x) = \begin{cases} 
\min_u & \frac{1}{2}(x^TQx + u^TRu) + \hat{J}^*_m(x, u) \\
\text{s.t.} & E_{x,m}^x x + E_{u,m}^u u \leq 1 \forall i \leq M_m 
\end{cases} \tag{6.2.1}
\]

and

\[
\hat{J}^*_m(x, u) = \begin{cases} 
\max_w & -\frac{\gamma^2}{2}w^Tw + J^*_{m-1}(x^+) \\
\text{s.t.} & x^+ = Ax + Bu + w \\
& a_i w \leq \max_k \{c_{i,k}^x x + c_{i,k}^u u + b_{i,k}\} \forall i \leq M_W,
\end{cases} \tag{6.2.2}
\]

and assuming we have a state \( x_0 \) for which the set of active constraints is known. That means we solve equality constrained problems

\[
J^*_m(x) = \begin{cases} 
\min_u & \frac{1}{2}(x^TQx + u^TRu) + \hat{J}^*_m(x, u) \\
\text{s.t.} & E_{x,m}^x x + E_{u,m}^u u = 1 \forall i \in \mathcal{A}_m 
\end{cases} \tag{6.2.3}
\]

and

\[
\hat{J}^*_m(x, u) = \begin{cases} 
\max_w & -\frac{\gamma^2}{2}w^Tw + J^*_{m-1}(x^+) \\
\text{s.t.} & x^+ = Ax + Bu + w \\
& a_i w = \max_k \{c_{i,k}^x x + c_{i,k}^u u + b_{i,k}\} \forall i \in \mathcal{A}_W
\end{cases} \tag{6.2.4}
\]
For our convenience we state the general Lagrangians of both problems at stage \( m \):

\[
L_m = \frac{1}{2}(x_k^TQ_k x_k + u_k^TR_k u_k) + J^*_m(x_k, u_k) + \sum_{i \in \mathcal{A}_M} \eta_{k,i} (E^x_{i,m} x_k + E^u_{i,m} u_k - 1) \\
+ \xi_k^T(C^x_{m} x_k + C^u_{m} u_k - 1)
\]

\[
\hat{L}_m = -\frac{\gamma^2}{2} w_k^T w_k + J^*_m(x_{k+1}) + \sum_{i \in \mathcal{A}_W_m} \zeta_{k,i} (a_{i} w_k - c_{i,l_m} x_k - c_{i,l_m} u_k - b_{i,l_m}) \\
+ \xi_k^T(C_{m} x_k + 1) + \lambda_k^T(x_{k+1} - Ax_k - Bu_k - w_k)
\]

(6.2.5)

where \( k = N - m \) and \( C_m, \hat{C}_m \) denote the potential compatibility constraints.

6.2.2 The main difference between the procedure in Section 4 and here is that knowing the active set of constraints for a state \( x_0 \) includes knowing the active piecewise affine function defining the set \( \mathcal{W}(x, u) \), i.e. knowing \( l = \{l^m_i \}_{i \leq M_W} \) such that

\[
a_{i} w \leq \max_k \{c_{i,k}^x x + c_{i,k}^u u + b_{i,k} \} = c_{i,l_m}^x x + c_{i,l_m}^u u + b_{i,l_m} \forall i \leq M_W \quad (6.2.6)
\]

Notice, that here it is not sufficient to only keep track of the active constraints, i.e. \( i \in \mathcal{A}_W_m \), but instead all right hand sides must be known for the optimal trajectory. With this however, the maximisation problem at each stage becomes an equality constrained multiparametric quadratic program

\[
\hat{J}_m^*(x, u) = \left\{ \begin{array}{l}
\max_w -\frac{\gamma^2}{2} w^T w + J^*_{m-1}(x^+)
\text{s.t.} \quad x^+ = Ax + Bu + w \\
a_{i} w = c_{i,l_m}^x x + c_{i,l_m}^u u + b_{i,l_m} \forall i \in \mathcal{A}_W_m
\end{array} \right.
\]

(6.2.7)

for which the active set solver method described in Section 4.2 applies. This implies that the solution to (6.1.12) can be parametrised with respect to the initial state \( x_0 = \mathbf{r}_0 \) and potentially a degeneracy variable \( \hat{\beta}_0 \):

\[
\begin{align*}
  u_k &= V_{u_k} x_0 + v_{u_k} \\
  x_k &= V_{x_k} x_0 + v_{x_k} \\
  w_k &= V_{w_k} x_0 + v_{w_k} \\
  \eta_k &= V_{\eta_k} x_0 + T_{\eta_k} \hat{\beta}_0 + v_{\eta_k} \\
  \zeta_k &= V_{\zeta_k} x_0 + T_{\zeta_k} \hat{\beta}_0 + v_{\zeta_k} \\
  \lambda_k &= V_{\lambda_k} x_0 + T_{\lambda_k} \hat{\beta}_0 + v_{\lambda_k}
\end{align*}
\]

(6.2.8)

With (6.2.8) we design the line search over \( x_0(t) = x_0 + t(x_e - x_0) \) to be the maximiser of the linear program:

\[
\max t \quad (6.2.9a)
\]
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subject to

\[
(E^x_{i,m} V_{x_k} + E^u_{i,m} V_{u_k}) x_0(t) \leq 1 - E^x_{i,m} v_{x_k} - E^u_{i,m} v_{u_k} \quad i \notin A_{M_m} \\
(a_i V_{w_k} - c^x_{i,l_m} V_{x_k} - c^u_{i,l_m} V_{u_k}) x_0(t) \leq c^x_{i,l_m} v_{x_k} + c^u_{i,l_m} v_{u_k} + b_{i,k_m} - a_i v_{w_k} \quad i \notin A_{W_m}
\]

and

\[
((c^x_{i,j} - c^x_{i,l_m}) V_{x_k} + (c^u_{i,j} - c^u_{i,l_m}) V_{u_k}) x_0(t) \leq (c^x_{i,l_m} - c^x_{i,j}) v_{x_k} + (c^u_{i,l_m} - c^u_{i,j}) v_{u_k} + (b_{i,l_m} - b_{i,j})
\]

for all \( j \neq l_m, \ i \leq M_W \), in addition to the dual conditions:

\[
V_{m_k} x_0(t) + v_{m_k} \geq 0 \\
V_{\zeta_k} x_0(t) + v_{\zeta_k} \leq 0
\]

The constraint (6.2.9c) is to update \( l \) and is the only modification of the line search, notice that the degenerate case is unaffected by the choice of disturbance constraints and therefore remains as in Section 4.3.

**Example XVI**

Consider the min-max program

\[
(\mathcal{E}^{XVI}) = \min_{u_0} \max_{w_0} \begin{aligned}
& x_0^2 + u_0^2 - 40000 u_0^2 + 2 x_1^2 \\
\text{s.t.} & x_1 = x_0 + u_0 + w_0 \\
& (x_0, u_0) \in \mathcal{M}([-4, 4]) \\
& \pm x_1 \leq 4 \\
& \pm w_0 \leq \max_{k \leq n} \{c_k(x + u) + b_k\} \\
& x_0 = 4.22074
\end{aligned}
\]

where \( \mathcal{M}([-4, 4]) \) denotes the set obtained in Example XV and \( \max_k \{c_k y + b_k\} \) denotes the piecewise approximation to \( f(y) = \frac{y^3}{8} \) shown in Figure 6.1.

We do not discuss the arithmetic involved in the solution of \( \mathcal{E}^{XVI} \), but illustrate the solution in the Figures 6.7, 6.8 and 6.9.

In Figure 6.9 we illustrate the closed loop solution of the the underlying non-linear system, notice that our goal of controlling the non-linear system with a linear robust model predictive control scheme is successful and the system converges asymptotically, the linear counterpart does not since it is subject to perturbation yet it remains bounded.
Figure 6.7: In the top figure we illustrate the solution of $(x_0, u_0)$ as the line search progresses towards $r = 4.22074$ in red and $x_1$ in blue. Only one constraint is activated before the end of the feasible set is reached, the cyan crosses mark the points at which the active right hand side of the disturbance constraint changes, at these points the min-max sequence does not need to be re-solved as the disturbance constraint is not active, in fact the disturbance constraint does not become active for the worst case disturbance (illustrated in the bottom figure) due to the large penalty on the disturbance term.
Figure 6.8: The objective value of $\mathcal{E}$XVI is a piecewise quadratic function in $x_0$. The vertical red lines mark the change of the active right hand side of the disturbance constraint while the vertical blue lines mark the boundaries of the active sets of constraints.

Figure 6.9: Closed loop trajectory for Example XVI, here the red trajectory is that of the linear system $x^+ = x + u + w$, while the blue trajectory is the closed-loop trajectory of $x^+ = x + u + \frac{(x+x)^3}{8}$ for $u$ given as the solution of $\mathcal{E}$XVI.
In this chapter we have discussed how parametrically convex descriptions of the disturbance can be used in a robust model predictive setup. We discussed the amendments to the situation described in Section 4 which are necessary to handle this scenario.

Throughout this chapter we have assumed that the dynamics of the perturbed systems are dominantly linear, i.e. the linear behaviour dominates the overall system dynamics and the effect of the uncertainty is small in comparison to the linear dynamics and in particular there is no non-linear behaviour hidden in the uncertainty, that is we consider case 1 and case 2. This means there is no solution to \( x = \Psi x + w_\kappa(x) \) for any vertex of \( \text{conv}_\kappa \{w_\kappa(x)\} = \mathcal{W}(x) \). We briefly outlined phenomena which can arise when this assumption is dropped in Example XIII. The following example illustrates the different descriptions of the stage constraints.

**Example XVII**

In this example we illustrate the two different stage-constraint formulations \((x \in \mathcal{X}_m, u \in \mathcal{U} \text{ and } (x, u) \in \mathcal{Z}_m)\), to obtain visually presentable results we do not design it as a robust model predictive control problem with terminal conditions, stability guarantees and so forth. Instead we consider the two dimensional system

\[
\begin{align*}
x^+ &= \begin{pmatrix} \frac{9}{10} & \frac{1}{5} \\ -\frac{1}{5} & \frac{9}{10} \end{pmatrix} x + \begin{pmatrix} 0 \\ 1 \end{pmatrix} u + \begin{pmatrix} 1 \\ 0 \end{pmatrix} w \\
A \end{align*}
\]

for \( u \in \mathcal{U} = [-5, 5] \) and \( w \in \mathcal{W}(x, u) \) with

\[
\mathcal{W}(x, u) = \left\{ w \in \mathbb{R} : \pm w \leq \max_{k,l} \left\{ \left( \cos\left(\frac{2k\pi}{N}\right) \sin\left(\frac{2l\pi}{N}\right) \right) x + \cos\left(\frac{2l\pi}{N}\right) u \right\} \right\}.
\]

To amplify the effect of using different stage constraints we use the simplest thinkable problem: steer the system to the target set \( \mathcal{T} = \{x \in \mathbb{R}^2 : -5 \leq x_i \leq 5\} \), i.e. solve

\[
\min_u \max_w x_1^2 + u^2 - 21w^2 + J_0(x^+, w)
\]

subject to

\[
\begin{align*}
x^+ &= Ax + Bu + Dw \\
x^+ &\in \mathcal{T} \\
w &\in \mathcal{W}(x, u)
\end{align*}
\]
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and either
\[(x, u) \in \mathcal{M}(T)\]
or
\[x \in \mathcal{C}_1(T), \quad u \in \mathcal{U}\]
both formulations can be solved using the presented active set solver, and we show the solutions in Figure 6.10. In this case we have that the change of an active set of the constraints \((x, u) \in \mathcal{M}(T)\) corresponds to the problem with separated constraints becoming degenerate at that point. For general min-max robust model predictive control problems we cannot verify this phenomenon as this would require us to keep adding dimensions at each stage which is usually not possible.

Remark 6.4. Notice that the statements on stability in Section 4.4 relied on the boundedness of the disturbance set rather than explicit bounds. This allows us to extend the statements without amendments to the case with parametrically convex constraints as long as the disturbance set is bounded by a fixed set for all feasible states. To derive the \(H_\infty\) result we merely required a feasible solution and an appropriately chosen objective; the explicit nature of the disturbance is not used. Similarly, the bounds obtained for the regional input-to-state stability statement were obtained using properties of the objective value, which are preserved in this situation.

In the next chapter we discuss a different type of parametrised disturbances and we study the effect the magnitude of the uncertainty has on the robust positive invariant set using a uniformly scaled disturbance set.
Figure 6.10: A comparison between mixed and separated stage constraints for a line search from $x_0 = 0$ to $x_e = (5, 0)^T$. The solution of both coincides, however, where in the formulation with mixed constraints an active constraint changes the separated constraint has a redundancy in its initial stage, i.e. $T_{\{\} \neq 0}$. I.e. a change in an active set in $M(T)$ corresponds to degeneracy of the projected constraint set.
Chapter 7

Uniformly Scaled Disturbance Sets

7.1 In this Chapter we discuss the robust positive invariant sets of the uncertain linear system

\[ x^+ = Ax + w \]  

where \( x \in \mathcal{X} = \{ x \in \mathbb{R}^d : \Xi_i x \leq \xi_i, i \leq M_X \} \) and \( w \in \mathcal{W}\alpha = \{ w \in \mathbb{R}^d : G_i w \leq \alpha, i \leq M_W \} \), that is the set \( \mathcal{W}\alpha \) is a uniformly scaled\(^1\) version of the set \( \mathcal{W} \), in the sense that \( \mathcal{W}\alpha = \alpha \mathcal{W} \). The study of the maximal robust positive invariant set for scaled disturbance sets is as old as its algorithmic determination and was proposed in [49] as noise level (i.e. magnitude of the disturbance).

Many of the concepts presented in Chapter 4 carry over to this case. The definition of a robust positive invariant set \( \mathcal{X}^{\alpha,\infty} \) has to be parameter dependent:

\[ \mathcal{X}^{\alpha,\infty} = \{ x \in \mathcal{X} : Ax + w \in \mathcal{X}^{\alpha,\infty} \forall w \in \mathcal{W}\alpha \} \]  

(7.2)

For every fixed \( \alpha \) such that \( \mathcal{X}^{\alpha,\infty} \) exists the methods discussed in Section 4.1 apply. It is intuitively clear that there exists a scaling factor \( \alpha^* \) such that \( \mathcal{X}^{\alpha,\infty} = \emptyset \) for \( \alpha > \alpha^* \) and \( \mathcal{X}^{\alpha,\infty} \neq \emptyset \) for \( \alpha \leq \alpha^* \), i.e. there exists a scaling \( \alpha^* \) such that the disturbance becomes too strong for the system (7.1) to absorb\(^2\). Since then we have been able to characterise both, the behaviour for \( 0 \leq \alpha \leq \alpha^* \) as well as a method to approximate \( \alpha^* \) to any given precision, the results were published in [73,78].

We will first discuss the scenario where \( \alpha \leq \alpha^* \), i.e. where the robust positive invariant set is not empty, for this we will assume that the critical scaling parameter \( \alpha^* \) is apriori known. We will later briefly discuss a method to determine the critical value \( \alpha^* \).

\(^1\)The material presented in this chapter is based on work published in [73] and subsequent developments discussed in [78], however the derivation here differs from the one in [78] and allows alternative statements.

\(^2\)This was first mentioned in [50] without a method to determine \( \alpha^* \).
We are interested in characterising the maximal robust positive invariant set \(X_{\max}^{\alpha,\infty}\) for \(\alpha \leq \alpha^*\). Similar to the method discussed in Section 4.1, we propose an iterative algorithm to determine \(X_{\max}^{\alpha,\infty}\), however we will propose an algorithm that determines all \(X_{\max}^{\alpha,\infty}\) for \(0 \leq \alpha \leq \alpha^*\). This set iteration is embedded in \(\mathbb{R}^{d+1}\), we set \(Z_0 = \mathcal{X} \times [0, \alpha^*]\), as before we have

\[
Z_{k+1} = Z_k \cap D_{k+1} = (\mathcal{X} \times [0, \alpha^*]) \cap \bigcap_{n \leq k+1} D_n
\]

where \(D_k\) is slightly different to the sets \(\mathcal{E}_k\) in (4.1.3) and (6.1.3). Similar to \(\mathcal{E}_k\) in the state-dependent case (see Lemma 6.1), \(D_k\) does not have a closed form representation as (4.1.3), however its elements \((x, \alpha)\) satisfy the same \(k\)-step invariance condition.

That is, \((x, \alpha) \in D_k\) is equivalent to \(x_k = A_k x + \sum_{n=0}^{k-1} A_n w_n \in \mathcal{X}\) for all \(w_n \in W^\alpha\) or equivalently \((Ax + w, \alpha) \in D_{k-1}\) for all \(w \in W^\alpha\). Explicitly we have

\[
D_1 = \left\{ (x, \alpha) : \begin{array}{ll}
0 \leq \alpha \leq \alpha^* \\
\Xi_i(Ax + w) \leq \xi_i,
\end{array} \right\}

\forall w \in W^\alpha, i \in \{1, \ldots, M_X\}
\]

The term \((\dagger)\) can be found using

\[
\max_{w \in W^\alpha} \Xi_i w = \max_{w \in W} \Xi_i w = \max_{w \in W} \alpha \Xi_i w = \alpha \max_{w \in W} \Xi_i w = \alpha \gamma_{i,1}
\]

where \(\gamma_{i,k}\) is the solution of a conventional linear program. Therefore \(D_1\) becomes

\[
D_1 = \left\{ (x, \alpha) : 0 \leq \alpha \leq \alpha^* \wedge \Xi_i Ax + \gamma_{i,1}\alpha \leq \xi_i, i \in \{1, \ldots, M_X\} \right\}
\]

(7.6)

Analogously the set \(D_k\) is given by

\[
D_k = \left\{ (x, \alpha) : 0 \leq \alpha \leq \alpha^* \wedge \Xi_i A^k x + \sum_{n=1}^{k} \gamma_{i,n}\alpha \leq \xi_i, i \in \{1, \ldots, M_X\} \right\}
\]

(7.7)

with

\[
\gamma_{i,n} = \max_{w \in W} \Xi_i A^{n-1} w.
\]

(7.8)

We can show that the sequence (7.3) terminates after a finite number of iterations under similar conditions to Lemma 4.11:
Lemma 7.1. Let $x^+ = Ax + w$ be asymptotically stable with the spectral radius $\rho < 1$, and let $X$ be band observable under $A$, i.e. $X \subseteq \{x : \pm \Gamma x \leq 1\}$ and the pair $(A, \Gamma)$ is observable. Let $P > 0$ such that $A^T PA \preceq \rho^2 P$, let $r_1, r_2$ denote the radii of $B_P(r_1) \subseteq X$ and $W^1 \subseteq B_P(r_2)$, then there exists a positive integer $M$ such that

$$Z_{\max}^\infty = \bigcap_{k \leq M} D_k.$$

Proof. The statement follows along the same lines as the analogue for the fixed disturbance set case. For each fixed $\alpha \leq \alpha^*$ Lemma 4.11 holds with $W^\alpha \subseteq B_P(\alpha r_2)$ so that there exists an integer valued function $M(\alpha)$ for all $0 \leq \alpha \leq \alpha^*$ such that

$$Z_{\max}^\infty|_{\alpha = \hat{\alpha}} = X_{\hat{\alpha},\infty} = \bigcap_{k \leq M(\hat{\alpha})} D_k|_{\alpha = \hat{\alpha}}.$$ 

Recall the bounds we derived in the sequel of the proof of Lemma 4.11 in (4.1.20) for the number of iterations required $M(\alpha)$: Defining $r_3$ to be the radius of the smallest P-ball containing either the state constraints contains either $X \subseteq B_P(r_3)$ itself or the first compact iterate $X_k \subseteq B_P(r_3)$, for simplicity assume that $X \subseteq B_P(r_3)$. An upper bound $\bar{M}(\alpha)$ on $M(\alpha)$ can be obtained finding the smallest positive integer satisfying

$$r_3 \leq \rho^{-k} \left( r_1 - \frac{\alpha r_2}{1-\rho} \right),$$

which implies that the upper bound $\bar{M}(\alpha) \geq M(\alpha)$ is continuous in $\alpha$ and in particular the upper bound is monotonous in $\alpha$ for $\alpha < \frac{(1-\rho)r_1}{r_2}$. At $\alpha = \frac{(1-\rho)r_1}{r_2}$ the bound $\bar{M}(\alpha)$ has a singularity, see Figure 7.1. We can therefore bound the number of iterations by choosing $\bar{M}$ to be equal to the smallest integer satisfying

$$k \geq \frac{\log((1-\rho)r_3) - \log((1-\rho)r_1 - \alpha^* r_2)}{\log(\rho)}.$$ 

Hence we have an upper bound for all $0 \leq \alpha \leq \alpha^*$, and

$$Z_{\max}^\infty = \bigcap_{k \leq \bar{M}} D_k$$

with $\bar{M} \leq \left\lceil \frac{\log((1-\rho)r_3) - \log((1-\rho)r_1 - \alpha^* r_2)}{\log(\rho)} \right\rceil.$

And we can hence compute the parameterised maximal robust positive invariant set $Z_{\max}^\infty$, which is polytopic and given by (7.3).

It is worth pointing out that $\frac{(1-\rho)r_1}{r_2} \geq \alpha^*$ since all involved $P$-balls are approximations on the respective polytopic sets, this is seen easily by contradiction. If $\frac{(1-\rho)r_1}{r_2} \leq \alpha < \alpha^*$ then a maximal robust positive invariant set $X_{\max}^{\alpha,\infty} \neq \emptyset$ exists, due to the way $\alpha^*$ is defined. However, for such $\alpha$ Lemma 4.11 applies, hence $\frac{(1-\rho)r_1}{r_2} \geq \alpha^*$.
Example XVIII

Consider the system

\[ x^+ = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} x + \begin{pmatrix} \frac{1}{2} \\ 1 \end{pmatrix} u + w \]  

\[ (7.10) \]

in closed-loop with a conventional Riccati controller designed with \( Q = I \) and \( R = \frac{1}{100} \). The constraints on the state are given by \( \mathcal{X} = \{ x : -50 \leq x_2 \leq 2 \} \), the input constraints are \( \mathcal{U} = \{ u : \| u \|_\infty \leq 1 \} \) and the nominal disturbance constraints \( \mathcal{W}^1 = \{ w : 10 \| w \|_\infty \leq 1 \} \). It has been shown in [78] that the critical scaling value \( 3.362391 \leq \alpha^* \leq 3.362728 \), so that we introduce the constraints \( 0 \leq \alpha \leq 3.362391 \). Computing the parametrised maximal robust positive invariant set \( Z_{\text{max}}^\infty \) using iteration (7.3) leads to the set shown in Figure 7.2. In Figure 7.3 we illustrate the conventional maximal robust positive invariant set for the undisturbed case \( \alpha = 0 \), the nominal case \( \alpha = 1 \), a value of \( \alpha \) for which the structure of the maximal robust positive invariant set changes (\( \alpha = 1.685 \)) and the maximal considered value of \( \alpha = 3.362391 \), all these sets were computed in a non-parametrised way.

\[ ^3 \text{The dynamics of this example were presented in [62] and the critical scaling } \alpha^* \text{ was approximated in [78] for the constraints presented here.} \]
Figure 7.2: The parametrised maximal robust positive invariant set $Z_{\text{max}}^\infty$ for the Example XVIII

Figure 7.3: The maximal positive invariant set in blue for Example XVIII, the maximal robust positive invariant for $\alpha = 3.362391$ in red, for the nominal disturbance (i.e. $\alpha = 1$) in green and in black the maximal robust positive invariant set for the value of $\alpha = 1.685$ at which the combinatorial structure of the set changes.
The case of computing the parametrised maximal robust positive invariant set $Z^\infty_{\text{max}}$ poses almost no greater challenge than the determination of the conventional computation described in Section 4.1, as long as a bound on $\alpha^*$ is given. We will now briefly outline how the value of $\alpha^*$ can be approximated.

7.3 In order to approximate the value of $\alpha^*$ we have to derive a condition that $\alpha^*$ satisfies. The value of $\alpha^*$ was defined by the existence of a non-empty maximal robust positive invariant set for values $\alpha \leq \alpha^*$ and the sudden vanishing of the set for $\alpha > \alpha^*$ in the sense that it collapses to the empty set. Notice that, by definition, if the maximal robust positive invariant set is empty for a given value of $\alpha$, then all robust positive invariant sets are empty for that value of $\alpha$. So far we discussed mainly the maximal robust positive invariant set $X^\infty_{\text{max}}$, which is motivated by its application in model predictive control and our goal to be as minimally conservative as possible, i.e. allowing the maximal feasible set. In this analysis it is necessary to study the behaviour of the opposite extreme, the minimal robust positive invariant set $X^\infty_{\text{min}}$, i.e. the smallest set satisfying the invariance condition (4.1.1), where smallest is understood in the sense of containment $X^\infty_{\text{min}} \subseteq X^\infty$ for all other robust positive invariant sets $X^\infty$. The minimal robust positive invariant set $X^\infty_{\text{min}}$ can be characterised using similar arguments as the maximal counterpart $X^\infty_{\text{max}}$. For this notice that all robust positive invariant sets have to have the form

$$X^\infty = \mathcal{Y} \oplus \mathcal{W} \oplus A\mathcal{W} \oplus A^2\mathcal{W} \oplus \cdots = \mathcal{Y} \oplus \bigoplus_{k \geq 0} A^k\mathcal{W}$$ (7.11)

for some set $\mathcal{Y} \subseteq \mathbb{R}^d$, notice that the invariance condition makes identity (7.11) necessarily true. Every state in $x \in X^\infty$ has to have all its possible successors $x_k = A^k x + \sum_{n<k} A^n w_n$ as elements in the robust positive invariant set $x_k \in X^\infty$ for all $k \geq 0$ and $w_n \in \mathcal{W}$. It is therefore self-evident that the minimal robust positive invariant set is such that $\mathcal{Y}$ is minimal, i.e. trivial $\mathcal{Y} = \{0\}$, characterising the set $\mathcal{Y}$ further is usually not possible. So that the characterisation of the minimal robust positive invariant set is

$$X^\infty_{\text{min}} = \bigoplus_{k \geq 0} A^k\mathcal{W}$$ (7.12)

and is therefore in general not finitely determined, thereby making $\mathcal{Y}$ infinitely determined even in the case corresponding to the maximal robust positive invariant set. Clearly the sequence $A^k\mathcal{W}$ is convergent with $\lim_{k \to \infty} A^k\mathcal{W} = \{0\}$ for every
asymptotically stable $A$ with $d(A^k \mathcal{W}, \{0\}) \to 0$ for $k \to \infty$, hence

$$d \left( \bigoplus_{k \leq n} A^k \mathcal{W}, X_{\min}^\infty \right) = d \left( \bigoplus_{k \leq n} A^k \mathcal{W} \oplus \{0\}, \bigoplus_{k \leq n} A^k \mathcal{W} \oplus \bigoplus_{k > n} A^k \mathcal{W} \right) \leq d \left( \bigoplus_{k \leq n} A^k \mathcal{W}, \bigoplus_{k \leq n} A^k \mathcal{W} \right) + d \left( \{0\}, \bigoplus_{k > n} A^k \mathcal{W} \right) \leq \sum_{k > n} d (\{0\}, A^k \mathcal{W}) . \quad (7.13)$$

Let $P \succ 0$ such that $A^T P A \preceq \rho ^2 P$ for the spectral radius $\rho$ of $A$, and let $B_P(r) \subseteq \mathcal{W}$ denote the $P$ norm ball of radius $r$ and let $\bar{r}$ denote the maximal value of $\bar{r} = \max_{x \in B_P(r)} d(0, x)$. Notice that $d(0, x) = \|x\|_2$ and hence due to the homogeneity of the Euclidean norm we have that $\bar{r} = r \max_{x \in B_P(1)} d(0, x)$. Furthermore notice that $0 \in X \subseteq Y$ implies $d(\{0\}, X) \leq d(\{0\}, Y)$ and hence

$$\sum_{k > n} d (\{0\}, A^k \mathcal{W}) \leq \sum_{k > n} d (\{0\}, A^k B_P(r)) \leq \sum_{k > n} d (\{0\}, B_P(r \rho ^k)) = \sum_{k > n} \rho ^k \bar{r} = \bar{r} \left( \frac{\rho ^{n+1}}{1 - \rho} \right) . \quad (7.14)$$

This implies that $d (\bigoplus_{k \leq n} A^k \mathcal{W}, X_{\min}^\infty) \leq \rho ^{n+1} \frac{\bar{r}}{1 - \rho}$ converges exponentially, in particular this can be used to approximate the minimal robust positive invariant set $X_{\min}^\infty$ using only a finite number of computations.

In addition to convergence of (7.12) we also have that

$$R_k^\alpha := \bigoplus_{k \geq n} A^n \mathcal{W}^\alpha = \alpha \bigoplus_{k \geq n} A^n \mathcal{W} =: \alpha R_k . \quad (7.15)$$

This follows as a direct consequence of the linearity of the Minkowski addition and the convergence of the sequence. Hence, if we wanted to give an analogue to $X_{\max}^\infty$ as defined in (7.3) it would be

$$X_{\min}^{\alpha, \infty} = \{ (x, \alpha) : x \in \alpha X_{\min}^\infty \} \quad (7.16)$$

where $X_{\min}^\infty$ is calculated for the nominal disturbance set $\mathcal{W}$. Notice that the minimal robust positive invariant set does not consider any state constraints, to accommodate the constraints we define it accordingly: The minimal robust positive invariant set is defined by (7.12) if $\lim_{k \to \infty} R_k \subseteq X$ satisfies the state constraints, otherwise it is

$\footnote{Here the distance function is assumed to be the Hausdorff distance which is a metric on the set of compact sets, see Appendix B for relevant properties.}$
empty. Recall that with the maximal robust positive invariant set all other robust positive invariant sets vanish for $\alpha > \alpha^*$, in the sense that they all collapse to the empty set. It is now clear how the critical scaling factor $\alpha^*$ is characterised,

$$\alpha^* = \left\{ \max \alpha \quad \text{s.t.} \quad \alpha X_{\min}^\infty \subseteq X \right\}$$ (7.17)

Since $R_k \subseteq R_{k+1}$ and if $X_{\min}^\infty \neq \emptyset$ then $R_k \subseteq X_{\min}^\infty$, we clearly have

$$\bar{\alpha}_k = \left\{ \max \alpha \quad \text{s.t.} \quad \alpha R_k \subseteq X \right\} \geq \left\{ \max \alpha \quad \text{s.t.} \quad \alpha X_{\min}^\infty \subseteq X \right\} = \alpha^*$$ (7.18)

for all $k \geq 0$. One possible way to obtain a lower bound on $\alpha^*$ would be to use our previous analysis, we know that $d(R_k, X_{\min}^\infty) \leq \rho^{k+1} \frac{\bar{r}}{1-\rho}$, this means that $X_{\min}^\infty \subseteq R_k \oplus B_2(\rho^{k+1} \frac{\bar{r}}{1-\rho})$, see (B.3). Therefore

$$\bar{\alpha}_k \geq \left\{ \max \alpha \quad \text{s.t.} \quad \alpha X_{\min}^\infty \subseteq X \right\} \geq \left\{ \max \alpha \quad \text{s.t.} \quad \alpha R_k \oplus B_2 \left( \alpha \rho^{k+1} \frac{\bar{r}}{1-\rho} \right) \subseteq X \right\} = \alpha'_k$$ (7.19)

Due to its definition we immediately have that $\alpha'_k$ is a lower bound on $\alpha^*$ and $\bar{\alpha}_k - \alpha'_k \leq \alpha'_k (\rho^{k+1} \frac{\bar{r}}{1-\rho})$ or equivalently

$$\frac{\bar{\alpha}_k}{\alpha'_k} \leq 1 + \rho^{k+1} \left( \frac{\bar{r}}{1-\rho} \right),$$ (7.20)

however, there is a major problem with this approach. Whereas $\bar{\alpha}_k$ can be determined by solving a single linear program the Minkowski addition with a Euclidean ball makes the determination of $\alpha'_k$ more computationally complex and impossible to solve efficiently for higher dimensional systems.

7.4 In order to avoid solving complex optimisation programs without apriori knowledge whether the result will be sufficiently accurate we propose the use of relative distance measuring, i.e. we assume that there exists an $\epsilon > 0$ such that

$$R_k \subseteq X_{\min}^\infty \subseteq (1 + \epsilon) R_k$$ (7.21)

for all $k \geq 0$. If (7.21) holds, a lower bound on $\alpha^*$ is provided by

$$\Omega_k = \left\{ \max \alpha \quad \text{s.t.} \quad \alpha (1 + \epsilon) R_k \subseteq X \right\} = \left\{ \max \frac{\bar{\alpha}}{1 + \epsilon} \quad \text{s.t.} \quad \bar{\alpha} R_k \subseteq X \right\} = \frac{\bar{\alpha}_k}{1 + \epsilon}$$ (7.22)
and therefore \( \frac{\alpha_k}{1+\epsilon} \leq \alpha^* \leq \alpha_k \). Notice that \((1+\epsilon)\mathcal{R}_k = \mathcal{R}_k \oplus \epsilon \mathcal{R}_k \) so that the main difference between this relative approach and the Hausdorff distance is that instead of Euclidean balls, scaled versions of the set itself are added. For this scenario we can make the following statement:

**Lemma 7.2.** Let \( A \) be asymptotically stable, let \( \eta \in (0, 1) \) such that \( A^N \mathcal{W} \subseteq \eta \mathcal{W} \) for some \( N \in \mathbb{N} \), then

\[
\mathcal{X}_\infty \subseteq \frac{1}{1-\eta} \mathcal{R}_N \tag{7.23}
\]

holds.

This is a simplified and abbreviated version of the main statement presented in [78], the proof of Lemma 7.2 yields little additional insight so we omit it here and refer to [78], it relies on a statement about approximating minimal robust positive invariant sets [71]. We therefore have

\[
\mathcal{R}_N \subseteq \mathcal{X}_\infty \subseteq \left(1 + \frac{\eta}{1-\eta}\right) \mathcal{R}_N \tag{7.24}
\]

for the choice of \( N \) according to Lemma 7.2. Notice that the bounds in Lemma 7.2 are similar to the ones we presented above for the Hausdorff approach, \( A^N \mathcal{W} \subseteq \eta \mathcal{W} \) depends on the dynamics of \( A \) and the shape of \( \mathcal{W} \) in a similar way as \( \mathcal{P} \) and \( r \). With our previous analysis we could use \( \mathcal{W} \subseteq \mathcal{B}_P(r) \) and hence \( A^N \mathcal{B}_P(r) \subseteq \mathcal{B}_P(\eta r) \) so that if \( A^N \mathcal{B}_P(r) \subseteq \mathcal{B}_P(\rho^N r) \subseteq \mathcal{B}_P(\eta r) \) we can estimate that \( N \geq \frac{\log 2}{\log \rho} \) will be sufficient for Lemma 7.2 to hold.

**Example XIX**

Consider the system \( x^+ = \frac{1}{2} x + w \) where \( x \in \mathcal{X} = [-4, 4] \) and \( w \in \mathcal{W} = [-1, 1] \), in this case we can explicitly determine the minimal robust positive invariant set \( \mathcal{X}_\infty^{\infty} \). Recall that

\[
\mathcal{R}_k = \bigoplus_{n=0}^{k} \left( \frac{1}{2} \right)^n [-1, 1]
\]

\[
= [-1, 1] \oplus \left[ -\frac{1}{2}, \frac{1}{2} \right] \oplus \cdots \oplus \left[ -\frac{1}{2^k}, \frac{1}{2^k} \right]
\]

\[
= \left[ \sum_{n=0}^{k} \frac{1}{2^k}, \sum_{n=0}^{k} \frac{1}{2^k} \right]
\]

\[
= \left[ -(2 - \frac{1}{2^k}), 2 - \frac{1}{2^k} \right]
\]
and therefore $X_{\min}^\infty$ exists and is given by the limit

$$X_{\min}^\infty = \lim_{k \to \infty} R_k = \lim_{k \to \infty} \left[ -(2 - \frac{1}{2^k}), 2 - \frac{1}{2^k} \right] = [-2, 2]$$

and hence $\alpha^* = 2$ given by the largest scaling factor for $X_{\min}^\infty$. In Example III we determined that the maximal robust positive invariant set $X_{\max}^\infty = [-4, 4]$ for this system. In order to apply Lemma 7.2 we choose the accuracy $\epsilon = \frac{1}{1000}$ and therefore we have

$$\eta = \frac{\epsilon}{1 + \epsilon} = \frac{1}{1001}$$

so that the condition $A^N W \subseteq \eta W$ becomes $\frac{1}{2^N} \leq \frac{1}{1001}$ and equivalently $2^N \geq 1001$ i.e. $N = 10$ is sufficient. With $N = 10$ we have

$$R_{10} = \left[ -(2 - \frac{1}{1024}), 2 - \frac{1}{1024} \right] = \left[ -\frac{2047}{1024}, \frac{2047}{1024} \right]$$

And the only calculation required now is to compute $\bar{\alpha}_{10}$:

$$\bar{\alpha}_{10} = \left\{ \max_{\alpha \text{ s.t. } \frac{2047}{1024} \alpha \leq 4} \alpha \right\} = \frac{4096}{2047} \approx 2.00098$$

and with that we obtain the lower bound $\Omega_{10}$

$$\Omega_{10} = \frac{\bar{\alpha}_{10}}{1 + \epsilon} = \frac{1000 \frac{4096}{2047}}{2049047} \approx 2096000 \approx 1.99898$$

Notice that in this case we can evaluate $\alpha'_k$, for this we use that $P = 1 > 0$ yields $\frac{1}{2} \cdot 1 \cdot \frac{1}{2} \leq \frac{1}{2^k} \cdot 1$ with equality, so that $B_P(r) = [-r, r]$ and therefore $\bar{r} = \max_x \in B_P(r) = r$, and hence we have $r = \bar{r} = 1$ in this example. We therefore need to solve

$$R_k \oplus B_P \left( \frac{\bar{r} \rho^{k+1}}{1 - \rho} \right) = \left[ -2 + \frac{1}{2^k}, 2 - \frac{1}{2^k} \right] \oplus \left[ -\frac{1}{2^k}, \frac{1}{2^k} \right] = [-2, 2]$$

This means that

$$\alpha'_k = \left\{ \max_{\alpha \text{ s.t. } 2\alpha \leq 4} \alpha \right\} = 2 = \alpha^*,$$

independently of $k \geq 1.$
In this simple example we could solve the necessary optimisation programs explicitly for both proposed methods. For higher dimensional problems this is not possible.

In the following example we illustrate the phenomenon that can occur when the existence of a critical scaling factor is ignored when computing the parametrised maximal robust positive invariant set.

**Example XX**

Consider the system \( x^+ = \frac{1}{2}x + w \) where \( x \in X = [-4, 4] \) and \( w \in W = [-1, 1] \), assume we ignore that there exists a critical \( \alpha^* \) and we want to compute the parametrised maximal robust positive invariant set \( X_{\text{max}}^{\infty} \) using (7.3). Therefore we have

\[
D_k = \{(x, \alpha) : \pm(\frac{1}{2^k}x + \alpha \sum_{n=1}^{k} \gamma_n) \leq 4\}
\]

with

\[
\gamma_n = \max_{-1 \leq w \leq 1} \frac{1}{2^{n-1}}w = \frac{1}{2^n - 1}
\]

and therefore

\[
D_k = \{(x, \alpha) = \pm(2^{-k}x + (2 - 2^{-k})\alpha) \leq 4\}
\]

We illustrate the behaviour of the set iteration (7.3) when \( \alpha^* \) is not bounded in Figure 7.4, the hyperplanes bounding \( \alpha \) in \( D_k \) become steeper with growing \( k \) but can never become orthogonal to \( X \) unless \( A \) is nilpotent, i.e. \( A^N = 0 \) for some \( N \in \mathbb{N} \). Additionally we illustrate the effect this has on the maximal value of \( \alpha \in D_k \), \( \alpha_k = 2 \left( \frac{2^k}{2^k - 1} \right) \) in Figure 7.5, where we see the monotonic decrease of \( \alpha_k \) towards \( \alpha^* \). Naturally the sequence of \( \alpha_k \searrow \alpha^* \) for \( k \to \infty \) but the sequence does not attain its limit for any finite \( k \) such that \( \alpha_k \not\in D_{k+1} \) and hence \( D_k \not\subseteq D_{k+1} \) for any finite \( k \).

**Remark 7.3.** In this chapter we did not address the problem of formulating and solving robust model predictive control problems which account for scaled uncertainties. In the design of the necessary stage constraints we simply add the scaling parameter analogously to the discussed procedure for the parametrised maximal robust positive invariant set. The sequence of optimisation programs is then solved using the methods discussed in Chapter 4 where the line search has the additional scaling parameter.
Figure 7.4: The positive quadrant for the first three set iterates $D_k$ for Example XX, clearly the hyperplanes defining $D_k x \leq 2^{k+2} + (1 - 2^{k+1})\alpha$ are getting steeper with each $k$ but can not become vertical for any finite $k$.

Figure 7.5: The maximal value of $\alpha$ in $D_k$, given by $\alpha_k = \frac{2^{k+1}}{2^k - 1} = 2\left(\frac{2^k}{2^{k+1}-1}\right)$ for $k \in \{1, \ldots, 20\}$. Clearly, $\alpha_k \geq \alpha_{k+1}$ with $\lim_{k \to \infty} \alpha_k = 2$ and therefore $D_k \not\subseteq D_{k+1}$, so that the sequence (7.3) never terminates for any finite $k$.

The closed loop stability properties such a robust model predictive controller would have do not depend on the specific bounds on the uncertainty and apply without amendments.
Chapter 8

Stochastic Model Predictive Control

8.1 In all previous chapters we assumed that the disturbance set is known and we design the problem to admit a feasible controller for all possible disturbance realisations. Throughout this section we assume that we try to control the system

\[ x_{k+1} = Ax_k + Bu_k + w_k \]  

with constraints \( x_{k,k+1} \in \mathcal{X}, u_k \in \mathcal{U}, w_k \in \mathcal{W} \) and the additional probabilistic output constraint

\[ P\{Cx_k + Du_k + \omega_k \in Y\} \geq p \]  

where \( Y \subset \mathbb{R}^q \) is a polytope and \( 0 < p \leq 1 \). The additive quantity \( \omega_k \) for all \( k \geq 0 \) is a realisation of a random variable on the probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with a known probability distribution. By defining \( \hat{x}_k := Cx_k + Du_k \in \mathbb{R}^q \) we can outline the main idea of our approach: Let \( \hat{\mathcal{X}} \) be the feasible set for (8.2), i.e.

\[ \hat{\mathcal{X}} = \{ \hat{x} \in \mathbb{R}^q : P\{\hat{x} + \omega \in Y\} \geq p\} \]  

notice that, due to the definition of \( \hat{\mathcal{X}} \), for every point \( \hat{x} \in \hat{\mathcal{X}} \) there exists a set \( \mathcal{V} \subseteq \Omega \) with \( P\{\omega \in \mathcal{V}\} =: P\{\mathcal{V}\} \geq p \) such that \( \{\hat{x}\} \oplus \mathcal{V} \subseteq Y \). In general we can not characterise the set \( \mathcal{V} \subseteq \Omega \) further, it could be non-convex, not simply connected, or even disconnected. However, if \( \Omega \) is polyhedral and \( \mathcal{V} \) polytopic, we can easily compute \( \hat{\mathcal{X}} = \mathcal{Y} \oplus \mathcal{V} \). The problem we consider is to chose a polytopic \( \mathcal{V} \subseteq \Omega \) with \( P\{\mathcal{V}\} \geq p \) such that \( \hat{\mathcal{X}} \) is as large as possible, i.e. we want to maximise the volume of a polytope where the decision variable is a polytope itself.

8.2 The first problem we consider can be summarised as:

\[ \max_{\mathcal{V} \subseteq \Omega} \text{vol}(\hat{\mathcal{X}}) \]  

\[ (8.4a) \]
subject to 
\[ \tilde{X} = \mathcal{Y} \ominus \mathcal{V} \] 
\[ P\{\mathcal{V}\} \geq p \] 
(8.4b) 
(8.4c)

Since the space of \( q \) dimensional polytopes has no countable basis \( \mathcal{B}_i \subset \mathbb{R}^{qY} \) such that \( \mathcal{P} = \bigoplus_i \mathcal{B}_i \) holds for every polytope \( \mathcal{P} \), there is no straightforward way of reducing the optimisation to a conventional optimisation program. In order to be able to use a numerical solver we have to restrict the search space in some way, in this work we chose to restrict the combinatorial structure of the decision variable \( \mathcal{V} \). I.e. we choose \( \mathcal{V}_0 \) with its combinatorial structure \( L(\mathcal{V}_0) \) and we enforce \( \mathcal{V} \sim \mathcal{V}_0 \), that is \( L(\mathcal{V}_0) = L(\mathcal{V}) \). In the following we present three methods to optimise over polytopes such that the combinatorial structure is preserved. For now we assume that the probability distribution is uniform, i.e. \( P\{\mathcal{V}\} = \frac{\text{vol}(\mathcal{V})}{\text{vol}(\Omega)} \), we later present a method of generalising to general probability distributions. In the sequel we denote \( \Omega = \{v \in \mathbb{R}^{qY} : \Gamma v \leq 1\} \) and \( \mathcal{V}_0 = \text{conv}\{v_i\}_{i \leq M} \).

**8.3** The first way to optimise over polytopes which have a particular combinatorial structure is by using the **projective transformation**, as introduced in Section 3. Recall that the projective transformation \( \mathcal{V} \) of a polytope \( \mathcal{V}_0 \) is given by the intersection of its homogenisation \( \text{hom}(\mathcal{V}_0) \subseteq \mathbb{R}^{qY+1} \) with an admissible hyperplane \( H = \{ (\hat{x}, t) \in \mathbb{R}^{qY+1} : a\hat{x} + \tilde{a}t = 1 \} \subseteq \mathbb{R}^{qY+1} \), where admissible means that vertices of \( \mathcal{V}_0 \) map to vertices of \( \mathcal{V} \). Assume that \( \mathcal{V}_0 \) is in vertex description, i.e. \( \mathcal{V}_0 = \text{conv}\{\hat{v}_i\}_{i \leq M} \) then the homogenisation \( \text{hom}(\mathcal{V}_0) \) is given by

\[
\text{hom}(\mathcal{V}_0) = \text{cone}\left\{ \left( \hat{v}_i, 1 \right) \right\} = \{ (\hat{x}, t) \in \mathbb{R}^{qY+1} : \exists \lambda \geq 0 \land \hat{x} = \sum_{i=1}^{M} \lambda_i \hat{v}_i \land t = \sum_{i=1}^{M} \lambda_i \} 
\] 
(8.5)

Intersecting the homogenisation in vertex description with an arbitrary hyperplane is now trivial as each ray spanning the homogenisation has to lie on the plane, i.e.

\[
1 = a\hat{v}_it + \tilde{a}t = t(a\hat{v}_i + \tilde{a}) \Leftrightarrow t = \frac{1}{a\hat{v}_i + \tilde{a}}
\] 
(8.6)

So that the vertex \( \hat{v}_i \) maps to the vertex \( \tilde{v}_i \) with

\[
\tilde{v}_i = \left( \hat{v}_i, 1 \right) \frac{1}{a\hat{v}_i + \tilde{a}}.
\] 
(8.7)

However the homogenisation is only defined for positive \( t > 0 \) or equivalently \( a\hat{v}_i + \tilde{a} > 0 \). Denoting the embedding

\[
\mathcal{V}' = \text{conv}\left\{ \left( \hat{v}_i, 1 \right) \frac{1}{a\hat{v}_i + \tilde{a}} \right\}
\] 
(8.8)
then the $q_Y$ dimensional polytope in $\mathbb{R}^{q_Y+1}$ is mapped down onto $\mathbb{R}^{q_Y}$ with the map $\gamma$:

$$\gamma : \mathbb{R}^{q_Y+1} \rightarrow \mathbb{R}^{q_Y}, \begin{pmatrix} \hat{x} \\ t \end{pmatrix} \mapsto B\hat{x} + zt + z'. \quad (8.9)$$

For the entire projective transformation to be isomorphic we require

$$\det \begin{pmatrix} a & \tilde{a} \\ B & z \end{pmatrix} \neq 0 \quad (8.10)$$

The full projective transform $\mathcal{V}$ is then given by

$$\mathcal{V} = \text{conv}\{\frac{1}{a\hat{v}_i + \tilde{a}}(B\hat{v}_i + z)\}_{i \leq M}, \quad (8.11)$$

see e.g. [90]. For our purposes it is important that the map $\gamma$ is isometric, i.e. the relative volume of $\mathcal{V}'$ is identical with the volume of $\mathcal{V}$. To achieve this it is not enough to enforce only invertibility of

$$\begin{pmatrix} a & \tilde{a} \\ B & z \end{pmatrix}$$

but we require it to be unitary, i.e. $|\det(\cdot)| = 1$. For this notice that

$$H = \{(\hat{x}, t) : a\hat{x} + \tilde{a}t = 1\} = \{(\hat{x}, t) : \frac{1}{\|a & \tilde{a}\|_2^2}(a\hat{x} + \tilde{a}t) = \left\|(a & \tilde{a})^T\right\|_2 \} \quad (8.12)$$

which does induce the same condition on the vertices $a\hat{v}_i + \tilde{a} > 0$ and we can use an isometry with

$$\left|\det \begin{pmatrix} a & \tilde{a} \\ B & z \end{pmatrix} \right| = 1. \quad (8.13)$$

To avoid introducing additional degrees of freedom we use the QR-decomposition of $(a, \tilde{a})^T$ (see [35]):

$$QR = \begin{pmatrix} a^T \\ \tilde{a} \end{pmatrix} \quad (8.14)$$

with this we have $\det(Q) = 1$ and the first column of $Q$ is a normalised version of $(a, \tilde{a})^T$. Notice that the columns of a matrix form a basis of its range, in the case of a unitary matrix they form an orthonormal basis with the same orientation as $\mathbb{R}^{q_Y+1}$. Denoting $Q = (Q_1, Q_2)$ such that $RQ_1^T = (a, \tilde{a})$, then $Q^T$ does effectively rotate the normal vector of $H$ onto the first axis of $\mathbb{R}^{q_Y+1}$ while the remaining $q_Y$ directions are an orthonormal system inside $H$, that is $(B, z) = Q_2^T$. Hence the first method we propose to optimise (8.4) is to use the projective transformation: For a given $\mathcal{V}_0 = \text{conv}\{\hat{v}_i\}_{i \leq M}$ and a plane $H = \{(\hat{x}, t) : a\hat{x} + \tilde{a}t = 1\}$ we have

$$\mathcal{V} = \text{conv}\left\{Q_2^T \begin{pmatrix} \hat{v}_i \\ 1 \end{pmatrix} \frac{1}{a\hat{v}_i + \tilde{a}}\right\}.$$
Therefore the decision variable of the abstract optimisation (8.4) is the $q_Y + 1$ dimensional vector $(a^T, \hat{a})$.

Now recall that the volume of a polytope can be computed by decomposing the polytope into disjoint full-dimensional simplices for which the volume is given by a determinant, i.e. for the simplex $S = \text{conv}\{s_i\}_{i \leq q_Y + 1}$ the volume is given by

$$\text{vol}(S) = \frac{1}{q_Y!} \left| \det (s_1 - s_{q_Y + 1}, \ldots, s_{q_Y} - s_{q_Y + 1}) \right|. \quad (8.15)$$

Furthermore, if a simplex decomposition for $\mathcal{V}_0$ is known and $\mathcal{V} \cong \mathcal{V}_0$ then the same simplex decomposition can be used for $\mathcal{V}$, so that the volume of $\mathcal{V}$ can be explicitly calculated by summation over the volume of the simplicial decomposition. For this let $\text{conv}\{\hat{v}_j\} = \mathcal{V}_0 = \bigcup_{i \leq z_S} S_i$ with $S_i = \text{conv}\{\hat{v}_j\}_i \leq q_Y$ for given subsequences $j_i \in \{1, \ldots, M\}$. The volume of $\mathcal{V}_0$ is then given by

$$\text{vol}(\mathcal{V}_0) = \sum_{j=1}^{z_S} \frac{1}{q_Y!} \left| \det (\hat{v}_{j_1} - \hat{v}_{j_{q_Y + 1}}, \ldots, \hat{v}_{j_{q_Y}} - \hat{v}_{j_{q_Y + 1}}) \right|. \quad (8.16)$$

Constraining the combinatorial structure of the considered polytope to that of $\mathcal{V}_0$ has the additional advantage that the sign of the determinant of any simplex in the decomposition $\mathcal{V}_0 = \bigcup_{i \leq z_S} S_i$ is fixed. This is because it cannot change without crossing zero in which case the simplex would not be full dimensional and therefore the associated polytope can not be combinatorially equivalent to $\mathcal{V}_0$. It is often useful to allow a subsequent isometric affine map to rotate and shift the polytope $\mathcal{V} = \text{conv}\{\frac{1}{a_{vi} + \hat{a}} Q^T_2 \left( \hat{v}_{i} \right) \}$ =: $\text{conv}\{v_i\}$, i.e. $\nu(\mathcal{V}) = \text{conv}\{Rv_i + c\}$ with $c \in \mathbb{R}^{q_Y}$ and $|\det(R)| = 1$. We can now rewrite (8.4) as

$$\max_{a, \hat{a}} \text{vol}(\hat{\mathcal{X}}) \quad (8.17a)$$

subject to

$$\hat{v}_i^T a + \hat{a} > 0 \quad (8.17b)$$

$$\Gamma R v_i \leq 1 - \Gamma c \quad (8.17c)$$

$$\sum_{j=1}^{z_S} \frac{1}{q_Y!} \left| \det (v_{j_1} - v_{j_{q_Y + 1}}, \ldots, v_{j_{q_Y}} - v_{j_{q_Y + 1}}) \right| \geq p \text{vol}(\Omega) \quad (8.17d)$$

$$\hat{\mathcal{X}} = \mathcal{V} \ominus \text{conv}\{Rv_i + c\} \quad (8.17e)$$
Example XXI

Consider the set \( \Omega = \{ v \in \mathbb{R}^2 : -2 \leq v_{1,2} \leq 2 \} \), \( Y = \{ y \in \mathbb{R}^2 : -5 \leq y_{1,2} \leq 4 \} \) and \( V_0 = \text{conv} \{ (\pm 2, 0), (0, \pm 2), (\pm \frac{7}{2}, \pm \frac{7}{2}) \} \).

Given the problem of maximising the volume of \( Y \ominus V \) for \( V \subseteq \Omega \) with \( \text{vol}(V) \geq \frac{1}{2} \text{vol}(\Omega) = 8 \). The projective transformation of \( V \) of \( V_0 \) with \( \text{vol}(V_0) = \frac{96}{5} \) is therefore given by \( V = \text{conv} \{ v_i \}_{i \leq 6} \) and we introduce additional degrees of freedom in order to rotate and translate the set \( V = \text{conv}_{i \leq 6} \{ Rv_i \} \oplus \{ c \} \) where

\[
R = \begin{pmatrix}
\cos(\alpha) & -\sin(\alpha) \\
\sin(\alpha) & \cos(\alpha)
\end{pmatrix},
\quad c = \begin{pmatrix} c_1 \\ c_2 \end{pmatrix}.
\]

The optimisation problem is now given as

\[
\max_{a_1, a_2, \hat{a}, \tilde{a}, c_1, c_2} \text{vol}(Y \ominus V) \\
\quad \pm 2a_1 + \hat{a} \geq \epsilon \\
\quad \pm 2a_2 + \hat{a} \geq \epsilon \\
\quad \pm 1.4(a_1 + a_2) + \hat{a} \geq \epsilon \\
\quad \cos(\alpha)v_{i,1} - \sin(\alpha)v_{i,2} + c_1 \leq 4 \\
\quad -\cos(\alpha)v_{i,1} + \sin(\alpha)v_{i,2} - c_1 \leq 5 \\
\quad \sin(\alpha)v_{i,1} + \cos(\alpha)v_{i,2} + c_2 \leq 4 \\
\quad -\sin(\alpha)v_{i,1} - \cos(\alpha)v_{i,2} - c_2 \leq 5 \\
\quad \text{vol}(V) \geq 8
\]

where \( v_i = \frac{1}{a_i + \hat{a}}Q^T_i \begin{pmatrix} \hat{v}_i \\ 1 \end{pmatrix} \) as above. The optimisation can be solved using a non-linear solver, we illustrate the solution for the initial value \( a_1 = 0, a_2 = 0, \hat{a} = 1, \alpha = 0, c_1 = 0, c_2 = 0 \) in Figure 8.1.

The approach of using the projective transformation to optimise polytopes of a given combinatorial structure seems simple and elegant and it introduces a minimal number of decision variables. However, in practice we find that its effectiveness is limited by sensitivity to initial conditions and the complexity of the polytopes involved. The dependence of \( Q \) on the decision variables \((a, \hat{a})\) adds an additional layer of opaqueness.

8.4. The second method we propose to optimise over polytopes of a fixed combinatorial structure relies more on brute force than the projective transformation. For
this suppose we have the vertex and halfspace representation available for the polytope $V_0 = \text{conv}\{\hat{v}_i\}_{i \leq M} = \{v : \hat{a}_i v \leq \hat{b}_i, i \in \{1, \ldots, M\}\}$. For each vertex $\hat{v}_i$ we have the index set $A_i$ such that $\hat{a}_j \hat{v}_i = \hat{b}_j$ for $j \in A_i$ and $\hat{a}_j \hat{v}_i < \hat{b}_j$ for $j \notin A_i$. Every set $V = \text{conv}\{v_i\} = \{v : a_i v \leq b_i, i \in \{1, \ldots, M\}\}$ such that the vertices satisfy $a_j v_i = b_j$ for $j \in A_i$ and $a_j v_i < b_j$ for $j \notin A_i$ is combinatorially equivalent to $V_0$, since $L(V) = L(V_0)$. This motivates us to design an optimisation using the index sets $A_i$ to constrain the combinatorial structure of $V$. The volume of $V$ is given by the simplex decomposition of $V_0$ in the same way presented for the projective transformation. We can therefore formulate the non-linear optimisation program

$$\max_{a_1, b_1, \ldots, a_m, b_m} \text{vol}(\hat{X})$$  \hspace{1cm} (8.18a)

subject to

$$a_j v_i = b_j, \ j \in A_i, i \in \{1, \ldots, M\}$$  \hspace{1cm} (8.18b)

$$a_j v_i < b_j, \ j \notin A_i, i \in \{1, \ldots, M\}$$  \hspace{1cm} (8.18c)

$$\sum_{j=1}^{q_y} \frac{1}{q_y!} \left| \det(v_j - v_{j_{q_y+1}}, \ldots, v_{q_y} - v_{j_{q_y+1}}) \right| \geq p \text{vol}(\Omega)$$  \hspace{1cm} (8.18d)

$$\hat{X} = Y \ominus \text{conv}\{v_i\}. \hspace{1cm} (8.18e)$$

Although the number of decision variables introduced in this scheme is exorbitantly large, in particular $m(q_y+1) + Mq_y$, in numerical experiments it usually outperforms the projective transformation in the sense of its achieved objective.

Example XXII

Consider the set $\Omega = \{v \in \mathbb{R}^2 : -2 \leq v_i \leq 2\}$, $\mathcal{Y} = \{y \in \mathbb{R}^2 : -5 \leq y_i \leq 4\}$ and

$$V_0 = \text{conv} \left\{ \begin{pmatrix} 2 \\ 0 \end{pmatrix}, \begin{pmatrix} -2 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 2 \end{pmatrix}, \begin{pmatrix} 0 \\ -2 \end{pmatrix}, \begin{pmatrix} \frac{7}{5} \\ \frac{4}{5} \end{pmatrix}, \begin{pmatrix} -\frac{7}{5} \\ -\frac{4}{5} \end{pmatrix} \right\}$$

$$V_0 = \left\{ v : \begin{pmatrix} \frac{1}{2} \\ -\frac{1}{2} \\ \frac{3}{14} \\ \frac{3}{14} \end{pmatrix} v \leq \begin{pmatrix} 0 \\ 0 \\ 1 \\ 1 \end{pmatrix} \right\}. \hspace{1cm} (8.18e)$$
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This induces the index sets
\[ \mathcal{A}_1 = \{1, 5\} \]
\[ \mathcal{A}_2 = \{2, 6\} \]
\[ \mathcal{A}_3 = \{3, 6\} \]
\[ \mathcal{A}_4 = \{4, 5\} \]
\[ \mathcal{A}_5 = \{1, 3\} \]
\[ \mathcal{A}_6 = \{2, 4\} \]

which define the equality and inequality constraints
\[ a_{jv_i} = 1, \ j \in \mathcal{A}_i, \ i \in \{1, \ldots, 6\}, \]
\[ a_{jv_i} \leq 1 - \epsilon, \ j \notin \mathcal{A}_i, \ i \in \{1, \ldots, 6\}. \]

We can initialise this optimisation with the original hyperplanes and vertices of \( V_0 \), the solution of the optimisation is shown in Figure 8.1.

8.5 The third and last method we propose is the simplest and most restrictive one.\(^1\)
We constrain the structure of both \( \Omega \) and \( V \) to be parallelotopes. And we use the fact that the volume of a parallelotope \( V \) (a zonotope with \( q_y \) zones\(^2\)) is given by the modulus of the determinant of its spanning vectors, i.e. \( \Omega = \{ v \in \mathbb{R}^{q_y} : \exists t_i \in [0, 1] \wedge v = s_0 + \sum_{i=1}^{q_y} t_i s_i \} =: \text{span}(s_1, \ldots, s_{q_y}) \oplus \{s_0\} \) for linearly independent vectors \( s_1, \ldots, s_{q_y} \) then \( \text{vol}(\Omega) = |\det(s_1, \ldots, s_{q_y})| \), see e.g. [37, 40]. Furthermore, recall that \( \det(\lambda s_1, s_2, \ldots, s_{q_y}) = \lambda \det(s_1, s_2, \ldots, s_{q_y}) = \det(s_1, \lambda s_2, \ldots, s_{q_y}) = \ldots \). Assume now that \( \Omega = \text{span}(s_1, \ldots, s_{q_y}) \oplus \{s_0\} \) and the considered polytopes are of the form \( V = \text{span}(t_1 s_1, \ldots, t_{q_y} s_{q_y}) \oplus \{r\} \) for \( t_i \in (0, 1] \), naturally the volume is given by \( \text{vol}(V) = \prod_{i=1}^{q_y} t_i |\det(s_1, \ldots, s_{q_y})| = \prod_{i=1}^{q_y} t_i \text{vol}(\Omega) \). Clearly, the constraint \( \mathbb{P}\{V\} \geq p \) is equivalent to \( \prod_{i=1}^{q_y} t_i \geq p \) in this case. The abstract optimisation program (8.4) in this case can be reformulated as
\[
\max_{t_1, \ldots, t_{q_y}, r} \text{vol}(\hat{X}) \tag{8.19a}
\]
subject to
\[ 0 < t_i \leq 1 \tag{8.19b} \]
\[ \hat{X} = V \ominus (\text{span}(t_1 s_1, \ldots, t_{q_y} s_{q_y}) \oplus \{r\}) \tag{8.19c} \]

\(^1\)This method was submitted for publication in [77]
\(^2\)Zonotopes have some favourable properties for explicit computations, see e.g. [38, 40, 90], we do not discuss them further as they have no particular relevance in this discussion.
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Figure 8.1: The result of the optimisation proposed in Example XXI and XXII, in blue in the top figure the initialising set $V_0$ and in the bottom figure its resulting $Y \ominus V_0$ and in red the optimised set $V$ for the projective transformation in the top figure and its corresponding $Y \ominus V$ in the figure below. The green sets are the results of the brute force approach considered in Example XXII. The simplicial decompositions of $V, V_0$ are shown in thin grey in the above figure. The volume of $Y \ominus V_0$ is 25, whereas the optimised value of $\text{vol}(Y \ominus V) = 35.1134$ for the projective transformation and $\text{vol}(Y \ominus V) = 37.8117$ for the direct method. Both optimisations do not activate the volume constraint on $V$, the volume of the optimiser $\text{vol}(V) = 8.0381$ for the projective transformation and $\text{vol}(V) = 8.0458$ for the direct approach.
Notice, that in (8.19d) we only constrain two points of the parallelotope, this is another advantage of using a parallelotope instead of an arbitrary polytope, since the spanning vectors \( s_1, \ldots, s_{qv} \) have to be linearly independent to span a parallelotope it is not necessary to check every vertex of the parallelotope but rather the extremals. By extremal we mean the vertex that is constructed from all spanning vectors and the vertex that is made up of no spanning vector, i.e. \( r + \sum_{i=1}^{qv} t_is_i \) and \( r + 0 \). For practical applications it is useful to be able to obtain the vertex description of the parallelotope \( \text{span}(t_1s_1, \ldots, t_qv s_{qv}) \), this can be done by enumerating the vertices of the box \( \{ x \in \mathbb{R}^{qv} : 0 \leq x_i \leq t_i \} \). The vertices \( b_i \) so that \( \text{conv}\{b_i\} = \{ x \in \mathbb{R}^{qv} : 0 \leq x_i \leq t_i \} \) are such that \( (s_1, \ldots, s_{qv})b_i \) is a vertex of \( \text{span}(t_1s_1, \ldots, t_qv s_{qv}) \).

As before, we illustrate the performance of this scheme with an example.

**Example XXIII**

Consider the set

\[
\Omega = \text{span}\left\{ \begin{pmatrix} 2 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 \\ 1 \end{pmatrix} \right\} \oplus \left\{ \begin{pmatrix} -1 \\ -\frac{1}{2} \end{pmatrix} \right\}
\]

and therefore \( \mathcal{V} = \text{span}(t_1s_1, t_2s_2) \oplus \{ r \} \). Consider again \( \mathcal{Y} = \{ y \in \mathbb{R}^2 : -5 \leq y_i \leq 4 \} \), and the optimisation problem

\[
\begin{align*}
\max_{t_1, t_2, r_1, r_2} & \quad \text{vol}(\mathcal{X}) \\
\text{s.t.} & \quad t_1s_1 + t_2s_2 + r \in \Omega \\
& \quad r \in \Omega \\
& \quad t_1t_2 \geq 1 \\
& \quad \epsilon \leq t_i \leq 1 \\
& \quad \mathcal{X} = \mathcal{Y} \oplus (\text{span}(t_1s_1, \ldots, t_{qv} s_{qv}) \oplus \{ r \})
\end{align*}
\]

We illustrate the result of in Figure 8.2, where we also show the equivalent optimisers for the projective transformation and the direct method. Again the direct method outperforms the other methods considerably.
Figure 8.2: The left figure shows the resulting parallelotope of the volume optimisation considered in Example XXIII in blue while the right figure shows the resulting set $\hat{\mathcal{X}}$. As a reference the black outlined sets are $\Omega$ and $\mathcal{Y} \ominus \Omega$ respectively. For comparison we plot the solution of the considered problem with the projective transformation approach in red and the brute force direct method in green. The objective values are given as $\text{vol}(\hat{\mathcal{X}}) = 57.0655$, $\text{vol}(\mathcal{X}) = 57.2044$ and $\text{vol}(\hat{\mathcal{X}}) = 63.9958$. 
So far we have discussed methods of optimising the polytopes for which the combinatorial structure or in the case of the parallelootope the spanning vectors were predetermined. We will now outline possible uses in the context of model predictive control where some constraints are probabilistic. Consider the general problem of designing a model predictive control scheme that guarantees feasibility for the system $x_{k+1} = Ax_k + Bu_k + w_k$ subject to the state constraints $x_k \in \mathcal{X}$, input constraints $u_k \in \mathcal{U}$, process noise constraints $w_k \in \mathcal{W}$ and the probabilistic output constraint $\mathbb{P}\{Cx_k + Du_k + \omega_k \in \mathcal{Y}\} \geq p$ for all future times. The key problem in this statement is guaranteeing feasibility.

We define the the maximal invariant set subject to probabilistic constraints $\mathcal{X}_\infty$ as the largest set satisfying

$$\mathcal{X}_\infty = \left\{ x \in \mathcal{X} : \begin{cases} x_0 = x \\ x_{k+1} = (A + BK)x_k + w_k \\ x_k \in \mathcal{X} \\ Kx_k \in \mathcal{U} \\ \mathbb{P}\{(C + DK)x_k + \omega_k \in \mathcal{Y}\} \geq p \\ \forall w_k \in \mathcal{W} k \geq 0 \end{cases} \right\}$$

for any set $\mathcal{V} \subseteq \Omega$ with $\mathbb{P}\{\mathcal{V}\} \geq p$ we have the the maximal invariant set with guaranteed probabilistic constraints $X_\infty \max$ given by the largest set satisfying

$$X_\infty \max = \left\{ x \in \mathcal{X} : \begin{cases} x_0 = x \\ x_{k+1} = (A + BK)x_k + w_k \\ x_k \in \mathcal{X} \\ Kx_k \in \mathcal{U} \\ (C + DK)x_k + v_k \in \mathcal{Y} \forall v_k \in \mathcal{V} \\ \forall w_k \in \mathcal{W} k \geq 0 \end{cases} \right\}.$$ 

The inclusion $X_\infty \max \subseteq \mathcal{X}_\infty$ holds trivially, and hence a reasonable objective is to maximise the size (i.e. the volume) of $X_\infty \max$ over $\mathcal{V}$ with $\mathbb{P}\{\mathcal{V}\} \geq p$. The set $X_\infty \max$ can be computed in a similar fashion to the maximal robust positive invariant way described in Section 4.1 using that $\mathcal{D}_k(X_\infty \max) \subseteq \mathcal{X} \cap K^{-1}\mathcal{U} \cap (\mathcal{Y} \ominus \mathcal{V})$, where $\mathcal{D}_k(\cdot)$ is defined as in (4.1.2).

Conventional methods to deal with this problem statement involve sampling the
output noise and guaranteeing feasibility with a certain confidence. The most popular technique to solve such probabilistically constrained optimisation problems is the scenario based approach, see e.g. [19, 20] for an overview. There are now various publications discussing scenario based methods for solving a stochastic model predictive control formulation, we particularly refer to [57, 89] as the idea presented is similar to the approach discussed above: An auxiliary set \( V \) is determined such that \( \mathbb{P}\{P(V) \geq p\} \geq 1 - \beta \) is satisfied, where \( \beta > 0 \) denotes the confidence with which this \( \mathbb{P}\{V\} \geq p \) holds (\( p \) is often written as \( 1 - \epsilon \) in the context of scenario methods). Notice that the somewhat peculiar probability of probability \( \mathbb{P}\{P(V) \geq p\} \), measures the probability with which the auxiliary set \( V \) satisfies the probabilistic condition \( \mathbb{P}\{V\} \geq p \), in the scenario approach the auxiliary set \( V \) is given by \( N \) samples \( \{\omega_1, \ldots, \omega_N\} \subset \Omega \), so that the outer probability measure characterises the probability on the multi-sample space \( \Omega^N \), therefore we denote it by \( \mathbb{P}^N\{\cdot\} \) from here on to avoid confusion.

We will now present a comparison of the scenario approach presented in [89] with the three methods described above. The method relies on drawing a sufficient number of samples \( N \) and computing a polytope containing the samples. The number of samples \( N \) used depends on the probability \( p = 1 - \epsilon \), the dimension \( q_Y \) and the desired confidence \( \beta \). In particular the number of samples should be chosen in such a way that if the set \( \hat{X} \) is computed for any \( N \)-sample set \( \tilde{\Delta}^N = \{\omega_1, \ldots, \omega_N\} \) to be \( \hat{X} = Y \ominus \text{conv}\{\tilde{\Delta}^N\} \) then the violation probability, i.e. the probability that any realisation \( \omega \in \Omega \) satisfies \( \mathbb{P}\{\hat{X} \oplus \{\omega\} \not\subseteq Y\} \) is bounded by

\[
\mathbb{P}\{\hat{X} \oplus \{\omega\} \not\subseteq Y\} \leq \sum_{i=0}^{q_Y} \binom{N}{i} \epsilon^i (1 - \epsilon)^{N-i} = \Phi\left(\epsilon, q_Y, N\right). \tag{8.22}
\]

Condition (8.22) can be understood as that the violation probability is constrained by the cumulative binomial distribution \( \Phi \). Hence, \( \mathbb{P}^N\{\mathbb{P}\{\hat{X} \oplus \{\omega\} \subseteq Y\} \geq p\} \geq 1 - \beta \) if \( N \) is chosen such that

\[
\sum_{i=0}^{q_Y} \binom{N}{i} \epsilon^i (1 - \epsilon)^{N-i} \leq \beta \tag{8.23}
\]

holds, see [19] for details. For (8.23) to hold upper bounds on the binomial cumulative distribution can be found to be \( N \geq \frac{2}{\epsilon^2} (q_Y - \log(\beta)) \) (see e.g. [19]), this bound on the number of samples depends reciprocally on the confidence \( \beta \), i.e. regardless of the probability \( p \) the number of samples required to satisfy the probabilistic constraints will diverge as the desired confidence approaches zero. We illustrate \( \Phi \) and the bound
Figure 8.3: The left figure shows the cumulative density function of the binomial distribution $\Phi(1 - p, q_y, N)$ for $q_y = 4$ and for $p = \frac{4}{10}, \frac{5}{10}, \ldots, \frac{9}{10}$. The right figure shows the bound on the number of samples required using $N = \frac{1}{\epsilon} (q_y - \log(\beta))$ for the same values of $p$ and $q_y$.

on $N$ in Figure 8.3.

The method described in [89] based on [57] uses a $\ell_\infty$-box defined by

$$\min_{\tau, \bar{\tau} \in \mathbb{R}^{q_y}} \sum_{i=1}^{q_y} (\bar{\tau}_i - \tau_i)$$

(8.24)

s.t. $\tau \leq \omega_j \leq \bar{\tau}, j \in \{0, \ldots, N\}$

A natural extension would be to use a $m \times q_y$-matrix $\Gamma$ with rank $q_y$ and use

$$\min_{\tau, \bar{\tau} \in \mathbb{R}^{m}} \sum_{i=1}^{q_y} (\bar{\tau}_i - \tau_i)$$

(8.25)

s.t. $\tau \leq \Gamma \omega_j \leq \bar{\tau}, j \in \{0, \ldots, N\}$

We can now present a comparison between the optimisation schemes proposed above and the sample based method described in [89].

**Example XXIV**

Consider the system

$$x^+ = \begin{pmatrix} 0.7 & -0.25 \\ 0.25 & 0.7 \end{pmatrix} x + \begin{pmatrix} 0 \\ 1 \end{pmatrix} u + w$$

(8.26)

subject to the constraints

$$\mathcal{X} = \{ x \in \mathbb{R}^2 : \|x\|_{\infty} \leq 15 \},$$

$$\mathcal{U} = \{ u \in \mathbb{R} : |u| \leq 2 \},$$

$$\mathcal{W} = \{ w \in \mathbb{R}^2 : \|w\|_1 \leq 1 \}.$$  

(8.27)
The output
\[ y = \begin{pmatrix} -0.08 & -0.05 \\ -0.14 & -0.04 \end{pmatrix} x + \begin{pmatrix} 0.44 \\ 0.44 \end{pmatrix} u + v \] (8.28)
is subject to the probabilistic constraint
\[ P\{\|y\|_\infty \leq 1\} \geq 0.3 \] (8.29)
for
\[ \Omega = \text{span} \left\{ \begin{pmatrix} 0.07 \\ 0.08 \end{pmatrix}, \begin{pmatrix} -0.07 \\ 0.08 \end{pmatrix} \right\} \oplus \left\{ \begin{pmatrix} 0 \\ -0.08 \end{pmatrix} \right\} \] (8.30)
\[ = \text{conv} \left\{ \begin{pmatrix} \pm 0.07 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ \pm 0.08 \end{pmatrix} \right\} \]
\[ = \left\{ v \in \mathbb{R}^2 : \pm \frac{100}{7} v_1 \pm \frac{25}{2} v_2 \leq 1 \land \mp \frac{100}{7} v_1 \pm \frac{25}{2} v_2 \leq 1 \right\} \]

In order to be able to compare all presented schemes we enforce \( \mathcal{V} \) to be combinatorially equivalent to \( \Omega \), i.e. \( \mathcal{V} \cong \Omega \). The scenario approach requires the choice of the confidence \( \beta \) which we chose to be \( \beta = \frac{1}{1000} \), the smallest integer \( N \) satisfying \( N \geq \frac{20}{7} (2 - \log(\frac{1}{1000})) \) is \( N = 26 \). For the dimension \( q_Y = 2 \) and \( \epsilon = 1 - p = \frac{9}{10} \) we can explicitly evaluate \( \Phi(\frac{7}{10}, 2, N) \leq \frac{1}{1000} \) to find that \( N = 10 \) would be sufficient, but for consistency we use \( N = 26 \).

To compute a feedback controller \( u = Kx \) we use a linear quadratic regulator design with \( Q = I \) and \( R = 1 \). We illustrate the solution of the comparison in Figure 8.4. The comparison showed that for this simple example the approach based on projective transformation marginally outperformed both the direct approach and the parallelogram approach, while all three approaches in which probabilistic constraints were imposed directly through constraints on the volume of \( \mathcal{V} \) outperformed the scenario-based approach.

In this section we presented three possible frameworks to optimise polytopes in order to guarantee feasibility for probabilistically constrained model predictive control schemes, the random variable was assumed to be uniformly distributed in order to avoid evaluating integrals. All three proposed methods require non-linear programming methods to solve, furthermore due to the way the volume depends on the
Figure 8.4: A comparison of the scenario approach suggested in [89] against the methods presented above. In the above figure we see the respective sets $V$ given by the four suggested methods: In black the box bounding $N = 26$ samples, in blue the solution of the parallelootope approach, in red the solution of the projective transformation optimisation and in green the solution to the direct method, in grey we outline $\Omega$. In the respective colours the bottom figure shows the maximal guaranteed probabilistically positive invariant sets $X_{\text{max}}^\infty$ for the four methods. The objective values are as follows $\text{vol}(X_{\text{max}}^\infty) = 55.1380$, $\text{vol}(X_{\text{max}}^\infty) = 59.2334$, $\text{vol}(X_{\text{max}}^\infty) = 62.0096$ and $\text{vol}(X_{\text{max}}^\infty) = 60.8700$. 
vertices of a polytope the optimisation programs are non-convex in general. Furthermore, using an objective that depends on the optimisation variable implicitly requires additional computation. This additional computation suffers, like most polytope computation, from the curse of dimensionality, i.e. due to the way the complexity of polytopes increases with dimension the suggested methods become computationally intractable for large dimensions. However, in practical lower dimensional examples all methods perform well and show significant improvements over a scenario-based method. In the next chapter we outline an extension to more general probability distributions.
Chapter 9
An Outlook on Set-Based Methods in Stochastic Model Predictive Control

9.1 In the previous chapter we discussed three methods to optimise polytopes of a given structure such that their volume exceeds a given threshold. For the probability space \((\Omega, \mathcal{F}, \mathbb{P})\) the key is to approximate

\[
\mathbb{P}\{\mathcal{V}\} = \int_{\mathcal{V}} f(\omega) d\omega \tag{9.1}
\]

for a polytopic \(\mathcal{V} \subseteq \Omega\) and a measurable density function \(f : \Omega \to [0, \infty)\). To simplify the problem slightly we assume that \(f \in L^1(\Omega)\) and \(\Omega \subset \mathbb{R}^{q_Y}\) is polytopic. The central idea is to approximate (9.1) using a Riemann-like piecewise constant approximation on a grid over \(\Omega\). For this let \(Z(\delta)\) be a homogeneous grid in \(\mathbb{R}^{q_Y}\) covering \(\Omega\) with side lengths \(\delta\), i.e.

\[
Z(\delta) = \bigcup_{Q_i(\delta) \cap \Omega \neq \emptyset} Q_i(\delta) \tag{9.2}
\]

where \(e_i\) denotes the \(i\)-th Cartesian basis vector and \(i = (i_1, \ldots, i_{q_Y})\). Furthermore, let \(f_i\) denote\(^1\)

\[
f_i(\delta) = \int_{Q_i(\delta)} f(\omega) d\omega, \tag{9.3}
\]

Notice that the numerical evaluation of a \(q_Y\)-dimensional integral on over a cube poses a comparably small challenge and in fact all \(f_i\) can be determined simultaneously, as we will see in Example XXV.
and with this we define three sums approximating (9.1):

\[ P(\delta, V) = \sum_{Q_i(\delta) \cap V \neq \emptyset} f_i(\delta) \]

\[ \bar{P}(\delta, V) = \sum_{Q_i(\delta) \subseteq V} f_i(\delta) \]  \hspace{1cm} (9.4)

\[ \hat{P}(\delta, V) = \sum_{c_i(\delta) \in V} f_i(\delta), \quad c_1(\delta) = e_1 \delta(i_1 + \frac{1}{2}) + \cdots + e_q \delta(i_q + \frac{1}{2}) \]

For these sums we get the following trivial conditions

\[ P(\delta, V) \leq \bar{P}(\delta, V) \leq \hat{P}(\delta, V) \]  \hspace{1cm} (9.5)

\[ P(\delta, V) \leq \mathbb{P}\{V\} \leq \bar{P}(\delta, V) \]  \hspace{1cm} (9.6)

for all \( \delta > 0 \). The sums \( P \) and \( \bar{P} \) are purely for analytical purposes, namely to guarantee that

\[ \hat{P}(\delta, V) \xrightarrow{\delta \to 0} \mathbb{P}\{V\} \]  \hspace{1cm} (9.7)

but this follows from (9.5) and classic Lebesgue dominated convergence theorem applied to \( P \) and \( \bar{P} \). It is worth pointing out that there is no obvious way to determine the relation between \( \hat{P} \) and \( \mathbb{P}\{V\} \), however due to (9.7) we know that we can approximate \( \mathbb{P}\{V\} \) arbitrarily closely by using \( \hat{P}(V) \).

9.2 In order to use finite sums to approximate the probability (9.1) we need to be able to determine

\[ Q_i(\delta) \cap V \neq \emptyset \]  \hspace{1cm} (9.8)

\[ Q_i(\delta) \subseteq V \]  \hspace{1cm} (9.9)

\[ c_i(\delta) \in V \]  \hspace{1cm} (9.10)

at this point the computational workload of each condition has to be determined. Assume there are \( n \) cubes \( Q_i(\delta) \) on the grid, then for each sum \( n \) conditions have to be evaluated: Condition (9.8) requires to intersect two polytopes and determine whether the intersection is empty, in order to check whether a polytope is empty we have to solve a linear program and hence \( n \) linear programs to determine which \( f_i \) to sum up. The containment of a the cube (9.9) is also checked with a linear program (see Corollary D.4), so again \( n \) linear programs would have to be solved in order to determine \( P \). Lastly, checking whether a point is contained in a polytope in hyperplane representation is trivial and we will describe a computationally tractable method next.
For this recall the Heaviside step function $\sigma(t)$ which is defined as

$$\sigma(t) = \begin{cases} 1 & t \geq 0 \\ 0 & t < 0 \end{cases} \quad (9.11)$$

and let $\gamma(t)$ be its complement $\gamma(t) = \sigma(-t)$, now assume the hyperplane description of $V$ is, as before, given by

$$V = \{ v \in \mathbb{R}^q : a_j v \leq b_j, j \in \{1, \ldots, m\} \}.$$ 

A point $c_i \in V$ if and only if $a_j c_i - b_j \leq 0$ for all $j \in \{1, \ldots, m\}$, or

$$g_i := \sum_{j=1}^{m} \gamma(a_j c_i - b_j) = m \quad (9.12)$$

or in a slightly relaxed version $g_i - m + \epsilon \geq 0$ for any $\epsilon > 0$. With this we can rewrite $\hat{P}(\delta, V)$ as

$$\hat{P}(\delta, V) = \sum_{i: g_i - m + \epsilon \geq 0} f_i = \sum_{i} \sigma(g_i - m + \epsilon) f_i. \quad (9.13)$$

Using the Heaviside function this way allows us to evaluate the sum $\hat{P}$ without solving any integrals but rather summing up over grid centres $\sigma(\sum_{j=1}^{m} \gamma(a_j c_i - b_j) - m + \epsilon)$. In an optimisation context, using the Heaviside function to determine whether the centre $c_i \in V$ would make a condition such as $\hat{P}(\delta, V) \geq p$ discontinuous in $a_j, b_j$ and we will discuss a possible method to avoid such difficulties.

There are different ways of approximating the Heaviside function $\sigma(t)$ with differentiable functions, e.g. $\frac{1}{2} + \frac{\arctan(\alpha t)}{\pi} \xrightarrow{\alpha \to \infty} \sigma(t)$ point-wise for all $t \in \mathbb{R} \setminus \{0\}$ and is continuously differentiable. Although the arctangent is a viable candidate we will not use it here, but instead we use the Sigmoid function

$$S(t) = \frac{1}{1 + e^{-t}}, \quad (9.14)$$

this is due to its derivative property $\frac{d}{dt} S(t) = S(t)(1 - S(t))$ which can save computation costs for large numbers of grid cubes. Just like the arctangent the Sigmoid function $S(\alpha t) \xrightarrow{\alpha \to \infty} \sigma(t)$ point-wise for all $t \in \mathbb{R} \setminus \{0\}$ and $S(0) = \frac{1}{2}$. It is important to realise that for any $\alpha > 0$ the offset $\epsilon > 0$ shifts the function to the left, i.e. such that $S(\alpha(t + \epsilon)) > \frac{1}{2}$ for $t > 0$. We have to derive some conditions on $\alpha$ and $\epsilon$ for us to be able to use

$$\hat{P}(\delta, V) = \sum_{i} S(\alpha(g_i - m + \epsilon)) f_i$$

$$g_i = \sum_{j=1}^{m} S(-\alpha(a_j c_i - b_j + \epsilon)). \quad (9.15)$$
Figure 9.1: The Sigmoid function $S(\alpha t)$ for $\alpha = 1, 2, 3$ approximating the Heaviside function $\sigma(t)$ in red.

For this we define the length $\Delta(\alpha, \rho)$ as

$$\Delta(\alpha, \rho) = (S(\alpha \cdot))^{-1}(1 - \rho) - (S(\alpha \cdot))^{-1}(\rho)$$  \hspace{1cm} (9.16)

that is the length of the interval the Sigmoid function takes to climb from $S(\alpha t_1) = \rho$ to $S(\alpha t_2) = 1 - \rho$, see Figure 9.1. Using simple arithmetic we find that $\Delta(\alpha, \rho) = \frac{2}{\alpha}(\log(1 - \rho) - \log(\rho))$. In order to choose $\epsilon$ and $\alpha$ so as to suppress ambiguities between $c_i$ and its neighbours $c_j$, a sensible choice would be to choose $\alpha$ such that $\Delta(\alpha, \rho) < \delta$, i.e. smaller than the minimal distance between two centre points $c_i$ and $c_j$. A sensible choice for $\epsilon$ is given by $\epsilon = \frac{\Delta(\alpha, \rho)}{2}$ which produces $S(\alpha(0+\epsilon)) = 1 - \rho$.

With this we get

$$\hat{\mathcal{P}}(\delta, \mathcal{V}) = \sum_{\{g_i \geq (1-\rho)m\}}^{m} f_i$$  \hspace{1cm} (9.17)

$$g_i = \sum_{j=1}^{m} S(\alpha(b_j - a_jc_i - \epsilon))$$

and we can see that the value $f_i$ contributes to $\hat{\mathcal{P}}$ if $g_i \geq (1 - \rho)m$, where the $c_i$ with a corresponding quantity $g_i$ approaching the value $(1 - \rho)m$ indicates that $c_i$ is close to $m$ hyperplanes, i.e. it is close to a vertex of $\mathcal{V}$. For this sum the choice of $\alpha$ and $\epsilon$ is less important and we can use the same values as before:

$$\frac{1}{1 - \rho} \sum_{i} S(\alpha(g_i - (1 - \rho)m + \epsilon))f_i \geq \hat{\mathcal{P}}(\delta, \mathcal{V}) \geq \sum_{i} S(\alpha(g_i - (1 - \rho)m + \epsilon))f_i.$$  \hspace{1cm} (9.18)

The inequality is necessary in these bounds because $S(\alpha(t + \epsilon)) < 1$, however, since $\alpha$ and $\rho$ ensure that the Sigmoid function is steep, in practical computations we can ignore the gap introduced by using Sigmoid functions.
As we require the halfspace description of the set $\mathcal{V}$ to evaluate (9.18) we only consider the direct method presented in Section 8. We will illustrate the procedure in the following example.

**Example XXV**

Consider the problem of maximising $\text{vol}(\hat{X})$ where $\hat{X} = \mathcal{Y} \ominus \mathcal{V}$ is the Pontryagin difference between $\mathcal{Y} = \{ y \in \mathbb{R}^2 : -5 \leq y_i \leq 4 \}$ and the polytope $\mathcal{V}$ which we enforce to be combinatorially equivalent to $\mathcal{V}_0$ with $\mathcal{V}_0 = \text{conv}\{ (2,0), (0,2), (-2,0), (0,-2), (\frac{7}{2},0), (0,-\frac{7}{2}) \}$.

which we previously used in Example XXII. The density function we consider is supported on the box $\Omega = \{ \omega \in \mathbb{R}^2 : -2 \leq \omega_i \leq 2 \}$ and is given by

$$f(\omega) = \frac{1}{c} e^{-\omega_1^2 - 2\omega_2^2}$$

where $c$ denotes the constant $c = \frac{\pi \text{erf}(2) \text{erf}(2\sqrt{2})}{\sqrt{2}}$ with $\text{erf}(z) = \frac{2}{\sqrt{\pi}} \int_0^z e^{-x^2} dx$, see Figure 9.3. As the side length $\delta$ we choose $\delta = 0.05$, i.e. there are 6400 cubes $Q_i$. First we have to compute the values $f_i$ for each $Q_i$, notice that for a given cube $Q_i$ we have

$$\int_{Q_i} f(\omega) d\omega = \int_{\delta_1}^{\delta(\delta_1 + 1)} \int_{\delta_2}^{\delta(\delta_2 + 1)} f(\omega_1, \omega_2) d\omega_2 d\omega_1$$

$$= \int_0^\delta \int_0^\delta f(\omega_1 + \delta i_1, \omega_2 + \delta i_2) d\omega_2 d\omega_1,$$

this apparently trivial identity allows us to compute the values $f_i$ efficiently. Define the vector valued function

$$F_2(\omega_1) = \int_0^\delta \begin{pmatrix} f(\omega_1 - 2, \omega_2 - 2) \\ f(\omega_1 - 2, \omega_2 - 1.95) \\ \vdots \\ f(\omega_1 + 1.95, \omega_2 + 1.9) \\ f(\omega_1 + 1.95, \omega_2 + 1.95) \end{pmatrix} d\omega_2$$
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now the values of $f_i$ follow by integrating $F_2$:

$$\begin{pmatrix}
  f_{(-40,-40)} \\
  f_{(-40,-39)} \\
  \vdots \\
  f_{(39,39)}
\end{pmatrix} = \int_0^\delta F_2(\omega_1) d\omega_1.$$

This method can easily be generalised for any dimension and is faster than evaluating the integral on every individual cube on the grid. We choose $\rho = \frac{1}{10}$ and we therefore get $\alpha > 40(\log(9)) \approx 87.889$ and we choose $\alpha = 1000$, this leads to $\epsilon = \frac{\Delta}{2} = \frac{\log(9)}{1000} \approx 0.002$. With this we can use the direct method described in Section 8 to maximise the volume of $\hat{X}$, the remaining procedure of the optimisation is identical with the previously described volume constrained optimisation in Section 8. We illustrate the solution of the maximisation of $\text{vol}(\hat{X})$ subject to $\mathcal{V} \cong \mathcal{V}_0$ and $\mathbb{P}\{\mathcal{V}\} \geq 0.3$ in Figure 9.2.

In order to compare the proposed method with a scenario-based alternative, similar to Example XXIV we use $N = 26$ samples to ensure the probabilistic constraint satisfaction with a confidence of $\beta = \frac{1}{1000}$ (the number of necessary samples is independent of the probability distribution). Here the combinatorial structure we use $L(\mathcal{V}_0)$ is not a cube, i.e. there is no unique method to determine 'the best set $\tilde{\mathcal{V}}$' such that all $\omega_j \in \tilde{\mathcal{V}}$ while having $\tilde{\mathcal{V}} \cong \mathcal{V}_0$. For fairness of the comparison we would have to minimise the probability contained within, i.e. $\min_{\mathcal{V} \cong \mathcal{V}_0} \mathbb{P}\{\tilde{\mathcal{V}}\}$, however this would then rely on the proposed method to determine the probability. So instead we use the convex hull of the 26 samples and omit the optimisation. For the $N = 26$ samples shown in Figure 9.3 the convex hull $\tilde{\mathcal{V}} = \text{conv}_{i=1}^{26} \{\omega_i\}$ has the approximate probability measure $\tilde{P}(0.05, \tilde{\mathcal{V}}) = 0.8061$. 
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Figure 9.2: The solution $V$ to the measure optimisation considered in Example XXV outlined in black, highlighted in blue the contributing cubes $Q_i$. For the comparison $N = 26$ samples $\{\omega_1, \ldots, \omega_{26}\}$ shown in red and their convex hull $\tilde{V} = \text{conv}\{\omega_1, \ldots, \omega_{26}\}$ outlined in red. The approximate probability measure attained for this set $\tilde{p}(0.05, \tilde{V}) = 0.8061$, in comparison to $p(0.05, V) = 0.3111$.

Figure 9.3: The density function $f(\omega)$ for Example XXV where the mesh indicates the underlying grid.
Chapter 10

Conclusion

10.1 A brief summary

In this thesis we presented methods which allow us to apply a min-max robust model predictive control formulation to constrained linear systems subject to additive uncertainty. The first class of uncertainty was subject to fixed linear constraints, i.e. the uncertainty was an element of a polytopic set, the methods used for this case are well known and have been around for a while. We presented these methods in a slightly different way to the existing literature which allowed us to use them as a starting ground to develop generalisations. For linearly constrained quadratic min-max formulations we furthermore presented two proofs that the suggested method does in fact yield a stable closed-loop performance. The first statement was on a well known $H_\infty$-bound which gives us some insight on the design parameter $\gamma$ and followed directly from the min-max formulation and the terminal conditions. The second statement is a statement on input-to-state stability of the closed-loop system with respect to the 'disturbance input'. This result is based on previous publications on input-to-state stability of robust model predictive control problems, yet provides an alternative proof to the one presented in [55].

The main contributions presented in this work involve methods of computing, manipulating and optimising variable polytopic sets in several contexts within robust model predictive control. Hence the second class of uncertainty we dealt with was subject to linear constraints which depended on the state and or the input of the system. To cope with such set-valued maps of uncertainty we introduced the property of parametric convexity and discussed its relevant properties, although the abstract property of parametric convexity had previously been introduced in the literature the framework we present is new. We showed that by constraining the uncertainty to parametrically
convex piecewise polyhedral set-valued maps we can formulate convex polytopic state
and input constraints at each stage such that a min-max program guarantees con-
straint satisfaction of the closed loop system. Furthermore, using similar methods we
analysed the behaviour of maximal robust positive invariant sets when a fixed set of
uncertainties is scaled up. We showed that the maximal robust positive invariant set
exists up to a threshold and is polytopic, however once the threshold is passed the
set vanishes abruptly. The methods we develop to obtain these sets exploited some
basic properties of polyhedra.

By exploiting similar properties we were able to transfer robust model predictive
control concepts to a stochastic case. Therefore, third class of uncertain systems we
considered was subject to probabilistic constraints on an auxiliary output variable.
The aim was to replace the probabilistic constraint by a robust one which would
guarantee that the probabilistic constraint would be satisfied. To keep the conserv-
vatism, introduced by fixing one particular set, as small as possible we proposed three
methods of optimising over polytopes of a given combinatorial structure. All three
methods led to non-linear non-convex optimisation programs and therefore their re-
result does not necessarily minimise the conservatism in an absolute sense. We first
considered only uniformly distributed uncertainty for which probability measure di-
rectly translates to a normalised volume, for this we discussed a possible way of using
the scheme to determine a maximal invariant set with guaranteed probabilistic con-
straints. A numerical comparison showed significant improvements over sample based
methods which fail to give hard guarantees. The last chapter extended the procedure
slightly by providing a method to approximate probability measures, however due
to their nature of relying on the vertex representation of a polytope the projective
transformation approach as well as the parallelootope approach do not translate as
easily as the direct method.

10.2 Contributions in this thesis

Many of the topics discussed in this work are well established and understood and
have been previously presented elsewhere, therefore we summarise the key contri-
butions which are more than slight extensions to the existing literature. The first
major contribution we made was the analysis of parametrically convex set-valued
maps and in particular piecewise polyhedral ones. Although there are numerous an-
alytical methods on set-valued maps it seems that a computational approach has not
been considered before, similarly there are a few computational and analytical state-
ments on fixed polytopes and polyhedra, yet there seems to have been a gap between
the two. To the author’s best knowledge there are no previous results on computa-
tional methods for these kinds of parametrised polytopes, i.e. polyhedral set-valued
maps. The parametrised polyhedra which have been studied in the context of robust
model predictive control were used to solve explicit model predictive control prob-
lems by handling the necessary constraints in [67]. A related method was then used
in [66] to effectively avoid performing the Pontryagin difference explicitly and shift
the workload to the online computations where a projection based method is used
to obtain the explicit solution of the min-max problem. Using parametrically convex
piecewise polyhedral set-valued maps, the range of systems for which a min-max type
robust model predictive control problem can be solved explicitly has been expanded
significantly. In Examples XIV and XII we suggest its use to handle multiplicative
uncertainty and linearisation errors respectively, similar methods could be developed
to approximate other system classes such as systems subject to sector bound distur-
bances.

The second major contribution is the optimisation over polytopes suggested in Chap-
ter 8, using fixed combinatorial structures entire polytopes can be used as decision
variables. Despite the fact that the involved optimisation programs are non-convex
and non-linear in general we were able to produce significant improvements over exist-
ing methods in numerical examples. Using an approximation, like the one presented in
Chapter 9, the methods can be used for general but known probability distributions.
Both these innovations lead to formulations that are linearly constrained quadratic
min-max programs and can be solved using the well established methods described
in Chapter 4, with mild extensions.

Various other, more minor innovations were presented in this thesis which are worth
pointing out:

- By using ellipsoids to derive the finite determinability of the maximal robust
  positive invariant set we were able to derive (scaling-dependent) upper bounds
  on the number of iterations necessary, however rather loose bounds.

- Although this is a rather negative result, the link between the line search and
  the simplex algorithm, which implies that we will most likely struggle to find a
general sub-binomial upper bound on the number of active set changes for min-
max programs with a given number of inequality constraints, was not previously
discussed in the literature.

- In the discussion of the scaled uncertainty sets, we use a combination of the
  absolute Hausdorff distance (rather than a relative Minkowski functional type
distance) in conjunction with ellipsoidal bounds on the involved polytopes which
yields an alternative method of determining the critical scaling factor $\alpha^*$.

- As a direct consequence of the ellipsoidal treatment of the scaled disturbance
sets we are able to derive a scaling dependent upper bound on the number of
iterations required to obtain the maximal robust positive invariant set, implying
that as $\alpha$ approaches $\alpha^*$ the number of iterations required increases. A similar
result was published in [79].

There are several statements we presented here which were new but are too trivial to
be pointed out.

10.3 Directions for Further Work

The framework we presented here for state- and input-dependent disturbances is fairly
mature, however a phenomenon has yet to be addressed: For the presented work to
apply the system dynamics have to be 'dominantly linear', i.e. linear analysis tools
have to be applicable. Although this might be obvious to guarantee when the piece-
wise polyhedral set-valued map approximates non-linearities close to a linearisation
point, it is far less obvious in the general case. Similar to the analysis presented in
Chapter 7 Example XIII implies that a linearly scaled parametrically convex piece-
wise polyhedral set-valued map $W^\alpha(x) = \alpha W(x)$ induces non-trivial behaviour for
increasing values of $\alpha \geq 0$. Unlike in the fixed disturbance case presented in Chap-
ter 7, increasing a scaling factor can lead to existing but not finitely determined
maximal robust positive invariant sets. Furthermore, a method to determine whether
the auxiliary set sequence $R_k$ is of 'case 1,2 or 3’ has to be determined, in order to
allow a-priori statements on the finite determinability of the maximal robust positive
invariant set.

Another possible direction for further research is for the polytope optimisation meth-
ods we proposed in Chapter 8. Can any of the proposed methods be made convex
by any means? The main non-convexity all proposed methods share was the use of
the determinant. The determinant (which depends non-linearly on the vertices of the
simplexes) and the trace of the same matrix are related, however the trace depends
linearly on the vertices, so can bounds on this property be used to convexify any
of the optimisation problems? Furthermore, since all three methods constrain the
combinatorial structure of the resulting polytope to a fixed predetermined one, it is
worth investigating in more detail how the methods are related to each other.

Naturally, using robust min-max methods on stochastic model predictive control
problems has to be tried, it could well be that the objective of maximising some
feasible set is not the best way to obtain maximal performance while guaranteeing
probabilistic constraint satisfaction, if so what is.
Appendix A

The Minkowski Sum and the Pontryagin Difference

A.1 In this section we summarise known properties of the Minkowski sum of two sets $\mathcal{X} \oplus \mathcal{Y} = \{ z : z = x + y, x \in \mathcal{X}, y \in \mathcal{Y} \}$ and the Pontryagin difference between two sets $\mathcal{X} \ominus \mathcal{Y} = \{ z : z + y \in \mathcal{X} \forall y \in \mathcal{Y} \}$. The Minkowski sum was introduced by Minkowski himself in [64] by means of the support function of a set $\mathcal{X}$:

$$h_{\mathcal{X}}(z) = \sup_{x \in \mathcal{X}} z^T x$$  \hspace{1cm} (A.1)

to be $h_{\mathcal{X} \oplus \mathcal{Y}}(z) = h_{\mathcal{X}}(z) + h_{\mathcal{Y}}(z)$. It is trivial to see that the two definitions are equivalent:

$$h_{\mathcal{X}}(z) + h_{\mathcal{Y}}(z) = \sup_{x \in \mathcal{X}} z^T x + \sup_{y \in \mathcal{Y}} z^T y = \sup_{x+y \in \mathcal{X} \oplus \mathcal{Y}} z^T (x + y) = h_{\mathcal{X} \oplus \mathcal{Y}}(z).$$  \hspace{1cm} (A.2)

A third equivalent definition is given in [40] as

$$\mathcal{X} \oplus \mathcal{Y} = \bigcup_{x \in \mathcal{X}} \bigcup_{y \in \mathcal{Y}} \{ x + y \} = \bigcup_{x \in \mathcal{X}} \{ x \} \oplus \bigcup_{y \in \mathcal{Y}} \{ y \} \oplus \mathcal{X} = \bigcup_{y \in \mathcal{Y}} \bigcup_{x \in \mathcal{X}} \{ y \} \oplus \mathcal{X}. \hspace{1cm} (A.3)$$

Some sensible conventions are made to create a pseudo-group\(^1\) character over the set of compact sets with the operation of the Minkowski addition.

$$\mathcal{X} \oplus \emptyset = \emptyset \oplus \mathcal{X} = \emptyset \hspace{1cm} (A.4)$$

$$\mathcal{X} \oplus \mathcal{K} = \mathcal{K} \oplus \mathcal{X} = \mathcal{K} \hspace{1cm} (A.5)$$

Where $\mathcal{K}$ denotes the body in which the sets reside $\mathcal{X} \subseteq \mathcal{K}$, i.e. for all purposes outside this appendix $\mathcal{K} = \mathbb{R}^d$. The Minkowski addition has a few properties that are often useful:

\(^1\)There is no inverse element for the operation of the Minkowski addition.
1. The Minkowski addition is *commutative*, i.e. $\mathcal{X} \oplus \mathcal{Y} = \mathcal{Y} \oplus \mathcal{X}$.

2. The Minkowski addition is *associative*, i.e. $(\mathcal{X} \oplus \mathcal{Y}) \oplus \mathcal{Z} = \mathcal{X} \oplus (\mathcal{Y} \oplus \mathcal{Z})$.

*Proof.* Associativity and commutativity follow directly from the respective property of the regular addition of vectors.

**A.II** In addition to the Minkowski addition a set subtraction is proposed:

$$\mathcal{X} \ominus \mathcal{Y} = \{ z : z + y \in \mathcal{X} \ \forall y \in \mathcal{Y} \}. \tag{A.6}$$

The set difference $\mathcal{X} \ominus \mathcal{Y}$ was introduced in this form by Hadwiger in [39] as the Minkowski subtraction, however we traditionally refer to the operation as Pontryagin difference, Pontryagin defines a set of initial conditions for which a game can be completed for all adversary actions [68], which resonates better with what the operation is usually used for. However, Pontryagin did not characterise the properties of the set $\mathcal{X} \ominus \mathcal{Y}$ we present here, which we accredit to [40] and [50].

The Pontryagin difference also has different equivalent representations:

$$\mathcal{X} \ominus \mathcal{Y} = \bigcap_{y \in \mathcal{Y}} \{-y\} \oplus \mathcal{X} \tag{A.7}$$

$$= \bigcap_{z+y \in \mathcal{X}} \{z\} \tag{A.8}$$

$$= \{ z : z + y \in \mathcal{X} \ \forall y \in \mathcal{Y} \} \tag{A.9}$$

It is obvious that (A.8) and (A.9) are two different versions of each other, (A.7) is slightly less obvious

$$\bigcap_{y \in \mathcal{Y}} \{-y\} \oplus \mathcal{X} \ni z \leftrightarrow \forall y \in \mathcal{Y} \ \exists x \in \mathcal{X} : z = -y + x$$

$$\leftrightarrow \forall y \in \mathcal{Y} : z + y \in \mathcal{X}$$

$$\leftrightarrow z \in \{ z : z + y \in \mathcal{X} \ \forall y \in \mathcal{Y} \} \tag{A.10}$$

**A.III** Using the complementary set $\mathcal{X}^* = \mathcal{K} \setminus \mathcal{X}$ and the mirrored set $\tilde{\mathcal{X}} = -\mathcal{X}$ we can show that the Minkowski addition and the Pontryagin subtraction are complementary to each other:

$$\mathcal{X} \ominus \mathcal{Y} = (\mathcal{X}^* \ominus \mathcal{Y})^* \tag{A.11}$$

$$\mathcal{X} \oplus \mathcal{Y} = (\mathcal{X}^* \oplus \mathcal{Y})^*$$
Proof. The membership \( z \in \mathcal{X} \ominus \mathcal{Y} \) is equivalent to the fact that for all \( y \in \mathcal{Y} \) there exists a \( x \in \mathcal{X} \) such that \( z = x - y \) or \( z + y = x \). However there exists no \( x^* \in \mathcal{X}^* \) such that \( z = x^* - y \) as a consequence of (A.7), but that is equivalent to \( z \not\in \mathcal{X}^* \oplus \mathcal{Y} \) or \( z \in (\mathcal{X}^* \oplus \mathcal{Y}^*)^* \), since all the steps were equivalences this proves the first identity. The second identity follows by replacing \( \mathcal{X} \) by \( \mathcal{X}^* \), \( \mathcal{Y} \) by \( \tilde{\mathcal{Y}} \) and the fact that the bi-complement of a set is the set itself \( \mathcal{X}^{**} = \mathcal{X} \).

A.IV The most important properties of the Minkowski addition and the Pontryagin subtraction for us are the following

\[
(X \ominus Y) \ominus Y \subseteq X, \\
(X \oplus Y) \ominus Y \supseteq X
\]  

(A.12)

Proof. For both statements the key is that logic statements do not commute in general. Let \( z \in (\mathcal{X} \oplus \mathcal{Y}) \ominus \mathcal{Y} \) then for all \( y \in \mathcal{Y} \) there exists a \( x \in \mathcal{X} \) and a \( \bar{y} \in \mathcal{Y} \) such that \( z = (x + \bar{y}) - y \), therefore if \( x \in \partial \mathcal{X} \) lies on the boundary the constellation of \( y \) and \( \bar{y} \) is important, since \( \bar{y} \) can not be chosen individually it is not guaranteed that \( z \in \mathcal{X} \). On the other hand, let \( z \in (\mathcal{X} \oplus \mathcal{Y}) \oplus \mathcal{Y} \), that is there is a \( y \in \mathcal{Y} \) and a \( q \in X \ominus Y \) such that \( z = q + y \), furthermore for all \( \bar{y} \in \mathcal{Y} \) there exists a \( x \in \mathcal{X} \) such that \( q = x - \bar{y} \). Since for any \( \bar{y} \) there exists \( x \) and \( y \) such that \( z = x - \bar{y} + y \) holds, the choice \( \bar{y} = y \) yields \( z = x \in \mathcal{X} \) and for \( x \in \partial \mathcal{X} \) on the boundary and \( y - \bar{y} \) pointing out of \( \mathcal{X} \) then \( z \not\in \mathcal{X} \) and therefore the second inclusion holds.

A.V Furthermore we have the following identities, assume that \( \mathcal{X}, \mathcal{Y}, \mathcal{Z} \) and \( \mathcal{R} \) are
closed sets, then:

\[ X, Y \text{ convex} \Rightarrow X \oplus Y \wedge X \ominus Y \text{ convex} \]  \hspace{1cm} (A.13)

\[ (X \ominus Y) \oplus (Z \ominus R) \subseteq (X \oplus Z) \ominus (Y \oplus R) \]  \hspace{1cm} (A.15)

\[ X \subseteq Y \wedge Z \subseteq R \Rightarrow X \oplus Z \subseteq Y \oplus R \]  \hspace{1cm} (A.16)

\[ X \subseteq Y \wedge R \subseteq Z \Rightarrow X \ominus Z \subseteq Y \ominus R \]  \hspace{1cm} (A.17)

\[ (X \cup Y) \oplus Z = (X \oplus Z) \cup (Y \oplus Z) \]  \hspace{1cm} (A.18)

\[ (X \cap Y) \oplus Z \subseteq (X \oplus Z) \cap (Y \oplus Z) \]  \hspace{1cm} (Z, X \cup Y \text{ convex} \Rightarrow =) \hspace{1cm} (A.19)

\[ (X \cup Y) \ominus Z \supseteq (X \ominus Z) \cup (Y \ominus Z) \]  \hspace{1cm} (X \cap Y = \emptyset, Z \text{ connected} \Rightarrow =) \hspace{1cm} (A.20)

\[ (X \cap Y) \ominus Z = (X \ominus Z) \cap (Y \ominus Z) \]  \hspace{1cm} (A.21)

\[ \alpha X \oplus \alpha Y = \alpha(X \oplus Y) \]  \hspace{1cm} (A.22)

\[ \alpha X \ominus \alpha Y = \alpha(X \ominus Y) \]  \hspace{1cm} (A.23)

\[ \alpha X \oplus \beta X \supseteq (\alpha + \beta)X \]  \hspace{1cm} (X \text{ convex} \Rightarrow =) \hspace{1cm} (A.24)

\[ \alpha X \ominus \beta X \subseteq (\alpha - \beta)X \]  \hspace{1cm} (\alpha > \beta > 0) \hspace{1cm} (A.25)

\[ \alpha X \ominus \beta X \subseteq (\alpha - \beta)X \]  \hspace{1cm} (A.26)

**Proof.** Most of these results are trivial and follow directly from the definitions of the Minkowski addition and the Pontryagin subtraction. We present the proof of

(A.13) For \( z_1, z_2 \in X \oplus Y \)

\[
\lambda z_1 + (1 - \lambda)z_2 = \lambda(x_1 + y_1) + (1 - \lambda)(x_2 + y_2) \\
= \left( \sum_{x \in X} \lambda x + (1 - \lambda)x_2 \right) + \left( \sum_{y \in Y} \lambda y_1 + (1 - \lambda)y_2 \right). \]  \hspace{1cm} (A.27)

now assume \( z_1, z_2 \in X \ominus Y \), since \( Y \text{ convex} \) we have that all \( y = \lambda y_1 + (1 - \lambda)y_2 \) for some \( y_1, y_2 \in Y \) hence

\[
\lambda z_1 + (1 - \lambda)z_2 + y = \lambda \left( \sum_{x \in X} \lambda z_1 + y_1 \right) + (1 - \lambda)\left( \sum_{y \in Y} z_2 + y_2 \right) \]  \hspace{1cm} (A.28)

and \( \lambda z_1 + (1 - \lambda)z_2 + y \in X \) follows from convexity of \( X \) itself.

(A.14)

\[ p \in X \ominus Y \ominus Z \iff \forall z \in Z \wedge y \in Y \exists x \in X : p = x - y - z = x - (y + z) \]

\[ \iff \forall e \in Y \oplus Z \exists x \in X : p = x - e \]

\[ \iff p \in X \ominus (Y \oplus Z). \]  \hspace{1cm} (A.29)
(A.15)\[ z \in (\mathcal{X} \odot \mathcal{Y}) \oplus (\mathcal{Z} \odot \mathcal{R}) \iff \exists p \in \mathcal{X} \odot \mathcal{Y} \land q \in \mathcal{Z} \odot \mathcal{R} : z = p + q \]
\[ \iff p + y \in \mathcal{X} \land q + r \in \mathcal{Z} \forall y \in \mathcal{Y} \land r \in \mathcal{R} \]
\[ \Rightarrow p + q + y + r \in \mathcal{X} \oplus \mathcal{Z} \]
\[ \iff z + e \in \mathcal{X} \forall e \in \mathcal{Y} \oplus \mathcal{R} \]
\[ \iff z \in (\mathcal{X} \oplus \mathcal{Y}) \ominus (\mathcal{Z} \oplus \mathcal{R}). \]

(A.16)\[ \mathcal{X} \oplus \mathcal{Z} = \bigcup_{x \in \mathcal{X}} \{x + z\} \subseteq \bigcup_{x \in \mathcal{X} \land z \in \mathcal{Z}} \{x + y\} \subseteq \bigcup_{x \in \mathcal{X} \land z \in \mathcal{R}} \{x + y\} = \mathcal{Y} \oplus \mathcal{R}. \]

(A.17)\[ p \in \mathcal{X} \odot \mathcal{Z} \iff \forall z \in \mathcal{Z} p + z \in \mathcal{X} \subseteq \mathcal{Y} \]
\[ \Rightarrow \forall z \in \mathcal{R} \subseteq \mathcal{Z} p + z \in \mathcal{X} \subseteq \mathcal{Y}. \]

(A.18)\[ (\mathcal{X} \cup \mathcal{Y}) \oplus \mathcal{Z} = \bigcup_{\tilde{x} \in \mathcal{X} \cup \mathcal{Y} \land \tilde{z} \in \mathcal{Z}} \{\tilde{x} + \tilde{z}\} = \bigcup_{\tilde{x} \in \mathcal{X} \land \tilde{z} \in \mathcal{Z}} \{\tilde{x} + \tilde{z}\} \]
\[ = \left( \bigcup_{\tilde{x} \in \mathcal{X} \land \tilde{z} \in \mathcal{Z}} \{\tilde{x} + \tilde{z}\} \right) \cup \left( \bigcup_{\tilde{x} \in \mathcal{Y} \land \tilde{z} \in \mathcal{Z}} \{\tilde{x} + \tilde{z}\} \right) \]

(A.21)\[ (\mathcal{X} \cap \mathcal{Y}) \ominus \mathcal{Z} = \bigcap_{\tilde{x} \in \mathcal{X} \land \tilde{y} \in \mathcal{Y}} \{-\tilde{z} + \tilde{x}\} = \bigcap_{\tilde{x} \in \mathcal{X} \land \tilde{y} \in \mathcal{Y}} \{-\tilde{z} + \tilde{x}\} \]
\[ = \bigcap_{\tilde{z} \in \mathcal{Z} \land \tilde{x} \in \mathcal{X}} \{-\tilde{z} + \tilde{x}\} \bigcap \bigcap_{\tilde{z} \in \mathcal{Z} \land \tilde{y} \in \mathcal{Y}} \{-\tilde{z} + \tilde{y}\} \]

(A.22) For this we use the support function description of the Minkowski addition:
\[ h_{\alpha \mathcal{X}}(z) + h_{\alpha \mathcal{Y}}(z) = \sup_{\tilde{x} \in \alpha \mathcal{X} \land \tilde{y} \in \alpha \mathcal{Y}} z^T (x + y) \]
\[ = \sup_{\tilde{x} \in \mathcal{X}, \tilde{y} \in \mathcal{Y}} z^T (\alpha x + \alpha y) = \alpha h_{\mathcal{X} \oplus \mathcal{Y}}(z) \]
\[ = \sup_{\tilde{x} \in \alpha \mathcal{X} \land \tilde{y} \in \mathcal{Y}} z^T (\alpha x + y) = h_{\alpha (\mathcal{X} \oplus \mathcal{Y})}(z) \]
\[ z \in \alpha X \ominus \alpha X \iff \forall y \in \alpha Y : z + y \in \alpha X \]
\[ \iff \forall y \in \alpha Y : \left( z + \frac{y}{\alpha} \right) \in X \]
\[ \iff \forall \tilde{y} \in Y : \frac{z}{\alpha} + \tilde{y} \in X \]
\[ \frac{z}{\alpha} \in X \ominus Y \iff z \in \alpha(X \ominus Y). \]

\[ \square \]

**A. VI** For an injective linear operator \( L : \mathcal{K} \to \mathcal{K}' \) we have the
\[ L(X \oplus Y) = LX \ominus LY \]
\[ L(X \ominus Y) = LX \ominus LY \]

**Proof.**
\[ z \in LX \ominus LY \iff \exists x \in LY \land y \in LY : z = x + y \]
Since \( L \) is injective, there exists a unique \( x' \in X \) and \( y' \in Y \) such that \( Lx' = x \) and \( Ly' = y \), hence
\[ z = Lx' + Ly' = L(x' + y') \]

\[ \square \]

For every \( z = x + y \in LX \ominus LY \) we have that for every \( y \in LY \) we have \( z + y \in LX \) and again there exist unique \( x' \in X \) and \( y' \in Y \) such that \( Lx' = z + Ly' \) or equivalently \( L(x' - y') = z \), due to injectivity every \( z \in LX \ominus LY \) admits a decomposition \( z = L(x' - y') \) for \( x' \in X \) and \( y' \in Y \), therefore \( LX \ominus LY = L(X \ominus Y) \).

\[ \square \]

**A. VII** Notice that throughout this section we did not have to assume finite dimensionality of \( \mathcal{K} \). Throughout this thesis we did however deal primarily with finite dimensional polyhedral sets, we therefore state the representations of \( X \oplus Y \) and \( X \ominus Y \) for
\[ X = \{ x \in \mathbb{R}^d : a_i x \leq b_i, i \in \{1, \ldots, M_X\} \} = \text{conv}\{v_i\}_{i \leq N_X} \oplus \text{cone}\{r_i\}_{i \leq O_X} \]
\[ Y = \{ y \in \mathbb{R}^d : c_j x \leq b_j, j \in \{1, \ldots, M_Y\} \} = \text{conv}\{v_j\}_{j \leq N_Y} \oplus \text{cone}\{r_j\}_{j \leq O_Y} \]

The Minkowski addition of two polyhedra in vertex representation is trivial:
\[ X \oplus Y = \text{conv}\{v_i + v_j\}_{i \leq N_X \land j \leq N_Y} \oplus \text{cone}\{r_i + r_j\}_{i \leq O_X \land j \leq O_Y} \]
for the hyperplane representation we characterise the hyperplanes supporting \( \mathcal{X} \oplus \mathcal{Y} \) with those of \( \mathcal{X} \) and \( \mathcal{Y} \), i.e. \( z = x + y \) hence there exists \( x \in \mathcal{X} \) and \( y \in \mathcal{Y} \) or if there exists a \( x = z - y \) for any choice of \( y \) then \( z \in \mathcal{X} \oplus \mathcal{Y} \)

\[
\forall y \in \mathcal{Y} : a_i(z - y) \leq b_i \iff a_i z - \max_{y \in \mathcal{Y}} a_i y \leq b_i \iff a_i z \leq b_i + \max_{y \in \mathcal{Y}} a_i y \quad (A.42)
\]

for all \( i \in \{1, \ldots, M_X \} \) and analogously

\[
c_j z \leq d_j + \max_{x \in \mathcal{X}} c_j x \quad (A.43)
\]

for all \( j \in \{1, \ldots, M_Y \} \). This involves solving \( M_X + M_Y \ d\)-dimensional linear programs or a single \( (M_X + M_Y)d\)-dimensional one.

**A. VIII** For the Pontryagin difference we have a similar algorithm, \( z \in \mathcal{X} \ominus \mathcal{Y} \) if \( z + y \in \mathcal{X} \) for all \( y \in \mathcal{Y} \), i.e.

\[
a_i(z + y) \leq b_i \forall y \in \mathcal{Y} \iff a_i z \leq b_i - \max_{y \in \mathcal{Y}} a_i y \quad (A.44)
\]

for all \( i \in \{1, \ldots, M_X \} \), where again we have to solve either \( M_X \ d\)-dimensional linear programs or a single \( M_X d\)-dimensional one. The vertex description of the Pontryagin difference is less obvious, for this we have to assume that the sets are polytopes, i.e. \( O_X = O_Y = \emptyset \). Recall that a point \( x \in \text{conv}\{v_i\} \) is equivalent with the existence of some \( \lambda_i \in [0, 1] \) with \( \sum_i \lambda_i = 1 \) such that \( x = \sum_i \lambda_i v_i \). Hence \( z \in \mathcal{X} \ominus \mathcal{Y} \) if there exist \( \lambda^j_i \in [0, 1] \) such that \( z + v^j_i = \sum_i \lambda^j_i v_i \) for all \( j \leq N_Y \). These conditions can be reformulated in the following way

\[
\Pi = \left\{ \bar{\lambda}, x \in \mathbb{R}^{N_X N_Y + d} : I_{N_Y} \otimes (v_1 \ldots v_{N_X}) \bar{\lambda} - 1_{N_Y} \otimes x = \begin{pmatrix} v'_1 \\ \vdots \\ v'_{N_Y} \end{pmatrix} \right\}
\]

\[
\begin{align*}
I_{N_Y} \otimes 1^T_{N_X} \bar{\lambda} &= 1_{N_Y} \\
I_{N_Y} \otimes I_{N_X} \bar{\lambda} &\leq 1_{N_Y N_X} \\
-I_{N_Y} \otimes I_{N_X} \bar{\lambda} &\leq 0_{N_Y N_X}
\end{align*}
\]  

(A.45)

where

\[
\bar{\lambda} = \begin{pmatrix} \lambda^1_1 \\ \vdots \\ \lambda^1_{N_X} \\ \lambda^2_1 \\ \vdots \\ \lambda^2_{N_X} \\ \vdots \\ \lambda^N_Y_1 \\ \vdots \\ \lambda^N_Y_{N_X} \end{pmatrix}
\]
The extremal values of $\Pi$ (i.e. its vertices) $\text{vert}(\Pi) = \{(\bar{\lambda}_i, x_i)\}$ are such that $\mathcal{X} \ominus \mathcal{Y} = \text{conv}\{-x_i\}$. Besides being correct this method of computing the Pontryagin difference has no positive properties whatsoever, it involves a vertex enumeration of prohibitive dimension $(N_X N_Y + d)$ of which the majority of the information is redundant, we present it here for completeness.
Appendix B

The Hausdorff Distance for Polytopic Sets

In the previous section we have discussed the Minkowski addition and the Pontryagin subtraction, at various instances throughout this thesis we have presented statements that involved set sequences that attained their limit in a finite number of iterations. In Lemma 4.11, 6.2 and 7.1 we had set sequences which converged in a finite number of iterations, however the bounds we presented in the respective proofs where largely abstracted, we used $P$-balls to connect the dynamic behaviour of the underlying system with the set sequence. Here we present the tools necessary to analyse the presented convergence results in the context of metric spaces, where convergence has a precise meaning. We will see why we had to use the previously presented approach to obtain sensible bounds.

**B.II** Let $\mathcal{X}, \mathcal{Y}$ be elements of the metric space $(\mathcal{K},d)$, i.e. $\mathcal{X} \subset \mathcal{K}$ and $\mathcal{Y} \subset \mathcal{K}$ and the set $\mathcal{K}$ is equipped with its metric $d(\cdot,\cdot)$. Then the Hausdorff distance between $\mathcal{X}$ and $\mathcal{Y}$ is given by

$$d(\mathcal{X},\mathcal{Y}) = \sup\left\{ \sup_{x \in \mathcal{X}} \inf_{y \in \mathcal{Y}} d(x,y), \sup_{y \in \mathcal{Y}} \inf_{x \in \mathcal{X}} d(x,y) \right\}. \quad (B.2)$$

The Hausdorff distance is a metric on the space of compact, non-empty sets. We illustrate the basic idea of the Hausdorff distance in Figure B.1 Alternatively, the Hausdorff distance can be defined using the dilatation with a metric ball $B(\rho) = \{ x : d(0,x) \leq \rho \}$, we denote $\mathcal{X}_\rho = \mathcal{X} \oplus B(\rho)$ and we have

$$d(\mathcal{X},\mathcal{Y}) = \begin{cases} \inf \rho \\ \text{s.t. } \mathcal{X} \subseteq \mathcal{Y}_\rho \\ \mathcal{Y} \subseteq \mathcal{X}_\rho \end{cases}. \quad (B.3)$$


The Hausdorff distance measures the greatest distance between a point \( x \in \mathcal{X} \) and the set \( \mathcal{Y} \) and vice versa. Naturally, if \( \mathcal{X} \) and \( \mathcal{Y} \) are closed, there exist two points \( x^* \in \mathcal{X} \) and \( y^* \in \mathcal{Y} \) such that \( d(\mathcal{X}, \mathcal{Y}) = d(x^*, y^*) \), characterising these points will turn out central in the proceeding.

With this definition it is less obvious to see that for \( \mathcal{X}, \mathcal{Y} \) compact there exist to points \( x^*, y^* \) in the respective sets at which the the distance is attained \( d(x^*, y^*) = d(\mathcal{X}, \mathcal{Y}) \), the space metric \( d : \mathcal{K} \times \mathcal{K} \to [0, \infty) \) is hidden inside the introduced ball, in particular the space \( \mathcal{K} \) has to have a zero element. However, we do not deal with general metric spaces in this thesis, so we can assume that the ball is the Euclidean norm ball \( B_2(\cdot) \).

In order to handle any of the proposed set iterations (4.1.3), (6.1.3) or (7.3) we need to be able to characterise the intersection of sets:

**Lemma B.1.** Let \( \mathcal{X} \) and \( \mathcal{Y} \) be such that their intersection has a non-empty interior, then there exits a positive number \( \delta > 0 \) such that all \( \mathcal{Z} \) with \( d(\mathcal{Z}, \mathcal{X}) \leq \delta \) have a non-empty the intersection with \( \mathcal{Y} \), i.e. \( \mathcal{Z} \cap \mathcal{Y} \neq \emptyset \).

**Proof.** Let \( p \in \mathcal{X} \cap \mathcal{Y} \) and let \( \delta \) denote the radius of the largest ball centred at \( p \) contained in \( \mathcal{X} \cap \mathcal{Y} \). Since \( d(\mathcal{X}, \mathcal{Z}) \leq \delta \) there exists a point \( \tilde{p} \in \mathcal{Z} \) such that \( d(p, \tilde{p}) \leq \delta \), hence \( \tilde{p} \) is contained in the \( \delta \)-ball around \( p \), which is contained in \( \mathcal{X} \cap \mathcal{Y} \) and therefore \( \tilde{p} \in \mathcal{Z} \cap \mathcal{Y} \neq \emptyset \).

Furthermore we can show:
Lemma B.2. Let $\mathcal{X}, \mathcal{Y}$ and $\mathcal{Z}$ as in Lemma B.1, then we have $d(\mathcal{X} \cap \mathcal{Y}, \mathcal{Z} \cap \mathcal{Y}) \leq d(\mathcal{X}, \mathcal{Z})$.

Proof. Let $x_k \in \mathcal{X}, z_k \in \mathcal{Z}$ be sequences such that $d(x_k, z_k) \to d(\mathcal{X}, \mathcal{Z})$. Either $x_k$ and $z_k$ can be chosen in the intersection $x_k, z_k \in \mathcal{X} \cap \mathcal{Z}$ in which case the same sequences yield $d(x_k, z_k) \to d(\mathcal{X} \cap \mathcal{Y}, \mathcal{Z} \cap \mathcal{Y}) = d(\mathcal{X}, \mathcal{Z})$, or at least one of the sequences has to be chosen in the complement. This means the defining elements of the distance between $\mathcal{X}$ and $\mathcal{Z}$ do not lie in $\mathcal{Y}$ therefore the distance of $\mathcal{X} \cap \mathcal{Y}$ and $\mathcal{Z} \cap \mathcal{Y}$ is smaller, i.e. $d(\mathcal{X} \cap \mathcal{Y}, \mathcal{Z} \cap \mathcal{Y}) < d(\mathcal{X}, \mathcal{Z})$.

The main result for intersections of sets is the following statement:

Lemma B.3. Let $\mathcal{X}, \mathcal{Y}$ and $\mathcal{Z}$ be compact, non-empty such that $d(\mathcal{X}, \tilde{\mathcal{X}}) \leq \delta_1$ and $d(\mathcal{Y}, \tilde{\mathcal{Y}}) \leq \delta_2$, then the intersection $\mathcal{X} \cap \mathcal{Y}$ has a distance to $\tilde{\mathcal{X}} \cap \tilde{\mathcal{Y}}$ no larger than $\delta_1 + \delta_2$, i.e. $d(\mathcal{X} \cap \mathcal{Y}, \tilde{\mathcal{X}} \cap \tilde{\mathcal{Y}}) \leq \delta_1 + \delta_2$.

Proof. We exploit the fact that the Hausdorff distance is a metric on the set of compact, non-empty spaces, in particular it satisfies the triangle inequality $d(A, C) \leq d(A, B) + d(B, C)$. By applying the previous lemma twice we have

$$d(\mathcal{X} \cap \mathcal{Y}, \tilde{\mathcal{X}} \cap \tilde{\mathcal{Y}}) \leq d(\mathcal{X} \cap \mathcal{Y}, \mathcal{X} \cap \tilde{\mathcal{Y}}) + d(\mathcal{X} \cap \tilde{\mathcal{Y}}, \tilde{\mathcal{X}} \cap \tilde{\mathcal{Y}}) \leq d(\mathcal{Y}, \tilde{\mathcal{Y}}) + d(\mathcal{X}, \tilde{\mathcal{X}}) \leq \delta_2 + \delta_1.$$  

(B.4)

For a more complete presentation of properties of the Hausdorff metric we cite three statements from [40]:

Lemma B.4. Let $\mathcal{X}, \mathcal{Y}, \mathcal{Z}$ and $\mathcal{R}$ denote elements of the metric space $\mathcal{K}$, then the following bounds hold:

$$d(\mathcal{X} \cup \mathcal{Y}, \mathcal{Z} \cup \mathcal{R}) \leq \max\{d(\mathcal{X}, \mathcal{Z}), d(\mathcal{Y}, \mathcal{R})\} \quad \text{(B.5)}$$

$$d(\mathcal{X} \oplus \mathcal{Y}, \mathcal{Z} \oplus \mathcal{R}) \leq d(\mathcal{X}, \mathcal{Z}) + d(\mathcal{Y}, \mathcal{R}) \quad \text{(B.6)}$$

$$d(\mathcal{X}_\rho \oplus \mathcal{Y}_\rho) \leq d(\mathcal{X}, \mathcal{Y}) \quad \text{(B.7)}$$

Proof. Let $\alpha = d(\mathcal{X}, \mathcal{Z}), \beta = d(\mathcal{Y}, \mathcal{R})$ and $\gamma = \max\{\alpha, \beta\}$, by the alternative definition of the Hausdorff distance we have $\mathcal{X} \subseteq \mathcal{Z}_\alpha$ and $\mathcal{Y} \subseteq \mathcal{R}_\beta$ and hence $\mathcal{X} \cup \mathcal{Y} \subseteq \mathcal{Z}_\alpha \cup \mathcal{R}_\beta \subseteq (\mathcal{Z} \cup \mathcal{R})_\gamma$. With an analogous argument we obtain $\mathcal{Z} \cup \mathcal{R} \subseteq (\mathcal{X} \cup \mathcal{Y})_\gamma$ and hence the first identity. For the second statement we first show that $\mathcal{X}_\alpha \oplus \mathcal{Y}_\beta \subseteq (\mathcal{X} \oplus \mathcal{Y})_{\alpha + \beta}$: The set $\mathcal{X}_\alpha \oplus \mathcal{Y}_\beta = (\mathcal{X} \oplus \mathcal{Y}) \oplus (B(\alpha) \oplus B(\beta))$, but since the metric satisfies the triangle inequality $d(x + y, 0) \leq d(x, 0) + d(y, 0)$ we have that
\( \mathcal{B}(\alpha) \oplus \mathcal{B}(\beta) \subseteq \mathcal{B}(\alpha + \beta) \). With this we first get \( \mathcal{X} \oplus \mathcal{Y} \subseteq \mathcal{Z}_{\alpha} \oplus \mathcal{R}_{\beta} \subseteq (\mathcal{Z} \oplus \mathcal{R})_{\alpha + \beta} \), and analogously \( \mathcal{Z} \oplus \mathcal{R} \subseteq (\mathcal{X} \oplus \mathcal{Y})_{\alpha + \beta} \), which proves the statement. The third statement is a slight extension of the second case since \( \mathcal{X}_\rho = \mathcal{X} \oplus \mathcal{B}(\rho) \) and \( \mathcal{Y}_\rho = \mathcal{Y} \oplus \mathcal{B}(\rho) \) hence \( d(\mathcal{X}_\rho, \mathcal{Y}_\rho) \leq d(\mathcal{X}, \mathcal{Y}) + d(\mathcal{B}(\rho), \mathcal{B}(\rho)) = d(\mathcal{X}, \mathcal{Y}) \). \]

Notice that equality does not hold for the third statement in general, for this consider \( \mathcal{X} = \mathcal{Y} \) except for one of the sets to have a hole, for \( \rho \) large enough the hole is closed and the distance between \( \mathcal{X}_\rho \) and \( \mathcal{Y}_\rho \) vanishes.

**B.III** Here we will only deal with convex sets \( \mathcal{X}, \mathcal{Y} \), for convex sets we know that the distance \( d(x, \mathcal{Y}) = \inf_{y \in \mathcal{Y}} d(x, y) \) is convex, i.e. \( d(\lambda a + (1 - \lambda)b, \mathcal{Y}) \leq \lambda d(a, \mathcal{Y}) + (1 - \lambda)d(b, \mathcal{Y}) \). Recall that for convex sets we have the set of extremal points \( \text{ext}(\mathcal{X}) \) which contains all points that can not be expressed as the convex combination of other elements in the set, i.e.

\[
\text{ext}(\mathcal{X}) = \{ x \in \mathcal{X} : \exists a, b \in \mathcal{X} \setminus \{ x \}, \lambda \in (0, 1) \quad x = \lambda a + (1 - \lambda)b \} \tag{B.8}
\]

One obvious fact about the set of extremal points with respect to the distance function can be summarised by:

**Lemma B.5.** For a convex set \( \mathcal{Y} \subset X \) the distance function \( d(x, \mathcal{Y}) \) has the upper bound

\[
d(x, \mathcal{Y}) \leq d(x, \text{ext}(\mathcal{Y})) = \sup_{x \in \text{ext}(\mathcal{Y})} d(x, y). \tag{B.9}
\]

**Proof.** The trivial relationship

\[
d(x, \mathcal{Y}) = \inf_{y \in \mathcal{Y}} d(x, y) \leq \inf_{y \in \text{ext}(\mathcal{Y})} d(x, y) = d(x, \text{ext}(\mathcal{Y})). \tag{B.10}
\]

follows from \( \text{ext}(\mathcal{Y}) \subseteq \mathcal{Y} \). \]

Putting this all together we can prove the following statement:

**Lemma B.6.** Let \( \mathcal{X}, \mathcal{Y} \subset X \) be convex sets, then \( d(\mathcal{X}, \mathcal{Y}) \leq d(\text{ext}(\mathcal{X}), \text{ext}(\mathcal{Y})) \). Furthermore \( d(\mathcal{X}, \mathcal{Y}) = \sup \{ d(\mathcal{X}, \text{ext}(\mathcal{Y})), d(\text{ext}(\mathcal{X}), \mathcal{Y}) \} \).

**Proof.** This now just follows the definition of the Hausdorff distance

\[
d(\mathcal{X}, \mathcal{Y}) = \sup \left\{ \sup_{x \in \mathcal{X}} d(x, \mathcal{Y}) \right\} = \sup \left\{ \sup_{x \in \mathcal{X}} \sup_{y \in \mathcal{Y}} d(x, y) \right\} = \sup \left\{ \sup_{x \in \mathcal{X}} \inf_{y \in \mathcal{Y}} d(x, y) \right\} = d(\text{ext}(\mathcal{X}), \text{ext}(\mathcal{Y})). \tag{B.11}
\]
Figure B.2: The two polytopes $\mathcal{X}$ and $\mathcal{Y}$ are shown together with the vector $y^* - x^*$ defining the Hausdorff distance $\gamma = d(\mathcal{X}, \mathcal{Y})$, furthermore the vector $v_i - w_j$, where $\rho = \max \{ \max_i \min_j d(v_i, w_j), \max_j \min_i d(v_i, w_j) \}$ is attained. The sets $\mathcal{X}_\gamma$ and $\mathcal{X}_\rho$ are shown to illustrate the statement of Lemma B.7, i.e. $\mathcal{Y} \subseteq \mathcal{X}_\gamma \subseteq \mathcal{X}_\rho$.

The second statement follows directly from the convexity of the sets: The optimisers are attained on the boundary $\partial \mathcal{X} \supseteq \text{ext}(\mathcal{X})$ and $\partial \mathcal{Y} \supseteq \text{ext}(\mathcal{Y})$. Any connected subset $U \subset \partial \mathcal{Y} \setminus \text{ext}(\mathcal{Y})$ can be expressed as a convex combination of extremal points, i.e. it is a hyperplane. If both optimisers $x, y$ with $d(x, y) = d(\mathcal{X}, \mathcal{Y})$ lie on (parallel) hyperplanes, i.e. both points are boundary points but not extremal, then continuing along the hyperplane does not change the distance. Therefore choosing any extremal point on the boundary of the hyperplane with the same distance yields the desired result.

This relationship becomes computationally convenient when the sets of extremal points are collections of points, i.e. when $\mathcal{X}$ and $\mathcal{Y}$ are polytopic. In this case we have the relationship

**Lemma B.7.** Let $\mathcal{X} = \text{conv}\{v_i\}$ and $\mathcal{Y} = \text{conv}\{w_i\}$ then

$$d(\mathcal{X}, \mathcal{Y}) \leq \max \left\{ \max_i \min_j d(v_i, w_j), \max_j \min_i d(v_i, w_j) \right\}.$$  \hfill (B.12)

*Proof.* All sets are now finite dimensional and closed and bounded, therefore all optima are attained. The rest follows from Lemma B.6. \hfill \Box

The result is illustrated in Figure B.2.

**B.IV** We can now try to use these results on the set iterations involved in the computation of the maximal robust positive invariant set $\mathcal{X}_\text{max}^{\infty}$ in (4.1.3), notice that (4.1.3) is the simplest out of the presented methods to determine a maximal robust positive
Figure B.3: The intersection of two simple polytopes for which the vertices of the intersection are different to both vertex sets of $\mathcal{X}$ and $\mathcal{Y}$.

invariant set. To illustrate the problem of treating the set iterations in a Hausdorff distance framework we first assume that we have no disturbances, i.e.

$$\mathcal{E}_k = \Psi^{-k} \tilde{\mathcal{X}}$$ \hspace{1cm} (B.13)

with $\Psi = A + BK$ and $\tilde{\mathcal{X}} = \mathcal{X} \cap K^{-1}\mathcal{U}$. Furthermore assume that the set $\tilde{\mathcal{X}} = \text{conv}\{v_i\}_{i \leq M}$, then clearly $\mathcal{E}_k = \text{conv}\{\Psi^{-k}v_i\}_{i \leq M}$. Studying convergence of

$$X_n = \bigcap_{k \leq n} \mathcal{E}_k$$

becomes $d(X_n, X_{n+1}) = d(X_n, X_n \cap \mathcal{E}_{n+1})$. And hence for $X_n$ to converge we require $d(X_n, \mathcal{E}_{n+1}) \to 0$, here we face a critical problem for the Hausdorff analysis of polytopes, the intersection of $\mathcal{X} = \text{conv}\{v_i\}$ and $\mathcal{Y} = \text{conv}\{w_i\}$ does not necessarily share vertices with either $\mathcal{X}$ or $\mathcal{Y}$ i.e. $\mathcal{X} \cap \mathcal{Y} = \text{conv}\{r_i\}$ where $r_i \notin \{v_i\} \cup \{w_i\}$ or $r_i \in \{v_i\} \cup \{w_i\}$, this is illustrated for simple polytopes in Figure B.3. This then outlines why it becomes difficult to study the distance between $X_n$ and $\mathcal{E}_{n+1}$ for the unperturbed case. The case for non-trivial disturbances ($\mathcal{W} \neq \{0\}$) the sequence becomes even more complicated as

$$\mathcal{E}_k = \Psi^{-k} \left( \tilde{\mathcal{X}} \ominus \bigoplus_{n=0}^{\max\{k-1,0\}} \Psi^n \mathcal{W} \right)$$

involves more set operations, as discussed in Appendix A the Pontryagin difference of two sets in vertex representation requires the projection of a high dimensional polytope for which no relationship of the Hausdorff measure is known.

In short: The same process that makes the maximal robust positive invariant set computation terminate in a finite number of steps (the intersection of exponentially expanding sets) makes the analysis of the transition difficult and conservative.
Appendix C

Computation of a terminal controller

In the following we describe the computation of a state feedback controller, which achieves closed loop Lyapunov stability in presence of disturbance, see e.g. [13, 52]. Consider the robust problem with

\[ x^+ = Ax + Bu + Dw, \]  
(C.1)

which for which we are trying to find a Lyapunov function with a decrease greater than

\[ J(x, u, w) = x^T Q x + u^T R u - \gamma^2 w^T w. \]  
(C.2)

Using the candidate

\[ V(x) = x^T P x \]  
(C.3)

we want to find a state feedback \( u = K x \) for which

\[ V(x) - V(x^+) \geq J(x, K x, w) \]  
(C.4)

holds. Using the system dynamics this condition takes the form:

\[
x^T P x ((A + BK)x + Dw)^T P ((A + BK)x + Dw) \geq x^T Q x + x^T K^T R K x - \gamma^2 w^T w
\]
\[
x^T (P - (A + BK)^T P (A + BK) - Q - K^T R K)x + w^T (\gamma^2 - D^T P D) w - 2x^T (A + BK)^T P D w \geq 0
\]

\[
(x^T w^T) \begin{pmatrix} P - (A + BK)^T P (A + BK) - Q - K^T R K & -(A + BK)^T P D \\ -(A + BK)^T P D & \gamma^2 - D^T P D \end{pmatrix} \begin{pmatrix} x \\ w \end{pmatrix} \geq 0.
\]  
(C.5)

Inequality (C.5) is a linear matrix inequality and can be manipulated with the S-procedure:

\[
\begin{pmatrix} P^{-1} I \end{pmatrix} \begin{pmatrix} P - (A + BK)^T P (A + BK) - Q - K^T R K & -(A + BK)^T P D \\ -(A + BK)^T P D & \gamma^2 - D^T P D \end{pmatrix} \begin{pmatrix} P^{-1} I \end{pmatrix} \begin{pmatrix} P^{-1} \end{pmatrix} \begin{pmatrix} P^{-1} & P^{-1} (A + BK)^T P D \\ -(P^{-1} (A + BK)^T P D)^T & \gamma^2 - D^T P D \end{pmatrix} \begin{pmatrix} P^{-1} \end{pmatrix} \geq 0
\]

\[ \begin{pmatrix} P^{-1} - P^{-1} (A + BK)^T P (A + BK) P^{-1} - P^{-1} Q P^{-1} - P^{-1} K^T R K^{-1} - P^{-1} (A + BK)^T P D, \gamma^2 - D^T P D \end{pmatrix} \begin{pmatrix} P^{-1} \end{pmatrix} \geq 0. \]  
(C.6)
By introducing $X = P^{-1}$ and $Y = KP^{-1}$ we obtain

$$
\begin{pmatrix}
X \\
\gamma^2
\end{pmatrix}
- \begin{pmatrix}
X A^T + Y^T B^T & X \\
D^T & 0
\end{pmatrix}
\begin{pmatrix}
X^{-1} & Q \\
R & 0
\end{pmatrix}
\begin{pmatrix}
AX + BY & D \\
X & 0 \\
Y & 0
\end{pmatrix}
\geq 0,
$$

which can be reformulated using the Schur complement

$$
\begin{pmatrix}
X \\
\gamma^2
\end{pmatrix}
- \begin{pmatrix}
X A^T + Y^T B^T & X \\
D^T & 0
\end{pmatrix}
\begin{pmatrix}
D^T X & Q^{-1} \\
0 & R^{-1}
\end{pmatrix}
\geq 0.
$$

Solving the linear matrix inequality (C.8) with any semi-definite programming solver would yield the desired feedback matrix $K$ and terminal cost weight $P$. However, to avoid numerical matrix inversion we impose the additional equality:

$$
X = P^{-1}
$$

$$
X - P^{-1} = 0
$$

$$
X - IP^{-1}I = 0
$$

$$
\begin{pmatrix}
P \\
I \\
I \\
X
\end{pmatrix} = 0.
$$

The equality in (C.9) can be enforced my using trace($P$) as an objective for the semi-definite program. The feedback solution for the disturbance is given by $K_w = (\gamma^2 - D^T PD)^{-1}D^TP(A + BK)$. 
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Appendix D

Computational Methods for Polytopes

To verify the containment of a polyhedron in another polyhedron we first recite two formulations of the Farkas’ Lemma from [90]:

**Lemma D.1** (Farkas’ Lemma I). Let $A \in \mathbb{R}^{m \times d}$ and $z \in \mathbb{R}^m$, then either there exists a point $x \in \mathbb{R}^d$ such that $Ax \leq z$ or there exists a non-negative vector $0 \leq c \in \mathbb{R}^m$ such that $c^T A = 0$ and $c^T z < 0$ but not both.

The more useful formulation is

**Lemma D.2** (Farkas’ Lemma II). Let $A \in \mathbb{R}^{m \times d}$, $z \in \mathbb{R}^m$, $a_0 \in \mathbb{R}^d$ and $z_0 \in \mathbb{R}$, then $a_0^T x \leq z_0$ is valid for all $x \in \mathbb{R}^d$ with $Ax \leq z$, iff

1. there exists a non-negative vector $c \geq 0$ such that $c^T A = a_0$ and $c^T z \leq z_0$ or

2. there exists a non-negative vector $c \geq 0$ such that $c^T A = 0$ and $c^T z < 0$

or both.

Notice that the first formulation D.1 implies that the second option of Lemma D.2 only applies when the set $\{x : Ax \leq z\} = \emptyset$ is empty. We use the Farkas’ Lemma to prove the following statement:

**Lemma D.3.** Let $\mathcal{A} = \{x : Ax \leq a\}$ and $\mathcal{B} = \{x : B \leq b\}$ be polyhedra in $\mathbb{R}^d$, then $\mathcal{A} \subseteq \mathcal{B}$ iff there exists a matrix $H$ with non-negative entries such that $HA = B$ and $Ha \leq b$.

**Proof.** The set $\mathcal{A}$ is contained in $\mathcal{B}$ if $x \in \mathcal{A} \Rightarrow x \in \mathcal{B}$. The condition $x \in \mathcal{B}$ can be written as $x$ being in the intersection of all supporting half-spaces of $\mathcal{B}$, i.e.
\(B_1 x \leq b_1 \wedge \cdots \wedge B_n x \leq b_n\). Assuming that \(A \neq \emptyset\) Lemma D.2 states that there exist non-negative vectors \(H_i\) such that \(H_i A = B_i\) and \(H_i a \leq b_i\) for all \(i \in \{1, \ldots, n\}\). This proves the assertion.

Lemma D.3 provides a convenient way computationally verify the inclusion \(A \subseteq B\). The existence of a non-negative \(H\) reduces to a feasibility problem of a linear program which can be solved extremely fast. We derive the linear program that can be solved with any applicable solver. The transposed problem can be vectorised trivially:

\[
A^T H_i^T = B_i^T \quad \forall i \in \{1, \ldots, n\} \Leftrightarrow (I_n \otimes A^T) \vec{H} = \vec{B}
\] (D.1)

and

\[
a^T H_i^T \leq b_i \quad \forall i \in \{1, \ldots, n\} \Leftrightarrow (I_n \otimes a^T) \vec{H} \leq b
\] (D.2)

So that we have the corollary

**Corollary D.4.** The set \(A = \{x : Ax \leq a\}\) is contained in \(B = \{x : B \leq b\}\) iff the linear program

\[
\begin{align*}
\min_y & \quad c^T y \\
\text{s.t.} & \quad (I_n \otimes A^T) y = \vec{B} \\
& \quad (I_n \otimes a^T) y \leq b \\
& \quad 0 \leq y
\end{align*}
\] (D.3)

is feasible for any \(c \in \mathbb{R}^{nm}\).

This result can be used to determine redundant inequalities in polyhedra. Let \(A = \{x \in \mathbb{R}^d : A_1 x \leq a_1 \wedge \cdots \wedge A_m x \leq a_m\}\) be a polyhedral set. The inequality \(A_j x \leq a_j\) is redundant iff \(A \supseteq \{x \in \mathbb{R}^d : A_i x \leq a_i, i \in \{1, \ldots, m\} \setminus \{j\}\}\). Since in this all rows of \(H\) would be trivially defined by \(e_i^T = (0, \ldots, 1, 0, \ldots)\) the only relevant condition is given by \(h \geq 0\) such that \(\sum_{i \neq j} h_i A_i = A_j\) and \(\sum_{i \neq j} h_i a_i \leq a_j\) or in their transposed form \(\bar{A} j h = A_j^T\) and \(\bar{a}_j^T h \leq a_j\) with the \(\bar{\cdot}\) denoting the complement to the index. Hence we have the result:

**Corollary D.5.** The inequality \(A_j x \leq a_j\) is redundant for the definition of \(A\) iff the linear program

\[
\begin{align*}
\min_y & \quad c^T y \\
\text{s.t.} & \quad A_j^T y = A_j^T \\
& \quad \bar{a}_j^T y \leq a_j \\
& \quad 0 \leq y
\end{align*}
\] (D.4)

is feasible for any \(c \in \mathbb{R}^{m-1}\).
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