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ABSTRACT
Bug bounty programmes employ the skills and curiosity of independent security researchers (hackers) to support pre- and post-deployment security. Driven by the question How effective are bug bounty platforms at retaining the interest of hackers?, this paper aims to address two issues concerning hackers' behaviour. First, to resolve the information asymmetry between programme and platform operators, it is necessary to measure the number of active hackers on a platform. Second, to assist programme operators' understanding, we identify the archetypal behaviours of hackers across a platform. We found that 6,813 hackers (with public accounts) have successfully submitted at least one vulnerability report on Bugcrowd. Of these, approximately 45% (with an account age greater than 9 months) can be considered inactive. We conclude that a significant number of inactive and unproductive hackers may contribute, in part, to the difficulties faced by programme operators. In particular, difficulties in retaining the focus of hackers can lead to underwhelming returns from the resources invested.
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1 INTRODUCTION
One approach to pre- and post-deployment security is realised through the operation of a bug bounty programme [37]. White-hat hackers (or hackers) compete to be the first to find, document and report a vulnerability. Vast in number and with a wide breadth of technical backgrounds, these hackers have proved to be successful at finding thousands of vulnerabilities [50].

Hackers are often motivated by the lucrative rewards that can be achieved for finding critical vulnerabilities [53]. As an illustration, in the 31-day period preceding the 10^th of February 2021, a total of $411,554.0 was publicly paid out on the bug bounty platform HackerOne, with the largest single payout being $30,000.

A majority of the 10 largest technology companies (by market capitalisation) currently operate bug bounty programmes [44]. The maximum bounty payouts offered or previously awarded are summarised in Table 1. The total monthly payouts and the high potential rewards suggest that such programmes can offer hackers a source of income and the potential to earn a great fortune.

The operation of bug bounty programmes is not limited to major technology companies: approximately 50% of public programmes listed on HackerOne are created by small and medium businesses [51]. Although these organisations do not necessarily offer incentives on a par with large organisations, they still see success in the operation of their programmes, thus demonstrating that bounty payouts are not the only motivator for hackers [51].

The operators of bug bounty programmes have previously expressed concerns over motivation and focus [1]. Previous work has also highlighted the role that high-productivity hackers play, with the top 100 hackers on the HackerOne platform discovering a majority of the reported vulnerabilities [51]. A Behavioural study of participants has the potential to indicate the platform-wide motivation of hackers when searching for vulnerabilities to organisations looking to operate bug bounty programmes; it also has the potential to provide additional insight to organisations already operating such programmes. It is hoped that the approach detailed in this paper can be extended to allow for inter-platform comparisons, enabling organisations to make more informed decisions when choosing the platform that provides the largest active user-base.

2 BACKGROUND AND MOTIVATION

2.1 Background
Secure Software Development Lifecycles (SSDLs) are representative of a development paradigm that encourages security to be considered at each stage of development or over the entire lifetime of a product [30]. With an increased focus on security, the employment of an SSDL framework is intended to reduce the presence of vulnerabilities. This is typically achieved by integrating security into all development phases [41].

One example of an SSDL framework is the Building Security in Maturity Model (BSIMM), a collection of 116 curated security activities employed by 120 organisations [4]. One of these activities advocates for the use of bug bounty programmes:

“the organization solicits vulnerability reports from external researchers and pays a bounty for each verified and accepted vulnerability received” [4].
2.2 Related work

We now present a brief survey of relevant literature, giving consideration to hacker motivation, behaviour, and productivity.

2.2.1 Hacker motivation. There are several theories as to the primary factors that motivate hackers to search for vulnerabilities. The relationship between monetary compensation and intangible rewards is discussed consistently within the literature.

Malladi and Subramanian [37] argue that “financial compensation is the sole motivation for researchers” and that intangible rewards such as reputation are ineffective. Algarni and Malaiya [3] note that, for top hackers (i.e. those with a high number of submissions), monetary rewards are a key incentive to hackers.

Both the HackerOne and BugCrowd bug bounty platforms report that approximately 79% of programmes hosted are private [5, 20]. (Christian noted that, as of 2018, the large number of private programmes inhibited research, as these organisations were reluctant to share private data [7].) These platforms are operated by a third party, serving as a centralised directory for programmes.

Previous empirical studies of bug bounty programmes and platforms have investigated the economics of programme operation. Finifter et al. [13] compared the effectiveness of the Google Chrome and Mozilla Firefox rewards programmes, finding, among other observations, that Google’s tiered reward structure was more effective at encouraging hacker participation. Zhao et al. [54] compared the managed platform HackerOne and the now defunct platform, Wooyun. The incentives provided by monetary rewards were investigated, along with the search strategy used by hackers. The present authors investigated the the benefits and costs associated with employing a bug bounty programme instead of hiring additional security researchers [51]. Together, these three studies have quantified the benefit hackers can provide to an organisation’s post-deployment security.

### Table 1: Summary of bounty payouts by the largest technology companies by market capitalisation in 2021. Note that NVIDIA and Adobe operate responsible disclosure programmes, and, as such, do not offer public bounty payouts. TSMC does not offer any form of public vulnerability disclosure programme.

<table>
<thead>
<tr>
<th>Organisation</th>
<th>Maximum bounty ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apple</td>
<td>1,000,000 [28]</td>
</tr>
<tr>
<td>Microsoft</td>
<td>250,000 [40]</td>
</tr>
<tr>
<td>Amazon</td>
<td>15,000 [22]</td>
</tr>
<tr>
<td>Alphabet</td>
<td>132,500 [16]</td>
</tr>
<tr>
<td>Facebook</td>
<td>80,000 [19]</td>
</tr>
<tr>
<td>Tencent</td>
<td>140,000 [24]</td>
</tr>
<tr>
<td>TSMC</td>
<td>NA</td>
</tr>
<tr>
<td>Samsung</td>
<td>200,000 [48]</td>
</tr>
<tr>
<td>NVIDIA</td>
<td>0</td>
</tr>
<tr>
<td>Adobe</td>
<td>0</td>
</tr>
</tbody>
</table>

1The two most popular bug bounty platforms; basic statistics for each are shown in Table 2.

### Table 2: Comparison between the HackerOne and Bugcrowd platforms. Data current as of 10th February 2021, or as otherwise specified.

<table>
<thead>
<tr>
<th>Metric</th>
<th>HackerOne</th>
<th>Bugcrowd</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of programmes</td>
<td>326</td>
<td>133</td>
</tr>
<tr>
<td>Number of users</td>
<td>&gt;600,000 [23]</td>
<td>&gt;200,000</td>
</tr>
<tr>
<td>Total bugs found</td>
<td>&gt;150,000 [23]</td>
<td>&gt;26,000 (2019)</td>
</tr>
<tr>
<td>Est. total payout</td>
<td>&gt;$80M [23]</td>
<td>&gt;$6.5M (2018)</td>
</tr>
<tr>
<td>Total funding</td>
<td>$110.4M [10]</td>
<td>$78.7M [8]</td>
</tr>
</tbody>
</table>

Results from the HackerOne 2019 Hacker Report [21] reveal that 14.3% of those surveyed reported that “to make money” was their primary motivation for participation. Conversely, 56.7% of hackers stated that non-monetary motivating factors, such as the potential to learn, were their primary motivation. Approximately 28% reported altruistic reasons for hacking. However, it could be argued that this figure is over-inflated due to social-desirability biases.

The success of programmes and full-disclosure platforms without any monetary reward suggests that hackers often value public recognition and reputation above immediate financial gain. The defunct platform Wooyun was studied by Zhao et al. [53], who found that hackers found thousands of vulnerabilities in the absence of financial motivation. Prestige as a motivator may emerge from a high reputation score, featuring in a hall-of-fame, or being named in a public disclosure — all of which are used as rewards [54].

Votipka et al. [50] identified three motivators for hackers when selecting programmes and areas on which to work: potential monetary payouts, value of target asset to an organisation (finding vulnerabilities in an important asset), and non-monetary rewards (enjoyment from the task, altruism and pride). With observations of the previous payouts awarded to hackers and with an estimation of the potential monetary payouts, geographic factors and local labour conditions may significantly impact a hacker’s motivation to work on a programme. For example, it has been found that hackers from developing countries with weaker economies make up a significant proportion of those contributing to bug bounty programmes [2, 3]. This may be, in part, due to the increased salary that can be made from bounty payouts when compared to the local median annual wage [21]. In these regions, monetary rewards may become the primary motivator. In contrast, the uncertainty of rewards and relatively high median wage within a richer economy may cause hackers to favour conventional employment.

The use of a tiered payout structure has been found to encourage participation in a particular programme [13]. Organisations will offer a range of payouts for each severity category of reported vulnerability, e.g. $1,000–$5,000 for critical bugs. The distribution of payout structures for bug bounty programmes on HackerOne was investigated by Walshe and Simpson [51], who found that the average payout increases significantly with severity. Fryer and Simperl [15] found that BugCrowd has initial recommendations for the payout structure, dependent on the maturity of an organisation’s security process maturity, however the rationale behind the suggestions is not transparent.

One cause of rising operational costs is due to the perceived increase of product security over time [13]. Organisations may
judge their own security based on the current payout level [43]. It is suggested that increasing payouts over time motivates hackers to search beyond the initial easy bugs [36, 50].

2.2.2 Behaviour. Organisations have a pre-adoption fear of untrustworthy hackers participating in the search for vulnerabilities [1]. Instead of turning over the discovered bugs to the programme operator, hackers may choose to sell the bugs on the black or grey markets [18]. A study by Egelman et al. [12] compared arguments for the use zero-day markets (ZDMs) and vulnerability reward programmes (VRPs), raising the question “can prices be regulated, e.g., by VRPs or other mechanisms, in such away as to avoid the need for ZDMs?” [12].

Meakins [39] notes that grey markets can be a big source of vulnerabilities, often attracting the attention of government intelligence agencies. Governments may decide to pass on details of purchased vulnerabilities to the relevant organisation; this is decided through a Vulnerabilities Equities Process (VEP), and is dependent on the strategic value of the vulnerability in question [17]. The economic factors surrounding the decision for a hacker to sell a vulnerability to a black or grey market are among many that influence hacker behaviour.

Kesan and Hayes [32] proposed an independent third party to regulate the sale of vulnerabilities. Another solution puts further emphasis on the use of attractive bug bounty programmes, providing hackers with an easy, legitimate and legal method to monetise their work [2].

It seems somewhat inevitable that the proclivity of certain hackers to ignore white market will continue to shape the operation of bug bounty programmes, potentially influencing the behaviour of all vulnerability hunters.

2.2.3 Productivity. Increasing the number of participants, rather than investing resources to maintain current high-productivity hackers, is often recommended as the most effective way to increase the rate of bug discovery [36, 54]. Maintaining high-productivity hackers is a challenge faced by current programmes [1]. It is recommended that organisations endeavour to have fast and effective communication between security teams and hackers, thus helping to maintain their good standing with participating hackers [37, 50].

Other suggestions to improve productivity and bolster motivation include: having experts liaise with hackers, ‘game-ifying’ the searching and report process, and decomposing search domains into small task areas [11, 34]. So-called ‘gamification’ of platforms currently exists in the form of leaderboards, badges, and reward points; however, it has been recognised that the extent to which such techniques are employed is limited [42].

Bug bounty programmes can offer organisations quantifiable returns (e.g. $ per vulnerability found) [51]. However, when considering a new programme, a resource-allocation problem arises: How should one choose between competing platforms such that the highest rate of vulnerability discovery is achieved for the lowest cost? To explore this question, we consider a manager that is looking either to launch a new programme (hosted on a platform) or to modify an existing programme. With many platforms available for hosting, a manager must consider how to allocate resources to utilise the products and services of one or more platforms.

Raymond suggested that it is beneficial to have as many individuals searching for vulnerabilities as possible [46]. Arising from this is a clear network externality that impacts the utility an organisation can gain from the use of a particular bug bounty platform: platforms should become more attractive as their hacker-base grows. However, although platforms claim to harbour hundreds-of-thousands of hackers (recall Table 2), organisations still worry about the inactivity (and low motivation) exhibited by hackers [1]. As platforms (understandably) do not publish accurate figures representing the number of hackers actively participating at a particular point in time, there exists a significant degree of uncertainty with regards to the expected utility gained when using a specific platform [31].

It follows that further investigation into the true number of active hackers on a platform, as well as their behaviour, is needed to address the information asymmetry that exists between programme managers and bug bounty platforms. Resolving this asymmetry has the potential to aid managers in maximising the benefits an organisation can receive through the operation of a bug bounty programme.

To tackle our research question How effective are bug bounty platforms at retaining the interest of hackers? we consider the following set of subsidiary questions: (1) How many hackers are actively engaged in the search for vulnerabilities?; (2) What are the archetypal behaviours of hackers?; and (3) Is participation in bug bounty programmes currently viable for most hackers?

Question 1 aims to quantify the number of active and inactive hackers (taking Bugcrowd as a representative example), to provide an insight into the long-term motivation of hackers as well as a more accurate representation of the size of the network. The ambition of Question 2 is to help identify characteristic behavioural patterns that are common amongst subsets of the user-base. Additionally, we explore the behaviour of the top hackers found on Bugcrowd, who have been shown to contribute far more than other bug hunters [51]. Subsequently, we aim to categorise hackers into productivity groups and provide qualitative descriptions of the predominant working patterns observed in the data. Question 3 seeks to combine the insights and results from the previous questions to comment on the viability of participation in the search for vulnerabilities. Commonly found unproductive and inconsistent behaviour may indicate that the current system is unsustainable for many hackers, who in turn choose not to continue to participate.

3 DATA AND METHODOLOGY

3.1 Data collection

The bug bounty platform Bugcrowd serves as the source of data for this study, as it allows for the output of hackers to be studied
over time through time-series data presented on each user profile. Furthermore, as one of the major platforms, it attracts significant interest from large numbers of hackers and organisations.

A conceptual diagram of the utilised data collection, modelling and validation processes is shown in Figure 1. The remainder of this section will detail the data collection stages.

As of the 17th of January 2021, Bugcrowd was host to 129 public bug bounty programmes that are open to participation from any individual (private programmes require a hacker to be invited before they are allowed to participate). Upon the submission of a valid vulnerability report, a hacker will be listed within the “Hall of Fame” for the corresponding programme. As such, the “Hall of Fame” for each programme contains a list of all hackers that have previously participated. (Some hackers may choose to remain anonymous, in which case “Private User” is displayed instead of a username.)

Using all available public programmes on Bugcrowd, a list of 6927 unique usernames was collected, with each corresponding to a hacker who has submitted at least one valid vulnerability report in the past.

Following the collection of all relevant user-names, time-series submission data was scraped from each user’s profile page (114 profiles were unavailable or empty).

Bugcrowd uses binning to group occurrences of vulnerability reports into fixed intervals of time (e.g., number of submission made within a month). The granularity of the data (temporal resolution of the time-series) is determined by the age of a particular account. As accounts become older, the temporal resolution decreases. For example, an account created 63 days ago will have the submission data displayed by day, but an account created 77 days ago will use weekly resolution. We refer to the “timebase” as being the temporal resolution of a given time-series, and the “intervals” as the number of data points. An account with weekly data displayed on the time-series is described as being in the “week” timebase category.

Table 3 shows the user data categorised by timebase, and summarises the minimum and maximum age (number of intervals) of user accounts. Data was collected from accounts ranging from 6 days to 9 years old.

3.2 Activity classification
To study the behaviour of hackers, it is necessary to classify a user’s activity over time. A conceptual model of a hacker’s behaviour is created from first principles, and contains three primary activities:

- **Submitting**: A hacker has submitted at least one report in a given interval of time.
- **Searching**: A theorised period of time in which a hacker is actively searching for vulnerabilities. A survey of hackers conducted by Hata et al. found that the average hacker takes up to a week in the search for a vulnerability [27]. As such, we define a fixed period of 7 days before the submission of a vulnerability report in which we believe the hacker is actively searching for vulnerabilities.
- **Inactive**: There are extended periods of time in which some hackers seem neither to be searching nor submitting. We further decompose inactive behaviour into three sub-types:
  1. **Initial account inactivity**: The period of time after account creation and before searching for, or submitting, the first report.
  2. **Inter-report inactivity**: The measurable period of time between submissions that is not classified as searching.
(3) Long-term inactivity: A state in which a hacker is no longer participating in the search for vulnerabilities.

For all user time-series, we deterministically label each interval of time with one of these activities.

3.3 Classifying long-term inactivity

As stated in Section 3.2, one of the inactive sub-types relates to the state in which a hacker is no longer participating on the platform. Furthermore, it is assumed that they will not return. To determine the number active hackers on a platform, it is necessary to know the probability of a user submitting a report in the future given that they are currently inactive.

From the time-series of all hackers that have submitted reports on at least two separate occasions, the lengths of inter-report inactivity between adjacent submissions are recorded. From this, distributions of the inter-report inactive durations are created for users within each timebase group (e.g. year, quarter, etc.). The distributions from higher resolution timebases are used as prior distributions to re-sample data in one timebase to a shorter one (e.g. year to quarter). Where a prior distribution cannot be generated from existing data, a uniform prior is used. This allows for all inter-report intervals to be re-sampled into the day timebase.

The resulting distribution represents the probability of a report being submitted on or before day \( n \), given \( n - 1 \) days of inactivity. Through Monte Carlo simulation we find that, after submitting a report, there is a 95% probability of the next report being submitted within 289 days [285,293] (95% CI). This allows us to define a length of continuous inactivity greater than 289 days to be classified as long-term inactive, with a Type 1 error of 5%. If a hacker remains inactive for over 289 days following their last submission, the period is reclassified as ‘long-term inactive’, with the hacker labelled no longer active. In order to make an estimate of the number of hackers that have left the platform, it is necessary to assume that a period of inactivity greater than 289 days is due to a hacker being permanently inactive.

4 MODELLING HACKER BEHAVIOUR

4.1 Model assumptions

There are several important assumptions made about the behaviour of hackers. First, hackers that enter a state of long-term inactivity will not participate again in the future. As stated in Section 3.3, we take a time limit that is accurate for 95% of hackers. This implies that the long-term inactive state in the model is absorbing (once entered it cannot be left). Second, we do not attempt to model the number of reports submitted in one interval. Instead, we are concerned only if a hacker has submitted any report in a given interval. Third, we assume that all parameters governing the behaviour of hackers are temporally homogenous. The limited resolution of the data results in time-series with few points. It is, therefore, not appropriate to explore temporal heterogeneity within the parameters.

The model adheres to the two Markov assumptions [45]: the probability of moving to a particular state is dependent only on the current state (first-order Markov chain) and the transition probabilities exhibit temporal homogeneity (stationary process).

4.2 Hidden Markov Model

Previous work has highlighted the success of Hidden Markov Models applied to modelling sequential data [26, 33], especially when used for state-based behavioural models [29].

The activities outlined in Section 3.2 are used as the hidden states in the behavioural model, as shown in the model topology in Figure 2. Note that ‘Initial account inactivity’ is always a transient state (once left, it is not returned to), and ‘Long-term inactivity’ is always an absorbing state (once entered, it cannot be left).

If a given hacker has a non-zero transition probability from the ‘Submitting’ state to the ‘Long-term inactive’ state, the model becomes an absorbing Markov chain (an absorbing state can always be reached), as all hackers reach the ‘Submitting’ state at least once. A distribution of the initial and final states is shown in Table 4.

The emissions from the model are limited to binary values, indicating if the hacker has submitted reports in a given time interval. Other than the ‘Submitting’ state, all hidden states emit a zero, representing the absence of new submitted reports.

For model creation and testing, 70% of the hacker time-series dataset is randomly select, with the remaining 30% used as an unseen validation dataset.

4.3 Generating the transition matrix

Within each group, the 5 x 5 state transition matrix is computed for each user and the initial state is recorded. Initially the model is assumed to be fully connected. As both the hidden state sequence and the observation sequence are known (due to the data being fully-labelled), the first-order transition probabilities can be calculated using [49]:

\[
\pi_{ij} = \frac{n_{ij}}{\sum_{j=1}^{k} n_{ij}} \tag{1}
\]

Here, \( n_{ij} \) represents the number of transitions from state \( i \) to \( j \) and \( k \) represents the total number of states.

4.4 Clustering hacker behaviour

To group hackers with similar behavioural patterns, unsupervised clustering was performed within each group. First, simple dimensional reduction was performed by removing any unused transition probabilities (\( \pi_{ij} = 0 \)) within a group of hackers (e.g. \( p_{44} \) is unused in the day timebase). The remaining states were transformed into a feature vector for each hacker.

A K-means algorithm was used to form clusters using the feature vectors. The Elbow and Silhouette methods were both used to select the appropriate number of clusters within each group [38, 52]; the chosen number of clusters for each group are shown in Table 5.

<table>
<thead>
<tr>
<th>Timebase</th>
<th>Initial state</th>
<th>Final state</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day</td>
<td>7 17 50 69</td>
<td>5 0</td>
</tr>
<tr>
<td>Week</td>
<td>281 136 541 898 60 0</td>
<td></td>
</tr>
<tr>
<td>Month</td>
<td>709 312 1199 1308 272 640</td>
<td></td>
</tr>
<tr>
<td>Quarter</td>
<td>1054 0 1081 638 440 1057</td>
<td></td>
</tr>
<tr>
<td>Year</td>
<td>554 0 872 0 513 913</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Distribution of initial and final states.
4.5 Model validation and replication

We now consider results from the model validation process.

4.5.1 Individual. The model’s ability to replicate individual user data was tested. For each hacker in the aforementioned timebase groups, the rate of submission and standard deviation were calculated using the collected time-series data, as shown in Table 6.

A time-series was generated using the transition matrix calculated from the labelled data for each hacker. Monte Carlo simulation was used to generate 10,000 synthetic time-series for each hacker. The observed values for the rate of submission and standard deviation were compared to the expected values generated from the simulation, and the mean absolute errors (MAE) were recorded. The time spent in each state was recorded, and MAE across all users was calculated (Table 7).

As per Table 6, using individual model parameters to generate synthetic time-series leads to an underestimate of the number of emissions when compared to the hacker data. Hackers in the year group exhibit the largest error, possibly due to the limited sizes of data available.

Table 7 shows the mean absolute error for the time spent in each state. With the exception of state 2 (Inactive) in the day group, all errors are less than 1 time interval.

4.5.2 Clusters. The cluster centroids generated by the clustering algorithm were used as transition matrices, and the ability to generalise user behaviour was similarly tested. The final number of clusters is shown in Table 5. The submission rate error is shown in Table 6; the time-in-state error is shown in Table 8.

Transforming the centroids for use as transition matrices leads to an underestimate in the number of emissions, with the month group having the largest error of -21.9%. All states see a small increase in the time-in-state MAE when compared with the individual time-in-state error.

4.5.3 Analysis. The results demonstrate that the approach to modelling hacker behaviour outlined in Sections 3 and 4 is effective. Clustering the individual transition matrices and using the centroids to represent the behaviour of similar groups of hackers leads to a small decrease in performance. This is, in part, due to the cluster centres being an imperfect representation of each parameter matrix within the cluster as there are variances in intra-group hacker behaviour. This is shown by an increase in the (absolute) expected rate of submission error in most timebases, and an increase in the MAE for the time spent in each state (for all states and timebases). Performance may be improved by further optimising the number of clusters used in each timebase.

Aside from the ability of the centroids to capture behavioural characteristics of hackers, they also serve as a compact representation of the behaviour of hackers on Bugcrowd.

Table 5: Number of clusters chosen for each group.

<table>
<thead>
<tr>
<th>Timebase</th>
<th>K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day</td>
<td>23</td>
</tr>
<tr>
<td>Week</td>
<td>50</td>
</tr>
<tr>
<td>Month</td>
<td>100</td>
</tr>
<tr>
<td>Quarter</td>
<td>100</td>
</tr>
<tr>
<td>Year</td>
<td>52</td>
</tr>
</tbody>
</table>

Table 6: Expected rate of submission error, using transition matrices for individual users and those generated from K-means cluster centres.

<table>
<thead>
<tr>
<th>Timebase</th>
<th>Individual Error (%)</th>
<th>Cluster Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day</td>
<td>-10.3</td>
<td>-11.3</td>
</tr>
<tr>
<td>Week</td>
<td>-12.0</td>
<td>-7.5</td>
</tr>
<tr>
<td>Month</td>
<td>-17.8</td>
<td>-21.9</td>
</tr>
<tr>
<td>Quarter</td>
<td>-7.2</td>
<td>-7.3</td>
</tr>
<tr>
<td>Year</td>
<td>-13.7</td>
<td>-14.1</td>
</tr>
</tbody>
</table>

Figure 2: Topology of the Hidden Markov Model, showing commonly used transition pathways.
5.2.1 What are the archetypal behaviours of top hackers?

We define an active hacker as someone whose behaviour is not classified as long-term inactive. (As stated in Section 3.3, any individual with a trailing period of inactivity longer than 289 days is defined as long-term inactive.)

In the model, long-term inactive hackers are represented as finishing in state 4 (long-term inactivity). Table 4 shows the final states of all hackers within each timebase. It was found that 2610 hackers (37.7%) are estimated to no longer be active; for hackers with accounts older than 9 months old, the inactivity rate is 44.3%. A larger proportion of hackers in the Day (93.2%) and Week (93.7%) timebase were found to be in an inactive final state. However, due to the age of the accounts (all less than 289 days), it was not possible to classify any of these accounts as long-term inactive. It is therefore assumed that the true number of inactive hackers is higher than 37.7% due to inactive hackers within these groups with accounts too new to be classified accurately as such.

5.2 What are the archetypal behaviours of hackers?

We consider the archetypal behaviours of top hackers in Section 5.2.1 and of all hackers in Section 5.2.2.

5.2.1 What are the archetypal behaviours of top hackers?

Previous work has highlighted that a small proportion of the overall user-base contributes a significant proportion of the submitted vulnerabilities; the top 100 hackers on HackerOne are responsible for over 50% of all vulnerability discoveries [51]. As such, the work habits of the top 100 Bugcrowd hackers were studied. To be in the top 100, a hacker must discover and report more than 193 vulnerabilities. Hackers meeting this criterion are found in the month (3), quarter (28), and year (69) groups.

Using the inactivity limit of 289 days, the number of long-term inactive top 100 hackers is estimated to be 19 (1 in the quarter group, and 18 in the year group). Within each group, the proportion of hackers classified as long-term inactive is far less than the overall proportion of long-term inactive hackers. As detailed in Section 5.1, the estimated number of long-term inactive hackers within the groups is: 28.8% in months (0.0% in top 100), 49.5% in quarters (3.6% in top 100), and 64.0% for year (26.1% in top 100).

As defined in Section 3.2, initial account inactivity is the period of time before the first interval containing submissions. Table 4 shows the number of hackers that start in an inactive state. For the top 100 hackers, 14 in the month group and 15 in the year group start as inactive. The proportion of top 100 hackers that start as inactive is comparable or lower than the group average.

Analysing the distribution of parameters within the individual transition matrices allows for further investigation into the work habits of the top hackers. The transition parameter $p_{33}$ represents the probability of submitting vulnerability reports in the next available interval, given that reports were submitted in the current interval. High values of the parameter ($p_{33} \in [0, 1]$) indicate that a hacker is consistently submitting reports in each observable interval of time. Lower values represent more sporadic behaviour. As shown in Table 9, the top 100 have significantly higher average $p_{33}$ values than other hackers within the same group.

The parameter $p_{22}$ represents the probability of the next interval being inactive, given that the current interval is inactive. A value close to 0 represents an absence of multiple intervals of inactivity. Table 9 shows that top hackers rarely spend more than one consecutive interval in an inactive state.

To quantify consistent behaviour during the period of time in which a hacker is active, the following harmonic mean is defined:

$$\alpha = \frac{2}{\frac{1}{p_{22}} + \frac{1}{p_{33}}}$$

(2)

Here, $\alpha$ is the harmonic mean ($\alpha \in (0, 1)$).

Top hackers across all groups have an $\alpha = 0.923$, far greater than the figure for all hackers ($\alpha = 0.459$). This indicates that top 100 hackers tend to discover and submit vulnerabilities far more consistently than other hackers on Bugcrowd. This also suggests that barriers, other than skill, may limit the majority of hackers in the search for vulnerabilities in a consistent manner, and that only a small proportion of hackers are able to search on a full-time basis.

5.2.2 What are the archetypal behaviours of hackers?

Clustering hackers allows for the identification of similar behavioural patterns (this process is detailed in Section 4.4).

For each cluster a value of $\alpha$ was calculated using (2), allowing the clusters to be divided equally between four productivity groups:
very low, low, medium, and high. Qualitative descriptions of hacker
working patterns for each group are given below.

- Very low: Over the lifetime of an account, hackers tend to
  submit reports in one or two intervals, before going into an
  inactive state. It is common to see activity only in the first
  few intervals after account creation.
- Low: Hackers will submit sporadically over time, often with
  long gaps of inactivity between submissions.
- Medium: Groups of sequential submissions are observable,
  indicating longer periods of hacker activity.
- High: After a possible period of inactivity following account
  creation, hackers will submit reports in almost all intervals.

All of the active top 100 hackers identified in Section 5.2 are
part of this productivity group.

### 5.3 Is participation viable for most hackers?

Of the 6813 hackers identified within the study, it is predicted
that 2610 are no longer active. The proportion of hackers entering
a state of long-term inactivity (Table 4) increases with account
age: 29% of accounts with an age of 9–22 months are inactive,
rising to 50% of account between 8–17 quarters, and 64% for older
accounts. The behavioural analysis of Section 5.2.2 reveals that large
numbers of hackers can be characterised by their unproductive
behaviour. Especially notable is the subset of hackers that only
submit one or two reports after account creation and thereafter end
their participation in the search for vulnerabilities.

### 6 ANALYSIS

#### 6.1 How many hackers are active?

From a user-base of over 200,000 hackers, it is only possible to
identify 6813 unique individuals that have (publicly) participated
in at least one public bug bounty programme. A rough estimate of
the number of unique anonymous hackers (listed as “Private user”
on a Hall of Fame page) can be made using the average proportion
of anonymous hackers (relative to public hackers) across all Hall
of Fame lists. This leads to an estimate of 3717 unique hackers
that have participated and chosen to remain anonymous (assuming
both groups have the same distribution of the number of unique
programmes a hacker has participated in). As such, only 10,530
(≈ 5.27%) of accounts created on Bugcrowd are predicted to have
participated in at least one bug bounty programme.

Of the 6813 hackers identified within this study, it is estimated
that 2610 (37.7%) are no longer active participants. As noted by Al-
Banna et al., one issue faced by programme operators is the difficulty
in maintaining participants (within a specific programme) [1] —
not least because common or obvious vulnerabilities are quickly
found [35]. The high levels of hacker inactivity suggest that bug
bounty platforms are also unable to sustain hacker motivation, even
as the number of new programmes (and potential vulnerabilities)
continues to grow [51].

We would argue that both programme and platform operators
should endeavour to explore the impact of financial incentives (by,
for example, adjusting bounty values) and ways to improve accessi-
bility, to encourage hackers to continue to search for vulnerabilities.
As previously alluded to, gamification of tasks is one such method
that has been suggested as a means to increase and sustain motiva-
tion in software engineering and crowdsourced activities [34].

The operators of bug bounty programmes may see increasing
benefits as the number of active hackers on a platform increases [46].
Calculating the magnitude of this positive network externality re-
quires knowledge of the number of hackers searching for vulnera-
bilities — a figure not currently published by the operators of bug
bounty platforms. It is hoped that the results of the study will help
address this existing network externality, and that the method may
be extended to platforms other than Bugcrowd.

#### 6.2 What are the archetypal behaviours of
hackers?

From Bugcrowd, the top 100 hackers (by number of submissions)
were identified as those with over 193 discovered vulnerabilities.
Within this group far fewer hackers (19%) are classified as long-term
inactive (as compared to the all hackers), suggesting that there is
continual motivation to search for vulnerabilities.

It has previously been found that use of leaderboards, achieve-
ment points, and badges of recognition motivate some students
to work harder and undertake increasingly challenging tasks [14].
The ambition to retain a top leaderboard ranking may serve as an
additional source of motivation for these top hackers. Highly con-
sistent submission patterns are a characteristic feature within the
group of top hackers (α = 0.923), and all top 100 hackers are found
within the high-productivity group (as defined in Section 5.2.2).

A typical (and commonly found) working pattern of hackers in
the very low productivity group is submissions being made in one
or two intervals following account creation, followed by inactivity.
Programme operators have expressed concerns over the low quality
of submitted reports and the large amount of time and resources
required to process them [1]. The presence of large numbers of these
‘one-off’ hackers, in conjunction with their unfamiliarity with the
discovery and reporting process, may result in dissatisfaction
from both parties. Further investigation is needed to understand
why this type of behaviour is prevalent among hackers.

#### 6.3 Is participation viable for most hackers?

Over time, a greater proportion of hackers become inactive and
no longer search for vulnerabilities. This suggests that, in their
current configuration, long-term participation in bug bounty pro-
grammes is not viable for most hackers. Furthermore, a low propor-
tion (∼ 5.27%) of accounts on Bugcrowd have participated, suggest-
ing that more needs to be done to encourage new users to find their
first vulnerability. Encouragement for new users could come in the

<table>
<thead>
<tr>
<th>Timebase</th>
<th>( \hat{p}_{00} )</th>
<th>( \hat{p}_{22} )</th>
<th>( \hat{p}_{33} )</th>
<th>( \hat{p}_{00} )</th>
<th>( \hat{p}_{22} )</th>
<th>( \hat{p}_{33} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day</td>
<td>NA</td>
<td>0.02</td>
<td>0.17</td>
<td>0.02</td>
<td>0.17</td>
<td>0.02</td>
</tr>
<tr>
<td>Week</td>
<td>NA</td>
<td>0.01</td>
<td>0.17</td>
<td>0.05</td>
<td>0.17</td>
<td>0.05</td>
</tr>
<tr>
<td>Month</td>
<td>0.00</td>
<td>0.00</td>
<td>0.17</td>
<td>0.00</td>
<td>0.00</td>
<td>0.17</td>
</tr>
<tr>
<td>Quarter</td>
<td>0.17</td>
<td>0.00</td>
<td>0.17</td>
<td>0.17</td>
<td>0.00</td>
<td>0.17</td>
</tr>
<tr>
<td>Year</td>
<td>0.00</td>
<td>0.01</td>
<td>0.17</td>
<td>0.00</td>
<td>0.01</td>
<td>0.17</td>
</tr>
</tbody>
</table>

**Table 9: Mean parameter values of \( \hat{p}_{00}, \hat{p}_{22}, \) and \( \hat{p}_{33} \) for all hackers and top 100 hackers.**
form of increased gamification of the discovery process, or continued investment in the development and publication of teaching resources. Free online resources such as Bugcrowd University [6] and HackerOne’s Hacker101 [25] (acquired from Breaker101 in 2018 [9]) provide individuals with video guides and interactive challenges (e.g. capture the flag) with the aim to improve their understanding of the vulnerability discovery process.

6.4 Limitations
It is important that we note some limitations of the study. First, at the time of writing, only Bugcrowd allows for the contributions of hackers over time to be collected and analysed. Acquiring user data from only one platform (albeit a major platform) may lead to poor generalisation of results when the methodology is applied to other platforms.

Second, data could only be collected from individuals with public accounts and that have previously participated in a public programme. For a given Hall of Fame page, on average approximately 35% of accounts listed are anonymous, preventing the collection of user data. The inability to collect information about all hackers on Bugcrowd may lead to results being unrepresentative of hacker behaviour, particularly within private programmes.

Third, the granularity (temporal resolution) of the data collected limits the accuracy of the calculated model parameters. Access to higher resolution data (e.g. daily data for all hackers) would allow for the temporal heterogeneity of the parameters to be investigated, giving rise to greater in-depth behavioural analysis.

7 CONCLUSION
We have described the use of a Hidden Markov Model to model and analyse the behaviour of 6,813 hackers that have participated in the search for vulnerabilities in bug bounty programmes on Bugcrowd. Additional behavioural analysis has enabled a prediction of the proportion of active users to be made: it is estimated that approximately 2610 hackers are no longer active in the search for vulnerabilities and that 19% of the top 100 (at the time of writing) programmes and platforms may wish to further consider how best to motivate both new and experienced hackers to continue searching for vulnerabilities via consideration of questions such as Do hackers feel fairly treated by the current incentive mechanisms? and What measures can programme operators take to encourage continued participation? Qualitative surveys and interviews with current and former hackers may allow for a great understanding of the effectiveness of incentive mechanisms and motivating factors. In addition, further research is needed to investigate the network externalities that arise on bug bounty platforms. Specifically, how can the size of the network effect be measured as a function of the number of active hackers and the number of programmes? Research answering Does increasing the number of programmes on a platform produce positive or negative network externalities? would produce valuable insights.
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