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1. Introduction

The high-throughput technologies developed during the second half of the 1990s have revolutionized the speed of data accumulation in the life sciences. As a result we have very rich and complex data that holds great promise to solving many complex biological questions.

This thesis focuses on statistical issues arising from one such technology that is very widespread and relatively mature: the DNA microarray or gene expression microarray. The aim of this thesis is to contribute to the development of statistics that allow the end users to obtain robust and meaningful results from gene expression microarray for further investigation.
1.1. Brief introduction to microarrays

1.1.1. The rise and current state of microarray technology

Microarray technology measures the messenger RNA (mRNA) levels of tens of thousands of genes in tissue samples simultaneously in a high-throughput and cost-effective manner.

Since its introduction over a decade ago (Schena et al., 1995; DeRisi et al., 1996), microarrays have found widespread use in the field of molecular genetics, functional genomics and medicine. The technology has rapidly advanced the miniaturization and need for high-throughput process in many genomic fields (e.g. gene expression, comparative genomic hybridisation arrays, single nucleotide polymorphism arrays) and in the proteomics field (e.g. tissue microarrays, multiplex polymerase chain reaction).

Microarray technology is now in the mainstream of many life science laboratories and its popularity is every growing. Figure 1.1, which shows the increase in relevant publications, is an indication of how widely the technology has been adopted.
Figure 1.1.: The number of journal and review articles by year available in PubMed as of 20th August 2008. The right hand axis corresponds to the number of review articles. We identified the studies using the search terms "gene" and "microarray". For example, the search query to find the number of publications in 1999 would be gene AND microarray AND ("1999"[PDat]:"1999"[PDat]).

The technology has been applied to understand underlying biological mechanisms (DeRisi et al., 1996), to discover novel subgroups of diseases (Golub et al., 1999; Perou et al., 1999; Alizadeh et al., 2000), to examine drug response (Staunton et al., 2001; Dan et al., 2002), to classify patients into disease groups (Golub et al., 1999) and to predict disease outcomes (van ’t Veer et al., 2002; van de Vijver et al., 2002; Chang et al., 2005). Some of the molecular signatures discovered with microarray technology are now being evaluated in prospective randomized clinical trials (Bogaerts et al., 2006; Paik, 2007).

1.1.2. Advantages of microarrays

Microarray technology offers several advantages over other genomic technologies: a comprehensive coverage of the genome, high-throughput experimentation, cost effective solutions, safety and low sample volume requirement.
Current microarray technology allows one to measure mRNA levels of over 55,000 probes which makes it possible to measure entire transcriptomes. For example, a human genome contains of approximately 25,000 genes.

Microarray allows one to measure mRNA levels of tens of thousands of genes simultaneously with relative ease, reducing the experimental variability, cost and time required if one were to quantify each gene individually. The availability of standard protocols for experiments and use has greatly simplified matters.

The chip and reagent cost required for the quantification of a single sample can be as high as £1000 but the cost per gene is extremely cheap, making it an effective tool if one wants to capture a snapshot of the genome. Furthermore, advances in technology and competition among vendors are increasing quality and lowering microarrays costs.

The technology is safe as it does not involve any dangerous chemicals or radiation. It also requires low volumes of biological material. If the starting quantities are too low, as in the use of laser capture microdissection which aims to isolate single cells, one can amplify the amounts of mRNA contained in the samples by using the polymerase chain reaction technique.

1.1.3. Applications for gene expression arrays

The areas of application of the microarray technology have grown wider along with the increasing number of publications. Simon et al. (2004) classifies microarray technology broadly into three groups of application: class discovery, class comparison and class prediction.

In class discovery, one attempts to identify new subgroups of patients. This can be done when one believes that subgroups of patients with different prognostic outcomes or drug responses need to be identified. This is typically achieved via exploratory methods such as clustering and dimension reduction techniques. Such methods can also be used to identify any potentially misclassified patients or to demonstrate microarray’s capability to segregate phenotypes based on genotype. The hypothesis generated by such methods has to be biologically meaningful and further validated.

In class comparison, one wishes to identify genes that are differentially expressed between
two or more conditions. The accurate classification of patients is not the primary objective here. Genes can be ranked and filtered according to some summary statistics for each gene. The results can be corrected for the multiple hypothesis problem and a threshold can be drawn, or one can simply rank the genes. Typically, some of the high ranking genes are then validated by more precise but low throughput methods, and a hypothesis about their interaction is generated. In a further step, the investigators may try to validate this hypothesis by experimentation or through literature search. The class comparison problem remains at the heart of many microarray studies.

In class prediction one attempts to find the best (and often minimal) subset of biomarkers able to identify specific conditions. In this application of DNA microarray technology, genes are ranked by a statistical method and then added sequentially into a classification algorithm along with any other existing complementary (e.g. clinical) information. Next, the minimal number of genes to adequately classify a patient into a group or predict their clinical outcomes is determined. The stable gene products of a selected subset are identified and may be validated in a larger cohort of patients.

There are various types of microarrays including: Gene Expression microarrays (also known as DNA microarrays) to measure gene transcripts; Comparative Genomic Hybridisation microarrays for detecting copy number changes at the chromosomal level; Single Nucleotide Polymorphism microarray for detecting point mutations and Tissue Microarrays which detect the protein levels in tissues.

This thesis will focus exclusively on gene expression microarrays. Henceforth, in the text microarray refers only to gene expression microarrays unless stated otherwise.

1.1.4. Some criticisms of microarray technology

Despite their great promise, microarray based studies may report findings that are not reproducible (Ntzani and Ioannidis, 2003) or not robust to the mildest of data perturbations (Michiels et al., 2005; Ein-Dor et al., 2005). Common causes include improper analysis or validation, insufficient control of false positives and inadequate reporting of methods (Jafari and Azuaje, 2006; Dupuy and Simon, 2007). The situation is exacerbated by the small sample sizes relative to large numbers of potential predictors; typically tens of thou-
sands of probes are investigated in only tens or hundreds of biological samples. The low number of samples are often due to a combination of either financial constraints, lack of sample availability or logistical restrictions.

This scenario, where the number of variables is much greater than the number of observations is also known as the "curse of dimensionality" (Bellman, 1961). One clear example this is often seen during the model selection process. In model selection, one searches among subsets of all possible independent variables to find the minimum relevant subset that adequately explains the dependent variable. With tens of thousands of variables, it is possible to find some subset of irrelevant variables that will classify the existing data perfectly, but will perform poorly on new samples.

Peduzzi et al. (1996) used simulation studies to show that one needs at least 10 samples per independent variable for robust estimates to use a logistic regression, a far cry from the case of microarray based studies. However, most microarray applications are used as screening tools to filter out the large proportion of genes which are expected not to be differentially expressed and not for modelling.

1.2. The objective of this thesis

This thesis aims to help researchers to prioritize and select a robust list of genes for further investigation from microarray studies conducted with class comparison as primary aim. Therefore we present and discuss two inter-related topics. First, we look into the possibility of statistically designing a large single study. Second, we look at the possibility of synthesizing information from different studies which not only increases the statistical power but also the generalizability of the results.

Chapters 3 - 5 are devoted to sample size estimation methodology in microarray studies while Chapters 6 - 8 are devoted to meta-analysis of microarray studies. For each topic, we present a case study and guided steps to help researchers to perform sample size estimation and meta-analysis. Additionally, Chapter 9 discusses the availability of raw data in microarray studies which is important in meta-analysis to avoid biased results and in sample size for parameter estimation.
1.2.1. Motivation for sample size calculation

Since small sample sizes frequently constitute a first hurdle to any meaningful data analysis, we address the minimum sample size calculation using the simplest approach in Chapter 3. In Chapter 4, we extend the sample size framework to incorporate the cost and variance structure into the design process for meaningful gene expression microarray studies.

Addressing the sample size question also allows us to have an idea of the statistical power of each of the individual studies. Indirectly, one can use the findings from this chapter to get a feel for the power of a meta-analysis.

1.2.2. Motivation for meta-analysis for microarray datasets

While a large and high quality study can provide more precise answers, designing such a study can be financially expensive and time consuming and requires good logistics management and sample availability. Furthermore, it does not address the issue of generalizability across studies (Ferguson, 2004).

What is generalizability? It is the extent to which the results from a particular valid study can be applied to other circumstances, and needs to be assessed before considering widespread practical application. For example, the findings of a study using historical controls from a particular geographical region may not be applicable to newer cohorts of patients or different regions. Other conditions that could cause findings to be study-specific are population structure, technical issues such as sample handling procedures, and data analysis methods.

In other words, even findings from a sufficiently large, properly analyzed and correctly reported study need to be evaluated against findings from other laboratories.

An attractive option to solve both the problem of small sample sizes and generalizability is to synthesize information from different existing studies. Statistical techniques which combine results from independent but related studies are called ‘meta-analysis’. However, the term meta-analysis is also widely used to describe the whole study process (as we do here), not just the statistical techniques, for which an alternative term is a systematic review.
Another major advantage of meta-analysis is that it makes comprehensive use of already available data. Not only is this relatively inexpensive but it is also time efficient. Furthermore, if we choose to collect and re-analyze the raw data in a consistent manner, we can hope to minimize the influences of different analysis methods and inadequate reporting.

Therefore, the increased statistical power, generalizability, inexpensiveness, ability to assess heterogeneity of the overall estimate and potential for standardization of methods makes meta-analysis an attractive option for microarray datasets.

1.3. Biological background for the thesis

1.3.1. Brief introduction to cancer biology

Much of the current worldwide research focus in the life sciences is cancer biology. The microarray technology is also very frequently used in this context, and thus this thesis utilizes data from cancer studies for exemplary purposes. Thus a brief introduction to cancer biology and molecular biology become necessary before introducing the microarray technology.

A phenotype is the set of an individual’s observable characteristics and can be determined by his/her genetic background, exposure to environmental factors and random variation. Many genetic diseases have a significant genetic component, caused by abnormal expression of one or more genes. Therefore, identifying genes that are expressed abnormally is an important step to help understand the underlying biology, and towards the aims of early detection, predicting diagnosis and prognosis and finally towards prevention and cure.

A cancer is uncontrollable growth of abnormal tissues. Malignancy is defined as the ability of such growth to spread to other tissues. Some cancers arise through accumulation of harmful mutations in the DNA. Mutation is either a change, insertion, deletion or rearrangement of DNA sequence and can be hereditary or non-hereditary. DNA may acquire mutations through copying errors during DNA replication or after exposure to radiation and carcinogens (any agent that promotes cancer, e.g. asbestos, some ingredients in tobacoo).

From the perspective of this thesis, cancer is an ideal biological field of study as, because of its background in abnormal changes of DNA expression, it has been in the focus of researchers
using microarray experiments right from the start.

1.4. Brief introduction to molecular biology

Deoxyribonucleic acid (DNA) contains the genetic information for the production of proteins, which are essential to the structure, function and regulation of the body’s cell, tissue and organs. DNA can be found in the nucleus of every cell and consists of a pair of molecules held together by hydrogen bonds of complementary nucleotides in a double helix structure.

There are four types of nucleotides or bases Adenine (A), Cytosine (C), Guanine (G) and Thymine (T) in the DNA. Note that the thymine is replaced by Uracil (U) in the single-stranded ribonucleic acid (RNA). Due to the difference in chemical structure of the bases, the hydrogen bonds will form only between A and T and between G and C. This base pairing rule allows us to automatically deduce the sequence of one strand of the DNA from its complementary strand. This is fundamental to understanding how the microarray technology works. Here is a simple graphical illustration of how the base pairing rule works:

\[
\begin{align*}
\ldots \text{A C A A G A T G C C A T T G T C C C} \ldots & \quad \text{(Strand 1)} \\
\ldots \text{T G T T C T A C G G T A A C A G G G} \ldots & \quad \text{(Strand 2)}
\end{align*}
\]

DNA does not produce proteins directly but rather through several intermediary products. First DNA is \textit{transcribed} into RNA which contains many coding (exons) and non-coding (introns) regions. The exons are \textit{spliced} and combined to produce mature mRNAs which are then able to transport the genetic information through the nuclear pore into the cytoplasm. The mRNA nucleotides are read in triplets by the \textit{translational} machinery as each nucleotide triplet codes for a specific amino acid. The string of assembled amino acids (primary structure of a protein) undergoes post-translational modification to fold into its conformational or functional shape in three-dimensions. This flow of genetic information was proposed by Crick (1970) and is commonly called the Central Dogma of Molecular Biology.
Figure 1.2.: A complex (left) and simplified (right) illustration of the central dogma of molecular biology. The illustration on the left is courtesy of the National Human Genome Research Institute.

1.5. Technical background for the thesis

1.5.1. Brief introduction to microarray technology

Microarrays are a comprehensive, high throughput and cost effective tool to study the gene expression of a given biological sample. Measuring gene expression is important in trying to understand the stages on individual development, potential genetic component of disease etiology, detection and prevention of diseases, effects of different drugs or treatments, and for establishing the varying susceptibility of genetic subpopulations to each of these (Bloche, 2004; Mondry et al., 2005). DNA microarrays allow us to simultaneously measure the relative transcript abundance of thousands of messenger RNA (mRNA) present in a sample. The defining features of a microarray are its compact physical size and high gene density.

An oversimplified analogy to how microarray quantifies mRNA abundance uses coin sorting
machines and vending machines. Such machines are capable of sorting coins of mixed denomination into different slots (1p, 2p, 5p, 10p, 20p, 50p, £1, £2) by taking advantage of different physical attributes (size, thickness, shape, weight) of different coins. Next, they quantify the number of coins in each slot by either their weight or the height of the stack of coins. Similarly, a microarray first "sorts" the thousands of mRNA in the sample by taking advantage of the complementary base pairing rules. Next it "quantifies" the number of mRNA copies in each slot by measuring the luminescence of fluorescent molecules that were tagged onto all DNA sequences in the sample.

The technical explanation of microarray technology is more detailed. A probe is the DNA sequence that represents a gene that is permanently spotted (i.e. immobilized) in a regular grid onto a solid support (chemically modified glass or nylon). A DNA microarray contains thousands of different spots and in each spot there are millions of copies of the same probe. DNA sequences from the sample in which one wants to measure the mRNA abundance are called targets. Fluorescent molecules, that can be excited by laser, are appended to each target. The hybridization process involves applying the prepared sample onto the microarray surface and placing it in a hybridization chamber, where it undergoes a pre-specified cycle of heating and cooling. The heat cycle denatures the hydrogen bonds of the double stranded DNA sequence of both target and probes. The chips are physically rotated in the chamber which allows the single stranded DNA sequence of targets to be attracted to the probes with the best base complementarity. During the cooling cycle, the targets will hybridize (i.e. anneal by forming hydrogen bonds) with their complimentary probes. Once the hybridization is complete, excess and unhybridized target DNA are washed away. Lasers of specific wavelengths are used to excite the fluorescent molecules and the mRNA abundance is quantified by the fluorescent intensity level. Good probe design is very important to ensure that the probes are highly specific to a gene. Otherwise mRNA can cross-hybridise with other probes leading to noise in the output.

1.5.2. Probe-level and gene-level identifiers

The full-length gene sequence, which could be several hundreds or thousands of bases long, is not used in its entirety for designing a probe (the DNA sequence spotted on the microarray surface) because it is likely to contain non-coding regions and common motifs in the genome.
leading to high non-specific binding or noise. Thus, a probe is chosen from a short and highly specific region of the gene to minimize such artifacts. Different design criteria can lead to the creation of many different probes for the same gene.

There are various probe-level nomenclatures, some of which are assigned by the manufacturers (e.g. the IMAGE Clone ID (Lennon et al., 1996) and Affymetrix ID) and some which are annotated collection of genetic sequence (e.g. GenBank (Benson et al., 2008)). The genes are identified using gene nomenclatures such as UniGene Wheeler et al. (2003), RefSeq (Pruitt et al., 2007) or EntrezGene ID Entrez.

How and why one maps from the probe-level identifiers to gene-level identifiers is addressed in Section 6.3.4.

1.5.3. Microarray data formats

Figure 1.3 shows the four types of data arising from microarray analysis.

![Microarray Data Formats Diagram]

Figure 1.3: The flow from data to information to biological knowledge in gene expression microarray research.

The intensities of the probes of a hybridized chip are optically scanned and stored as an image file. This data is then quantified using image analysis software and stored as the feature level extraction output (FLEO). Each row in a FLEO file usually represents a probe and its pixel-level intensity summaries of the foreground signal, background signal and quality measures. Examples of FLEO files generated include probe results (CEL) files for the Affymetrix platform and GenePix Results (GPR) files for most two-channel technology platforms. Each
array type is associated with a library file that contains, for every probe in a FLEO file, its location on the array, biological annotation and sometimes the sequence data. Examples of the annotation library include the Chip Description File (CDF) for Affymetrix and the GenePix Array List (GAL) file for most two-channel technology platforms.

The FLEO data is then converted using preprocessing algorithms into the gene expression data matrix (GEDM). Preprocessing algorithms try to minimize systematic noise and summarize the various intensities per probe into a single value. The GEDM is typically represented as a matrix with rows representing probes and columns representing samples and is the starting point for many statistical analysis.

A published gene list (PGL) represents the genes which are declared as differently expressed in a given study. These form the basis for biological interpretation and discussion. PGLs are often presented in the main or supplementary text of microarray based studies.

Every image file, every FLEO file and every column in a GEDM file can be regarded as individual patient-level data (IPD) since it represents the information for a sample which represents an individual.

1.5.4. Microarray platforms and the associated preprocessing algorithms

Some laboratories with sufficient research funding own robotic machines to make their own custom-made cDNA chips. However this requires a high startup cost, good probe design skills and strict quality control. The alternative is to purchase pre-fabricated microarray chips from commercial companies. These companies usually provide the consumables and protocols to help hybridize the biological sample onto the chip as well as machines and softwares to optically scan and quantify the hybridized chips.

Unfortunately, different laboratories and commercial companies use different sets of probes and designs which may require distinctly different preprocessing algorithms. Pre-processing algorithms try to reduce some of the systematic errors, quantify and summarize the expression values.

We focus our attention on the two most widespread and popular microarray platforms: the
Affymetrix platform and a set of platforms that could be generically classified as "two-channel technology" platforms.

**Two-channel technology platforms**

Arrays from most two-channel technology platforms typically use long sequence probes, print-head spotting and competitive two-sample hybridization to control for printing variability. The sample of interest and a control sample are stained with dyes that fluorescence at different wavelengths (see Section 1.5.1). After hybridization and scanning, the images are gridded and spotted, manually or using automated software, to account for non-uniformity in spatial positioning and spot intensity. This allows image analysis software to estimate the foreground (also known as the signal) and background intensity for the two channels/dyes. The superimposition of these two intensities can be translated into a false color representation.

Figure 1.4 illustrates the distribution of the ratio before and after transformations from a typical study. The left most panel shows the boxplot of the signal-to-background ratio from ten different arrays and each boxplot summarizes information for tens of thousand of genes from an array. Since we expect half the genes to be under-expressed by chance, about 50% of the data will be between 0 and 1 (red horizontal line) and the remaining 50% of the data to be above 1. A log transformation helps to visualize the data better because it represents the reciprocals symmetrically. The distribution of the log ratio shows that the signals from some arrays are systematically low or high for all genes and also the spread of the log ratios are uneven. This could be due to the different starting RNA quantities, strengths in dye concentration, scanning intensity or other systematic bias. A simple approach of removing them is to center the data from each array to have mean zero and unit variance.
Figure 1.4: Illustration of the normalization procedure. The distribution of the ratio before any transformation (left), after log transformation (middle) and after standardizing each array to have zero mean and unit variance (right).

The approach described above is a simplistic one. A more sophisticated and better approach would be to calculate the ratio of the background adjusted signal for the two channels in each array using a LOESS normalization (Smyth and Speed, 2003; Yang et al., 2002), a local regression method, to correct for the trend of the ratios depending on the local signal intensity. The LOESS normalization could be stratified by the print-head tip. The print head contains many print-tips and minor non-uniformity among these can result in different spotting intensity, i.e. different amounts of biological material being deposited. However, print-head information from published study may be difficult to obtain as there are many two-channel array designs.

The most common transformation is to take log base 2. This is a simple and by far the popular approach in microarray though other options such as variance stabilizing techniques are also available (Huber et al., 2002; Lin et al., 2008). Finally, we set the distribution of log of gene expression ratios in an array to have mean (or median) zero and unit variance (or median absolute deviation), to account for between-array variability. Now, we can assume
that the expression values for any given gene is Gaussian distributed between arrays and thus use many of the statistical tool already available for analyses of univariate variables (e.g. t-test, ANOVA).

**Affymetrix platform**

Arrays from the Affymetrix platform are characterized by short sequence probes, photolithographic printing, high density, multiple probes per probeset, and perfect match and mismatch probes to control for unspecific hybridization. Preprocessing for Affymetrix arrays involves automatic background noise correction within an array, normalization between arrays and calculating a probeset summary.

For Affymetrix data there are four popular expression measures:

- **MAS 5.0**: Microarray Affymetrix Suite 5.0 (Affymetrix, 2001)
- **DCHIP**: Li-Wong’s Model Based Expression Index (Li and Wong, 2001)
- **RMA**: Robust Multichip Analysis (Irizarry et al., 2003a)
- **GC-RMA**: Robust Multichip Analysis with GC content correction (Wu et al., 2004)

Bolstad et al. (2003) shows that RMA and dChip are more precise, especially for genes with low transcript abundance, but perhaps slightly less accurate than MAS 5.0. Wu and Irizarry (2004) compares GC-RMA to RMA. Whatever their relative merits, all four expression measures are popular and affects parameter estimation (see Section 3.4.2)

**1.6. Summary**

This introductory chapter sets the background for the subsequent chapters. We have reviewed the basics of microarray technology and its application for molecular biology and cancer. We also introduced the two topics that this thesis intends to cover: sample size calculations and meta-analysis of microarray datasets.
2. Statistics for two-class comparison in microarray

*This brief chapter introduces some of the basic terminology and statistics used for the sample size estimation and meta-analysis chapters.*
2.1. Simple summaries of gene expression

The gene expression data matrix (GEDM) is the starting point for many statistical analysis. It is often structured as a matrix with rows representing probes (which in turn represents genes) and columns representing the samples. Here, we assume that the GEDM is sufficiently preprocessed and transformed so that the gene expression values are normally distributed. This should be checked by visual inspection (e.g. using boxplots as in Figure 1.4). Further, we assume there are two clinically well defined groups, say, tumors (A) and normals (B).

Table 2.1 illustrates a GEDM with 5 tumor samples and 3 normal samples shown only for the first five probes. Missing values which may arise as a result of poor hybridization or artifacts is coded as "NA" in the table below.

<table>
<thead>
<tr>
<th>Tumor1</th>
<th>Tumor2</th>
<th>Tumor3</th>
<th>Tumor4</th>
<th>Tumor5</th>
<th>Normal1</th>
<th>Normal2</th>
<th>Normal3</th>
</tr>
</thead>
<tbody>
<tr>
<td>probe1</td>
<td>-0.63</td>
<td>-0.82</td>
<td>1.51</td>
<td>-0.04</td>
<td>0.92</td>
<td>-0.06</td>
<td>1.36</td>
</tr>
<tr>
<td>probe2</td>
<td>0.18</td>
<td>NA</td>
<td>0.39</td>
<td>-0.02</td>
<td>0.78</td>
<td>-0.16</td>
<td>-0.10</td>
</tr>
<tr>
<td>probe3</td>
<td>-0.84</td>
<td>0.74</td>
<td>-0.62</td>
<td>0.94</td>
<td>0.07</td>
<td>1.53</td>
<td>3.39</td>
</tr>
<tr>
<td>probe4</td>
<td>1.60</td>
<td>0.58</td>
<td>-2.21</td>
<td>0.82</td>
<td>-1.99</td>
<td>-0.48</td>
<td>-0.05</td>
</tr>
<tr>
<td>probe5</td>
<td>0.33</td>
<td>-0.31</td>
<td>1.12</td>
<td>NA</td>
<td>0.62</td>
<td>-2.58</td>
<td>-4.38</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Table 2.1.: An illustrative example of a GEDM.

The expression profile of a given gene can be succinctly summarized by the group means ($m_A$ and $m_B$), within-group standard deviations ($s_A$ and $s_B$) and group size ($n_A$ and $n_B$). Table 2.2 presents these summary statistics along with few other statistics that will be explained later in this chapter.

<table>
<thead>
<tr>
<th>probe1</th>
<th>probe2</th>
<th>probe3</th>
<th>probe4</th>
<th>probe5</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_A$</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>...</td>
</tr>
<tr>
<td>$m_A$</td>
<td>0.19</td>
<td>0.33</td>
<td>0.06</td>
<td>-0.24</td>
<td>...</td>
</tr>
<tr>
<td>$s_A$</td>
<td>1.00</td>
<td>0.34</td>
<td>0.79</td>
<td>1.74</td>
<td>...</td>
</tr>
<tr>
<td>$n_B$</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>...</td>
</tr>
<tr>
<td>$m_B$</td>
<td>0.30</td>
<td>-0.22</td>
<td>2.62</td>
<td>-0.26</td>
<td>...</td>
</tr>
<tr>
<td>$s_B$</td>
<td>0.94</td>
<td>0.15</td>
<td>0.97</td>
<td>0.30</td>
<td>...</td>
</tr>
<tr>
<td>$\delta$</td>
<td>-0.11</td>
<td>0.55</td>
<td>-2.56</td>
<td>0.02</td>
<td>...</td>
</tr>
<tr>
<td>$S_p$</td>
<td>0.98</td>
<td>0.28</td>
<td>0.86</td>
<td>1.56</td>
<td>...</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>-0.11</td>
<td>1.95</td>
<td>-2.99</td>
<td>0.02</td>
<td>...</td>
</tr>
<tr>
<td>$g$</td>
<td>-0.10</td>
<td>1.64</td>
<td>-2.60</td>
<td>0.01</td>
<td>...</td>
</tr>
<tr>
<td>$var(g)$</td>
<td>0.73</td>
<td>1.01</td>
<td>1.17</td>
<td>0.84</td>
<td>...</td>
</tr>
<tr>
<td>$t$</td>
<td>-0.15</td>
<td>2.55</td>
<td>-4.10</td>
<td>0.02</td>
<td>...</td>
</tr>
<tr>
<td>d.f.</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>...</td>
</tr>
<tr>
<td>$p$</td>
<td>0.884</td>
<td>0.051</td>
<td>0.006</td>
<td>0.985</td>
<td>...</td>
</tr>
</tbody>
</table>

Table 2.2.: Some summary statistics for the GEDM presented in Table 2.1.
2.2. Statistical difference

The difference in population group means, $\delta$, is also known as log fold change (since the raw expression values are log-transformed to achieve normality). This parameter is calculated as the difference in observed group means, $\delta = m_A - m_B$.

If we assume the variability of the expression profiles for the two groups are the same, then the best estimate of population standard deviation, $\sigma$, is the pooled within-group standard deviations (Cohen, 1988, page 44) described in the equation below:

$$S_p^2 = \frac{(n_A - 1)s_A^2 + (n_B - 1)s_B^2}{n_A + n_B - 2}$$

(2.1)

The Student’s t-test (Student, 1908) can be used to test the null hypothesis that the two (unpaired) group means are equal. It assumes the population variation for the two groups is equal. It is calculated as

$$t = \frac{m_A - m_B}{S_p \sqrt{\frac{1}{n_A} + \frac{1}{n_B}}}$$

(2.2)

and follows a $t$-distribution with $n_A + n_B - 2$ degrees of freedom. Another alternative to use is the Welch $t$-test (Welch, 1947) which does not make the equal variance assumption. It replaces the denominator for Equation 2.2 with $\sqrt{\frac{s_A^2}{n_A} + \frac{s_B^2}{n_B}}$ and follows a $t$-distribution with the degrees of freedom approximated by the Welch-Satterthwaite equation (Welch, 1947; Satterthwaite, 1946) instead.

In microarray research, where several thousand of genes are studied simultaneously, one could utilize information from other genes to better estimate gene-specific variances. Some of the test statistics developed along this line include the significance analysis of microarrays, SAM (Tusher et al., 2001); empirical Bayes analysis of microarrays, EBAM (Efron et al., 2001; Efron and Tibshirani, 2002) and linear models for microarray data, LIMMA (Smyth, 2005). These modify the standard $t$-test (and the corresponding degrees of freedom) by adding a constant to the denominator of Equation 2.2, effectively shrinking the test statistics towards zero.

These test statistics can be converted into $p$-values which can be adjusted for the multiple hypothesis testing problem (see next subsection). $p$-value is defined as the probability of obtaining a test statistic as extreme or more extreme than the observed statistic, $\text{when}$
the null hypothesis is true. The p-value can be calculated from the t-distribution with the appropriate degrees of freedom or empirically using permutation testing.

The permutation method in microarray research often involves calculating the test statistics several tens of thousands of times, each time randomly assigning class labels to arrays, to generate the empirical distribution for the null hypothesis. Then one simply estimates the p-value as the proportion of test statistics under the null hypothesis which are as large or larger than the observed statistics.

2.2.1. The multiple hypothesis testing problem

A Type I error or false positive occurs when one incorrectly rejects the null hypothesis. In other words, one incorrectly declares a gene as significantly differentially expressed when there is no evidence for it.

In microarray research, one often tests the null hypothesis, i.e. that an individual gene is not differentially expressed between two conditions, for tens of thousands of genes simultaneously. Therefore using a traditional level for Type I error of 0.05 for selecting genes from an array with 10,000 genes can lead to 500 genes being declared as significantly differentially expressed by chance alone. The false positives could overwhelm the true positives and thus the list of genes selected as differentially expressed could be meaningless.

In order to reduce the number of false positive, one often specifies a much smaller per-gene Type I error rate. The so called multiple hypothesis problem in microarray studies has fueled many developments in the statistical methodology (Dudoit et al., 2003; Lee and Whitmore, 2002). Two popular methods to overcome the problem are the Bonferroni correction (Bonferroni, 1936) and False Discovery Rate (Benjamini and Hochberg, 1995).

The Bonferroni approach seeks to control the family-wise error rate which is the probability of rejecting at least one hypotheses (i.e. gene is not statistically significant) in the family of hypotheses. This approach treats the hypotheses as independent and ignores the dependence between genes. The Bonferroni corrected p-value is calculated as

\[
P_{BONFERRONI} = p_{\min}(n_{g} \times \hat{p}, 1.0)
\]

(2.3)

where \( \hat{p} \) is the vector containing the nominal p-values for all probes and \( n_{g} \) is the total number
of hypothesis/probes tested. $p_{\text{min}}$ calculates the parallel minimum between two vectors (i.e. the element-by-element minimum). Mathematically, $p_{\text{min}}(\hat{x}, \hat{y}) = \{\min(x_i, y_i); i = 1, \ldots, n\}$, provided $\hat{x}$ and $\hat{y}$ have exactly $n$ elements.

Benjamini and Hochberg (1995) approach aims to control the False Discovery Rate (FDR), which is the expected proportion of false positives in the list of genes declared as significantly differentially expressed. For example, if we declare 300 genes as differently expressed with FDR adjusted $p$-value of 0.05 or lower, then we expect (on average) 15 of these genes to be false. The FDR procedure is less conservative than the Bonferroni method and thus more appropriate for microarray data analyses as we are often willing to tolerate a higher number of false positives which can be eliminated through further investigation rather than missing out on any truly important genes (Devlin et al., 2003; Nakagawa, 2004).

$$P_{\text{FDR}} = \text{cummin} \left( \left[ \frac{p_{[i]} \times n_g}{n_g + 1 - i} ; i = 1, \ldots, n_g \right] \right) \quad (2.4)$$

where $p_{[i]}$ represents the $i^{th}$ element of the ordered nominal $p$-value (from largest to smallest). This means that the output from Equation 2.4 needs to be re-sorted into the original order. $\text{cummin}$ calculates the cumulative minimum of a vector sequentially. Mathematically, if $\hat{z} = \text{cummin}(\hat{x})$ then $\{ z_i = \min(x_i, z_{i-1}) ; i = 2, \ldots, n \}$ and $z_1 = x_1$.

### 2.3. Effect size as a measure of biological difference

In the preceding sections of this chapter, we discussed how to find genes with statistically significant difference. However, a statistically significant difference does not guarantee the difference will be of practical importance. Note that since statistical significance depends on the sample size, even a biologically small difference could be translated as a statistically significant difference if sample sizes are large enough. Conversely, a large biological difference may not be statistically significant if the sample sizes are very small.

The practical difference or effect size measures the strength of a gene to discriminate between the two classes. As we show in subsequent chapters, the effect size plays a crucial role in both the sample size estimation and as the common currency to summarize findings from different studies (i.e. a meta-analysis).
There are several ways of defining sample size for a gene expression profiling which is a continuous measure in a two-class comparison. Firstly, one could simply measure it as the unstandardized difference in the group means, \( \delta = m_A - m_B \). The other alternative is to use Cohen’s d (Cohen, 1988) which is the standardized log fold change, a unitless measure. Note that we write Cohen’s d as \( \Delta \) instead of d in this thesis for typographical clarity.

\[
\Delta = \frac{\delta}{\sigma} \tag{2.5}
\]

In Section 3.4.2, we show that the distribution of estimated \( \delta \) across genes depends on the microarray platform and preprocessing algorithm used while \( \Delta \) is more robust. Thus this humble transformation plays a pivotal role in sample size estimation for microarray research.

Hedges and Olkin (1985) showed that Cohen’s d overestimates the effect size for studies with small samples sizes. They proposed a small correction factor to give the unbiased estimate, which is known as the **Hedge’s adjusted** \( g \) is given below. Please see pages 5 - 6 of Hedges (1981) (also accessible from http://www.jstor.org/stable/1164588) for more details on the Hedge’s approximation term.

\[
g = \frac{\delta}{\sigma} \times \left( 1 - \frac{3}{4(n_A + n_B) - 9} \right) \tag{2.6}
\]

For large sample sizes, the difference between Hedge’s adjusted \( g \) and Cohen’s \( d \), which is quantified by the correction factor, \( \lambda = \frac{g}{\Delta} = 1 - \frac{3}{4(n_A + n_B) - 9} \), is small as shown in the table below.

<table>
<thead>
<tr>
<th>( n_A + n_B )</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>50</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda )</td>
<td>0.73</td>
<td>0.90</td>
<td>0.94</td>
<td>0.96</td>
<td>0.97</td>
<td>0.98</td>
<td>0.99</td>
</tr>
</tbody>
</table>

**Table 2.3.** The value of the correction factor in Hedge’s adjusted \( g \) for various sample sizes

The variance of Hedge’s \( g \), \( v = \text{var}(g) \), is calculated as

\[
v = \frac{n_A + n_B}{n_An_B} + \frac{g^2}{2(n_A + n_B - 3.94)} \tag{2.7}
\]
2.4. Software packages used

The R software (R Development Core Team, 2004) is an open source and free statistical software developed and maintained by experts around the world. There are many additional packages which are contributed by leading researchers resulting in an extensible software. A large subset of the R packages focusing on genetics and molecular biology were compiled and/or developed under the umbrella of BioConductor project (Gentleman and Carey, 2005). Both R and BioConductor have very active public mailing lists as well as few more special interest group mailing lists. The table below gives the URL to download the softwares, additional packages and main mailing lists for each project.

<table>
<thead>
<tr>
<th>Software</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>R software and packages</td>
<td><a href="http://www.cran.r-project.org/">http://www.cran.r-project.org/</a></td>
</tr>
<tr>
<td>R mailing list</td>
<td><a href="https://stat.ethz.ch/mailman/listinfo/r-help/">https://stat.ethz.ch/mailman/listinfo/r-help/</a></td>
</tr>
<tr>
<td>BioConductor software and packages</td>
<td><a href="http://www.bioconductor.org/">http://www.bioconductor.org/</a></td>
</tr>
<tr>
<td>BioConductor mailing list</td>
<td><a href="https://stat.ethz.ch/mailman/listinfo/bioconductor/">https://stat.ethz.ch/mailman/listinfo/bioconductor/</a></td>
</tr>
</tbody>
</table>

We used R version 2.7.0 and BioConductor version 2.2.0 throughout this thesis.

2.5. Summary

This brief chapter covers the basic statistical terminology and formulae that we will use in the subsequent chapters.
3. Sample size for microarrays:

Minimum number of biological samples

One of the rationale for meta-analysis is the lack of statistical power in individual studies. Indeed, it is generally accepted that the sample size in microarray studies is inadequate. In this chapter we formally assess the statistical power of individual microarray studies, before proceeding to combine them in a meta-analysis.

During the course of this research, we noticed a lack of clarity on how to calculate sample sizes in practice. Thus, in this chapter, we also provide a step-by-step guide for estimating the minimal sample size, which is equivalent to calculating the statistical power.

Materials from this chapter are being prepared for submission as:

Three simple extensions to the commonly used univariate, z-test based formula for sample size estimation in two-class microarray designs (in preparation).

3.1. Introduction

In this chapter we consider the minimum number of independent biological replicates or subjects required for a two-class comparison. By contrast, the term technical replicates refers to the number of measurements (i.e. microarray hybridization) performed for each subject.

First, we define and explain the importance of statistical power. Next we discuss the commonly used algorithm for two-class comparisons, its shortcomings and three simple adjustments for its improvement. Then we describe how to estimate the parameters and therefore how to estimate sample sizes. We also provide the R codes for generic sample size and power estimation in Appendix A.4 and a look-up table for special case of equal allocation in Table 3.6

The 24 Affymetrix comparisons from studies used for meta-analysis in Chapter 8 and listed in Table 8.2 is used for empirical demonstration of concepts presented here and for parameter estimation in sample size calculation. We use the notations introduced in Section 2.

In Chapter 4, we extend this work to consider both the biological replicates and the number of technical replicates that minimizes the total cost of the study. This chapter also contains a case study to demonstrate how to robustly estimate parameters from multiple studies. Other types of replication (e.g pooling DNA, arrays with replicate spots) are not considered in this thesis.

3.2. Definition and importance of statistical power

Suppose we have a method to test individuals for the presence of a disease. The test is correct when it either yields a positive result for a person with disease or a negative result for a person without the disease. Type I error, at the rate $\alpha$, occurs when the test incorrectly yields a positive result when the disease is absent while Type II error, at the rate $\beta$, occurs when the test fails to detect the presence of a disease. Since Type I error is typically considered more serious, it is usual to calculate the sample size by varying $\beta$ for a fixed maximum acceptable $\alpha$. The relationship between the test result and true disease status can be summarized in
the table below.

<table>
<thead>
<tr>
<th>Test Result</th>
<th>Negative</th>
<th>Positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-disease</td>
<td>True Negative</td>
<td>False Positive</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Type I error ($\alpha$)</td>
</tr>
<tr>
<td>True Nature</td>
<td>False Negative</td>
<td>True Positive</td>
</tr>
<tr>
<td>Disease</td>
<td></td>
<td>Type II error ($\beta$)</td>
</tr>
</tbody>
</table>

Table 3.1.: Relationship between some statistical concepts related to power

Statistical power ($= 1 - \beta$) is the ability to correctly identify the disease when it is present. This is an important concept in planning experiments. An underpowered design will not be able to identify the changes even though it may be present and therefore we may miss important discoveries. An overpowered design may be an inefficient use of resources, which are often obtained from public funding, and can be put to better use such as validating the findings instead.

3.3. Commonly used formulaeas for sample size calculation

The most common and simplest formula to use is the traditional univariate sample size calculation based on $t$-test or $z$-test procedures with a very stringent Type I error rate to account for the multiple hypothesis problem. This method is popular both because of its simplicity and because many researchers are already familiar with controlling for the multiple hypothesis problem in a similar manner in other experimental settings. There are several
variants in use that we discuss next.

Sample size based on non-central t-test. This is the most accurate representation of the
derivation of sample size but has been applied by only a couple of researchers in the context
of microarrays (Wei et al., 2004; Yang et al., 2002). The total sample size, \( n = n_A + n_B \), is
given by

\[
n_A + n_B = 4 \left( \frac{t_{n-2,ncp,\alpha/2} + t_{n-2,ncp,\beta}}{\delta/\sigma} \right)^2
\]

(3.1)

where \( n_A \) and \( n_B \) are the sample sizes for the two groups and \( \delta \), represents the difference in
population group means and \( \sigma \) is the standard deviation of the distribution. \( \delta \) is estimated
as the difference in observed group means, \( m_A - m_B \) and \( \sigma \) as the pooled standard deviation
(see Equation 2.1). And \( t_{n-2,ncp,i} \) is the \( i^{th} \) quantile of a \( t \)-distribution with \( n - 2 \) degrees of
freedom and non-centrality parameter, \( ncp = \frac{\delta}{\sigma \sqrt{1/n_A + 1/n_B}} \).

Sample size based on central t-test. Equation 3.1 is computationally and theoretically
the most intractable since it requires iterative solution since the degree of freedom and
non-centrality parameter are both functions of sample size. A common simplification is
to ignore the non-centrality parameter which leads to the use the central t-distribution
(McShane et al., 2003; Wang and Chen, 2004; Zhang and Gant, 2004). However, the formula
still involves degrees of freedom which remain a function of sample size and thus requiring
iterative solution.

Sample size based on z-test. A more useful simplification is to make use of the asymptotic
correlation of a \( t \)-distribution to \( z \)-distribution (a standard gaussian distribution) to
get a non-iterative closed form solution. Articles proposing this method in the context of
microarrays include Dobbin and Simon (2002); Cui and Churchill (2002); Wenisch (2002);
Black and Doerge (2002); Simon et al. (2002); Dobbin et al. (2003); Yang et al. (2003);
Wit and McChure (2004); Simon et al. (2004); Wei et al. (2004); Dobbin and Simon (2005)
and Seo et al. (2006). The total sample size based on the \( z \)-test is given as:

\[
n_A + n_B = 4 \left( \frac{z_{\alpha/2} + z_{\beta}}{\delta/\sigma} \right)^2
\]

(3.2)

where \( z_i \) is the \( i^{th} \) quantile of a standard Gaussian distribution. Equation 3.2 is quite intuitive
and shows that we need a larger sample size to detect a smaller difference in population means
(\( \delta \)) or when the variability of measurement (\( \sigma^2 \)) is higher.

While Equation 3.2 is intuitive and easy to implement and thus the most common. However,
it is has few drawbacks. First, the solution from Equation 3.2 is consistently smaller sample size than Equation 3.1. Second, it assumes an equal allocation of sample sizes between the two groups \( n_A = n_B \). And finally, we show that estimating \( \delta \) and \( \sigma \) separately can lead to inconsistent sample size estimates.

### 3.4. Three simple improvements to overcome the shortcoming of the sample size based on \( z \)-test

We propose the following alternative formulation of Equation 3.2 (see Appendix A.1 for derivation) that leads to a more accurate, generalized and robust solution in the context of microarray research.

\[
\frac{n_A + n_B}{k} = \frac{(k + 1)^2}{k} \left( \frac{z_{\alpha/2} + z_\beta}{\Delta} \right)^2 + \frac{z_{\alpha/2}^2}{2}
\]  

(3.3)

where \( k = n_A/n_B \) is the allocation ratio and \( \Delta = \delta/\sigma \) is the Cohen’s \( d \) measure (Equation 2.5).

In brief, we propose three modifications in Equation 3.3. First, we generalize the formula to incorporate an allocation ratio, \( k \). Note that the multiplicative factor of \((k + 1)^2/k \) reduces to 4 when \( k = 1 \). Secondly, we replace \( \delta \) and \( \sigma \) with \( \Delta = \delta/\sigma \). Finally, we include an additive correction term of \( z_{\alpha/2}^2/2 \), which is an adjustment term for using the normal approximation instead of a \( t \)-distribution.

The proposed changes may look cosmetic but have important implications in the context of microarrays. Next, we discuss why each of the modification is important.

### 3.4.1. Improvement 1: Generalizing to unequal allocation ratio

It is easy to show that the statistical power for a fixed total sample size is maximized with equal allocation of samples between the two classes i.e. \( k = 1 \). This can be shown by differentiating Equation 3.3 with respect to \( k \) or graphically (see Appendix A.2). This is perhaps why the most common formulation does not account for unequal allocation ratio.
However, when samples from one of the groups may be prohibitively expensive or difficult to obtain, it is possible to increase the power, albeit inefficiently, by sampling more from the more common group. Such scenarios arise when one compares pathological samples from a low risk group (e.g. lung cancer from non-smokers) to those from a high risk group (e.g. lung cancer from smokers) or a disease with low prevalence or when there are logistical and ethical difficulties. Thus, we need to allow for unequal allocation ratio as we do in Equation 3.3.

With equal allocation ratio, \((k + 1)^2 / k\) reduces to 4. If we define the allocation efficiency of an existing design as the sample size relative to a hypothetical design that uses the same total sample size but with \(k = 1\), then it can be approximated as \(4k / (k+1)^2\).

Figure 3.1.: Plot showing the approximate allocation efficiency of current design relative to studies with equal allocation between tumors and normals \((k=1)\) for the studies used in Chapter 8. The study labels for the 12 studies with efficiency ratio less than 80% is shown.
Figure 3.1 depicts the approximate allocation efficiency for the studies used in Chapter 8. For example, Basso et al. (2005) which compares 10 normals with 66 tumors \((n_A + n_B = 76, k = 6.6)\) has an allocation efficiency of 0.457 compared to a study that compares 38 normals to 38 tumors \((k = 1)\). Or to put it another way, the researchers could have achieve the same statistical power by only 34 samples \((\approx 0.457 \times 76)\) if they compared 17 normals to 17 tumors. However, we acknowledge that the tumor-normal comparison may not have been the primary objectives of the collected studies here.

### 3.4.2. Improvement 2: Joint estimation of \(\delta\) and \(\sigma\)

Equation 3.2 suggests that one is able to estimate the sample size by fixing \(\delta\) and estimating \(\sigma\) separately. Indeed, the majority of authors who propose the use of traditional sample size formula for microarray studies suggest using a two-fold change (i.e. \(\delta = 1\) on a \(\log_2\) scale) and employ some "typical value" of the variance \((\sigma)\) from published data. Some of these authors (e.g. Wei et al. (2004)) then suggest using a quantile (e.g. \(25^{th}, 50^{th}, 75^{th}, 90^{th}\)) of the distribution of the empirical standard deviation across genes as the "typical value" of \(\sigma\).

However, in practice we found that the distribution of estimated \(\delta\) and \(S_p\) for one-dye technologies varies greatly by preprocessing algorithm. Therefore fixing \(\delta = 1\) and then estimating a typical value of \(S_p\) as suggested above can be misleading. We hypothesized that the output from the various preprocessing algorithms are on different measurement scales and standardizing the log fold change relative to its variability would provide for a more coherent framework for sample size calculations irrespective of the preprocessing method used. In other words, we propose to jointly estimate \(\delta\) and \(\sigma\) as \(\Delta = \delta/\sigma\) which is a common approach in many areas of statistics to remove any effect due to scales of measurement.

The first line of evidence is summarized in Table 3.2 which presents the selected quantiles from one of the published studies that we are going to introduce later. It shows that the distribution of \(\delta\) and \(S_p\) across 12,625 genes do vary hugely between preprocessing algorithms. However the values of \(\Delta = \delta/\sigma\) is much more consistent across the four preprocessing algorithm as can be seen from the last four rows of this table and from Figure 3.2.
### Table 3.2: Empirical values for $\delta$, $S_p$ and $\Delta$ from Singh et al. (2002)

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Algorithm</th>
<th>0%</th>
<th>1%</th>
<th>5%</th>
<th>10%</th>
<th>20%</th>
<th>50%</th>
<th>80%</th>
<th>90%</th>
<th>95%</th>
<th>99%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta$</td>
<td>MAS 5.0</td>
<td>-2.12</td>
<td>-0.92</td>
<td>-0.66</td>
<td>-0.55</td>
<td>-0.42</td>
<td>-0.17</td>
<td>0.21</td>
<td>0.48</td>
<td>0.72</td>
<td>1.24</td>
<td>2.77</td>
</tr>
<tr>
<td></td>
<td>dChip</td>
<td>-1905.53</td>
<td>-174.79</td>
<td>-79.87</td>
<td>-51.61</td>
<td>-29.16</td>
<td>-7.96</td>
<td>8.53</td>
<td>37.01</td>
<td>88.48</td>
<td>502.27</td>
<td>3045.53</td>
</tr>
<tr>
<td></td>
<td>RMA</td>
<td>-1.24</td>
<td>-0.33</td>
<td>-0.20</td>
<td>-0.17</td>
<td>-0.13</td>
<td>-0.06</td>
<td>0.07</td>
<td>0.22</td>
<td>0.41</td>
<td>0.94</td>
<td>2.28</td>
</tr>
<tr>
<td></td>
<td>GCRMA</td>
<td>-2.47</td>
<td>-0.50</td>
<td>-0.22</td>
<td>-0.15</td>
<td>-0.11</td>
<td>-0.05</td>
<td>0.08</td>
<td>0.30</td>
<td>0.60</td>
<td>1.24</td>
<td>3.73</td>
</tr>
</tbody>
</table>

| $S_p$    | MAS 5.0  | 0.24 | 0.41 | 0.58 | 0.69 | 0.84 | 1.12 | 1.38 | 1.52 | 1.63 | 1.90 | 2.90 |
|          | dChip    | 6.67 | 10.64 | 14.32 | 17.74 | 24.3 | 50.23 | 120.04 | 195.82 | 315.24 | 1047.11 | 4318.36 |
|          | RMA      | 0.10 | 0.14 | 0.16 | 0.18 | 0.20 | 0.28 | 0.42 | 0.60 | 0.85 | 1.42 | 2.38 |
|          | GCRMA    | 0.02 | 0.07 | 0.11 | 0.15 | 0.19 | 0.29 | 0.54 | 0.88 | 1.24 | 1.99 | 3.58 |

| $\Delta$ | MAS 5.0  | -1.97 | -0.86 | -0.58 | -0.49 | -0.39 | -0.17 | 0.22 | 0.46 | 0.63 | 0.91 | 2.50 |
|          | dChip    | -1.78 | -0.93 | -0.63 | -0.53 | -0.44 | -0.24 | 0.20 | 0.44 | 0.62 | 0.91 | 1.98 |
|          | RMA      | -1.76 | -1.03 | -0.66 | -0.54 | -0.44 | -0.23 | 0.23 | 0.49 | 0.65 | 0.92 | 2.33 |
|          | GCRMA    | -1.71 | -0.90 | -0.56 | -0.45 | -0.37 | -0.26 | 0.18 | 0.45 | 0.63 | 0.93 | 2.47 |

Figure 3.2: Illustration of the agreement in $\Delta$ values of genes across different preprocessing algorithm in Singh et al. (2002). The pairwise linear correlation is displayed in the lower panels.
To generalize this finding, we use the data from 24 Affymetrix two-class comparisons used in Chapter 8 under different preprocessing algorithms. See Section 1.5.4 for more information on preprocessing algorithms. Again, we can see that the distribution of $S_p$ (see Figure 3.3) is strongly affected by the different preprocessing algorithms used in Affymetrix platform; while the distribution of $\Delta$ (see Figure 3.4) is much more consistent within any given study confirming our hypothesis.

![Graph](image_url)

**Figure 3.3:** Boxplot of pooled standard deviation $S_p$ (calculated using Equation 2.1) for all genes with each combination of 24 two-class comparison and 4 preprocessing algorithms. The boxplots are grouped first by study then by different preprocessing algorithm. The y-axis is on a log$_{10}$ scale to aid visualization.

While, there is still a small amount of variability in $\Delta$ between the studies, the figures above and Table 3.3 suggest that it is possible to obtain general estimates from these 24 comparisons for future sample size calculations. For example, the median of the $90^{th}$ quantile of $|\Delta|$ across the 24 datasets vary between 0.82 and 0.86 which would yield sample sizes between 98 - 108 for $\alpha = 0.001, \beta = 0.20, k = 1$. On the other hand, fixing $\delta = 1$ and choosing, say, the $90^{th}$ quantile of $S_p$ for the MAS 5.0, RMA, and GCRMA algorithms (which are 1.44, 0.76,
Figure 3.4: Boxplot of $\Delta$ for all genes with each combination of study and preprocessing algorithm. The figure shows that the distribution of $\Delta$ is more similar between preprocessing algorithm within each study.

1.00 respectively) would yield sample sizes of 146, 46 and 74 for $\alpha = 0.001, \beta = 0.20, k = 1$. The median of the 90th quantile of the dChip algorithm is so large that it would require an infinitely large sample size.

By contrasts, we expect the problem of differing measurement scale to be of less significance in the two-channel platforms. This is because the expression values from two-channel platforms are calculated as a ratio relative to the two dyes/samples, thereby automatically removing any effect due to the measurement scale. Affymetrix arrays (and other one-channel platform) use the absolute signal values.

To our knowledge, only Seo et al. (2006) has investigated the effect of choice of preprocessing algorithm on sample size estimates. In brief, they found large differences in sample size and power based on probe set algorithm selection with RMA having higher sensitivity at low signal noises as previously shown by Bolstad et al. (2003). However, they did not provide
|                  | Median of the quantiles of $S_p$ | Median of the quantiles of $|\Delta|$ |
|------------------|----------------------------------|----------------------------------|
|                  | 80  85  90  95  99               | 80  85  90  95  99               |
| MAS5.0           | 1.24 1.32 1.44 1.62 1.95         | 0.48 0.65 0.84 1.09 1.69         |
| dChip            | 162.05 202.56 279.46 457.95 1640.46 | 0.55 0.68 0.82 1.03 1.52         |
| RMA              | 0.58 0.66 0.76 0.97 1.46         | 0.58 0.73 0.86 1.11 1.65         |
| GCRMA            | 0.76 0.86 1.00 1.27 2.12         | 0.56 0.69 0.85 1.08 1.63         |

Table 3.3.: The median (across 24 studies) value of selected quantiles of the $S_p$ distribution (left columns) and the $\Delta$ distribution (right columns) for each of the four preprocessing algorithms. The median of the quantiles from $\Delta$ distribution shows greater consistency across preprocessing algorithms.

a solution that leads to a coherent sample size estimation under different preprocessing algorithms as we have done here.

3.4.3. Improvement 3: The correction term $z_{\alpha/2}/2$ is important for small $\alpha$

The exact sample size for a two-class comparison should be calculated using an iterative procedure involving non-central $t$-distribution. Using the asymptotic convergence of a $t$-distribution to normal distribution, we can get a non-iterative approximate solution (Equation 3.2). Guenther (1975) and Guenther (1981) show that the addition of a correction term of $z_{\alpha/2}/2$ provides a surprising good approximation, often yielding the exact sample size given by the iterative non-central $t$-distribution.

Why has the correction factor received so little attention? To answer this, we need to inspect Table 3.4 which shows the size of the correction factor (i.e. the difference in outputs between Equation 3.3 and Equation 3.2) for a varying levels of $\alpha$ when all other parameters are fixed.
\[
\begin{array}{c|ccccc}
\alpha & 0.05 & 0.01 & 0.001 & 0.0001 & 0.00001 \\
\hline
\frac{z^2_{\alpha/2}}{2} & 1.92 & 3.32 & 5.41 & 7.57 & 9.76 \\
\end{array}
\]

Table 3.4: Value of the correction term as a function of significance level (\(\alpha\))

We can see that when \(\alpha = 0.05\), as in a conventional study, the correction term adds only 2 additional samples to the total sample size. Further, an increase of two additional samples may represent only a tiny fraction of the total sample size, which may explain why it has not received more attention.

However in the context of microarray, one would typically choose \(\alpha\) between 0.0001 and 0.00001, where it represents 8 – 10 additional samples. Further since the total sample size for many microarray experiments is small to begin with, this correction term could represent a significant proportional increase over the total. Therefore ignoring the correction term as Equation 3.2 does, is inappropriate in the context of microarray experiments.

3.5. How to estimate the sample size for microarrays

For reasons mentioned in the earlier section, we prefer to use Equation 3.3. In this section, we provide a practical step-by-step guide to assist researchers in using this formula to calculate the sample sizes for their study. We start with the estimation of the parameters used in Equation 3.3 for which we assume the researchers have access to either a pilot data or other similar published study (see Section 6.3.1 for some guidance on finding suitable studies).

3.5.1. Step 1: Calculate the standardized effect Sizes

First, we need to estimate the distribution of standardized effect sizes for all genes. One can calculate the effect size using Equation 2.5, \(\Delta = \delta/\sigma\). Here where the numerator \(\delta = \mu_A - \mu_B\) is estimated as the difference in sample group means \(m_A - m_B\). The square of the denominator \(\sigma^2\) can be estimated as a whole by the pooled (within group between subject) variance from Equation 2.1.
However if the pilot data or published data is very small, say $n_A + n_B < 30$, we strongly suggest using Hedge’s adjusted $g$ as defined in Equation 2.6 instead of $\Delta$ to account for the bias in effect size estimation due to the small sample size of pilot study.

How large is the difference in sample size estimated using $\Delta$ and and the same size estimated using $g$? We can answer this by making use of two simple points that have already been discussed. First, we know that $\lambda = g/\Delta = 1 - \frac{3}{4(n_A+n_B)-9}$ where $n_A, n_B$ here refers to the sample size of existing pilot study (not the planned study for which sample size is to be estimated). Second, we know from Equation 3.3 that the sample size estimate is inversely proportional to the effect size. Thus if we denote sample size estimated using $g$ as $SS_g$ and the sample size estimated using $\Delta$ as $SS_\Delta$, then we have $SS_g \propto \frac{1}{g^2} = \frac{1}{(\lambda \Delta)^2} = \frac{1}{\lambda^2} SS_\Delta$. Using the values of $\lambda$ tabulated in Table 2.3, the sample size using $\Delta$ would need to be inflated by approximately 23% if the pilot study had only 10 samples in total. The inflation factor drops to 13%, 8%, 6% if the pilot data has 15, 20, 25 samples in total respectively.

### 3.5.2. Step 2: Choose a cutoff for effect size

Reformulating the sample size in terms of standardized fold change now poses the question of which value of effect size to choose. We like to answer this by first pointing out that there is no absolute reason to choose a two-fold change or a $p$-value cutoff of 0.05. These values were simply used out of convention as a threshold beyond which an observed difference is considered interesting or believable.

Step 1 produces a distribution for $\Delta$ or $g$ across the genes. If we assume that majority of the important genes are to be found in, say, the top 10% of the ranked genes, then we power the study to detect at least the 90th quantile of $\Delta$ or $g$. This information is best elicited from the domain expert of the study. If the chosen value is based on other similar studies, we must be careful to account for the differences in experimental quality, number of probesets and redundancy among probesets. We should use the absolute values of the effect size if we are equally interested in finding the up- and down-regulated of genes (i.e. two-sided testing).
3.5.3. Step 3: Choose a significance level ($\alpha$)

As described in Section 2.2.1, we need to select a more stringent value of $\alpha$ to account for multiple testing. The two popular approaches are Bonferroni correction (Bonferroni, 1936) and False Discovery Rate (Storey, 2002), which have been condensed into one formula by Yang et al. (2003)

$$\alpha = \alpha_F \max(1, n_0)/n_g$$  \hspace{1cm} (3.4)

where $\alpha_F$ is the overall family-wise error rate that we wish to control. $n_g$ is the total number of hypothesis/genes being tested and $n_0$ is the number of genes expected to be differentially expressed.

The value of $n_0$ can be guessed by the domain expert, or derived from models using data from pilot or published studies. When the experimenter is unable to specify $n_0$, one can use $\alpha = \alpha_F/n_g$, which corresponds to the conservative Bonferroni solution.

3.5.4. Step 4: Choosing a power level ($= 1 - \beta$)

Power represents the probability of correctly identifying differentially expressed genes. Power is an important concept because an overpowered study makes inefficient use of resources and an underpowered study would not sufficiently address the question of interest and results could be misleading. There is no scientific or empirical justification for choosing a power level but typically a power level of 80 to 95% (or $\beta = 0.20$ to 0.05) is used. As we shall show later, there is complete interchangeability between $\alpha$ and $\beta$.

3.5.5. Step 5: Choose the allocation ratio ($k$)

If there are availability and financial constraints on obtaining samples from one of the groups, then one may need to choose an unequal allocation. When choosing the allocation ratio, the following three points needs to be kept in mind. Let $P_{n_A:n_B}$ denote the power of a design with sample size $n_A$ and $n_B$ for the two groups respectively with fixed values for $\alpha$, $\beta$ and $\Delta$.

1. For any fixed total sample size, power is maximized with equal allocation ($k = 1$).
   
   E.g. $P_{25:25} > P_{(50-i):i}$ for $i \neq 25$ and $0 < i < 50$. See Appendix A.2 for proof.
2. When the sample size from one group is fixed (i.e. the rare group), one can increase the power of the design by increasing the sample numbers from the more common group (i.e. the group for which samples can be obtained more easily). E.g. \( P_{(25+i):25} > P_{25:25} \) for \( i > 0 \).

3. When \( k \neq 1 \), increasing the number of subjects from the smaller group will always yield a bigger gain in power than increasing subjects from the larger group. E.g. \( P_{30:26} > P_{31:25} > P_{30:25} \).

### 3.5.6. Step 6: Calculate the total sample size

Having estimated \( \Delta \) and chosen a value for \( \alpha \), \( \beta \) and \( k \), we can now calculate the total sample size according to Equation 3.3. Table 3.5 gives some useful numbers to help calculate the sample size by hand. Finally, we estimate the size of the two groups as \( \frac{k}{k+1} \) and \( \frac{1}{k+1} \) of the final total sample size.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>Value of the ((z_{\alpha/2} + z_\beta)^2) term</th>
<th>( \frac{z_{\alpha/2}^2}{2} )</th>
</tr>
</thead>
</table>
| 0.05           | \( \begin{array}{cc} 7.8 & 9.0 & 10.5 & 13.0 & 18.4 \\
| 0.01           | 11.7 & 13.0 & 14.9 & 17.8 & 24.0 \end{array} \) | 3.3             |
| 0.001          | 17.1 & 18.7 & 20.9 & 24.4 & 31.5 | 5.4             |
| 0.0001         | 22.4 & 24.3 & 26.8 & 30.6 & 38.7 | 7.6             |
| 0.00001        | 27.7 & 29.7 & 32.5 & 36.7 & 45.5 | 9.8             |

Table 3.5.: Values of the \((z_{\alpha/2} + z_\beta)^2\) term (left columns) and the correction factor \( \frac{z_{\alpha/2}^2}{2} \) (right-most column) that are useful for sample size calculations.

Here is a simple example of calculating sample sizes. Assume we chose \( \alpha = 0.00001 \), \( \beta = 0.20 \), \( k = 2 \) and \( \Delta = 1.2 \). From Table 3.5, we know that \((z_{\alpha/2} + z_\beta)^2 = 27.7 \) and we can apply
Equation 3.3 as follows:

\[ n_A + n_B = \frac{(k + 1)^2}{k} \left( \frac{z_{\alpha/2} + z_{\beta}}{\Delta} \right)^2 + \frac{z_{\alpha/2}^2}{2} \]

\[ = \frac{(2 + 1)^2}{2} \times \frac{27.7}{1.2^2} + 9.8 \]

\[ = \frac{4.5 \times 27.2}{1.44} + 9.8 \]

\[ = 86.6 + 9.8 \]

\[ = 96.4 \]

and thus we have a total sample size of 96. Finally, we allocate 32 (\( = 96 \times \frac{1}{3} \)) samples to one group and 64 (\( = 96 \times \frac{2}{3} \)) samples to the other group.

Alternatively, if one has access to a computer with R software installed (R Development Core Team, 2004), they can also use the function `find.ss` given in Appendix A.4 to obtain the same results.

```r
> find.ss( Delta=1.2, sig.level=0.00001, power=0.80, k=2)

$'Delta=1.2'$

  power=0.8
  
  alpha=1e-05       96.1
```

### 3.5.7. Special case of equal allocation \((k = 1)\)

As discussed earlier, when the total sample size is fixed an equal allocation \((k = 1)\) maximizes statistical power. Table 3.6 and Figure 3.5 give the total sample size in this case. We chose to tabulate and plot for values of \(\Delta\) between 0.5 and 2.0 because these values cover the 80th and 99th quantiles averaged across the 24 comparisons (see Table 3.3).
<table>
<thead>
<tr>
<th>$\Delta$</th>
<th>$\alpha = 0.001$</th>
<th>$\alpha = 0.0001$</th>
<th>$\alpha = 0.00001$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>80%</td>
<td>85%</td>
<td>90%</td>
</tr>
<tr>
<td>2.0</td>
<td>22</td>
<td>24</td>
<td>26</td>
</tr>
<tr>
<td>1.9</td>
<td>24</td>
<td>26</td>
<td>28</td>
</tr>
<tr>
<td>1.8</td>
<td>26</td>
<td>28</td>
<td>32</td>
</tr>
<tr>
<td>1.7</td>
<td>30</td>
<td>32</td>
<td>34</td>
</tr>
<tr>
<td>1.6</td>
<td>32</td>
<td>34</td>
<td>38</td>
</tr>
<tr>
<td>1.5</td>
<td>36</td>
<td>40</td>
<td>42</td>
</tr>
<tr>
<td>1.4</td>
<td>40</td>
<td>44</td>
<td>48</td>
</tr>
<tr>
<td>1.3</td>
<td>46</td>
<td>50</td>
<td>56</td>
</tr>
<tr>
<td>1.2</td>
<td>54</td>
<td>58</td>
<td>64</td>
</tr>
<tr>
<td>1.1</td>
<td>62</td>
<td>68</td>
<td>74</td>
</tr>
<tr>
<td>1.0</td>
<td>74</td>
<td>80</td>
<td>90</td>
</tr>
<tr>
<td>0.9</td>
<td>90</td>
<td>98</td>
<td>108</td>
</tr>
<tr>
<td>0.8</td>
<td>112</td>
<td>122</td>
<td>136</td>
</tr>
<tr>
<td>0.7</td>
<td>146</td>
<td>158</td>
<td>176</td>
</tr>
<tr>
<td>0.6</td>
<td>196</td>
<td>214</td>
<td>238</td>
</tr>
<tr>
<td>0.5</td>
<td>278</td>
<td>306</td>
<td>340</td>
</tr>
</tbody>
</table>

Table 3.6.: Minimum total sample size requirements rounded up to the nearest even integer with equal allocation ($k = 1$) between groups.
We can also use Figure 3.5 to determine the influence of each parameter in the sample size calculations. We can see that the sample size is most sensitive to the Type I error rate ($\alpha$) and the power level, particularly at smaller values of $\Delta$. The required sample size can vary from 74 to 158 for $\Delta = 1.0$ and 62 to 132 for $\Delta = 1.1$ depending on the choice of $\alpha$ and power.

Note that there is complete interchangeability between $\alpha$ and $\beta$. This is not too surprising from Equation 3.3. For example, if we decided to power the study to detect at least the top 5% ranked genes (which corresponds to $|\Delta| = 1.085$ from Table 3.3), with a power level of 95%, $\alpha = 0.001$, $k = 1$ requires 88 subjects and this is equivalent to choosing a more stringent error rate of $\alpha = 0.0001$, but with a reduced power level of 85% requires 90 subjects.

3.6. Discussion

Here we have explicitly focused on the most commonly used sample size formula for a two-class microarray design. However, its frequent use does not mean it is the most appropriate method under all circumstances.

One can approach the sample size estimation with greater emphasis on false discovery rate or on the correlation structure between genes (Lee and Whitmore, 2002; Jung et al., 2005; Tsai et al., 2005; Pan et al., 2002; Zien et al., 2003; Muller et al., 2004; Pawitan et al., 2005). For example, Pan et al. (2002) calculate the power in a multivariate setting by modelling the gene expression statistic as a mixture of normal distributions. Zien et al. (2003) fit a complex model to the raw gene expression matrix and estimate the biological and technical variation from this model but it is however unclear what format the data input should be in this model and most researchers would prefer to use standard preprocessing algorithm. Muller et al. (2004) finds the sample size that minimizes the loss function which is a weighted average of the False Discovery Rate and False Negative Rate and their use of a Bayesian approach allows the incorporation of prior knowledge. Alternatively, one can try ranking based (Matsui et al., 2008; Matsui and Oura, 2009). Pavlidis et al. (2003) provide an empirical study that uses a random sub-sampling approach to find the minimum sample size that does not compromise stability and reproducibility of results when compared to the results from using all available samples. Sample size calculations have also been proposed for more than two-groups designs.
(Pounds and Cheng, 2005, 2009) and for other purposes such as estimating the minimum number of replicate probes needed to be spotted on an array (Black and Doerge, 2002) and for classification of samples (Fu et al., 2005; Hwang et al., 2002; Mukherjee et al., 2003).

While all these approaches have immense theoretical importance, they are only rarely used in practice. This fact explains our focus on the univariate formula for sample size estimation. The suggested alterations as per Equation 3.3 increase the generalizability of this formula while maintaining its ease of use.

### 3.7. Summary

While reviewing these articles using the traditional sample size formula, we noticed several issues that were not fully addressed.

First, most of the authors implicitly assume an equal allocation ratio. This poses a problem when samples from one group are difficult or expensive to obtain. For such a scenario, we show how it is possible to increase the statistical power (though less efficiently) by increasing samples from the more common group. We generalized the commonly used formula to allow for an unequal allocation ratio.

Next, we noticed that many authors estimate the variation in gene expression levels while fixing the minimum fold change (difference in group means). Using empirical evidence, we show that this leads to a situation where the sample size numbers are highly dependent on the type of preprocessing algorithm due to different scales of measurement. Thus we develop the idea of standardizing the fold change relative to its variability and empirically show that this allows for a more consistent sample size framework independent of the choice of preprocessing algorithm.

Third, we show that approximating the t-distribution with normal distribution consistently underestimates the sample size required, especially for very small values of α. We propose a simple addition term that makes the approximation very accurate.

Finally, we provide a step-by-step guide for sample size calculations with empirical evidence.
4. Sample size for microarrays:

Minimum number of technical replicates through cost analysis

In Chapter 3, we calculated the minimum number of subjects (i.e. biologically independent replicates) required assuming one measurement per subject (i.e. technical replicate). In this Chapter, we move on from this assumption and show how one can determine the optimal number of measurement per subject.
4.1. Motivation

The standard sample size calculation (see Equation 3.3) does not have any provision for calculating the number of technical replicates required. This reflects the common assumption that one technical replicate per biological replicate is optimal - an assumption that is rarely tested. Increasing the number of technical replicates could reduce the number of patients required while maintaining the same level of statistical power. In this Chapter, we show that the number of technical replicates is directly related to the relative cost structure and relative variance components of DNA microarray study design.

4.2. Methodology

First recall Equation 3.3 as represented below, for which we will now introduce new parameters and refine the definitions of some of the existing parameters as listed in Table 4.1.

\[ n_A + n_B = \frac{(k + 1)^2}{k} \left( \frac{z_{\alpha/2} + z_{\beta}}{\Delta_m} \right)^2 + \frac{z_{\alpha/2}^2}{2} \]  \hspace{1cm} (4.1)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Relationships</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_i )</td>
<td>Number of biological replicates in group ( i (i = A, B) )</td>
<td>( n_B = kn_A )</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Type I error rate</td>
<td>( \Delta_m = \delta/\sigma_m )</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Type II error (or 1 - power)</td>
<td>( \sigma_m^2 = Var(\delta) )</td>
</tr>
<tr>
<td>( z_i )</td>
<td>( i^{th} ) quantile of a standard normal distribution</td>
<td>( \sigma_m^2 = \sigma_B^2 + \sigma_E^2/\sigma_B^2 )</td>
</tr>
<tr>
<td>( \Delta_m )</td>
<td>The standardized effect size</td>
<td>( R = \sigma_E^2/\sigma_B^2 )</td>
</tr>
<tr>
<td>( m )</td>
<td>Number of technical replicates per biological subject</td>
<td>( m ) technical replicates per biological subject</td>
</tr>
<tr>
<td>( \sigma_m^2 )</td>
<td>Variability of the difference in group means with</td>
<td>( m ) technical replicates per biological subject</td>
</tr>
<tr>
<td>( \sigma_B^2 )</td>
<td>The biological variance due to different subjects</td>
<td></td>
</tr>
<tr>
<td>( \sigma_E^2 )</td>
<td>The technical variance due to measurement errors</td>
<td></td>
</tr>
<tr>
<td>( R )</td>
<td>Ratio of technical variation to biological variation</td>
<td></td>
</tr>
<tr>
<td>( C_1 )</td>
<td>The cost to recruit a single subject</td>
<td></td>
</tr>
<tr>
<td>( C_2 )</td>
<td>The cost to perform a single microarray measurement</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1.: Explanation of the symbols used in this chapter.
Equation 4.1 does not yet provide a direct way to calculate the number of technical replicates required. It does not take into account the different variability and cost components either. For example, if the technical variability was high or if measurements were cheap to perform then one could potentially be better off with a design that has fewer biological replicates but uses several technical replicates each.

We will now demonstrate how the number of technical replicates can be calculated. First, we define $C_1$ as the recruitment cost per subject and $C_2$ as the cost of making a single measurement. In the context of microarrays, $C_1$ typically represents the cost of treatment and RNA extraction. Additionally in the case of animal models, $C_1$ could also include the cost of purchasing the animals and/or breeding as well as housing costs. $C_2$ represents the cost of cRNA production, array cost, reagents and hybridization costs.

If we have recruited $n_A$ and $n_B = kn_A$ subjects and measured each subject $m$ times ($m = 1, 2, \ldots$), then the total cost is given by

\[
\text{Total Cost} = (n_A \times C_1 + n_A \times m \times C_2) + (n_B \times C_1 + n_B \times m \times C_2)
\]

\[
= (n_A + n_B)(C_1 + mC_2)
\]

(4.2)

Now we will have to find the best combination of $\{n_A, m\}$ that minimizes the total cost while being subject to a fixed power level. Using the Lagrangian method to minimize Equation 4.2 subject to a fixed value of $\beta$ in Equation 4.1 gives (see Appendix A.3 for derivation):

\[
m_{opt} = -fR + \sqrt{f^2 R^2 + (1 - 2f) \frac{C_1}{C_2} R}
\]

(4.3)

where

\[
f = \frac{0.25 \times z_{\alpha/2}^2}{n_A + n_B}
\]

Equation 4.3 and Equation 4.1 need to be solved simultaneously using an iterative procedure. However, note that $f$ represents half the correction factor, needed to make the approximation of the $t$-distribution to Gaussian accurate (see Section 3.4.3), divided by the total sample size. For example, from Table 3.5 we know that $0.25 \times z_{\alpha/2}^2$ equals to 2.7 when $\alpha = 0.001$ and equals to 4.9 when $\alpha = 0.00001$. Thus, if we are willing to assume that the total sample size is large relative to the correction factor $z_{\alpha/2}^2/2$ (i.e. $f \approx 0$), then we can simplify Equation 4.3 to :

\[
m_{opt} \approx \sqrt{\frac{C_1}{C_2} \times \frac{\sigma_E}{\sigma_B}}
\]

(4.4)
Equation 4.4 allows for the intuitive interpretation that when the recruitment cost \((C_1)\) and/or technical variation \((\sigma^2_E)\) is relatively high, it might be more efficient to increase the number of technical replicates. We can also use this approximate solution as the starting value for Equation 4.3. Note that we set \(m = 1\) when \(m_{opt} < 1\). Similarly, when \(m_{opt}\) suggests a number that is beyond the number of aliquots that is physically possible, then we set it to the maximum possible.

### 4.3. Unequal recruitment cost for the two groups

We could envisage a situation where the recruitment costs could differ between two groups. For example, in some animal experiments researchers compare common wild type mice with gene-knockout or mutant mice which are more expensive to obtain.

If we distinguish the recruitment cost for group A and group B as \(C^A_1\) and \(C^B_1\) respectively, then the solution is the same as Equation 4.3 and Equation 4.4, except that \(C_1\) is replaced by its weighted recruitment cost \((\hat{C}_1)\)

\[
\hat{C}_1 = \gamma C^A_1 + (1 - \gamma) C^B_1
\]

where \(\gamma = \frac{n_A}{n_A + n_B} = \frac{1}{1 + k}\)

(4.5)

We can further extend the model to increasingly complex situations such as unequal replication between groups, unequal replication within samples and unequal measurement costs. However, we are content to have covered the most practical designs as proof of principle.

### 4.4. Estimation of the additional parameters

In addition to the parameters discussed in Section 3.5, we need to estimate the cost components and two more parameters. We discuss the cost component estimation when we present the case study in Section 5.
4.4.1. Estimating $\Delta_m$ for $m > 1$

When Equation 4.4 or Equation 4.5 suggests $m > 1$, we need to estimate $\Delta_m$. $\Delta_m$ can be calculated either directly from a pilot study or existing data with the appropriate technical replicates. However, obtaining sufficiently high quality studies with technical replicates, especially those based on an Affymetrix platform, can prove challenging. If no previous data allows direct calculation of $\Delta_m$, we can try to estimate it indirectly from $\Delta_1$ from studies with similar biological background. We can use the relationship $\sigma_m^2 = \sigma_B^2 + \sigma_E^2/m$ to obtain the following relationship, necessitating the need to estimate $R = \sigma_E^2/\sigma_B^2$.

$$\Delta_m = \frac{1 + R}{1 + R/m} \Delta_1$$  \hspace{1cm} (4.6)

Note that $\Delta_m$ approaches $(1 + R) \Delta_1$, or equivalently $\sigma_m^2$ approaches $\sigma_B^2$, as $m$ increases. This implies that there is a lower bound to the number of subjects required to achieve a specified power level even with a very large number of measurements being made on each subject.

4.4.2. Estimating the ratio of technical to biological variation,

$$R = \sigma_E^2/\sigma_B^2$$

This quantity is required for the calculation of $m_{opt}$ in Equation 4.3 - 4.4 or if we wish to estimate $\Delta_m$ indirectly from $\Delta_1$. The variance components can be determined by maximum likelihood methods (Pinheiro and Bates, 2000) or by an analysis of variance (Fisher, 1990). Again, we obtain a distribution of values for $R$ and would need to select a suitable value. We suggest looking at the distribution of $R$ conditional on the value of $\Delta_m$ exceeding the chosen threshold.

Intuitively, one would expect $\sigma_E^2 < \sigma_B^2$ (or equivalently $R < 1$) for genes that are differentially expressed and there is some support for this assumption. Dobbin and Simon (2002) report that $R < 1$ for 73% of the genes in a cDNA experiment on breast cancer cell lines, while Yang et al. (2003) calculated the sample size using various values of $R$ that are less than 1.
4.5. Discussion

Lee et al. (2000) consider the accuracy of the results to detect the presence of "spiked-in genes" (genes with known concentration) using 1, 2 or 3 technical replicates. They conclude with that at least 3 technical replicates are required per sample. We disagree with this recommendation when the interest of investigation lies in finding differentially expressed genes. The authors have not accounted for fixed resources or the influence of increasing biological samples instead. Our concerns are shared by Dobbin et al. (2003), who show that in the case with limited resources, replication at population level (i.e. increasing number of subjects) reduces both biological and technical variability, while replication at sample level (i.e. increasing technical replicates) only reduces the latter.

Finally, the univariate sample size approach has also been utilized for other objectives. For example Black and Doerge (2002) calculate the minimum number of times a spot needs to be duplicated on array. Wit and McClure (2004) consider the number of individual RNA’s to pool and number of pools required. This would allow us to reduce the number of arrays required but only if the individuals in each pool were homogenous in their gene expression profile, an assumption that we do not wish to make here.

4.6. Summary

In this chapter, we derived the optimal number of technical replicates and shown it to be directly proportional to the ratio of recruitment to measurement cost and to the ratio of technical to biological variation. We also considered the case of unequal recruitment cost. Finally, we provided a section on estimating the additional parameters required.
5. Sample size for microarrays: A case study

In this chapter, we use a real case study to solidify the concepts presented in Chapters 3 and 4. The case study arose from a collaboration with Dr. Andrea Pellanatti, Dr. Jacqueline Boulwood and Professor James S. Wainscoat of Leukemia Research Foundation, Molecular Haematology Unit, John Radcliffe Hospital, Oxford.
5.1. Introduction to the clinical problem

Myelodysplastic Syndrome (MDS) is a fatal disease of the bone marrow that causes death either through bone marrow failure, or through transformation to acute myeloid leukemia (AML). There are various histopathological MDS subtypes, each with its own prognosis and likelihood of progressing to AML. The MDS subtype (Bennett *et al.*, 1976) depends on the percentage of undifferentiated progenitor cells (blasts), cytogenetic abnormality, chromosomal abnormality and the blood cell count. The median survival times varies from 1 to 5 years depending on MDS subtype. The experimental objective is to characterize the subtypes of MDS by gene expression microarray.

The core of this study involved the following groups:

- normal bone marrow extracted from patients undergoing hip replacement operation.
- RA: refractory anemia (< 5% blasts)
- RAEB: refractory anemia with excessive blast counts (5 - 20% blasts). RAEB is a more severe form of MDS than RA.

The main comparisons of interest are between normal vs. RA and RA vs. RAEB. Data from a pilot study with 11 normal, 13 RA and 15 RAEB samples using the Affymetrix HGU-133A 2.0 array which contains $n_y = 54,675$ probesets was available. An additional practical constraint in this study is that the number of bone marrow samples were limited.

5.2. Choosing the number of technical replicates

We plan to use the guide presented in Section 4.4 to estimate the optimal number of technical replicates ($m_{opt}$). Once this is done, we can proceed as detailed in Section 3.5, indirectly estimating the effect size $\Delta_{m}$ from $\Delta_1$ using Equation 4.6.

The estimation of $m_{opt}$ requires the ratio of recruitment to measurement costs ($C_1/C_2$) and the ratio of technical to biological variation ($R = \sigma_{B}^{2}/\sigma_{M}^{2}$). We will first estimate the $C_1/C_2$ ratio. Estimates of the cost components for this project are tabulated in Table 5.1 and show that the $C_1/C_2$ ratio varies between 0.15 - 0.25. The current price of eRNA
production, microarray and reagents vary over a possible range to allow for the possibility of bulk purchase discounts. Costs reflect typical market prices at the time of writing (2007).

<table>
<thead>
<tr>
<th>Recruitment cost per sample, $C_1$</th>
<th>Cost (£)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample extraction</td>
<td>40 - 70</td>
</tr>
<tr>
<td>RNA extraction</td>
<td>30</td>
</tr>
<tr>
<td>Quantification using spec</td>
<td>20</td>
</tr>
<tr>
<td>Quality assessment using bio-analyser</td>
<td>30</td>
</tr>
<tr>
<td><strong>Total, $C_1$</strong></td>
<td><strong>120 - 150</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Measurement costs, $C_2$</th>
<th>Cost (£)</th>
</tr>
</thead>
<tbody>
<tr>
<td>cRNA production</td>
<td>250 - 300</td>
</tr>
<tr>
<td>Microarray</td>
<td>200 - 300</td>
</tr>
<tr>
<td>Reagents</td>
<td>150 - 200</td>
</tr>
<tr>
<td><strong>Total, $C_2$</strong></td>
<td><strong>600 - 800</strong></td>
</tr>
</tbody>
</table>

Table 5.1.: Cost component estimates shows that the $C_1/C_2$ ratio varies between 0.15 - 0.25.

Note that when calculating the final cost, we may need to add the fixed costs such as labor, hardware and software. Further we need to allow for the fact that some recruited and hybridized samples may fail the quality assessment. The approximate total cost for this project using the average prices is £ $(n_1 + n_2) \times (135 + 700m)$ plus the fixed costs.

The second step is to estimate $R = \sigma_E^2/\sigma_B^2$. Unfortunately, we did not identify sufficient numbers of high quality studies using technical replicates. We proceed following Dobbin et al. (2003) suggestion to assume either $R = 0.5$ for a high quality experiment or $R = 2.0$ for a low quality experiment.

Since the recruitment costs for two groups to be compared in this case study are approximately the same, we use Equation 4.4 to calculate $m_{opt}$. This value of $m_{opt}$ is largest when $C_1/C_2$ and $R$ are maximum and thus the maximum value of $m_{opt}$ is $\sqrt{0.25 \times 2} = 0.7071$
which is less than one. In fact, the technical variance needs to be at least four times larger than the biological variation (i.e. $R > 4$) before the use of any replicates for this study is to be considered. Therefore we conclude that choosing $m = 1$ is the best choice in this case study.

5.3. Choosing the number of biological replicates

From the results of the pilot data, we estimate at least several hundred probes are differentially expressed for each comparison. Therefore, we decided to calculate the power of the planned study to be sufficient for either 1000 or 2000 probes.

The main comparisons of interest are between normal vs. RA and RA vs. RAEB. A pilot study looked at 11 normal, 13 RA and 15 RAEB samples using the Affymetrix HGU-133A 2.0 array which contains $n_g = 54,675$ probesets. An additional practical constraint in this study is that the number of bone marrow samples were limited.

Since the pilot data contains less than 30 samples for the comparison of any two groups, we calculated the effect size using $g$ rather instead of $\Delta$ (see Section 3.5.1).

<table>
<thead>
<tr>
<th>Probe Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>top 1000 probes (low)</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>normal vs. RA</td>
</tr>
<tr>
<td>RA vs. RAEB</td>
</tr>
</tbody>
</table>

Table 5.2.: The magnitude of effect size estimated using Hedge’s adjusted $g$ value by comparison and coverage type.

Note that the values for the comparison of RA vs. RAEB are always lower than for the comparison of normal vs. RA. This indicates that the differences between RA and RAEB are more subtle and thus require larger sample sizes to detect. Therefore, we first calculate the required sample size for the comparison RA vs. RAEB under the following conditions:
- Low coverage (1000 probesets) or high coverage (2000 probesets) which corresponds to an effect size of 0.930 and 0.804 respectively.

- The pilot data indicates that there are at least \( n_0 = 100 \) interesting genes, and we can calculate the corresponding \( \alpha \) from Equation 3.4. We also check the results under the more stringent condition of when \( n_0 = 10 \).

- Three levels of power: 85%, 90%, 95%.

- Equal allocation \( (k = 1) \) as samples from both groups are equally available.

This can be calculated using the R codes given in Appendix A.4 as follows

```r
> find.ss( Delta=c(0.804, 0.930), sig.level=c(10,100)/54675,
          power=c(0.85, 0.90, 0.95), k=1 )

$'Delta=0.804'$

    power=0.85 power=0.9 power=0.95
alpha=0.00182898948331047  148.3   163.2   186.6
alpha=0.00182898948331047  111.6   124.6   145.2

$'Delta=0.93'$

    power=0.85 power=0.9 power=0.95
alpha=0.00182898948331047  112.6   123.7   141.2
alpha=0.00182898948331047   84.7    94.4   109.8
```

The results show that a study with \( \alpha = 0.00183 \), 95% power for 2000 probesets requires 146 samples, which is almost equivalent to a study with \( \alpha = 0.000183 \), 95% power for 1000 probesets which requires 142 samples. We choose the former setting as it leads to the more conservative estimate of the two. As we have chosen an equal allocation, this means 69 samples from RA and 69 samples from RAEB respectively.

Let us now look at the sample size required for the normal vs. RA comparison. Comparing
73 normals with 73 RA using $\alpha = 0.00183$ for a study powered for 1000 genes (i.e. effect size of 0.883) shows that the second comparison is overpowered. This is useful information as the availability of normal bone marrow samples is clinically more limited than RA.

```r
> find.power(Delta=0.883, sig.level=0.00183, n1=73, n2=73)

[1] 0.9833153
```

We can reduce the number of samples from the normal group since the number of samples from RA is fixed (by the RA vs. RAEB comparison). By incrementally decreasing the sample size for the normal groups, we find out that we only require 52 subjects from the normal group.

```r
> pow <- find.power(Delta=0.883, sig.level=0.00183, n1=73:1, n2=73)

> cbind(n1=73:1, power=pow)

      n1   power
[1,] 73 0.9833153
[2,] 72 0.9825220
[3,] 71 0.9816823
[4,] 70 0.9807931
[5,] 69 0.9798510
[6,] 68 0.9788524
[7,] 67 0.9777934
[8,] 66 0.9766697
[9,] 65 0.9754769
[10,] 64 0.9742100
[11,] 63 0.9728638
[12,] 62 0.9714326
[13,] 61 0.9699102
```
[14,] 60 0.9682901
[15,] 59 0.9665650
[16,] 58 0.9647274
[17,] 57 0.9627687
[18,] 56 0.9606802
[19,] 55 0.9584519
[20,] 54 0.9560734
[21,] 53 0.9535333
[22,] 52 0.9508194
[23,] 51 0.9479183
[24,] 50 0.9448156
[25,] 49 0.9414959

Therefore we require 52 normal, 73 RA and 73 RAEB. From previous experience, we anticipate about 5% of the samples will be unusable due to poor quality or failed hybridizations. Accounting for this means we need to collect DNA from approximately 55 normal samples, 77 RA samples and 77 RAEB samples.

5.4. Summary

In this chapter, we demonstrated sample size calculations for a real case study using materials developed from the previous two chapters. We also observed that one technical replicate is optimal in this case study and needs further testing under a wider setting.
6. Meta-analysis of microarray datasets: Key issues

We previously stated that meta-analysis of microarray datasets is an attractive option to increase statistical power and generalizability while being inexpensive and allowing for standardization of methods. In this chapter, we discuss seven key issues that must be addressed for any good quality meta-analysis.

We give practical guidance to assist those conducting or reviewing such a meta-analysis. The approaches presented here can be adapted to other areas of high-throughput biological data analysis.

Materials from this chapter has now been published as:

Key issues in conducting a meta-analysis of gene expression microarray datasets.
PLoS Medicine 5(9): e184. http://dx.doi.org/10.1371/journal.pmed.0050184
6.1. Motivation

The advantages of meta-analysis of gene expression microarray datasets have not gone un-noticed by researchers in various fields (Rhodes et al., 2002; Lee et al., 2004; Pilarsky et al., 2004; Rhodes et al., 2004a; Wang et al., 2004; Grützmann et al., 2005; Mehra et al., 2005; Bianchi et al., 2007; Kim et al., 2007; Silva et al., 2007). Several meta-analysis techniques have been proposed in the context of microarrays (Rhodes et al., 2002; Choi et al., 2003; Smid et al., 2003; Stuart et al., 2003; Choi et al., 2004; Rhodes et al., 2004a; Parmigiani et al., 2005; Warnat et al., 2005; Yang et al., 2005; Aggarwal et al., 2006; DeConde et al., 2006; Hong et al., 2006; Wang et al., 2006; Zintzaras and Ioannidis, 2008). However, no discussion of key issues or comprehensive framework exists on how to carry out a meta-analysis of microarray datasets.

6.2. Introduction

There is a considerable literature to guide the whole review process, including statistical methods, for clinical trials and epidemiological studies (Sutton et al., 2000; Deeks et al., 2001; Whitehead, 2002). As yet however, there is little guidance for conducting a meta-analysis of microarray datasets.

Therefore, in this chapter, we disentangle this complex topic and identify seven distinct key issues specific to meta-analysis of microarray datasets, each comprising several steps. We discuss in detail the first five key issues in this chapter which are related to data acquisition and curation. Chapter 7 looks at the sixth issue of choosing a meta-analysis technique for two-class comparison. The seventh issue of analyzing, presenting and interpreting is discussed using a case study of meta-analysis of 30 datasets in Chapter 8.

We provide a practical checklist, shown in Table 6.1, that should enable the reader to make informed decisions on how to conduct a meta-analysis, and to understand better the underlying concepts that make this approach so attractive for analysis of microarray datasets.
**STEP Identify suitable microarray studies (Issue 1)**

1. Formulate objectives and a review protocol.
2. Define inclusion-exclusion criteria and suitable keywords.
3. Perform literature search using the keywords on the websites listed in Table 6.2(a).
4. Search public microarray repositories listed in Table 6.2(b) and 6.2(c).
5. Contact collaborators and experts in the field to help find published and unpublished data.
6. Search the reference section of retrieved studies for other relevant studies.
7. Check the selected study against inclusion-exclusion criteria.

**STEP Extract the data from studies (Issue 2)**

8. Scan the literature to identify feature-level extraction output (FLEO) (e.g. CEL, GPR files).
9. If the main text does not contain a link to FLEO data, search the repositories and group/lab’s webpages. If unsuccessful, write to the authors.
10. If multiple publications use overlapping data, identify the most comprehensive one. Combine any training and validation dataset together.

**STEP Prepare the individual datasets (Issue 3)**

11. Identify and remove any arrays with poor quality.
12. Preprocess the FLEO data into GEDM.
13. Check for batch effects among arrays, especially in large studies.
14. (optional) Filter out any probes with poor spot quality in the arrays.
15. Aggregate any technical replicates.
16. Check the processed expression values from multiple platforms are compatible.

**STEP Annotate the individual datasets (Issue 4)**

17. Identify the probe sequence or the most sequence-specific probe annotation information.
18. Either a) cluster the probe sequences or b) map the most sequence-specific probe annotation to a gene-level identifier. Use the same mapping build for all datasets.

**STEP Resolve the many-to-many relationship between probes and genes (Issue 5)**

19. Discard any probe that does not map to any GeneID.
20. For every GeneID within a study, calculate the study-specific estimate(s).
21. If a probe maps to multiple GeneIDs within a study, "expand" it by replacing it with a new record for each GeneID with the same study-specific estimate(s) or expression profile.
22. For GeneIDs with multiple records within a study, "summarize" them by either selecting one of the records or by aggregating them.

**STEP Combine the study-specific estimates (Issue 6)**

23. For every GeneID, identify the studies which provide usable information. Optionally, discard any GeneID that is not found in at least a pre-specified number of studies.
24. For every GeneID, combine the study-specific estimates across the studies using a meta-analytic technique. Record the resulting summary statistic(s).
25. Calculate the nominal p-value for every GeneID and adjust for multiple testing.

**STEP Analyze, present and interpret results (Issue 7)**

26. Examine the sensitivity of results to individual studies with a leave one out analysis and by varying the selections made (e.g. type of data available).
27. Analyze findings using computational tools (e.g. gene set enrichment analysis).
28. Present the summary statistics graphically (e.g. forest plot) for genes of interest.
29. If possible, validate using an alternative technology and/or different samples.
30. Consider strength of evidence, limitations and generalizability of current findings.

Table 6.1.: A checklist for conducting meta-analysis of microarray datasets. * refers to either the sequence cluster or gene-level identifier used in STEP 18. See text for further details.
6.3. Key issues in meta-analysis of microarray studies

6.3.1. Issue 1: Finding relevant studies

The first step in any research project is to clearly define the objectives [STEP 1 in Table 6.1]. Meta-analysis approach to microarray datasets has been used for the following purposes:

- identify genes which are differentially expressed between two biologically different groups (Rhodes et al., 2002; Choi et al., 2003; Smid et al., 2003; Choi et al., 2004; Rhodes et al., 2004a; Parmigiani et al., 2005; Yang et al., 2005; DeConde et al., 2006; Hong et al., 2006; Zintzaras and Ioannidis, 2008)
- increase the robustness of cross-platform classification (Warnat et al., 2005)
- identify overlaps between samples from heterologous datasets (Smid et al., 2003)
- to investigate co-expression of genes or to reconstruct gene networks (Stuart et al., 2003; Aggarwal et al., 2006; Wang et al., 2006).

Designing a review protocol can further help clarify the research objectives and methods and to minimize bias from unplanned data-driven analysis. We suggest developing the review protocol by outlining the solutions to the steps in the checklist shown in Table 6.1. For example, [STEP 7] (Check the selected study against inclusion-exclusion criteria) might be expanded in a review protocol as follows: "Two reviewers will check the eligibility of the identified studies, with disagreements resolved by a third reviewer. A log of excluded studies, with reasons for exclusions, will be maintained." The protocol can be turned into a useful project management tool by incorporating time line and division of labor.

The inclusion-exclusion criteria [STEP 2] are eligibility criteria for studies that will help achieve the stated objectives. These could be biological (e.g. specific disease, type of outcome, type of tissues) or technical (e.g. density of array, minimum number of arrays). The retrieved articles must be evaluated as to whether they meet the inclusion criteria.

Once the inclusion-exclusion criteria have been defined, one needs to perform a comprehensive literature search [STEP 3] to identify suitable studies, usually based on appropriate keywords for automated queries. We recommend searching all the major online repositories of abstracts listed in Table 6.2(a) to maximize data acquisition. Review articles and directly
contacting researchers in relevant fields [STEP 5] may help to identify both work potentially missed by the automated search, and ongoing research efforts with possibly unpublished data. One should also look at the reference lists of relevant articles [STEP 6] to identify further suitable studies.

In the case of microarrays, one should also search public microarray data repositories [STEP 4] recommended by the Minimum Information About a Microarray Experiment (MIAME) requirements (Brazma et al., 2001; Ball et al., 2004) which is listed in Table 6.2(b); as well as a few more specialized repositories listed in Table 6.2(c).

<table>
<thead>
<tr>
<th>Database</th>
<th>Website URL</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>PubMed</td>
<td><a href="http://www.pubmed.gov/">http://www.pubmed.gov/</a></td>
<td></td>
</tr>
<tr>
<td>Google Scholar</td>
<td><a href="http://scholar.google.com/">http://scholar.google.com/</a></td>
<td></td>
</tr>
<tr>
<td>Web of Science§</td>
<td><a href="http://wos.mimas.ac.uk/">http://wos.mimas.ac.uk/</a></td>
<td></td>
</tr>
<tr>
<td>SCOPUS‡</td>
<td><a href="http://www.scopus.com/">http://www.scopus.com/</a></td>
<td></td>
</tr>
</tbody>
</table>

(b) Microarray repositories recommended by MIAME for mandatory data deposition

<table>
<thead>
<tr>
<th>Repository</th>
<th>Website URL</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Array Express</td>
<td><a href="http://www.ebi.ac.uk/arrayexpress/">http://www.ebi.ac.uk/arrayexpress/</a></td>
<td>Brazma et al. (2003)</td>
</tr>
</tbody>
</table>

(c) Other useful sites for data identification

<table>
<thead>
<tr>
<th>Repository</th>
<th>Website URL</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>ONCOMINE</td>
<td><a href="http://www.oncomine.org/">http://www.oncomine.org/</a></td>
<td>Rhodes et al. (2004b)</td>
</tr>
</tbody>
</table>

Table 6.2.: Useful internet resources to identify studies for meta-analysis of microarray studies. § sites which requires paid subscription.

Having identified potentially eligible studies from abstracts, one needs to retrieve the articles, where available, and confirm eligibility [STEP 7]. This process may best be done by at least two people.
6.3.2. Issue 2: Data Extraction

Before we consider how to extract the data, we need to first decide what type of data to extract. This partially depends on the choice of meta-analysis technique (Issue 6), but the underlying principles will be discussed here. First, recall the four types of data formats introduced in Section 1.5.3: image files, feature level extraction output (FLEO), gene expression data matrix (GEDM) and published gene list (PGL).

PGLs are often presented in the main or supplementary text of microarray based studies and thus easy to obtain. Unfortunately such PGLs are of limited use for meta-analysis since they represent only a subset of the genes actually studied, and information from many genes will be completely absent. Furthermore, PGLs depend heavily on the preprocessing algorithm, the analysis method, the significance threshold and annotation builds used in the original study, all of which usually differ between studies (Suárez-Fariñas et al., 2005). Thus Individual Patient-level data (IPD), which for microarrays represents the measurement for every probe in every hybridization, are far more useful. Ioannidis et al. (2002) discusses further the advantages of a meta-analysis using IPD vs PGLs. We consider now which of the following three IPD formats to choose as the data input for meta-analysis of microarray datasets.

Since GEDM represents the gene expression summary for every probe and sample, it is ideally suited as input for meta-analysis. Published GEDMs, however, are unsuitable for meta-analysis because they depend on the choice of the preprocessing algorithms used, which may produce gene expression on different scales of measurement (e.g. see Figure 3.3) and thus not directly comparable with other studies.

In order to eliminate bias due to specific algorithms used in the original studies and to allow consistent handling of all datasets, we recommend obtaining the FLEO files (Step 8), such as CEL and GPR files, and converting them to GEDM in a consistent manner (see Issue 3). FLEO files are likely to be available, especially for newer studies, as the widely supported MIAME requirements (Ball et al., 2004) ask authors to make the FLEO data available in public microarray repositories.

Image files at present are neither routinely deposited in public microarray repositories nor technologically uniform enough to be used as input for meta-analysis.
If the main text and supplementary information do not state the location to the FLEO data, then one should try searching public microarray repositories or the research group’s webpage before contacting the authors [STEP 9]. If multiple publications use overlapping sets of data, one should identify and use the most comprehensive dataset available [STEP 10], and combine any datasets that were split for algorithm training and validation purposes.

6.3.3. Issue 3: Preparing datasets from different platforms

FLEO data has to be converted into GEDM, which can then be used as input for the meta-analysis. The same preprocessing algorithm should be used for multiple studies conducted on the same platform. To combine studies from different platforms, which may have different designs and thus have different options of preprocessing algorithms, it is desirable to try to identify comparable preprocessing algorithms. There are many microarray platforms but we again focus mainly on the Affymetrix and two-channel technology platforms (see Section 1.5.4 for details).

Before the preprocessing step, one may wish to first identify and remove any arrays that are of poor quality [STEP 11]. Visual inspection of the image files can identify physical artifacts and the array report files may indicate sample RNA degradation problems. One can also assess these information directly from FLEO files instead (Larsson and Sandberg, 2006). For two-channel technology platforms, one could investigate the correlation of the two channels using the M-A plots. By comparing the location and spread of gene expressions for all arrays or using dimensional reduction techniques, one could identify outliers. There are many comprehensive, free and open-source packages in BioConductor (Gentleman and Carey, 2005) for quality assessment including arrayMagic (Buness et al., 2005) for the two-channel technology platform and simpleaffy (Wilson and Miller, 2005), and affyPLM (Bolstad, 2006) for the Affymetrix platform.

Next, all good quality arrays should be preprocessed consistently to remove any systematic differences [STEP 12]. This is an important stage, since preprocessing directly affects the gene expression measurements, and thus all subsequent steps. In practice, researchers are likely to combine datasets from multiple platforms and there are very few preprocessing algorithms which can be applied universally, such as the Variance Stabilizing Normalization
(Huber et al., 2002), which accounts for the dependence between variance and mean of the output expression measure. By contrast, it is more common to use different preprocessing algorithms for each platform, as carried out in several large high quality studies specifically designed to assess cross-platform comparability (Larkin et al., 2005; Irizarry et al., 2005; Bammler et al., 2005; M. A. Q. C. Consortium et al., 2006). Unfortunately, there is currently no consensus on which preprocessing algorithm(s) produce comparable expression measurements across different platforms.

One may also want to check and correct for any batch effects [step 13], especially in large studies. Batch effects could arise whenever the number of arrays are logistically too large to be handled in a single batch. Some of the contributing factors include multiple technicians in a project, the order in which the chips were manufactured or hybridized, sample handling and ambient conditions. This will be hard to investigate if the original authors did not provide information on factors that may lead to batch effects. Unsupervised visualization Benito et al. (2004) can help to identify any grouping caused by experimental factors.

One needs to decide whether to use all available probes on the array, or a filtered set of probes [step 14]. In a single study analysis, it is common to filter out probes that have visible defects (e.g. using quality flags), probeset calls (e.g. using the absent/present calls from MAS 5.0 preprocessing algorithm) or probes that show little variation (e.g. using the minimum coefficient of variation) in single study analysis. However, we feel that such filtering is not beneficial in a meta-analyses context, as we do anticipate the same set of probes to consistently fail across the different studies.

Fifth, one needs to deal with multiple technical replicates (i.e. multiple measurements from the same biological subject which include replicated hybridization and dye-swaps design) if relevant [step 15]. These should not be treated as independent observations. One approach is to select one of the replicates at random. Alternatively, one can average the replicates. If we assume that all technical replicates have similar array quality, then a simple average or median can be used. A more sophisticated approach would be to treat the technical replicates as nested values within patients.

Finally, one could check that the processed expression values from multiple platforms are comparable [step 16]. Microarray platform manufacturers typically include housekeeping genes or negative controls, which are genes expected to be transcribed at a constant level,
that may be used for this purpose. Additionally, one may use a visualization technique such as multidimensional scaling (Kruskal and Wish, 1978; Venables and Ripley, 2002) to inspect for any clustering of arrays by studies.

6.3.4. Issue 4: Annotating the individual datasets

In Section 1.5.2, we made the distinction between probes and genes and the associated nomenclatures. It is very difficult to combine information for each probe, especially when different chip designs are used, as the highly specific nature of probe identifiers leads to a poor overlap in probes. Therefore one needs to combine information at a gene level. This necessitates the need to identify which probes represent the same gene within and across the studies included in the meta-analysis.

One option is to cluster the probes based on the sequence data [STEP 17a] using the BLAST algorithm (Altschul et al., 1990), for example, by using the Ensembl browser (Birney et al., 2004) [STEP 18a]. It has been shown that sequence-matched datasets can increase cross-platform concordance (Morris et al., 2005). Such methods can also accommodate Affymetrix probeset redefinitions (Carter et al., 2005), which better addresses the problem of alternative splicing. However, the probe sequence may not be available for all platforms and the clustering of probe sequences could be computer intensive for very large numbers of probes.

Alternatively, one can map the probe-level identifiers such as IMAGE Clone ID, Affymetrix ID or GenBank Accession Number to a gene-level identifier such as UniGene, RefSeq or EntrezGene ID. For example, UniGene (Wheeler et al., 2003), which is an experimental system for automatically partitioning sequences into non-redundant gene-oriented clusters, is a popular choice to unify the different datasets. For example, UniGene Build #211 (release date 12th March 2008) reduces nearly 7 million human sequences to 124,181 clusters.

To translate probe-level identifiers to gene-level identifiers, one can use either the annotation packages in BioConductor (Gentleman and Carey, 2005) or web tools such as SOURCE (Dihn et al., 2003) and RESOURCERER (Tsai et al., 2001) [STEP 18b]. We suggest using IMAGE Clone ID or Affymetrix ID first, if available, as they are more sequence-specific [STEP 17b]. The same mapping build, ideally the most recent, should be used for all datasets to avoid inconsistencies between releases (Noth et al., 2005; Perez-Iratxeta and Andrade, 2005).
6.3.5. Issue 5: Resolving the many-to-many relationship between probe and gene-level identifiers

In this section, we will refer to either the sequence cluster ID or the gene-level identifier used to annotate the datasets as described in the previous issue simply as the \textit{GeneID}.

Many probes can map to the same GeneID because of the clustering nature of the UniGene, RefSeq and BLAST systems involved or because the microarray chip used contains duplicately spotted probes. On the other hand, a probe may map to more than one GeneID if the probe sequence is not specific enough. Sometimes, a probe has insufficient information to be mapped to any GeneID and we recommend to omit these from further analysis \cite{step19}. Inconsistencies between various annotation databases or releases (Noth \textit{et al.}, 2005; Perez-Iratxeta and Andrade, 2005) and software (Zeeberg \textit{et al.}, 2004) complicate the matter further. The case study presented in Chapter 8 contains 537,686 probes. 47,154 (or 8.7\%) of these probes could not be mapped to any UniGene ID while 29,774 (or 6.1\%) of the remaining probes map to more than one UniGene ID.

This "many-to-many" relationship can fragment the available information for meta-analysis. For example, a probe could map to GeneID X in half of the datasets but to both GeneIDs X and Y in the remaining datasets. Software which performs automated meta-analysis on several thousand genes will treat such probes as two separate gene entities and will fail to fully combine the information for GeneID X from all studies.

A simple approach is to use only the probes with one-to-one mapping for further analysis, but this means losing information, and so is not recommended. In the example above, potentially half of the information for GeneID X (i.e. probes mapping to both X and Y) will be ignored. Further, it would be particularly biased against probes that consistently map to multiple keys across studies.

Therefore, when relevant, we recommend replacing probes with multiple GeneIDs by a new record for each GeneID \cite{step21}. This greedy approach of "expanding" the probes with multiple GeneIDs ensures the software utilizes all possible information.

On the other hand, how should one deal with multiple probes that map to the same GeneID \textit{within a given study}? Grützmann \textit{et al.} (2005) treated these as independent observations in
the meta-analysis but we recommend summarizing them [STEP 22] into a single representative value per GeneID within a study.

Several options are available to summarize information in this situation. First, one could select a probe at random but again this means losing information. Simply averaging the expression profiles before proceeding is not desirable either as different probe sequences have different binding affinity, giving rise to the problem of different measurement scales. Thus, it is preferable to work with standardized measures such as the $p$-value or effect size. When working with standardized measures, one could select the most extreme value as it is least likely to occur by chance. For example Rhodes et al. (2002) used the smallest $p$-value of the probes that corresponded to each GeneID. A more sophisticated approach, when working with effect size, is to take a weighted average by meta-analysis.

The MicroArray Quality Control (MAQC) project (M. A. Q. C. Consortium et al., 2006) describes another alternative to resolve the many-to-many mapping. For a probe that maps to multiple RefSeq IDs, the authors selected the RefSeq ID that was annotated by Taqman assays and secondarily one that was present in the majority of platforms. Next, if many probes mapped to a given RefSeq ID, they chose the one closest to the 3’ end of the gene.

After resolving for the many-to-many relationship by expanding and summarizing probes, we are left with a summary statistic per GeneID per study. In the next step, we proceed with meta-analyzing the summary statistic for each GeneID in turn across the studies.

### 6.3.6. Issue 6: Combine the study-specific estimates

Having identified and curated the individual datasets, the next step is to combine them in a meta-analysis [STEPS 23 – 25]. However, this necessitates the researcher to choose a meta-analysis technique, an issue complicated by the availability of numerous methods with little empirical comparison to assessing them. In Chapter 7, we briefly introduce the available techniques and discuss the various strengths and weaknesses of each one.
6.3.7. Issue 7: Analyze, present and interpret results

After meta-analyzing the studies, we typically end up with several summary estimates per gene. Unlike a meta-analyses of clinical trials or epidemiological studies, we have the summary estimates from tens of thousands of genes and *apriori* we typically expect only a small proportion of these genes to be interesting. Thus, we face the challenge of choosing a handful of genes from a large pool for further investigation. The exact approach of doing this depends largely on the meta-analyses technique used since it dictates the type of summary estimates outputted.

In most cases, we can estimate a statistical significance (e.g. summary estimate divided by the standard error in the case of inverse-variance technique) or the rank of each gene. We can then utilize a "volcano plot" (Cui and Churchill, 2003) to summarize the results for all the genes in a single graph. A volcano plot, commonly used in genomics and other high-throughput biological data analyses, is a scatter plot of the statistical significance (e.g. log p-values or ranks) versus the biological significance (e.g. δ or Δ) to enable easy identification of genes that can be investigated further. A volcano plot can be successfully used for most of the meta-analyses techniques.

Having selected a handful of interesting genes, we can then proceed to investigate them in more detail as in a conventional meta-analysis. These may include checking that the overall pooled estimate is not influenced largely by one study alone or investigating the between study heterogeneity.

In Chapter 8, we demonstrate how one could analyze, present and interpret the results from a meta-analysis using a real case study. We extend the graphics used in traditional meta-analysis for microarray datasets where one typically meta-analyzes thousands of genes making visualization difficult.

6.4. Discussion

Meta-analysis of microarray datasets shares many features with meta-analysis in other health care research. Perhaps the main differences are the large numbers of variables involved and technical complexities of integrating data across multiple platforms. Furthermore, most
microarray studies are not prospectively planned and often do not have detailed protocols, but rather tend to make use of existing samples. Table 6.3 gives an overview of the advantages and disadvantages of various aspects of meta-analysis of microarray datasets. We discuss some of these points below.

We argue that working with FLEO files allows for better standardization of information and the incorporation of data from unpublished studies but it also requires significant effort to acquire and manage the datasets. This is further hampered by data sharing issues as discussed in Ventura (2005); Larsson and Sandberg (2006); Piwowar et al. (2007); Ioannidis et al. (2007). We too explore the issue of raw data sharing in Chapter 9.

A major concern associated with meta-analysis in many clinical and epidemiological studies is the problem of publication bias which is a consequence of selectively publishing statistically significant and favorable results (Dickersin et al., 1992; Egger and Smith, 1998). On the surface, we do not expect to find a publication bias at a gene-level in a given study because of the discovery-driven and high-density nature of microarrays. However, anecdotal evidence based on sales figures (John P. Ioannidis, personal communication) suggests that data from only 10% of all the Affymetrix chips sold are published. The possibility of massive publication bias in microarray research needs further investigation.

Another major concern, especially in epidemiological studies, is adjusting for covariates (a variable that is possibly predictive of outcome) such as sex and age. Adjusting for covariates in a single study analyses not only helps us address any imbalance in baseline covariates between the two groups but also reduces the variability in the effect estimate for the genes. However, researchers in microarray tend to rely heavily on unadjusted methods such as t-test instead. In the context of meta-analyses, collecting and adjusting for covariates becomes even more desirable to further account for the differences in the baseline characteristics between studies and sampling biases that may exist. Unfortunately, clinical covariates of interest are rarely made available in practice even when the FLEO or GEDM is available. Requesting such information is hampered by the fact that it does not constitute a "minimum" requirement by MIAME (Brazma et al., 2001) and concerns over patient confidentiality.

Furthermore, within a single-study microarray analysis the particular choice of down-stream statistical analysis may lead to different results depending on the objective of the study (Mondry et al., 2008; Loh and Mondry, 2008). It is unclear to what extent this problem
### Advantages

**Combining independent but related studies**

- Increases statistical power
- Increases generalizability of results
- Financially inexpensive as it uses existing studies

**Individual Patient-level Data (IPD) vs. Published Gene Lists (PGLs)**

- IPD permits re-analysis of individual studies for reproducibility and further novel analysis
- IPD avoids selective reporting of genes

**Feature-Level Extraction Output (FLEO) data vs. Gene Expression Data Matrix (GEDM)**

- FLEO data allows us to standardize pre-processing algorithms and analysis methods
- More time and effort required to acquire and manage FLEO relative to GEDM
- In practice, some researchers may withhold access to FLEO and thereby introduce a possible bias

**Inverse-variance technique vs. other techniques for combining data**

- Interpretable results with standard error to construct confidence intervals
- Treats rarely-studied and frequently-studied genes equally
- Weights the contribution from different studies by its precision
- Good ability to rank results when applied on small number of studies

- A large study in the collection may influence overall results of meta-analysis
- Ignores correlation between genes (and so do most techniques)
- IPD may not be available for all studies

**Use of forest plots**

- Visualize contributions from each individual studies
- Assess heterogeneity of result across datasets

- Only possible to plot the forest plots for a small number of genes
- Descriptive in nature

---

Table 6.3.: Advantages and disadvantages of various aspects of meta-analysis of microarray datasets
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affects meta-analysis of microarray, even with coherently preprocessed datasets.

The key issues presented here have to be addressed if we are to exploit fully the wealth of the information available from microarray datasets. These issues are fundamental, so the ideas presented here can be adapted to other areas of high-throughput biological data analysis. We hope this discussion helps to form the basis for further debate and research into biological data integration.

6.5. Summary

In this chapter, we have formulated and explored seven key issues encountered in conducting a meta-analysis of microarray datasets. We considered the available solutions and made some practical recommendations, which is neatly captured in a practical checklist, shown in Table 6.1.

Here we have discussed Issues 1 – 5 which are related to the data identification, acquisition and curation in greater detail. First, we showed how to obtain suitable datasets by searching the published literature and public microarray repositories. Second, we proposed that using the FLEO data allows for better standardization of information. Third, we outlined the issues involved in preparing datasets from multiple platforms. Fourth, we discussed how to match the different datasets using gene-level identifiers. Fifth, we explained how to resolve the problems caused by the many-to-many relationship between the probes and genes by "expanding" probes with multiple GeneIDs and then "summarising" any probes that correspond to a GeneID within a study. We discuss Issues 6 and 7 in Chapters 7 and 8 respectively.
7. Meta-analysis of microarray datasets: Choosing a meta-analysis technique

Numerous techniques for meta-analysis of microarray datasets have been proposed but their relative merits have not been compared. We briefly introduce these techniques and present a series of questions to help researchers choose a technique. In this chapter, we assume that the dataset has been suitably prepared for meta-analysis according to the steps discussed in the previous chapter.

The codes to implement some of the meta-analysis techniques presented here is being packaged into an R package and will be released as a BioConductor package:

Ramasamy A (2009)

metaGMEM: an R package for meta-analysis of gene expression microarray studies.

A beta version of this open source package (along with the vignette) is available at http://spiral.imperial.ac.uk/handle/10044/1/4217
7.1. Available techniques for meta-analysis of microarrays

The choice of an appropriate meta-analysis technique depends on the type of outcome measure (e.g. difference in group means, odds ratio) that we wish to combine. In this chapter, we focus on a fundamental application of microarrays: the two-class comparison where the objective is to identify differentially expressed genes between two well-known conditions. There are four generic ways of combining information in such a situation.

7.1.1. Combining votes

Combining votes is also known as vote counting (Bushman et al., 1994) as one simply counts the number of studies a given gene was declared as significant at a particular significance threshold. The significance measure used can be the test statistics (e.g. fold change, t-test) or the corresponding p-value which could be either adjusted or unadjusted for multiple testing. For small numbers of studies, the results could be visualized using a Venn diagram (Venn, 1880).

Vote counting has been used in an ad hoc manner in microarray studies, often presented as a Venn diagram, as little computation is required. It is perhaps best formally described by Rhodes et al. (2004a) who also suggest calculating the null distribution of votes using permutation testing. Alternatively, one could calculate the significance of the overlaps using the normal approximation to binomial as described in Smid et al. (2003). Yang et al. (2005) extend both of these methods into the concept of meta-analysis pattern matches.

7.1.2. Combining p-values

Fisher’s sum of logs method (Fisher, 1932) simply adds up the logarithm of p-values across studies for a given gene. Rhodes et al. (2002) first used this method in the context of microarrays to combine four studies comparing prostate cancer and normal prostate.

Note that the p-value used must be obtained from the one-sided test. This sum of logs can
be compared with those obtained from a $\chi^2$ distribution with $2N$ degrees of freedom, where $N$ is the number of studies combined. Alternatively, permutation testing could be used to generate an empirical distribution of the null hypothesis.

### 7.1.3. Combining ranks and lists

These methods try to aggregate the rank of the test statistics or $p$-values across studies. Unlike vote counting, which simply dichotomizes the significance values, it is able to take the ordering of the significance of genes into account. Since it uses ranks instead of the actual test statistics, it is perhaps more robust than Fisher’s method when the distribution of $p$-values differ greatly from study to study. Three such methods have been proposed in the context of microarrays.

Hong et al. (2006) extend the RankProd (Breitling and Herzyk, 2005) concept for meta-analysis. Briefly, this technique first calculates the differences in gene expression values between every sample in one class with every sample in the other class. So if a study contains $n_A$ tumours and $n_B$ normal tissues, then we end up with $n_A \times n_B$ columns of differences. This process is repeated for every study and the column of differences from all studies are merged using GeneID, creating missing values as necessary. Next, the differences are ranked within the columns and the geometric average is calculated for each gene.

DeConde et al. (2006) use three different approaches to aggregate the rankings of, say, the top 100 genes (the 100 most significantly up-regulated or down-regulated genes) from different studies. Two of these algorithms use Markov Chains to convert the pairwise preference between the gene lists to a stationary distribution while the third algorithm is based on an order-statistics model.

Zintzaras and Ioannidis (2008) proposed METa-analysis of RAked DISCovery datasets (METRADISC) method which is based on the average of the standardized rank and has the advantage of incorporating the between-study heterogeneity (sum of squared deviations from the average). The null distributions for the average rank and heterogeneity are then estimated using non-parametric Monte Carlo permutation testing and matched for pattern of occurrence in studies.
7.1.4. Combining effect sizes

The inverse-variance technique (Cochran, 1937; Fleiss, 1993) consists of two general steps. In the first step, we calculate the effect size and its variance for every study. In the second step, we combine the study-specific effect sizes across the different studies into a weighted average. As the name suggests, the study weights are inversely proportional to the variance of the study-specific estimates. More details are given in Section 7.4.

This technique was first used in the context of microarrays on a gene by gene basis by Choi et al. (2003) and then subsequently applied by other researchers (Choi et al., 2004; Grützmann et al., 2005).

7.1.5. The integrative correlation method

The integrative correlation method proposed by Parmigiani et al. (2005) is, strictly speaking, not a meta-analysis technique for combining information but it could be used to select only the "reproducible" genes for meta-analysis. Unlike other techniques described here, it has the advantage of incorporating the dependence structure between genes.

The integrative correlation works as follows. First, the correlation profile of gene G is calculated as the correlation between gene G and every other gene in a study. Next, the correlation of correlation profiles of gene G in every pair of studies is computed, and if the average exceeds a certain threshold, the gene is called reproducible.

7.2. Qualitative arguments for selecting a technique

In view of the the various statistical options available for meta-analysis, one is left with the task of choosing the most suitable technique. We present a series of questions that could help a meta-analyst make an informed choice.

1. What is the required minimum data format for each technique?
   RankProd, inverse-variance technique and the integrative correlation absolutely require the IPD data, which are less readily available than PGL data. Vote counting,
Fisher’s method, METRADISC and algorithms proposed in DeConde et al. (2006) could potentially work with the PGL data but may not be able to do so in practice. For example, most publications report the \( p \)-values or the corresponding rank from two-sided hypothesis testing while these techniques require the values from one-sided testing. Using \( p \)-values from two-sided testing means ignoring the directionality of the significance and may lead one to spuriously select genes that are discordant in the direction of gene regulation between the studies.

2. **Which set of genes are used if we had the IPD data for all studies?**

Different chips could contain different sets of genes, leading to potentially a poor overlap. For example, there is only 30.5% overlap in UniGene IDs between Affymetrix chips version HU-6800 and HGU-133 plus 2.0 (a newer and more comprehensive chip). Since microarrays is often used as a hypothesis generating tool, one should prefer techniques that captures information from as many genes as possible.

The integrative correlation technique only considers genes which are present in all studies and is thus limited by the least gene-diverse platform and/or large numbers of platforms with little overlap. Vote counting and rank aggregation techniques (using PGL data) only consider the genes declared significant in the original studies. Thus, not only do these techniques require one to subjectively select a significance threshold, they also completely ignore genes that fall below this selected threshold. It is interesting to note, that the ranking in an individual study depends on which other genes are included in the chip and thus can influence the rank aggregation method. By contrast, Fisher’s method, the rank aggregation techniques (using IPD data) and the inverse-variance technique consider information from all available genes.

3. **How does each technique treat frequently-studied and rarely-studied genes?**

This question is related to the previous questions. Newer microarrays chips have more comprehensive sets of genes compared to older chips. Thus some genes will be studied more frequently across the studies than others. For example, Affymetrix version HGU-133 plus 2.0 contains almost all of the genes (as identified by UniGene IDs) available in Affymetrix version HU-6800, plus a further additional 13,624 genes, which accounts for nearly 70% of the union of the two versions. Ideally, we prefer a method that treats a frequently-studied and a rarely-studied gene equally.
Integrative correlation only considers genes that are present in all studies ignoring those missed out in even one of the studies. Vote counting and rank aggregation techniques (using PGL data) use the genes declared as significant in the original studies, they ignore the frequency of the genes. For example, a gene found significant in 4 studies and *not significant* in 16 studies will be favored over a gene found significant in 3 studies but *absent* in the other 17 studies. METRADISC accounts for this by matching each gene to the null distribution of genes that have the same absent/present patterns. The test statistic for Fisher’s method is based on an unstandardized sum, but it can address this problem by comparing it to a $\chi^2$ distribution where the degree of freedom is determined by the number of studies. The inverse-variance technique and RankProd can address this problem in a more direct way as it yields a weighted average of the effect sizes.

4. **What is the ranking ability of each technique if the number of available studies was small**

In practice, only a small number of studies, say 3 – 5, may be available for meta-analysis. A ranked list from meta-analysis can help researchers to prioritize genes for further testing and validation. We expect vote counting to produce very granular results while the other techniques should produce a much finer result that can be used to ranks genes better.

5. **What is the computational requirement for each technique?**

The question of computational requirements becomes important especially if one wants to estimate the null distribution using permutation techniques. To answer this, we use the meta-analysis of 30 datasets presented in Chapter 8. The computing time (for analysis starting from GEDMs) for vote counting, Fisher’s method, Rank Product and the inverse-variance model took approximately 1, 1, 10, 3 minutes respectively on a Linux-based server with 4 GB of RAM memory. We used R version 2.7.0 (R Development Core Team, 2004) without any code optimization in C or C++ programming. Further, if we started from the PGL data format, we would require additional time and effort to extract the list of significant genes from the publication in a standardized format.

6. **What other arbitrary decisions are required for each technique?**
Some techniques require some arbitrary decisions to be made, this adds extra complexity. The vote counting, Fisher’s method and rank aggregation techniques require p-values (or the corresponding ranks) which necessitate choosing a test statistic. It is not clear which test statistics is the "best" in the context of microarrays. Mondry et al (2008) shows the top-50 genes selected by five different test statistics (t-test, SAM, eBayes, LIMMA, Wilcoxon) can vary significantly. Additionally, vote counting requires one to select a p-value threshold.

While the inverse-variance technique does not require one to select a test statistics, the meta-analyst may be required to decide between a fixed effect and random effects model. There are tests of heterogeneity to formally compare between these two models. However, we argue that one should always use the random effects model to combine information across studies if there is apriori evidence that the studies are not homogenous.

7.3. Quantitative arguments for selecting a technique

In the previous section, we outlined several questions that can help us choose a technique. Answering these questions gives us an idea of the relative strengths and weaknesses of the various techniques. However, it is still possible for a technique with fewer desirable properties to outperform one with more desirable properties. Therefore in this section, we try to get an idea of the empirical performances.

Benchmarking the various techniques is not straightforward as different techniques output results on non-comparable scales. For example, the vote counting returns the number of favorable votes (a non-negative integer with limited support), Fisher’s method returns twice the negative sum of the log p-values (a non-negative real value with unlimited support), rank aggregation returns the aggregated rank (a non-negative rational number) and inverse variance returns the summary effect size (a real value with unlimited support). Because of this apples-and-oranges problem and the lack of a dataset with known truths, we cannot directly compare the performance of one technique with another.

However, we can compare the ability of each meta-analysis technique to approximate its large
sample size outputs to get an initial indication. In other words, can a technique reproduce the results of a large study by meta-analyzing subsets of the study?

7.3.1. Comparison methodology

In brief, our comparison methodology can be summarized as follows for each technique.

1. Select a large enough dataset which has no missing values.

2. For every gene, calculate the observed summary statistic(s).

3. Randomly split the whole dataset into $N$ subsets, by sampling arrays without replacement into each of the $N$ set, while maintaining the ratio of the two classes constant and similar to the combined dataset.

4. Calculate the summary statistic(s) for each of the $N$ sets as in Step 2.

5. Combine the set-specific summary statistic(s) across the $N$ sets into a pooled summary statistic(s).

6. Compare the pooled summary statistic(s) from Step 5 with the observed summary statistic(s) from Step 2.

The summary statistic(s) used in Step 2 and Step 4 depends on the meta-analysis. For the inverse-variance, the summary statistics are the effect size (Equation 2.6) and its variance (Equation 2.7). For the RankProd technique, it is the geometric average of the ranks of differences as described above. For Fisher’s method, we need to first calculate the $p$-value from, say, a two-sample $t$-test with equal variance assumption. Then the summary statistic is negative twice of the sum of log $p$-values. For vote counting, the summary statistic is the number of studies a gene was found significant at certain $p$-value threshold.

Note that for vote counting, Fisher’s method and RankProduct we considered the testing the null hypothesis that there are no significantly up-regulated and the null hypothesis that there are no significantly down-regulated genes separately. Therefore we calculated two one-sided $p$-values and corresponding ranks and did not adjust for the multiple hypothesis testing problem. For vote counting, we considered a gene significant if the $p$-value was less than 0.05.
For inverse-variance technique, we used the fixed effect model as we expect no heterogeneity
between the five sets. However, in a real meta-analysis, where we are certain that the datasets
are generated from different labs or different platforms or the subjects are from different very
populations, we strongly recommend using the random effects model instead.

For rank aggregation, we used the R implementation for RankProd (Hong et al., 2006). We
coded all other techniques in R and is available in Appendix A.5. We plan on releasing these
codes to the community as the R package metaGEM in the future.

There are several advantages to using a single dataset as we have done here. First it avoids
the need to find a realistic simulation or a dataset that can act as a gold standard. Second,
the variation between different sets is smaller than using data from different sources of
origin. Third, all the sets contain the same probeset, which we treat here as having a unique
GeneID each, so we can avoid the many-to-many relationship between probes described in
Section 6.3.5.

7.3.2. Results

We present the results by applying the methodology on Singh et al. (2002) which contains
the gene expression for 12625 probesets (treated as independent genes here) for 50 normal
prostate tissues and 52 cancerous prostate tissues. We chose \( N = 5 \) sets and randomly
sampled (without replacement) 10 normal tissues and 10 – 11 cancers into each set. The
entire procedure was repeated few times with similar conclusions. Thus we show the results
for one such random sampling.

Vote counting

We calculated the one sided \( p \)-value (from equal variance t-test) for up- and down-regulated
genes in the combined data and each of the set. The decision rule when analyzing the
combined dataset is to simply declare genes as significant if the \( p \)-value is below the threshold
\( p_{comb} \). The decision rule when analyzing the \( N \) sets of data is to declare genes as significant
if it is found significant at the \( p \)-value threshold \( p_x \) in at least \( x \) of the \( N \) studies. In
the latter case, if we let \( X \) be the random variable \"number of studies with significant
results\", then \( X \sim Binomial(N, p_x) \). Thus, in order to make a valid comparison, one
needs fix two of three parameters \( x, p_x, p_{comb} \) and estimate the third parameter by solving
\[
\sum_{x=x}^N \binom{N}{x} p_x^x (1 - p_x)^{N-x} = p_{\text{comb}}.
\]

In our simulation, selecting genes which are significant at \( p_x = 0.05 \) in at least 3 studies (i.e. more than half the studies) gives \( p_{\text{comb}} = 0.001158125 \). The cross-tabulation between the genes declared significant in the combined dataset and individual sets is given in Tables 7.1-7.2. The last two columns depicts the decision rules for classifying genes as significant. Using these to calculate the misclassification rate gives 2.6\% and 4.1\% for up-regulated and down-regulated genes. One could choose to weight the false negatives much more than false positives instead, but doing so adds yet another arbitrary decision.

<table>
<thead>
<tr>
<th>( x ) = Number of sets in which ( p &lt; 0.05 )</th>
<th>Decision Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>( p \geq 0.001158125 \text{ in combined} )</td>
<td>8804</td>
</tr>
<tr>
<td>( p &lt; 0.001158125 \text{ in combined} )</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 7.1.: Agreement of the vote counting method for testing up-regulated genes.

<table>
<thead>
<tr>
<th>( x ) = Number of sets in which ( p &lt; 0.05 )</th>
<th>Decision Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>( p \geq 0.001158125 \text{ in combined} )</td>
<td>6321</td>
</tr>
<tr>
<td>( p &lt; 0.001158125 \text{ in combined} )</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 7.2.: Agreement of the vote counting method for testing down-regulated genes.

**Fisher’s method**

Figure 7.1 shows the agreement of the test statistics and \( p \)-values for Fisher’s sum of logs method. Notice that the meta-analyzed test statistic is greater than the test statistics from the combined dataset which is counter intuitive at first sight, given that the combined dataset should be statistically more powerful. This is because the test statistics on the combined dataset is \( \chi^2 \) distributed while the meta-analyzed test statistics is \( \chi^2_{10} \) distributed and thus not comparable. By converting the test statistics into \( p \)-values, which standardizes for the degrees of freedom, we see an improved agreement (bottom row of Figure 7.1).
Figure 7.1: Top row plots the raw Fisher’s methods’ test statistics (negative twice the sum of log p-values) obtained from the combined dataset and the meta-analysis of 5 subsets. The bottom row plots the corresponding p-value of the test statistic from comparing the statistics from combined dataset with $\chi^2_2$ and statistics from meta-analysis with $\chi^2_{10}$. The left and right column shows the results from testing the null hypothesis that there is no significantly up-regulated genes and down-regulated genes. The red line is the line of identity.

Rank Product

We calculated and plotted the RankProduct statistics in Figure 7.2. We did not not calculate the p-values for this method, since it is very computationally intensive and time consuming. However, we expect a good agreement in p-values given the good agreement of the statistics here.
Figure 7.2: Plot of the test statistics from RankProd (Hong et al., 2006) method for the combined dataset and meta-analysis of 5 subsets for testing of up-regulated genes (left) and down-regulated genes (right).

**Fixed Effect Inverse-Variance**

Figure 7.3 shows a good agreement both at the scale of effect sizes and the $p$-value of the effect sizes. Note that we do not need to separate the graphs for up-regulated and down-regulated genes as we are not combining significance measures. If the effect sizes for a gene from two studies are discordant, then they should largely cancel each other out.

Figure 7.3: Plot of the effect size (left) and $p$-value (right) between the combined dataset and meta-analysis of 5 subsets using fixed effect inverse-variance technique.
7.3.3. Discussion on quantitative arguments

Even though the methodology is applied to a somewhat artificial situation, it shows some of the strengths and weaknesses of the various techniques. We caution that the results need to be repeated with other datasets and under other conditions (e.g. using sets of different sizes).

From visual inspection of the Figures 7.1 - 7.3, the inverse-variance and Rank Product can approximate both the test statistics and p-values of the combined datasets very well. However, a lack of theoretical derivation for Rank Product means that computing the p-value has to be done using permutations which is computationally intensive. Fisher’s method is unable to approximate the test statistics but does well in approximating the p-values. The vote counting method performs very poorly and requires one to choose an arbitrary cutoff. We believe that combining the effect sizes using an inverse-variance model is the most comprehensive approach for meta-analysis of two-class gene expression microarrays. In addition to the characteristics discussed above, the inverse-variance technique has the following decisive advantages:

1. The output, which is the pooled effect size of differential expression and its standard error, is a biologically interpretable discrimination measure.

2. It is the only method that automatically weights the contribution of each study by its precision, which is related to the study sample size.

3. The contributions of individual studies and the amount of heterogeneity in the overall summary result can be visualized using a forest plot (Lewis and Clarke, 2001)

4. It uses the effect size, a standardized unit, from each study which facilitates the combining of signals from Affymetrix (or other one-channel platforms) and expression ratios from two-channel technology platforms.

5. Unlike other techniques discussed here, we do not need to test the null hypothesis for up-regulated genes and down-regulated genes separately.

6. The only other decision to make is whether to use a random effects model or a fixed effect model in situations where the different studies arise from homogenous sources. However, such circumstances are rare and one can formally test the heterogeneity
between studies to guide the decision.

In the next section, we look at the mathematical derivation for the inverse-variance in detail.

### 7.4. The inverse variance technique for meta-analysis

The inverse-variance technique (Deeks et al., 2001; Sutton et al., 2000) allows one to combine the effect sizes from different studies, which estimates the underlying effect as the weighted average of the study-specific effect sizes from \( N \) different studies. This is represented mathematically as follows:

\[
\hat{g} = \frac{\sum_{i=1}^{N} w_i g_i}{\sum_{i=1}^{N} w_i}
\]  

(7.1)

and its variance as

\[
Var(\hat{g}) = \frac{1}{\sum_{i=1}^{N} w_i}
\]  

(7.2)

where \( g_i \) is the effect size described by Hedge’s adjusted \( g \) (see Equation 2.6) of the \( i^{th} \) study. \( w_i \) represents the weights of \( i^{th} \) study and is inversely proportional to the study-specific variances, \( v_i \) (see Equation 2.7).

From Equation 2.7, it is clear that the weights are heavily related to sample sizes. It is the difference in the definitions of \( w_i \) that distinguishes a random effects model from a fixed effect model.

In the **fixed effect model**, we assume the underlying true effect size is the same for all studies. The weights are reciprocals of the study-specific variance of effect size. In other words, studies with lower variance (i.e. higher precision) are weighted higher.

\[
w_i^F = \frac{1}{v_i}
\]  

(7.3)

In the **random effects model**, we assume that the underlying true effect size varies across studies with variance \( \tau^2 \). Therefore we moderate the study-specific variances with the between-study variance.

\[
w_i^R = \frac{1}{\tau^2 + v_i}
\]  

(7.4)

The \( Q \) statistic can be used to test the null hypothesis \( \tau^2 = 0 \) and thus to choose between a fixed effect and random effects model. It is calculated as the weighted sum of squares of the
deviation under the fixed effect model and is distributed as $\chi^2_{N-1}$ under the null hypothesis.

$$Q = \sum_{i=1}^{N} w_i^F (g_i - \hat{g}^F)^2$$  \hspace{1cm} (7.5)

In the context of microarrays, we obtain a $Q$ statistics (or the corresponding $p$-value) for each gene. Choi et al. (2003) propose the use of the random effects model if we reject the null hypothesis for majority of the genes. However, if there are good reasons to assume heterogeneity because of biological and technical details of the studies included, as we do in our case study, then one must use the random effects model regardless of the $Q$ statistics value.

The between-study variance ($\tau^2$) is calculated using the weighted least squares approach (Deeks et al., 2001; Sutton et al., 2000).

$$\tau^2 = \max \left( 0, \frac{Q - (N - 1)}{U} \right)$$  \hspace{1cm} (7.6)

where $$U = S_w^2 - \frac{\sum_{i=1}^{N} (w_i^F)^2}{S_w}$$  \hspace{1cm} (7.7)

where $$S_w = \sum_{i=1}^{N} w_i^F$$  \hspace{1cm} (7.8)

We expect variation between the microarray studies included in the meta-analysis of gene expression data, due to both the biological differences (e.g. tumor types, different patient populations) and technical differences (e.g. different platforms, laboratories). Therefore, we use the random effects model to combine information across different studies. However, when combining information from within the same study (see Section 6.3.5), one can expect a reasonable level of homogeneity and therefore use the fixed effects model instead.

### 7.4.1. $p$-value calculation for the inverse-variance technique

The $p$-value can be defined as the probability of observing a test statistic that is as extreme or more extreme than the observed value when the null hypothesis is true. A small $p$-value indicates evidence for rejecting the null hypothesis. The null hypothesis here is that the effect size is zero with the alternative hypothesis being that the effect size is non-zero.

The test statistics used is $z = \hat{g} / SE(\hat{g})$ and there are several ways of deriving the $p$-value for this statistics. First, one can use permutation to empirically calculate the distribution
of $z$ under the null hypothesis. This involves randomly switching group labels within each set and repeating the entire meta-analysis several hundreds of thousands of times, each time calculating and storing the $z$ values for all genes. Next, for each gene, we calculate how many of the (absolute) $z$ values under permutation exceed the observed value.

The permutation method is computationally intensive and time consuming. An more common alternative is to assume the test statistics $z$ is Gaussian distributed. Indeed, it can be shown that this is asymptotically true. The $p$-value is then the cumulative probability of the observed statistics according to the Gaussian distribution.

However, Follmann and Proschan (1999) showed that using the Gaussian assumption for $N \leq 30$, which is often the case in practice, suffers from serious Type I error inflation. They propose using the $t$-distribution with $N - 1$ degrees of freedom instead.

We investigated if the findings from Follmann and Proschan (1999) holds true in the context of meta-analysis of microarray datasets. Therefore, we empirically calculated the $p$-value under 100,000 permutations using the setup and data described in Section 7.3. This $p$-value derived from the Gaussian distribution and $t$-distribution with 4 degrees of freedom was calculated and compared with those based on permutation in Figure 7.4. This figure shows that the Gaussian assumption is sufficiently adequate here. Note that both figures show a saturation at $p = 10^{-5} = 1/100,000$ which is the limit of number of permutations chosen.

![Figure 7.4](image-url)

Figure 7.4.: Comparing the $p$-value from Gaussian distribution (left) and $t$-distribution with 4 degrees of freedom with the $p$-value obtained from 100,000 permutations. The red line is the line of identity.
7.5. Summary

We started this chapter by briefly discussing the available techniques that can be classified into four categories. Next, we discussed the strengths of each technique quantitatively by asking a series of questions. We tried to empirically quantify the ability of each technique but this did not yield a clear answer as desired. Finally, we chose and described the inverse-variance technique which we believe is the most comprehensive technique for meta-analysis of microarray datasets.

In the previous chapter, we discussed the key issues in conducting a meta-analysis. In this chapter we describe two related case studies. The first case study is presented as a proof-of-concept to show that meta-analysis of microarray datasets can reveal useful information. We focus on solid tumors only and analyze all available genes. The second case study, which motivated this section, is focused on apriori protein folding genes and materials from this case study is being prepared as the following pair of articles:


8.1. Motivation

8.1.1. Meta-analyses of protein folding genes

Chaperone protein folding genes (PFGs) are an ancient and evolutionarily conserved class of proteins that guide the folding of other proteins. Typical examples of PFG are heat-shock proteins. Increased levels of PFGs are regarded as common in tumours and play an important role in oncogenesis. More specifically, under cellular stress such as those present in tumour cells, many proteins get unfolded. And thus, it is well described (Ma and Hendershot, 2004; Mosser and Morimoto, 2004; Calderwood et al., 2006) that the expression levels of PFGs increases in tumors as a response to stress in order to restore the normal protein-folding environment.

Dr. Francesco Pezzella and Dr. Jianting Hu, our collaborators from Cancer Research UK, observed that some PFGs had instead a lower level of expression in two of their DNA microarray studies: a) Hu et al. (2005) which identified 243 genes discriminating non-small cell lung carcinomas from normal lung tissues and b) Couvelard et al. (2005) which identified 304 and 215 genes discriminating group 1 and group 2 endocrine pancreatic tumours from normal endocrine pancreatic tissues. Within these clusters of discriminatory genes, they identified several protein folding genes were down regulated. Interestingly, some of the down regulated genes coded for chaperones to well-known tumour suppressor genes.

Thus, they hypothesized that some PFGs could truly be down-regulated in tumours instead. This may represent a new major oncogenic mechanism in which the tumour suppressor activity is lost because an otherwise normal protein cannot fold properly, following reduced availability of chaperone proteins.

To investigate this hypothesis, we proposed carrying out a meta-analysis of PFGs expression levels using available DNA microarray. Since DNA microarrays is a comprehensive technology, we can obtain the expression levels from many PFGs simultaneously from each study. This also allows us meta-analyze the co-expression of PFG expression profiles across different studies in the future.
8.1.2. Meta-analyses of solid tumours

This case study is presented as a proof-of-concept that meta-analysis of microarray studies can reveal useful information. Adopting an agnostic approach, we meta-analysis all available genes and check if the resulting gene lists and associated pathways make biological sense.

We decided to focus only on solid tumours (e.g. lung, pancreas, prostate) because our clinical colleagues informed us that the published literature and biology of solid tumours is very different from non-solid tumours (e.g. leukemia) and also since bulk of our data are solid tumours. While this heterogeneity between solid and non-solid tumours is compatible with the objective of the meta-analyses of protein folding genes where generalizability across tumour types is important, it is an unnecessarily complication for this proof-of-concept case study. We do not attempt to interpret the results in detail here as it is beyond the scope of this thesis.

8.2. Methods

8.2.1. General methods

We concisely describe the methods in Table 8.1 using the same steps and number ordering as in Table 6.1. Table 8.2 lists the characteristics of the included studies and Figure 8.1 shows the data acquisition process.

1. **Objective:** Integrate information from multiple studies using DNA microarray technology for the following two aims.
   
   a) To identify protein folding genes (PFGs) that are consistently down-regulated across solid and non-solid tumours.

   b) To identify genes that are either consistently up-regulated or down-regulated (and associated pathways) in solid tumours.
Inclusion-exclusion criteria: We included any dataset that satisfied all of the following:

- has data based on human tissues.
- contains ≥ 7 primary tumor tissues. Metastatic tumors and cell lines are excluded.
- contains ≥ 7 normal tissues from corresponding origin. Benign tumors are excluded.
- uses a high density genome-wide array. Specialized or boutique arrays are excluded.
- the feature-level extraction output (FLEO) files must be freely available.

An extra exclusion criteria for the meta-analysis of solid tumours is that we exclude non-solid tumours like those from B-cell and bone marrow tissues.

See Figure 8.1 for data retrieval of 26 studies. Ramaswamy et al. (2001) had 5 sets of cancer-normal tissues that satisfied our criteria and thus we have 30 datasets (Table 8.2) for meta-analysis of protein folding genes and 26 datasets for meta-analysis of solid tumours.

Array quality check: Not performed as this information was not available for all studies.

Preprocessing FLEO files: Arrays from the Affymetrix platform were RMA preprocessed (Irizarry et al., 2003b) and arrays from two-channel technology were LOESS normalized (Smyth and Speed, 2003; Yang et al., 2002) and then standardized to have the same variability across arrays within studies. We omitted any arrays with more than 25% missing values. Gene expression values for all studies are on a log base 2 scale.

Batch effect and spot quality check: Not performed as the required information was not available for all studies.

Aggregate technical replicates: Bhattacharjee et al. (2001) and Winter et al. (2007) had technical replicates, which we averaged using a simple mean.

Compatibility check: Not performed.
Annotation matching: For the Affymetrix studies, we used the annotation packages in BioConductor 2.2.0 (built on 26th March 2008) to obtain the UniGene IDs. For the two-channel technology arrays, we mapped the Clone IDs or secondarily the GenBank Accession to UniGene IDs using the web tool SOURCE Diehn et al. (2003) on 26th April 2008.

Discard non-identifiable probes: Only 615,407 or 88% of the combined 700,307 probes could be mapped to UniGene ID. The remaining 12% were discarded from analysis.

Calculate study-specific estimates: For every probe and for every study, we calculated effect size as Hedge’s adjusted $g$ and its variance (see Section 7.4).

Expanding probes with multiple UniGene IDs: As described in Section 6.3.5.

Summarizing multiple probes per UniGene ID within a study: We used the fixed effect inverse-variance model as we expected a reasonable level of homogeneity of the information from probes within a study.

Discard poorly represented probes: We restricted to genes that were present in at least five studies. Additionally for the meta-analysis of protein folding genes, we restricted the analysis to approximately 1.2% of the genes from Step 19 which were identified as protein folding gene using Gene Ontology (Section 8.2.3). See Table 8.3 for further details.

Combine study-specific estimates: We used the random effects inverse-variance technique for each UniGene ID in turn to obtain the pooled effect size and its standard error. The random effects model differs from the fixed effect model in that it allows for and incorporates the between-study heterogeneity into study weights. We expect significant between-study heterogeneity as the studies combined are both biologically (e.g. different tumors) and technically diverse (e.g. different platforms, laboratories).
The z-statistics (ratio of the pooled effect size to its standard error) for every UniGene ID was compared to a standard normal distribution to obtain the nominal p-value. We adjusted for multiple testing using the False Discovery Rate (FDR) (Storey, 2002).

Table 8.1.: Methods for meta-analysis for the two case studies.

The decision to require at least 7 samples in each group in Step 2 is arbitrary, in order to avoid inclusion of very small or highly imbalanced studies. Furthermore, as discussed Section 6.3.2, we decided to collect the raw data from the identified studies in order to minimize the influence of preprocessing algorithm, the analysis method, the significance threshold and annotation builds used in the original studies, all of which usually differ between studies (Suárez-Fariñas et al., 2005).

We preprocessed all available CEL files even if we analyzed only a subset of the whole data. For example, we preprocessed all 360 CEL files in Yeoh et al. (2002), even though we only required 98 of them for our purpose. This ensures that the model-based algorithms (RMA, dChip and GC-RMA) have as much information as possible and thus gives better overall estimates. All resulting datasets (after transformation) were visually checked for normality within each array.

Note that Huang et al. (2003); Kuriakose et al. (2004) had matched samples (tumor and normal tissues from the same patients), while Hippo et al. (2002); Borczuk et al. (2003); Lenburg et al. (2003); Lapointe et al. (2004); Winter et al. (2007) had a mixture of matched and unmatched samples. Tumor-normal pairs make up only 16% of the data in our case study. The statistical power in paired studies is expected to be maximized if one uses matched/paired test statistics. However, to simplify the analytic approach, we treated these matched and partially matched studies as unmatched. This should yield a slightly conservative results due to reduced statistical power.
Figure 8.1.: Data identification and acquisition (Steps 3 – 10 in Table 8.1). In total, the 26 studies (corresponds to the green boxes) obtained either through our collaborators, from study co-authors, indirectly from other means or directly from the publication itself are included in the meta-analysis.
### Study Information

<table>
<thead>
<tr>
<th>Citation</th>
<th>Tissue</th>
<th>PMID</th>
<th>Platform / Chip type</th>
<th># Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baso et al. (2005)</td>
<td>B-cells</td>
<td>15778709</td>
<td>HGU-95Av2</td>
<td>10</td>
</tr>
<tr>
<td>Haslinger et al. (2004)</td>
<td>B-cells</td>
<td>15492126</td>
<td>HGU-95Av2</td>
<td>11</td>
</tr>
<tr>
<td>Klein et al. (2001)</td>
<td>B-cells</td>
<td>11734577</td>
<td>HGU-95Av2</td>
<td>20</td>
</tr>
<tr>
<td>Dynskot et al. (2004)</td>
<td>Bladder</td>
<td>15173019</td>
<td>HGU-133A</td>
<td>9</td>
</tr>
<tr>
<td>Ramaswamy et al. (2001)</td>
<td>Bladder</td>
<td>11742071</td>
<td>HGU-6800 + HU-33kSubA</td>
<td>7</td>
</tr>
<tr>
<td>Pegacatti et al. (2006)</td>
<td>Bone Marrow</td>
<td>16527801</td>
<td>HGU-133A + 2.0</td>
<td>11</td>
</tr>
<tr>
<td>Ramaswamy et al. (2001)</td>
<td>Brain</td>
<td>11742071</td>
<td>HGU-6800 + HU-33kSubA</td>
<td>9</td>
</tr>
<tr>
<td>Ramaswamy et al. (2001)</td>
<td>Colon</td>
<td>11742071</td>
<td>HGU-6800 + HU-33kSubA</td>
<td>11</td>
</tr>
<tr>
<td>Chen et al. (2003)</td>
<td>Gastric</td>
<td>12925757</td>
<td>cDNA</td>
<td>28</td>
</tr>
<tr>
<td>Hippo et al. (2002)</td>
<td>Gastric</td>
<td>11762378</td>
<td>HGU-6800</td>
<td>8</td>
</tr>
<tr>
<td>Kuriakose et al. (2004)</td>
<td>Head &amp; Neck</td>
<td>15170515</td>
<td>HGU-95Av2</td>
<td>17</td>
</tr>
<tr>
<td>Winter et al. (2007)</td>
<td>Head &amp; Neck</td>
<td>17490455</td>
<td>HGU-133A + 2.0</td>
<td>11</td>
</tr>
<tr>
<td>Lenburg et al. (2003)</td>
<td>Kidney</td>
<td>14641932</td>
<td>HGU-133A + HGU-133B</td>
<td>8</td>
</tr>
<tr>
<td>Ramaswamy et al. (2001)</td>
<td>Kidney</td>
<td>11742071</td>
<td>HGU-6800 + HU-33kSubA</td>
<td>11</td>
</tr>
<tr>
<td>Chen et al. (2002)</td>
<td>Liver</td>
<td>12056000</td>
<td>cDNA</td>
<td>75</td>
</tr>
<tr>
<td>Beer et al. (2002)</td>
<td>Lung</td>
<td>12118244</td>
<td>HGU-6800</td>
<td>10</td>
</tr>
<tr>
<td>Blattacharjee et al. (2001)</td>
<td>Lung</td>
<td>11707567</td>
<td>HGU-95Av2</td>
<td>17</td>
</tr>
<tr>
<td>Borzuk et al. (2003)</td>
<td>Lung</td>
<td>14578919</td>
<td>HGU-95A</td>
<td>7</td>
</tr>
<tr>
<td>Hu et al. (2005)</td>
<td>Lung</td>
<td>15392519</td>
<td>cDNA</td>
<td>14</td>
</tr>
<tr>
<td>Jones et al. (2004)</td>
<td>Lung</td>
<td>15016489</td>
<td>cDNA</td>
<td>19</td>
</tr>
<tr>
<td>Couvèrd et al. (2005)</td>
<td>Pancreas</td>
<td>15910598</td>
<td>cDNA</td>
<td>7</td>
</tr>
<tr>
<td>Ishikawa et al. (2005)</td>
<td>Pancreas</td>
<td>16055509</td>
<td>HGU-133A + HGU-133B</td>
<td>16</td>
</tr>
<tr>
<td>Ramaswamy et al. (2001)</td>
<td>Pancreas</td>
<td>11742071</td>
<td>HGU-6800 + HU-33kSubA</td>
<td>10</td>
</tr>
<tr>
<td>Lapointe et al. (2004)</td>
<td>Prostate</td>
<td>14711987</td>
<td>cDNA</td>
<td>41</td>
</tr>
<tr>
<td>Singh et al. (2002)</td>
<td>Prostate</td>
<td>12086878</td>
<td>HGU-95Av2</td>
<td>50</td>
</tr>
<tr>
<td>Welsh et al. (2001)</td>
<td>Prostate</td>
<td>11507037</td>
<td>HGU-95A</td>
<td>8</td>
</tr>
<tr>
<td>Aldred et al. (2003)</td>
<td>Thyroid</td>
<td>12776192</td>
<td>HGU-95Av2</td>
<td>7</td>
</tr>
<tr>
<td>Huang et al. (2001)</td>
<td>Thyroid</td>
<td>11752453</td>
<td>HGU-95A</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 8.2.: Datasets with FLEO data used for the case study. In total there are 30 datasets from 26 published studies.

### 8.2.2. Extra information about annotation and mapping

Table 8.3 shows the annotation information of the various chip designs used across the 26 studies listed in Table 8.2. For example, Chen et al. (2002) used a cDNA chip with 43,330 probes of which 5,539 probes cannot be mapped to any UniGene ID. 34,952 of the remaining 37,800 probes mapped to exactly one UniGene. After expanding the probes that mapped to multiple UniGene IDs (see Step 21 of Table 6.1), there were 40,666 records which corresponds to 28,593 unique UniGenes. Across the 30 datasets, we have 700,307 probes that map into
36,965 unique UniGeneIDs.

<table>
<thead>
<tr>
<th>Chip design</th>
<th># probes</th>
<th># mapped</th>
<th># one2one</th>
<th># records</th>
<th># UniGene IDs</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>cDNA</td>
<td>43330</td>
<td>37800 (299)</td>
<td>34952 (292)</td>
<td>40666 (299)</td>
<td>28593 (147)</td>
<td>Chen et al. [2002]</td>
</tr>
<tr>
<td>cDNA</td>
<td>42037</td>
<td>36479 (298)</td>
<td>33866 (232)</td>
<td>39007 (208)</td>
<td>27548 (155)</td>
<td>Chen et al. [2003]</td>
</tr>
<tr>
<td>cDNA</td>
<td>40366</td>
<td>33454 (243)</td>
<td>33454 (243)</td>
<td>25367 (152)</td>
<td>26272 (160)</td>
<td>Jones et al. [2004]</td>
</tr>
<tr>
<td>cDNA</td>
<td>45205</td>
<td>39470 (322)</td>
<td>42398 (322)</td>
<td>5131 (83)</td>
<td>5130 (83)</td>
<td>Lapointe et al. [2004]</td>
</tr>
<tr>
<td>cDNA</td>
<td>9190</td>
<td>8270 (131)</td>
<td>8387 (131)</td>
<td>8378 (131)</td>
<td>5130 (83)</td>
<td>Couvelard et al. [2005]</td>
</tr>
<tr>
<td>cDNA</td>
<td>9922</td>
<td>8278 (131)</td>
<td>8378 (131)</td>
<td>8378 (131)</td>
<td>5130 (83)</td>
<td>Hu et al. [2005]</td>
</tr>
<tr>
<td>HGU-6800</td>
<td>7129</td>
<td>6612 (98)</td>
<td>6195 (87)</td>
<td>7786 (105)</td>
<td>6538 (96)</td>
<td>Beer et al. [2002]</td>
</tr>
<tr>
<td>HGU-6800 + HU-35kSubA</td>
<td>16063</td>
<td>15086 (197)</td>
<td>13519 (183)</td>
<td>16999 (204)</td>
<td>11375 (152)</td>
<td>Ramaswamy et al. [2001] (5 subsets)</td>
</tr>
<tr>
<td>HGU-95A</td>
<td>12626</td>
<td>12054 (183)</td>
<td>10851 (166)</td>
<td>13466 (190)</td>
<td>9783 (147)</td>
<td>Huang et al. [2001]</td>
</tr>
<tr>
<td>HGU-95Av2</td>
<td>12625</td>
<td>12097 (185)</td>
<td>10803 (168)</td>
<td>13506 (192)</td>
<td>9796 (148)</td>
<td>Klein et al. [2001]</td>
</tr>
<tr>
<td>HGU-133A</td>
<td>22283</td>
<td>21291 (315)</td>
<td>19026 (278)</td>
<td>23884 (333)</td>
<td>13899 (175)</td>
<td>Welsh et al. [2001]</td>
</tr>
<tr>
<td>HGU-133A + HGU-133B</td>
<td>44928</td>
<td>34968 (451)</td>
<td>31238 (401)</td>
<td>38071 (475)</td>
<td>18856 (202)</td>
<td>Haslinger et al. [2004]</td>
</tr>
<tr>
<td>HGU-133A plus 2.0</td>
<td>54675</td>
<td>46976 (515)</td>
<td>41985 (466)</td>
<td>52834 (538)</td>
<td>20027 (207)</td>
<td>Basso et al. [2005]</td>
</tr>
</tbody>
</table>

Table 8.3.: Characteristics of microarrays chips used in the studies listed in Table 8.2. For each design, the number of probes spotted (# probes), the number of probes with any UniGene ID (# mapped), the number of probes that map to exactly one UniGene ID (# one2one), the number of records after expanding probes as described in Step 21 of Table 6.1 (# records), the number of UniGene IDs after summarizing probes as described in Step 22 (# UniGeneID). The numbers in the parenthesis refer to only those involved with protein folding genes.

8.2.3. Identifying Protein Folding Genes

Since we are interested in protein folding genes only, we restricted the analysis to genes mapping to Gene Ontology (http://geneontology.org/) identifier GO:0006457 which refers to the biological process "protein folding". Thus any gene that matched this id was considered as Protein Folding Gene. As we show below, using this criteria, about 0.7% of the UniGene
8.2.4. Frequency of identification

Table 8.4 shows the frequency of identification of the 36,965 UniGene IDs across the 30 datasets. Only 2236 or 6% of the 36965 UniGene IDs are present in all 30 datasets.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>820</td>
<td>3817</td>
<td>8379</td>
<td>4394</td>
<td>1552</td>
<td>249</td>
<td>1227</td>
<td>1091</td>
<td>1058</td>
<td>817</td>
</tr>
<tr>
<td>PFG</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>692</td>
<td>367</td>
<td>456</td>
<td>905</td>
<td>409</td>
<td>811</td>
<td>390</td>
<td>181</td>
<td>124</td>
<td>357</td>
</tr>
<tr>
<td>PFG</td>
<td>9</td>
<td>0</td>
<td>7</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>21</th>
<th>22</th>
<th>23</th>
<th>24</th>
<th>25</th>
<th>26</th>
<th>27</th>
<th>28</th>
<th>29</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>414</td>
<td>386</td>
<td>355</td>
<td>975</td>
<td>420</td>
<td>923</td>
<td>828</td>
<td>1824</td>
<td>548</td>
<td>2236</td>
</tr>
<tr>
<td>PFG</td>
<td>4</td>
<td>2</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>10</td>
<td>4</td>
<td>21</td>
<td>13</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 8.4: Frequency of UniGene ID identification across datasets.

Notice that 12,773 or about 35% of the 36,965 UniGene IDs are present in 3 – 4 of the 30 studies. Upon closer inspection, majority of these arise from just 4 studies, (Chen et al., 2002, 2003; Jones et al., 2004; Lapointe et al., 2004), that happens to be of cDNA design. This is also reflected in the higher values of column # UniGene ID in Table 8.3 for these four studies. Although we cannot explain these phenomena, it is possible that most of these UniGenes were excluded by the probe designers in the Affymetrix company.

8.2.5. Gene Set Enrichment Analysis (GSEA)

In gene set enrichment analysis, we look for enrichment of biological themes among the list of genes declared as differentially expressed. This has several advantageous over a gene by gene inspection. Subramanian et al. (2005) states the following problems that may be overcome by GSEA approach

(i) After correcting for multiple hypotheses testing, no individual gene may meet the threshold for statistical significance, because the relevant biological differences are modest relative to the noise inherent to the microarray technology.
(ii) Alternatively, one may be left with a long list of statistically significant genes without any unifying biological theme. Interpretation can be daunting and ad hoc, being dependent on a biologist’s area of expertise.

(iii) Single-gene analysis may miss important effects on pathways. Cellular processes often affect sets of genes acting in concert. An increase of 20% in all genes encoding members of a metabolic pathway may dramatically alter the flux through the pathway and may be more important than a 20-fold increase in a single gene.

(iv) When different groups study the same biological system, the list of statistically significant genes from the two studies may show distressingly little overlap.

GSEA begins by assigning the annotation terms that are associated with each gene. This information may be obtained from many database including the Gene Ontology which we mentioned in Section 8.2.3. The Gene Ontology project consists of three controlled vocabularies to describe the biological processes, cellular components and molecular functions of a gene.

Next, we count the number of genes associated with a given term in the list of genes that we have declared as differentially expressed. Similarly, we count the number of genes associated with this term in the background/population (i.e. all genes that would be eligible to be tested for differential expression). If there is a significantly higher proportion of genes that is associated in the gene list than the background, then we can declared that this term is enriched. There are many variety of this test which can formally test enrichment using Chi-square test, Fisher’s exact test or the hypergeometric distribution.

One of the popular tools for GSEA is a freely available bioinformatics webtool called DAVID (the Database for Annotation, Visualization and Integrated Discovery) (Dennis et al., 2003; Huang et al., 2009) and can be found at http://david.abcc.ncifcrf.gov.

The databases used in DAVID to identify annotation terms are: Online Mendelian Inheritance in Man database, Functional Categories (COG_ONTOLGY, SP_PIR_KEYWRODS, UP_SEQ_FEATURE), Gene Ontology (GOTERM_BP_FAT, GOTERM_CC_FAT, GOTERM_MF_FAT), Pathways (BBID, BIOCARTA, KEGG_PATHWAY) and Protein Domains (INTERPRO, PIR_SUPERFAMILY, SMART).
8.2.6. Logistics

Conducting such a meta-analysis may be inexpensive as it makes use of existing data. However, it can be labor intensive to identify and acquire them, which is complicated by data sharing issues. As shown in Figure 8.1, only 12 or 26% of the 46 identified studies provided valid links to FLEO data in the main text or supplementary of the article. The data for the remaining 34 studies required additional effort to locate.

Performing such a meta-analysis requires good communication skills, planning skills, persistence and patience as data often has to be requested from coauthors of the remaining studies. Contacting coauthors of 29 studies, with over 400 email exchanges, yielded the raw data for only 6 additional studies (20% success rate). At least 9 study coauthors or 31% clearly refused to share their raw data. We explore and report these findings in a larger set of studies in the next chapter.

Such a meta-analysis also has a substantial computational requirement to organize and curate the datasets. The raw data for the 30 datasets take up approximately 21 gigabytes of hard disk space to store. We then had to preprocess each datasets and extract the summary statistics for each study. The preprocessing of some of the larger studies required more that 4 gigabyte of random-access memory which is not possible in a Windows based machine and requires large scale Unix or Linux architecture.

8.3. Results of Meta-analyses of Solid Tumours

8.3.1. Gene-centric view

For this case study, we select 26 studies of solid tumours which comprises a total of 954 tumours and 432 normals. As described above, we applied meta-analyses using random effects inverse variance across the studies. The pooled effect size and the 95% confidence interval for all genes can be visualized in a summary plot (Figure 8.2). This shows that ACTL6A (Actin-like 6A) which is strongly differentially expressed.
Figure 8.2.: A summary plot of the pooled effect size (black dots) for meta-analyses of 26 solid tumours dataset and its 95% confidence interval (gray bars) sorted by the false discovery rate.

At the False Discovery rate of 0.01, there are 906 significant genes that is present in at least five studies. Thus we can expect 1% of the list or 9.06 genes to be false positives. Due to space restrictions, we list only the genes with p-value $< 10^{-6}$ in Table 8.5.
<table>
<thead>
<tr>
<th>UniGene ID</th>
<th>N</th>
<th>log OR</th>
<th>SE</th>
<th>$\tau^2$</th>
<th>$P_{FDR}$</th>
<th>Symbol</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hs.435226</td>
<td>22</td>
<td>0.846</td>
<td>0.077</td>
<td>0.018</td>
<td>4.0E-24</td>
<td>ACTL6A</td>
<td>Actin-like 6A</td>
</tr>
<tr>
<td>Hs.90522</td>
<td>24</td>
<td>-0.895</td>
<td>0.116</td>
<td>0.240</td>
<td>1.9E-11</td>
<td>DPT</td>
<td>Dermatopontin</td>
</tr>
<tr>
<td>Hs.528439</td>
<td>8</td>
<td>0.657</td>
<td>0.091</td>
<td>0.000</td>
<td>6.5E-10</td>
<td>ZBTB41</td>
<td>Zinc finger and BTB domain containing 41</td>
</tr>
<tr>
<td>Hs.21333</td>
<td>15</td>
<td>0.605</td>
<td>0.087</td>
<td>0.037</td>
<td>3.6E-09</td>
<td>ZWILCH</td>
<td>Zwilch, kinetochore associated, homolog (Drosophila)</td>
</tr>
<tr>
<td>Hs.85951</td>
<td>24</td>
<td>0.703</td>
<td>0.103</td>
<td>0.130</td>
<td>6.0E-09</td>
<td>XPOT</td>
<td>Exportin, tRNA (nuclear export receptor for tRNAs)</td>
</tr>
<tr>
<td>Hs.404741</td>
<td>22</td>
<td>0.737</td>
<td>0.110</td>
<td>0.152</td>
<td>1.5E-08</td>
<td>NFE2L3</td>
<td>Nuclear factor (erythroid-derived 2)-like 3</td>
</tr>
<tr>
<td>Hs.497788</td>
<td>24</td>
<td>0.568</td>
<td>0.087</td>
<td>0.001</td>
<td>3.9E-08</td>
<td>EPRS</td>
<td>Glutamyl-prolyl-tRNA synthetase</td>
</tr>
<tr>
<td>Hs.558865</td>
<td>24</td>
<td>-0.773</td>
<td>0.119</td>
<td>0.212</td>
<td>4.8E-08</td>
<td>CES1</td>
<td>Carboxylesterase 1 (monocyte/macrophage serine esterase 1)</td>
</tr>
<tr>
<td>Hs.495710</td>
<td>26</td>
<td>-0.778</td>
<td>0.121</td>
<td>0.285</td>
<td>6.9E-08</td>
<td>GPM6B</td>
<td>Glycoprotein M6B</td>
</tr>
<tr>
<td>Hs.565229</td>
<td>22</td>
<td>0.462</td>
<td>0.073</td>
<td>0.031</td>
<td>1.2E-07</td>
<td>C16orf88</td>
<td>Chromosome 16 open reading frame 88</td>
</tr>
<tr>
<td>Hs.169815</td>
<td>13</td>
<td>0.585</td>
<td>0.092</td>
<td>0.042</td>
<td>1.2E-07</td>
<td>FBXO45</td>
<td>F-box protein 45</td>
</tr>
<tr>
<td>Hs.463456</td>
<td>26</td>
<td>0.771</td>
<td>0.122</td>
<td>0.340</td>
<td>1.3E-07</td>
<td>NME1</td>
<td>Non-metastatic cells 1, protein (NM23A) expressed in</td>
</tr>
<tr>
<td>Hs.408241</td>
<td>24</td>
<td>0.528</td>
<td>0.084</td>
<td>0.064</td>
<td>1.8E-07</td>
<td>NUPL2</td>
<td>Nucleoporin like 2</td>
</tr>
<tr>
<td>Hs.75632</td>
<td>24</td>
<td>-0.886</td>
<td>0.141</td>
<td>0.353</td>
<td>1.8E-07</td>
<td>GSTM5</td>
<td>Glutathione transferase mu 5</td>
</tr>
<tr>
<td>Hs.496876</td>
<td>12</td>
<td>-1.731</td>
<td>0.282</td>
<td>0.783</td>
<td>3.4E-07</td>
<td>CHRDL1</td>
<td>Chordin-like 1</td>
</tr>
<tr>
<td>Hs.4</td>
<td>26</td>
<td>-1.006</td>
<td>0.174</td>
<td>0.647</td>
<td>3.5E-07</td>
<td>ADH1B</td>
<td>Alcohol dehydrogenase 1B (class 1), beta polymeric</td>
</tr>
<tr>
<td>Hs.272443</td>
<td>25</td>
<td>-0.854</td>
<td>0.139</td>
<td>0.340</td>
<td>3.5E-07</td>
<td>CCL15</td>
<td>Chemokine (C-C motif) ligand 15</td>
</tr>
<tr>
<td>Hs.594238</td>
<td>24</td>
<td>0.851</td>
<td>0.139</td>
<td>0.340</td>
<td>3.5E-07</td>
<td>KPNA2</td>
<td>Karyopherin alpha 2 (RAG cohort 1, importin alpha 1)</td>
</tr>
<tr>
<td>Hs.591343</td>
<td>13</td>
<td>0.578</td>
<td>0.094</td>
<td>0.052</td>
<td>3.6E-07</td>
<td>MTHFD1L</td>
<td>Methylenetetrahydrofolate dehydrogenase (NADP+ dependent) 1-like</td>
</tr>
<tr>
<td>Hs.519001</td>
<td>24</td>
<td>-0.706</td>
<td>0.131</td>
<td>0.307</td>
<td>4.5E-07</td>
<td>ID4</td>
<td>Inhibitor of DNA binding 4, dominant negative helix-loop-helix protein</td>
</tr>
<tr>
<td>Hs.654370</td>
<td>26</td>
<td>0.722</td>
<td>0.119</td>
<td>0.229</td>
<td>4.6E-07</td>
<td>FAP</td>
<td>Fibroblast activation protein, alpha</td>
</tr>
<tr>
<td>Hs.247280</td>
<td>22</td>
<td>0.509</td>
<td>0.084</td>
<td>0.086</td>
<td>5.2E-07</td>
<td>RHCK1</td>
<td>RanBP-type and Cdc4-type zinc finger containing 1</td>
</tr>
<tr>
<td>Hs.83393</td>
<td>8</td>
<td>0.450</td>
<td>0.075</td>
<td>0.014</td>
<td>7.3E-07</td>
<td>ANKIB1</td>
<td>Ankyrin repeat and IBR domain containing 1</td>
</tr>
<tr>
<td>Hs.2430</td>
<td>25</td>
<td>0.751</td>
<td>0.126</td>
<td>0.282</td>
<td>8.1E-07</td>
<td>VPS72</td>
<td>Vacuolar protein sorting 72 homolog (S. cerevisiae)</td>
</tr>
<tr>
<td>Hs.118066</td>
<td>26</td>
<td>0.863</td>
<td>0.145</td>
<td>0.421</td>
<td>9.7E-07</td>
<td>FLAD1</td>
<td>FAD1 flavin adenine dinucleotide synthetase homolog (S. cerevisiae)</td>
</tr>
<tr>
<td>Hs.584842</td>
<td>26</td>
<td>0.499</td>
<td>0.079</td>
<td>0.077</td>
<td>9.8E-07</td>
<td>SART3</td>
<td>Squamous cell carcinoma antigen recognized by T cells 3</td>
</tr>
</tbody>
</table>

Table 8.5.: List of genes significant at p-value < 10^{-6} for the solid tumours case study. For each UniGene ID, the number of studies the gene was present in (N), the summary of the pooled log odds ratio, standard error, between-study heterogeneity measure ($\tau^2$), FDR adjusted p-value, the gene symbol and name are shown.
8.3.2. Annotation-centric view

We entered the UniGene ID for the 906 genes into DAVID and it recognized 850 or 94% of these as the GENELIST. We entered the UniGene ID for 18,057 genes that were present in at least five studies as the BACKGROUND gene list.

For each gene, DAVID attaches the annotation terms found from various databases (including Gene Ontology). Figure 8.3 shows the available annotation terms for the two most significant genes here.

<table>
<thead>
<tr>
<th>Hs.43326</th>
<th>actin like 5A</th>
<th>Related Genes</th>
<th>Homo sapiens</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIOMART</td>
<td>Control of Gene Expression by Vitamin D Receptor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOTERM BP FAT</td>
<td>chromatin organization, chromatin remodeling, transcription, protein amino acid acetylation, chromatin modification, covalent chromatin modification, histone modification, histone acetylation, regulation of growth, protein amino acid acetylation, histone H4 acetylation, histone H2A acetylation, regulation of transcription, chromosome organization</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOTERM CC FAT</td>
<td>histone acetylation complex, nucleoplasm, plasma membrane, SWI/SNF complex, chromatin remodeling complex, membrane-organellar lumen, nuclear lumen, Nukl histone acetylation/transferase complex, HAT complex histone acetylation/transferase complex, organellar lumen, nucleoplasm part, intracellular organelle lumen, SWI/SNF-type complex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOTERM MF FAT</td>
<td>nucleotide binding, nucleotide binding, nucleotide binding, nucleotide binding, nucleotide binding, nucleotide binding, nucleotide binding, nucleotide binding, nucleotide binding, nucleotide binding, nucleotide binding, nucleotide binding, nucleotide binding</td>
<td></td>
<td></td>
</tr>
<tr>
<td>INTERPRO</td>
<td>Peptidase A, active site, Actin/Actin-like, Actin, conserved site</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMART</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SP PR KEYWORDS</td>
<td>actinactivation, actinactivator, alternative splicing, chromatin regulator, complete proteins, direct protein sequencing, growth regulation, neurogenesis, nucleus, phosphoprotein, Transcription, transcription regulation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UP_SEQ FEATURE</td>
<td>chain:Actin-like protein 5A, modified residue, sequence conflict, splice variant</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hs.8052</th>
<th>dermatopontin</th>
<th>Related Genes</th>
<th>Homo sapiens</th>
</tr>
</thead>
<tbody>
<tr>
<td>GOTERM BP FAT</td>
<td>cell adhesion, negative regulation of cell proliferation, biological adhesion, extracellular matrix organization, collagen fibril organization, regulation of cell proliferation, extracellular structure organization</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOTERM CC FAT</td>
<td>extracellular region, proteinaceous extracellular matrix, extracellular matrix, extracellular region part</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OMIM DISEASE</td>
<td>Genetic correlates of longevity and selected age-related phenotypes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SP PR KEYWORDS</td>
<td>cell adhesion, complete protein, disulfide bond, extracellular matrix, polymorphism, Parvalbumine-y carboxylic acid, repeat, Secreted, signal, sulfurification</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 8.3.: The annotation terms from various sources for two top ranking genes from the meta-analyses of solid tumours. Using multiple databases increases the chances of finding annotation terms associated with each gene.

Viewing the results gene-by-gene to identify common annotation terms is time consuming and subject to human errors. Therefore a common way is to sort terms by their enrichment (i.e. over-representation in the GENELIST). We performed the gene enrichment analyses in DAVID and the screen capture of the top few terms that are enriched in the GENELIST.
relative to BACKGROUND is given in Figure 8.4.

Figure 8.4.: A screen capture of the top few terms enriched in GENELIST. Count represents the number of genes in the GENELIST that is associated at least once with the term. LT = List Total, PH = Population Hit, PT = Population Total

This shows that term "mitotic cell cycle" from the GOTERM_BP_FAT (Gene Ontology Biological Process database) is the most enriched in the list. Let us focus on this one term to understand how the p-value was derived. We can see that in general, only 631 genes
from the GENELIST and 10,922 genes from the BACKGROUND had at least a term in the
GOTERM_BP_FAT database. Of these, 61 or 9.7% in the GENELIST and 338 or 3.1% in
the BACKGROUND was associated with this term. In other words, this term is enriched
3.1 folds (−9.7%/3.1%). Here is another way of representing these numbers.

<table>
<thead>
<tr>
<th></th>
<th>Associated</th>
<th>Not associated</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>GENELIST</td>
<td>61 (−count)</td>
<td>570</td>
<td>631</td>
</tr>
<tr>
<td>Not in GENELIST</td>
<td>277</td>
<td>10,014</td>
<td>10,291</td>
</tr>
<tr>
<td>BACKGROUND (i.e. population)</td>
<td>338 (−PH)</td>
<td>10,584</td>
<td>10,922 (−PT)</td>
</tr>
</tbody>
</table>

Table 8.6.: Number of genes that are associated and not associated with the Gene Ontology
term "Mitotic Cell Cycle"

The p-value of 2.5E-15 shown in Figure 8.4 is based on the EASE Score which is a modified
Fisher’s Exact Test. The modification is to penalize the count of positive agreement by
subtracting 1 unit. Therefore the p-value can be calculated in R as follows.

```r
## p-value from EASE score
fisher.test( matrix( c(61-1, 570, 277+1, 10014), nc=2, byrow=T ) )$p.value
[1] 2.516541e-15

## p-value from Fisher’s Exact Test for comparison only
fisher.test( matrix( c(61, 570, 277, 10014), nc=2, byrow=T ) )$p.value
[1] 6.984502e-16
```

8.3.3. Identifying Biological Themes using Annotation Clusters

We can see from Figure 8.4 that there is a great deal of redundancy in annotation terms
that are enriched. There are obvious examples such as when the term "mitosis" appears in
GOTERM_BP_FAT and SP_PIR_KEYWORDS. A less obvious example is when annotation terms are highly related with each other as in "cell cycle process", "cell cycle phase", "cell cycle".

The "Functional Annotation Clustering" tool in DAVID uses fuzzy clustering to reduce these redundancies, allowing the users to identify biological themes or modules. Using this tool at medium classification stringency (similarity threshold=0.50), we identified 240 annotation clusters of which 18 were significant for enrichment at p-value < 0.01 (see Table 8.7 for a summary) and majority of these clusters fit in with our current knowledge of cancer.

Figure 8.5 gives a more detailed view of the first three clusters. Please note that the Enrichment Score for a cluster is the geometric mean of the p-values of individual terms contained within, expressed as the negative log base 10.
### Figure 8.5: A screen capture of the first three annotation clusters from DAVID

- **Cluster 1**: Enrichment Score: 10.7
  - **GO TERM_CC_FAT**: organelle lumen, RT 159, P-Value 4.7E-14
  - **GO TERM_CC_FAT**: intracellular organelle lumen, RT 156, P-Value 5.5E-14
  - **GO TERM_CC_FAT**: nucleus-organelle lumen, RT 160, P-Value 1.4E-13
  - **GO TERM_CC_FAT**: nuclear lumen, RT 152, P-Value 4.9E-13
  - **GO TERM_CC_FAT**: nucleoplasm, RT 82, P-Value 3.2E-8
  - **GO TERM_CC_FAT**: nucleus, RT 60, P-Value 1.2E-5

- **Cluster 2**: Enrichment Score: 10.54
  - **GO TERM_BP_FAT**: mitotic cell cycle, RT 61, P-Value 2.5E-15
  - **SP_PIR_KEYWORDS**: mitosis, RT 35, P-Value 9.0E-12
  - **GO TERM_BP_FAT**: cell cycle process, RT 70, P-Value 1.5E-11
  - **GO TERM_BP_FAT**: M phase, RT 49, P-Value 2.7E-11
  - **GO TERM_BP_FAT**: mitosis, RT 39, P-Value 3.1E-11
  - **GO TERM_BP_FAT**: nuclear division, RT 39, P-Value 3.1E-11
  - **SP_PIR_KEYWORDS**: cell division, RT 42, P-Value 3.8E-11
  - **GO TERM_BP_FAT**: M phase of mitotic cell cycle, RT 39, P-Value 5.0E-11
  - **GO TERM_BP_FAT**: cell cycle phase, RT 56, P-Value 6.2E-11
  - **GO TERM_BP_FAT**: cell cycle, RT 64, P-Value 8.7E-11
  - **GO TERM_BP_FAT**: organelle fission, RT 39, P-Value 1.1E-10
  - **SP_PIR_KEYWORDS**: cell cycle, RT 57, P-Value 1.3E-10
  - **GO TERM_BP_FAT**: cell division, RT 42, P-Value 5.7E-9

- **Cluster 3**: Enrichment Score: 5.06
  - **GO TERM_BP_FAT**: DNA metabolic process, RT 57, P-Value 2.0E-8
  - **SP_PIR_KEYWORDS**: dna replication, RT 20, P-Value 4.6E-8
  - **GO TERM_BP_FAT**: DNA replication, RT 27, P-Value 7.0E-8
  - **KEGG_PATHWAY**: DNA replication, RT 10, P-Value 2.2E-4

The count represents the number of genes associated with the term and the p-values are from the EASE scores (modified Fisher's Exact test).
<table>
<thead>
<tr>
<th>Annotation Cluster</th>
<th>Enrichment p-value</th>
<th># unique genes</th>
<th># Terms</th>
<th>Example of annotation terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.0E-11</td>
<td>161</td>
<td>6</td>
<td>lumen (intracellular organelle, membrane-enclosed, nuclear lumen, organelle); nucleolus; nucleoplasm;</td>
</tr>
<tr>
<td>2</td>
<td>4.8E-11</td>
<td>94</td>
<td>13</td>
<td>cell cycle; cell division; mitotic cell cycle; nuclear division; organelle fission</td>
</tr>
<tr>
<td>3</td>
<td>1.1E-06</td>
<td>59</td>
<td>4</td>
<td>DNA metabolic process; DNA replication</td>
</tr>
<tr>
<td>4</td>
<td>1.1E-05</td>
<td>76</td>
<td>6</td>
<td>DNA damage; DNA repair; cellular response to stress</td>
</tr>
<tr>
<td>5</td>
<td>7.8E-05</td>
<td>122</td>
<td>53</td>
<td>regulation (catalytic activity, cellular protein metabolic process, ligase activity, molecular function, protein metabolic process, protein modification process, protein ubiquitination); proteolysis</td>
</tr>
<tr>
<td>6</td>
<td>1.1E-04</td>
<td>49</td>
<td>10</td>
<td>centromere; chromatin; chromosome; kinetochore</td>
</tr>
<tr>
<td>7</td>
<td>1.5E-04</td>
<td>37</td>
<td>3</td>
<td>cell cycle checkpoint</td>
</tr>
<tr>
<td>8</td>
<td>2.7E-04</td>
<td>168</td>
<td>3</td>
<td>non-membrane-bounded organelle</td>
</tr>
<tr>
<td>9</td>
<td>9.8E-04</td>
<td>140</td>
<td>12</td>
<td>ATP binding; nucleotide binding (adenyl, purine)</td>
</tr>
<tr>
<td>10</td>
<td>1.2E-03</td>
<td>26</td>
<td>12</td>
<td>damaged or mismatch DNA binding; mismatch repair</td>
</tr>
<tr>
<td>11</td>
<td>3.5E-03</td>
<td>89</td>
<td>28</td>
<td>RNA processing and binding; mRNA processing and binding; Spliceosome</td>
</tr>
<tr>
<td>12</td>
<td>4.7E-03</td>
<td>22</td>
<td>10</td>
<td>Chaperone; protein folding</td>
</tr>
<tr>
<td>13</td>
<td>5.0E-03</td>
<td>59</td>
<td>8</td>
<td>macromolecular protein complex assembly</td>
</tr>
<tr>
<td>14</td>
<td>6.6E-03</td>
<td>40</td>
<td>6</td>
<td>heparin binding; glycosaminoglycan binding</td>
</tr>
<tr>
<td>15</td>
<td>8.2E-03</td>
<td>27</td>
<td>3</td>
<td>DNA-dependent transcription</td>
</tr>
<tr>
<td>16</td>
<td>8.9E-03</td>
<td>35</td>
<td>8</td>
<td>ubl conjugation</td>
</tr>
<tr>
<td>17</td>
<td>9.1E-03</td>
<td>3</td>
<td>5</td>
<td>Myelin proteolipid protein PLP</td>
</tr>
<tr>
<td>18</td>
<td>9.3E-03</td>
<td>21</td>
<td>6</td>
<td>ribosome biogenesis</td>
</tr>
</tbody>
</table>

Table 8.7: Summary of the 18 annotation clusters from DAVID that is significant at p-value < 0.01. For each cluster, we give the Enrichment p-value (log10 of Enrichment score), number of unique genes involved in all terms within the cluster, number of terms involved and some examples.
8.4. Results of Meta-analyses of Protein Folding Genes

Using the Gene Ontology criteria, 138 UniGene IDs were identified as protein folding and in at least five of the studies. The frequency of identification is given in Table 8.4.

The pooled effect size and the 95% confidence interval for all 138 genes can be visualized in a summary plot (Figure 8.6). Table 8.8 shows the numerical output for the eleven genes that are significant at a false discovery rate of 1%. At this rate, we can expect 1% of the list or 0.11 gene to be false positives.

Figure 8.6.: A summary plot of the pooled effect size (black dots) and its 95% confidence interval (gray bars) of the meta-analyses of protein folding genes across 30 datasets sorted by the false discovery rate.
Figure 8.6 shows that while there are many up-regulated genes as theorized in the literature, there is one gene - Crystallin, alpha B (Hs.408767 or CRYAB) - appear to be significantly down-regulated. This gene was studied in all 30 studies and the pooled effect size is $2^{-0.831} = 0.56$ with a 95% confidence interval (0.44, 0.72). Thus, we could expect the expression of CRYAB to be reduced by half in cancer tissues compared to normal tissues.

<table>
<thead>
<tr>
<th>UniGene ID</th>
<th>N</th>
<th>log OR</th>
<th>SE</th>
<th>$\tau^2$</th>
<th>$P_{FDR}$</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hs.408767</td>
<td>30</td>
<td>-0.831</td>
<td>0.182</td>
<td>0.866</td>
<td>$2.9 \times 10^{-4}$</td>
<td>CRYAB</td>
</tr>
<tr>
<td>Hs.82916</td>
<td>28</td>
<td>0.616</td>
<td>0.136</td>
<td>0.400</td>
<td>$2.9 \times 10^{-4}$</td>
<td>CCT6A</td>
</tr>
<tr>
<td>Hs.421509</td>
<td>30</td>
<td>0.493</td>
<td>0.118</td>
<td>0.312</td>
<td>$1.1 \times 10^{-3}$</td>
<td>CCT4</td>
</tr>
<tr>
<td>Hs.491494</td>
<td>25</td>
<td>0.766</td>
<td>0.190</td>
<td>0.738</td>
<td>$1.4 \times 10^{-3}$</td>
<td>CCT3</td>
</tr>
<tr>
<td>Hs.162121</td>
<td>30</td>
<td>0.300</td>
<td>0.082</td>
<td>0.111</td>
<td>$5.6 \times 10^{-3}$</td>
<td>COPA</td>
</tr>
<tr>
<td>Hs.1600</td>
<td>28</td>
<td>0.475</td>
<td>0.132</td>
<td>0.364</td>
<td>$5.8 \times 10^{-3}$</td>
<td>CCT5</td>
</tr>
<tr>
<td>Hs.204041</td>
<td>25</td>
<td>0.554</td>
<td>0.158</td>
<td>0.476</td>
<td>$7.6 \times 10^{-3}$</td>
<td>AHSA1</td>
</tr>
<tr>
<td>Hs.524183</td>
<td>29</td>
<td>0.492</td>
<td>0.143</td>
<td>0.466</td>
<td>$7.7 \times 10^{-3}$</td>
<td>FKBP4</td>
</tr>
<tr>
<td>Hs.492516</td>
<td>9</td>
<td>0.963</td>
<td>0.279</td>
<td>0.555</td>
<td>$7.7 \times 10^{-3}$</td>
<td>PFDN2</td>
</tr>
<tr>
<td>Hs.534312</td>
<td>28</td>
<td>0.387</td>
<td>0.114</td>
<td>0.279</td>
<td>$8.3 \times 10^{-3}$</td>
<td>TOR1A</td>
</tr>
<tr>
<td>Hs.356331</td>
<td>27</td>
<td>0.378</td>
<td>0.113</td>
<td>0.244</td>
<td>$9.3 \times 10^{-3}$</td>
<td>PPIA</td>
</tr>
</tbody>
</table>

Table 8.8.: The output from the inverse-variance technique for the six genes which are significant at a false discovery rate of 1%. For each UniGene ID, the number of studies the gene was present in ($N$), the summary of the pooled log odds ratio, standard error, between-study heterogeneity measure ($\tau^2$), FDR adjusted $p$-value and gene symbol are shown.

After having identified the gene(s) of interest, we proceed as in a traditional meta-analysis and visualize the contribution of individual studies using forest plots. For example, Figure 8.7 shows the forest plot for Hs.408767 (Crystallin, alpha B).
**8.5. Summary**

In this chapter, we performed a meta-analysis of original individual patient DNA microarray data. The first case study is a meta-analyses of 26 solid tumours where we showed that we are able to identify genes and biological themes that are meaningful. In the second case study and motivating example of 30 datasets using only the protein folding genes, we showed that while the up-regulation of these genes in cancer is common as we anticipated, at least one protein folding gene (crystallin, alpha B) is consistently down-regulated. This suggests further lines of investigation which we are pursuing now.
9. Exploring data sharing issues in microarray genomics research

Raw data availability is critically important for good science and scientific progress. In particular it allows researchers to validate claims made, carry out additional analysis, plan new studies and, importantly for meta-analysis, enable more precise conclusions to be made. In this article we explore the raw data availability for three collections of published studies and investigate the statistical association of study and journal characteristics with these patterns. Finally, we make several recommendations to remedy this situation, and therefore improve the quality of research using microarray technology.

Materials from this chapter has been submitted and is under peer review process as:

Failure to share data in microarray research.
PLoS ONE (under review).
9.1. Introduction

Recently we attempted to acquire raw data for several published microarray studies. We expected this to be relatively straightforward since the widely adopted Minimum Information About a Microarray Experiment (MIAME) requirements (Brazma et al., 2001) recommends authors to make raw data publicly available and many leading journals require authors to follow MIAME requirements. However, we were surprised to find that only a quarter of the articles we considered reported a valid link to raw data. We decided to investigate this phenomenon more deeply, incorporating information on two other sets of studies compiled by other researchers (Piwowar et al., 2007; Ioannidis et al., 2007).

9.1.1. Minimum Information About a Microarray Experiment (MIAME) requirement on raw microarray data

Shortly after the introduction of DNA expression microarrays Schena et al. (1995), several researchers and industrial partners recognized the importance of making microarray data available. The Microarray Gene Expression Data (MGED) Society (http://www.mged.org/) was founded in November 1999 as a grass-roots organization that tasked itself to addressing this issue further. In December 2001, they published data-reporting requirements called the Minimum Information About a Microarray Experiment (MIAME) (Brazma et al., 2001) outlining the information that researchers should make available when reporting microarray experiments in publications. In October 2002, these requirements were summarized into the MIAME checklist and made available online (Ball et al., 2002). Many leading scientific journals including Cell, Lancet, Nature and Science quickly adopted and endorsed the MIAME requirements. The adoption of MIAME requirements was considered so successful that similar "minimum information" requirements for other high-throughput biological technologies modeled after MIAME have followed (Taylor et al., 2007).

In September 2004, Ball et al. (2004) updated the MIAME requirements. There were two major changes. First, they recognized Array Express (Brazma et al., 2003), CIBEX (Ikoe et al., 2003) and Gene Expression Omnibus (GEO) (Edgar et al., 2002) as MIAME-compliant repositories. Second, they proposed the compulsory submission of microarray data into
one of these three MIAME-compliant public repositories. Appendix A.6 summarizes the major milestones in microarray data reporting requirements and public repositories.

The MIAME requirements cover many aspects including descriptions of the experimental design, array design, samples, hybridization procedures, measurement data and normalization. All of these aspects are important, but here we focus only on measurement data. Access to original measurement data is important to allow validation and secondary analysis, but we found such access difficult to obtain in practice.

Minimum Information About a Microarray Experiment - MIAME

MIAME describes the Minimum Information About a Microarray Experiment that is needed to enable the interpretation of the results of the experiment unambiguously and potentially to reproduce the experiment. [Brazma et al, Nature Genetics]

The six most critical elements contributing towards MIAME are:
1. The raw data for each hybridisation (e.g., CEL or GPR files)
2. The final processed (normalised) data for the set of hybridisations in the experiment (study) (e.g., the gene expression data matrix used to draw the conclusions from the study)
3. The essential sample annotation including experimental factors and their values (e.g., compound and dose in a dose response experiment)
4. The experimental design including sample data relationships (e.g., which raw data file relates to which sample, which hybridisations are technical, which are biological replicates)
5. Sufficient annotation of the array (e.g., gene identifiers, genomic coordinates, probe oligonucleotide sequences or reference commercial array catalog number)
6. The essential laboratory and data processing protocols (e.g., what normalisation method has been used to obtain the final processed data)

For more details, see MIAME 2.0.

Figure 9.1.: Screen capture of the official MIAME website accessed on 20th August 2008.

Figure 9.1 clearly shows that MIAME requires both the FLEO and GEDM to be made publicly available. Providing only the GEDM data is insufficient as it is severely limited by the choice of preprocessing algorithm used and it does not allow for standardization of information across multiple studies to the same level as FLEO data can.
Note that MIAME working group does not yet have a consensus on whether the provision of images should also be required. The image data is many times larger than FLEO data and few image processing algorithms are freely available. The usefulness of such data is thus limited and image files are not routinely deposited. Almost all the studies investigated in this article that had provided FLEO data also provided the GEDM but only a few also provided the image files. In this article, we consider the provision of FLEO data as a necessary condition of compliance with MIAME requirements to provide raw data.

9.1.2. Why is the raw data important?

Access to raw data is important to the general community for the following reasons:

- Funding bodies and other researchers may wish to validate a claim made in a scientific article.
- One can carry out additional analysis that was not reported in the original publication.
- Since preprocessing algorithms are being actively developed and tested, one can easily update existing results by preprocessing the FLEO data using a new algorithm or test the robustness of the results under different algorithms.
- One can use existing relevant datasets to plan for new studies, for example, to estimate parameters for sample size calculations as we have done in Chapters 3-5.
- If the FLEO data are available for several biologically similar studies, then one can combine the information from them, as we have done in Chapters 6-8. The results from such a meta-analysis should yield a more precise and robust estimate of gene differential.

The importance of the raw data is even widely acknowledged in the community. For example, a survey of 313 authors and reviewers in Physiological Genomics (survey response rate of 29%) found that 92% of the survey respondents believed that depositing microarray data was of significant importance and cited many examples where they found such data to be useful for their own research Ventura (2005).

Further, providing the raw data is not only advantageous for the scientific community in general but also to the study authors themselves. Piwowar et al. (2007) found that microarray-
based studies that made their individual patient-level data (IPD) publicly available had
69% more citations independently of journal impact factor, date of publication and author
country.

9.2. Collection of studies assessed

We used three sets of collection of studies to assess for reporting of raw data. The first
set is our own collection of 63 cancer related articles which was collected to prepare for the
previously described chapters in this project and few other projects. We have excluded four
of the 67 studies for which we obtained the raw data from our close collaborators.

The second set is a list of 85 studies compiled by Ntzani and Ioannidis (2003) and used by
Piwowar et al. (2007) to investigate factors that influence citation. We could not use the
information from Supplementary Table S1 of Piwowar et al. (2007) directly as the definition
of raw data, trial size and location of raw data was inconsistent between Piwowar et al.
(2007) and our study. To elaborate further, Piwowar et al. (2007) defined "raw data" to
include both FLEO and GEDM (i.e. IPD) while we define it to be only the FLEO data.

Next, Ntzani and Ioannidis (2003), and subsequently Piwowar et al. (2007), defined the trial
size as the number of biological cases only and excluded any controls or technical replicates.

Finally, Piwowar et al. (2007) did not clearly distinguish if the link was obtained from the
article, by searching the research group’s website or from the public microarray repositories.

There were ten instances of these different definitions.

The third set comes from Ioannidis et al. (2007) who investigated the public availability
of raw data for 24 studies across two non-overlapping time periods. After confirming the
information in Table 5 of the main text of Ioannidis et al. (2007), we incorporated it.

In total, there were 146 unique studies published in 44 different journals. Although all three
sets of studies were mostly in cancer, there was little overlap, with 121 studies (82.8%)
included in only one set (see Figure 9.2).
Figure 9.2: Venn diagram showing the overlap in the number of studies in the three sets.

Diagram created using the VENNY website (Oliveros, 2007).

9.3. Data extraction

For each published article, we searched for a link to the raw data in the main text and (if available) the supplementary material. If a web link was reported, we accessed it to check if it was valid and determined the most comprehensive type of information available there. This assessment of web links was carried out in the fourth week of July 2007.

If a study reported the location of the FLEO data, we did not necessarily check for the presence of GEDM as well. Thus "data reported" had four possible values, arranged in decreasing preference: FLEO data, GEDM only (but not FLEO), invalid link and no link to any kind of IPD.

Additionally, we recorded the following study and journal characteristics:

1. **The number of months since publication from January 1999.** Occasionally, articles are published online several weeks or even months before they appear in print. We took the earliest date the article was publicly available.

2. **The sample size of the study.** If a valid link to raw data was identified, we took this to be the number of FLEO files available via the link. There were some minor inconsistencies between the number of cases found in repositories and those reported which we do not discuss here. If no valid link to FLEO data was reported, we used the
total number of microarray hybridizations reported. This information was not always
clearly reported in publications and in a few cases we approximated the numbers
from visual representations presented in the paper (e.g. number of samples shown in
heatmaps).

3. The 2006 Journal Impact Factor (JIF06) from the ISI Journal Citation Reports
2006 online at the ISI Web of Knowledge (http://www.isiknowledge.com/) for each of
the 44 unique journals that had published the articles in the superset. We tried a log
transformation of this variable but it did not change the conclusions, and therefore we
report the results from fitting it on the natural scale.

4. Whether one of the co-author(s) of the study was affiliated with a commercial
company. We did not classify the following as commercial companies: The Emme
Corporation, Mitsubishi Chemical Safety Institute and IBM Watson Research Center.

5. Whether one of the co-authors(s) was based in the USA, Europe (including the
United Kingdom) or Japan. In the combined superset 93 articles had been co-authored
by at least a researcher based in America, 55 by those based in Europe and 22 by those
based in Japan. Because an article can have co-authors from multiple regions we used
three binary indicator variables.

We did not specifically consider co-authors based in the following countries because
of low frequency as indicated in parenthesis: China including Hong Kong (7), Canada
(5), Singapore (3), Australia (2), South Korea (2), Barbados (1), Brazil (1), India (1),
Israel (1) and Thailand (1).

For each of the studies we double checked the available information (more specifically the
Supplementary Table S1 of Piwowar et al. (2007) and Table 5 of Ioannidis et al. (2007)
and corrected any inconsistencies. We also extracted some additional study and journal
characteristics that were not considered by Piwowar et al. (2007) and Ioannidis et al. (2007).

Table 9.1 gives the characteristics of the studies in each set and in the superset.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of studies in set</td>
<td>63</td>
<td>85</td>
<td>24</td>
<td>146</td>
</tr>
<tr>
<td>Median of study sample sizes</td>
<td>55 (6 - 389)</td>
<td>34 (10 - 389)</td>
<td>61 (19 - 240)</td>
<td>43 (6 - 389)</td>
</tr>
<tr>
<td>(range)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median of 2006 Journal Impact Factor (range)</td>
<td>10.11 (2.01 - 30.03)</td>
<td>12.72 (1.54 - 51.30)</td>
<td>14.86 (4.16 - 51.30)</td>
<td>10.94 (1.54 - 51.30)</td>
</tr>
<tr>
<td>Articles with co-author(s)</td>
<td>44 (69.8%)</td>
<td>56 (65.9%)</td>
<td>14 (58.3%)</td>
<td>93 (63.7%)</td>
</tr>
<tr>
<td>from USA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Articles with co-author(s)</td>
<td>19 (30.2%)</td>
<td>29 (34.1%)</td>
<td>13 (54.2%)</td>
<td>55 (37.6%)</td>
</tr>
<tr>
<td>from Europe (including UK)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Articles with co-author(s)</td>
<td>7 (11.1%)</td>
<td>14 (16.4%)</td>
<td>4 (16.6%)</td>
<td>22 (15.1%)</td>
</tr>
<tr>
<td>from Japan</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Articles with co-author(s)</td>
<td>16 (25.4%)</td>
<td>18 (21.2%)</td>
<td>5 (20.8%)</td>
<td>33 (22.6%)</td>
</tr>
<tr>
<td>with a commercial affiliation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 9.1: Characteristics of the studies in the three sets.

Next, for our own set of studies we attempted to obtain the raw data for all the studies that did not report a valid location of FLEO in the main text or supplementary materials \((n = 47)\). We proceeded as in Section 6.3.2.

Some authors responded, some of whom provided the FLEO data. Some authors stated that they had misplaced or lost the raw data and others declined access to raw data. We created an "email response" variable with the following four possible values, arranged in decreasing preference: positive (i.e. provided the FLEO data), lost FLEO, no response, denied access.
9.4. Statistical analysis

After presenting descriptive data on reporting and sharing patterns, we explored variables that might be associated with these patterns. We performed univariate logistic regressions for each of the seven variables that we assessed - number of months since January 1999, the size of the study, the 2006 Journal Impact Factor, whether one of the co-authors had a commercial affiliation, if co-author(s) was based in the USA, if co-author(s) was based in Europe, if co-author(s) was based in Japan. We consider any p-value of 0.05 or below as indicating a significant association.

After identifying the significantly associated variable, we present tabular or graphical summary of the results. All analysis and graphs were performed in the R-project software (R Development Core Team, 2004).

9.5. Results

9.5.1. Reporting and sharing of raw data

Figure 9.3 visually describes sequentially the proportion and type of data that was available directly from the articles, from searching the web and upon direct contact with the authors. For seven of the 47 studies in our own set, we obtained the data indirectly. We emailed the authors of the remaining 40 studies and only 30 (75%) responded. Of the responders, 14 provided the FLEO data, six had lost it and 10 denied access.

Four respondents were willing to share their data in return for co-authorship in manuscripts or a share in any commercial profit or intellectual property. This attitude puts at a disadvantage those who have already shared their raw data freely and thus we classified such responses as denials.

Table 9.2 describes the type of data reported in the article for each of the three sets separately and for the combined superset. While there are some differences in the results for each set, the underlying message is clear. The reporting of raw data in microarray studies is very poor, with the large majority of the articles making no attempt to provide any kind of usable data (i.e. IPD).
Figure 9.3.: Reporting and sharing of raw data in 146 microarray-based studies.

<table>
<thead>
<tr>
<th></th>
<th>FLEO</th>
<th>GEDM only</th>
<th>Invalid link</th>
<th>No link to any IPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our set (n = 63)</td>
<td>16 (25.4%)</td>
<td>17 (27.0%)</td>
<td>5 (7.9%)</td>
<td>25 (39.7%)</td>
</tr>
<tr>
<td>Piwowar et al.  (2007) (n = 85)</td>
<td>14 (16.5%)</td>
<td>14 (16.5%)</td>
<td>3 (3.5%)</td>
<td>54 (63.5%)</td>
</tr>
<tr>
<td>Ioannidis et al. (2007) (n = 24)</td>
<td>8 (33.3%)</td>
<td>8 (33.3%)</td>
<td>0 (0%)</td>
<td>8 (33.3%)</td>
</tr>
<tr>
<td>Combined superset (n = 146)</td>
<td>31 (21.2%)</td>
<td>31 (21.2%)</td>
<td>7 (4.8%)</td>
<td>77 (52.7%)</td>
</tr>
</tbody>
</table>

Table 9.2.: The frequency and percentage of the "data reported" variable

Among the articles that provided a valid link to some kind of usable data (n = 62), exactly half in the superset provided only the GEDM but not the FLEO (n = 31). This finding
is in agreement with Larsson and Sandberg (2006) who found that, on average, only 48% of studies in GEO and ArrayExpress were submitted with FLEO. This suggests that some researchers could be incorrectly associating GEDM as the raw data, perhaps because it is often the starting point for many visualization and statistical analysis.

9.5.2. Variables associated with reporting of raw data

To identify variables associated with reporting of raw data, we omitted the seven studies that provided links that were not working. We used univariate logistic regression with the response being the indicator variable if location to FLEO data was reported in main text or supplementary of article \( n = 31 \) or not \( n = 108 \).

We found that the probability of reporting the location to the raw data increased with larger sample size \( p = 0.0004 \) and rising impact factor \( p = 0.039 \); see Figure 9.4) but not with time \( p = 0.11 \); however, these three variables are inter-related.

![Figure 9.4](image)

Figure 9.4: Figure on the left shows the distribution of sample sizes for those who reported a valid link to FLEO data and those who did not. Similarly the figure on the right shows the distribution of the 2006 Journal Impact Factors for these two groups. This is a box-and-whisker plot, where the box represents the interquartile range (where 50% of the observations lie) and the whiskers extend 1.5 times the interquartile range beyond the box. The thick central line in each box represents the group medians.
9.5.3. Variables associated with sharing of raw data when its location is not reported in the article

For the analysis of data sharing, we again used univariate logistic regression with the response being the indicator variable if the respondent provided the raw data \( n = 14 \) or declined access \( n = 10 \). Only a small number of studies \( n = 24 \) were involved in this analysis so the results should be taken as only suggestive.

We found that the probability of sharing the raw data, when it is not reported in the article, decreased if one of the co-authors had a commercial affiliation \( p = 0.006 \) and with more recent studies \( p = 0.048 \). Nine out of the ten articles for which access was denied were published after October 2004.

Table 9.3 summarizes the email responses by commercial affiliation while Figure 9.5 summarizes by date of publication. Please note that these show the data include all the category of email responses, even though we only used two categories (respondents who provided and respondents who declined FLEO data) to identify statistically significant associations.

<table>
<thead>
<tr>
<th>Articles without co-author(s) with commercial affiliation ( n=28 )</th>
<th>Provided the FLEO data</th>
<th>Lost the FLEO data</th>
<th>Did not respond</th>
<th>Denied Access</th>
</tr>
</thead>
<tbody>
<tr>
<td>Articles with co-author(s) with commercial affiliation ( n=12 )</td>
<td>13 (46.4%)</td>
<td>4 (14.3%)</td>
<td>8 (28.6%)</td>
<td>3 (10.7%)</td>
</tr>
</tbody>
</table>

Table 9.3.: Summary of email responses for 40 articles that did not report a link to FLEO data in the main text or supplementary. The percentages are of the row total.
Figure 9.5.: Distribution of the date of publication by email responses for the 40 articles that did not report a link to FLEO data in the main text or supplementary.

9.6. Discussion

Our main findings can be summarized as follows

- Reporting of location to the raw data used in microarray-based articles was very poor. Less than a quarter of the articles in the combined superset provided a valid link to raw data. Further, more than half did not attempt to provide the location for any kind of data.

- The probability of reporting the location of the raw data improved with larger sample size studies and higher journal impact factors.

- If the location of raw data was not reported in the article, then the authors were less likely to share it when requested if one of the co-authors had a commercial affiliation.
These findings should serve as a useful warning for those working with other "omics" technologies as the number of studies and volume of data in these fields increases. If such poor reporting of data is observed even for the best established high-throughput biological technology, then others should learn from this and try to prevent similar problems arising in related fields.

### 9.6.1. Limitations of our study

First, we studied the current availability of raw data which does not necessarily reflect the availability of the raw data around the time of publication of the study. The latter may be assessed by using the internet archives such as the WayBackMachine (http://www.archive.org/web/web.php) but we were only interested in current availability. We anticipate that over time some authors may have retrospectively made the raw data available either due to increasing awareness of publicly available raw data, faster internet bandwidth, and availability of public microarray repositories or requests from other researchers. Indeed, after our email request, at least one group uploaded the raw data to a website that previous only had GEDM data.

Second, we are measuring association not causation. For example, we have identified that better reporting is associated with rising journal impact factor. However, we are not able to say whether authors who report the location raw data prefer to publish in high impact journals or if high impact journals are better at enforcing the reporting of raw data.

Third, we are using the affiliation of co-authors reported in the article to determine commercial affiliation and where they are based. It is common for researchers to have multiple affiliations and the reported affiliation may not be the only one. We did not assess the conflict of interest information reported in the articles. Further, few researchers co-authored multiple papers in the combined superset with consistent attitudes towards making raw data publicly available. We did not take account of this.

Finally, we have not addressed the usability of the available raw data. Larsson and Sandberg (2006) found that, on average, only 77% of all available raw data in GEO and ArrayExpress had high RNA integrity and high hybridization sensitivity to allow for future integrative research. However, they did not investigate what proportion of the published studies had
submitted their data to GEO or ArrayExpress. Thus if we intersect their finding with our finding that, on average, only 21% of the studies have reported the location to the raw data in the article, we can expect less than a sixth (= 0.21 x 0.77) of all available hybridizations from all microarray studies will be available for future integrative research, without further accounting for the unknown number of studies that never lead to a published article.

9.7. Recommendations

The problem of poor reporting of raw data has not gone unnoticed by other researchers in this field. Following Ventura (2005); Piwowar et al. (2007); Ioannidis et al. (2007) we have also shown that reporting and sharing of raw data for microarray studies is very poor. Serious steps have to be taken now in order to prevent the complete loss of data in the future. Array Express and GEO now offer a free service to ensure that the data submitted to them are MIAME-compliant (Brazma et al., 2006; Edgar and Barrett, 2006). We strongly encourage journal editors to take advantage of this new service and to continue supporting the efforts of the MGED society.

Our recommendations for authors and journal editors are given below.
Recommendations for authors

(a) Previously published studies

- If you have previously published an article using microarray result but have not made the FLEO data available, please make them available in the public microarray repositories. Using a personal or institutional site for this purpose reduces the chances of the data being found.

- Inform the journal of the location of the FLEO data so the link can be tagged to the article.

(b) New studies

- Deposit the FLEO files in one of the recommended public microarray repositories Ball et al. (2004): ArrayExpress (Brazma et al., 2003), GEO (Edgar et al., 2002) and CIBEX (Ikeo et al., 2003)

- Report the full URL to the FLEO data, preferably (also) in the abstract.

- Follow all other MIAME requirements. See the MIAME website for details http://www.mged.org/Workgroups/MIAME/miame.html

- Deposit the image files (if possible) or store them safely in a centralized location with additional backups if necessary. They may become useful in the future.

Recommendations for journal editors

- Require authors to follow the MIAME requirements.

- Clarify instructions to authors to include the following:
  1. both the FLEO and GEDM data must be deposited in accordance with the MIAME requirements
  2. the data must be deposited into either ArrayExpress, GEO or CIBEX, as recommended by MIAME (Ball et al., 2004)
  3. the full URL to the location must be stated in the main text, and preferably also in the abstract. Check the URL is correct and working.

- Check the submission of both the FLEO and GEDM data into public repositories along with adherence to other MIAME criteria before final acceptance of article. Take advantage of the new services offered by Array Express (Brazma et al., 2006) and GEO (Edgar and Barrett, 2006) if needed.

- Carry out regular MIAME compliance checks on published articles. Contact authors of previously published articles to deposit the FLEO and GEDM data if they have not done so already and electronically link to main text or supplementary of article.
9.8. Summary

The results across three different sets of studies were similar. Of the 146 articles in the superset, only 31 articles (21%) provided a valid link to the raw data in the main text or supplementary of the article. Another 38 articles (26%) either provided a valid link to summary data or gave an invalid link. Strikingly, 77 articles (53%) did not even attempt to provide a link to any kind data. In other words, we could not identify the raw data for 115 of the 146 articles considered (79%) from the main text or (if available) the supplementary of the published articles.
10. Summary, Discussion and Recommendations

This thesis set out with the aim of helping researchers select a robust list of genes from microarray studies for further investigation. To achieve this objective we discuss two inter-related topics: sample size calculation and meta-analysis of microarray data. In this concluding chapter, we summarize the work presented so far, discuss the strengths and weakness of the thesis and recommend some future directions to resolve unanswered questions.
The introductory chapter of this thesis provides the background for the readers. We discussed the history, growth and importance of microarray to molecular biology as well as some criticisms for it. We also gave a very brief background to cancer biology and microarray technology, including different data formats, platforms available and types of preprocessing algorithms.

The second chapter provided an introduction to the statistical concepts and common formulae for the sample size and meta-analysis chapters. It also introduced most of the notation used in subsequent chapters.

Chapter 9 discussed the issue of raw data availability, which affects both the sample size and meta-analysis chapters. In this chapter, we revealed evidence for poor raw data sharing despite requirements by journal editors and the impetus of the wider community. We also explored the factors that are statistically associated with data sharing patterns. Finally, we made some recommendations to help improve the sharing of raw data. The limitations of our research is addressed in the Discussion section of this chapter.

10.1. Summary of sample size chapters with discussion of strengths and future work

Chapter 3 introduced the most commonly used sample size formula in gene expression microarray studies, its shortcomings and potential amelioration. These include the provision for unequal allocation between two groups, why one should estimate the fold change and variability jointly and how to minimize the difference in approximating the t-distribution by a Gaussian distribution. We provided a step-by-step guide and a look-up table for sample size estimation.

Chapter 4 aimed to identify the optimal number of measurements per subject (i.e. technical replicates). We calculated this by minimizing the total cost, which can be divided into recruitment and measurement cost, while subject to a fixed power level using Lagrangian method. The optimal number of measurements was found to be inversely proportional to the square root of recruitment-to-measurement cost and technical-to-biological variation.
Chapter 5 demonstrated the calculation of sample sizes for the case study of MDS experiments. The R codes to calculate the sample size is given in Appendix A.4.

Future works on the sample size strand includes:

1. Calculating the sample size using methods that allow for the correlation structure of the genes (Pan et al., 2002; Zien et al., 2003) on the dataset presented here. It would be useful to see if these more sophisticated methods give similar answers to our simple approach here.

2. Similarly, to calculate the sample size using methods that use Bayesian methods or loss functions (Muller et al., 2004) on the datasets presented here.

3. Investigate if one technical replicate is optimal under more generic situation. To do this, we need to first identify suitable empirical data to estimate the technical-to-biological variation.

10.2. Summary of meta-analysis chapters with discussion of strengths and future work

Chapter 6 identified seven key issues in conducting a meta-analysis of gene expression microarray datasets and we discussed in detail the first five key issues which are related to data identification, acquisition and curation. We argued that combining independent studies not only increases statistical power through increased sample size but also allows us to assess generalizability of findings. We also provided a step-by-step checklist for performing meta-analysis in Table 6.1.

Chapter 7 addressed the choice of meta-analysis technique. We briefly introduced the available techniques that can be loosely classified into one of four categories. We then presented a series of qualitative questions that can help researchers select a meta-analysis technique. Then we attempted to quantify the performance of each of the techniques. Finally, we chose the inverse-variance technique as the most comprehensive method and presented the details of this technique.
Chapter 8 demonstrated the inverse-variance technique by applying it to a case study of protein folding genes. Here we identified, acquired and curated 30 different tumour-normal sets containing over 1700 arrays to test the hypothesis that there are some protein folding genes which are truly down-regulated in many cancer tissues. We also highlighted a few logistical issues which were integral to this study. The results show that Crystallin, Alpha B (Hs.408767) is significantly down-regulated in cancer studies and this is a novel biological finding.

Future works on the meta-analyses strand includes:

1. Develop and test a way to **meta-analyze on pathway level**. This concept is attractive for two related reasons. First, we may be able to boost the signal from genes with modest difference. Second, depending on cancer type and location, we may hypothesize that only a subset of genes from the same biological pathway may be activated to perform identical role, thus meta-analyzing at gene-level would miss the contribution of pathways. We have already seen in Section 8.3.2 that running a gene set enrichment analyses (GSEA) on the gene-level results reveals well known biological pathways. A rather simplistic approach to try would be to run a GSEA on each study individually and store the resulting annotation clusters and enrichment $p$-value; then proceed to merge on the annotation clusters and meta-analyze the enrichment $p$-values across studies.

2. **Cluster the datasets on sequence-level data.** This would involve first collecting the sequence data for the probes considered here and then creating a pipeline for clustering them in an efficient manner. There is evidence that sequence-matched datasets increases cross-platform concordance (Morris et al., 2005). Furthermore, having the sequence data extends the usefulness and shelf-life of these datasets when new and interesting questions arise (e.g. merging at exon-level rather than gene-level could address the alternative splicing problem).

3. Investigate if **adjusting for clinical variables** changes the conclusion. Again, the first step would be to collect the clinical variables from various researchers and we anticipate this to be a challenging task. Adjusting for covariates can address imbalance in baseline covariates between the two groups and also reduce variability in effect estimates of the gene.
4. Develop a better way to access compatibility between datasets that are pre-processed using different algorithms.

5. Develop a better way to benchmark the various meta-analyses techniques. Findings from this work could also have implications for single marker studies, clinical trials and epidemiological studies.

6. Assess the problem of publication bias. Prof. John Ioannidis believes that data from only 10% of all the Affymetrix chips are published. This is an intriguing gap given the high cost of purchasing the chips (and associated equipment and reagents) and the low failure rate of these chips.

7. Try to increase awareness of the importance of depositing the raw data in the public repository.

8. Extend the area of application to other fields. Meta-analyses technique is already being used in genome-wide association studies where large scale collaboration is often the norm.
10.3. Noteworthy contribution of this thesis to the field

1. Showed that joint estimation of fold change and variability is important to allow for consistent sample size calculations independent of pre-processing algorithm (Chapter 3.4.2).

2. Developed a guide to sample size calculations and parameter estimation (Chapter 3.5).

3. Demonstrated that one technical replicate is probably sufficient for Affymetrix data (Chapter 4 and 5).

4. Identified seven key issues in meta-analysis of microarray datasets (Chapter 6-8).

5. Produced a checklist for conducting a meta-analysis of microarray datasets (Table 6.1).

6. Made first attempts to formally compare different meta-analysis techniques for microarray datasets (Chapter 7).

7. Contributed the R package metaGEM to the community to perform meta-analysis of microarray datasets (see Appendix A.5 or http://hdl.handle.net/10044/1/4217).
A. Appendix

A.1. Derivation of Equation 3.3

Equation 3.3 is derived by combining the following sources of information:

- The standard sample size assuming equal allocation ratio and Normal approximation of the non-central t-distribution (also presented as Equation 3.2 here)

\[
n_A + n_B = 4 \left( \frac{z_{a/2} + z_{\beta}}{\delta/\sigma} \right)^2
\]

- The common rule of thumb that says a design with allocation ratio \( k \) requires \( \frac{(k+1)^2}{4k} \) times the sample size of a design with equal allocation ratio e.g. (e.g. see Altman, 1991, pages 459 - 460). Combining with the point above, we can rewrite it as

\[
n_A + n_B = \frac{(k+1)^2}{k} \left( \frac{z_{a/2} + z_{\beta}}{\Delta} \right)^2
\]

- Guenther (1981) who showed that using the Normal distribution to approximate the non-central t-distribution leads to a quantifiable and constant difference in the sample size. We rewrite Equation 3.1. from Guenther (1981) for a two-sided hypothesis testing problem as

\[
n_A = 2 \left( \frac{z_{a/2} + z_{\beta}}{\Delta} \right)^2 + \frac{z_{a/2}^2}{4}
\]

However, there is some ambiguity as what the correction factor should be when we calculate the total sample size \( n_A + n_B \). It could either be a constant or vary according to the allocation ratio \( k \). I used the following R codes to calculate the error in sample sizes when approximating the non-central t-test based formula with the z-test based formula.
find.power <- function(Delta, sig.level, n1, n2, k=1){

  if( missing(n2) ){
    if( k < 1 ) stop("k is defined as k >= 1")
    n2 <- k*n1
  }

  nu <- n1 + n2 - 2
  qu <- qt(sig.level/2, nu, lower = FALSE)
  ncp <- sqrt( (n1 * n2) / (n1 + n2) ) * Delta
  pow <- pt(qu, nu, ncp=ncp, lower = FALSE) + pt(-qu, nu, ncp=ncp, lower = TRUE)
  return(pow)
}

approximation.error <- function(sig.level, power, Delta, k){

  ## Find the exact solution using recursive non-central t-test
  fn <- function(n1)
    find.power(n1=n1, Delta=Delta, sig.level=sig.level, k=k) - power
  nA.exact <- unroot( fn, lower=2, upper=1000000 )$root
  n.exact <- (1+k)*nA.exact

  ## Use normal theory approximation without correction
  num <- ( qnorm( 1-sig.level/2 ) + qnorm( power ) )^2 * (k+1)/k
  nA.approx <- num/Delta^2
  n.approx <- (1+k)*nA.approx

  return( n.exact - n.approx ) # the underestimation
}

alphas <- c(0.05, 0.01, 0.001, 0.0001, 0.00001)

errs <- matrix( nr=5, nc=length(alphas) )
rownames(errs) <- paste("alpha=", alphas, sep="")
colnames(errs) <- paste("k=", c(1,2,5,10,100), sep="")

for( i in 1:5 ){
  kkk <- c(1,2,5,10,100)[i]

  for(j in 1:length(alphas)){
    errs[j, i] <- approximation.error( k=kkk, sig.level = alphas[j],
                                        power = 0.80, Delta = 1.0 )
  }
}

round( cbind( errs, NA,
              CorrectionFactor=0.5*qnorm(1 - alphas/2)^2 ), digits=2 )
which gives the following values:

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$k = 1$</th>
<th>$k = 2$</th>
<th>$k = 5$</th>
<th>$k = 10$</th>
<th>$k = 100$</th>
<th>$0.5z_{\alpha/2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>2.03</td>
<td>2.02</td>
<td>1.98</td>
<td>1.96</td>
<td>1.93</td>
<td>1.92</td>
</tr>
<tr>
<td>0.01</td>
<td>3.42</td>
<td>3.41</td>
<td>3.37</td>
<td>3.35</td>
<td>3.32</td>
<td>3.32</td>
</tr>
<tr>
<td>0.001</td>
<td>5.48</td>
<td>5.47</td>
<td>5.45</td>
<td>5.44</td>
<td>5.42</td>
<td>5.41</td>
</tr>
<tr>
<td>0.0001</td>
<td>7.58</td>
<td>7.58</td>
<td>7.58</td>
<td>7.58</td>
<td>7.57</td>
<td>7.57</td>
</tr>
<tr>
<td>0.00001</td>
<td>9.72</td>
<td>9.72</td>
<td>9.73</td>
<td>9.74</td>
<td>9.75</td>
<td>9.76</td>
</tr>
</tbody>
</table>

The last column shows that the approximation errors do not vary much by the allocation ratio and is very close to the $0.5z_{\alpha/2}$ value (last column). Thus, we obtain the Equation 3.3.

A.2. Proof for points in Section 3.5.5: choosing the allocation ratio, $k$

![Figure A.1: Plot of the multiplier factor in Equation 3.3 due to the allocation ratio $(k)$ vs. the allocation ratio $(k)$.](image-url)
From Equation 3.3 and if we let \( n = n_A + n_B \)

\[
\begin{align*}
n &= \frac{(k+1)^2}{k} \left( \frac{z_{\alpha/2} + z_{\beta}}{\Delta} \right)^2 + \frac{z_{\alpha/2}^2}{2} \\
n &= \left( k + 2 + \frac{1}{k} \right) \left( \frac{z_{\alpha/2} + z_{\beta}}{\Delta} \right)^2 + \frac{z_{\alpha/2}^2}{2}
\end{align*}
\]

\[
\frac{dn}{dk} = \left( 1 - \frac{1}{k^2} \right) \left( \frac{z_{\alpha/2} + z_{\beta}}{\Delta} \right)^2
\]

\[
\frac{d^2n}{dk^2} = \frac{2}{k^3} \left( \frac{z_{\alpha/2} + z_{\beta}}{\Delta} \right)^2
\]

Setting \( \frac{dn}{dk} = 0 \) gives \( k = 1 \) (since \( k > 0 \) by definition) and evaluating the second derivative show that this value of \( k \) minimizes \( n \).

### A.3. Derivation of \( m_{opt} \) (Equation 4.3)

First let us rewrite Equation 4.1 with \( n = n_A + n_B \) and \( \psi = \frac{z_{\alpha/2}^2}{2} \)

\[
n = \frac{(k+1)^2}{k} \left( \frac{z_{\alpha/2} + z_{\beta}}{\Delta_m} \right)^2 + \psi
\]

If we rewrite the above using \( \Delta_m = \frac{\delta}{\sigma_m} \) and \( \sigma_m^2 = \sigma_B^2 + \frac{\sigma_E^2}{m} \), we obtain

\[
n - \psi = \frac{(k+1)^2}{k} \left( \frac{z_{\alpha/2} + z_{\beta}}{\delta} \right)^2 \left( \sigma_B^2 + \frac{\sigma_E^2}{m} \right)
\]

\[
\frac{1}{n - \psi} \left( \sigma_B^2 + \frac{\sigma_E^2}{m} \right) = \frac{k}{(k+1)^2} \left( \frac{\delta}{z_{\alpha/2} + z_{\beta}} \right)^2
\]

Since \( k, \alpha, \beta, \delta \) are predetermined values, the right hand side of the equation above is a constant and we set this to \( A \).

\[
\frac{1}{n - \psi} \left( \sigma_B^2 + \frac{\sigma_E^2}{m} \right) = A \quad (A.1)
\]

Recall that the total cost given Equation 4.2 can be rewritten as \( n(C_1 + mC_2) \). The Lagrangian
operator to minimize this cost subject to Equation A.1 is given by:

\[
L(n, m, \lambda) = n(C_1 + mC_2) + \lambda \left[ \frac{1}{n - \psi} \left( \sigma_B^2 + \frac{\sigma_E^2}{m} \right) - A \right]
\]

\[
\frac{\partial L}{\partial n} = C_1 + mC_2 - \frac{\lambda}{(n - \psi)^2} \left( \sigma_B^2 + \frac{\sigma_E^2}{m} \right)
\]

\[
\frac{\partial L}{\partial m} = nC_2 - \frac{\lambda \sigma_E^2}{n - \psi m}
\]

\[
\frac{\partial L}{\partial n} = 0 \implies \frac{\lambda}{n - \psi} = \left( \frac{n - \psi}{\sigma_B^2 + \frac{\sigma_E^2}{m}} \right)
\]

(A.2)

\[
\frac{\partial L}{\partial m} = 0 \implies \frac{\lambda}{n - \psi} = \frac{nmC_2}{\frac{\sigma_E^2}{m}}
\]

(A.3)

Equating Equation A.2 to Equation A.3 gives

\[
m^2 + m \frac{\psi}{n} - \left( 1 - \frac{\psi}{n} \right) \frac{C_1}{C_2} R = 0
\]

(A.4)

where \( R = \frac{\sigma_E^2}{\sigma_B^2} \).

Note that Equation A.4 is quadratic in \( m \). The quadratic formula states that the solution to \( ax^2 + bx + c = 0 \) is given by \( x = \frac{-b \pm \sqrt{b^2 - 4ac}}{2a} \). Applying the quadratic formula in our case gives

\[
m = \frac{-\psi R}{2n} \pm \sqrt{\left( \frac{\psi R}{2n} \right)^2 - \left( 1 - \frac{\psi}{n} \right) \frac{C_1}{C_2} R}
\]

Since \( \psi > 0, R > 0, n > 0 \), then in order for \( m > 0 \), we choose the upper root of the solution.

Further if we let \( f = \frac{\psi}{2n} = \frac{\sigma_B^2/2}{2(nA_nB)} = \frac{0.25 \times \sigma_B^2}{nA+nB} \), we get Equation 4.3:

\[
m_{\text{opt}} = -f R + \sqrt{f^2 R^2 + (1 - 2f) \frac{C_1}{C_2} R}
\]

**A.4. R codes for sample size calculations**

```r
find.power <- function(Delta, sig.level, n1, n2, k=1){
  if( missing(n2) ){
    if( k < 1 ) stop("k is defined as k >= 1")
    n2 <- k*n1
  }
  nu <- n1 + n2 - 2
  qu <- qt(sig.level/2, nu, lower = FALSE)
```

\[138\]
ncp <- sqrt((n1 * n2) / (n1 + n2) * Delta)
pow <- pt(qu, nu, ncp=ncp, lower = FALSE) + pt(-qu, nu, ncp=ncp, lower = TRUE)
return(pow)

find.ss.internal <- function(sig.level, power, Delta, k, exact=TRUE){
  if(exact){
    ## Find the exact solution using recursive t-test
    fn <- function(n1)
      find.power(n1=n1, Delta=Delta, sig.level=sig.level, k=k) - power
    nA <- unroot( fn, lower=2, upper=1000000 )$root
  } else {
    ## Use normal theory approximation to above
    mult <- ((k+1)^2 / k)
    num <- mult * ( qnorm( 1-sig.level/2 ) + qnorm( power ) )^2
    cf <- 0.5*qnorm(1 - sig.level/2)^2
    nA.plus.nB <- num/Delta^2 + cf
    nA <- nA.plus.nB/(k+1)
  }
  return( c(nA=nA, nB=k*nA) )
}

find.ss <- function(Delta, sig.level, power, k=1, digits=1, exact=TRUE){
  ## Returns total sample size with allocation ratio of 1:k (k>1)

  names(sig.level) <- paste("alpha=", sig.level, sep="")
  names(power) <- paste("power=", power, sep="")
  names(Delta) <- paste("Delta=", Delta, sep="")

  wrapper <- function(x, y, my.fun, ...){
    sapply(seq(along = x), FUN = function(i)
      sum(find.ss.internal(sig.level=x[i], power=y[i], ...))
    )
  }

  out <- lapply(Delta, function(x)
    outer(sig.level, power, FUN=wrapper, Delta=x, k=k, exact=exact)
  out <- lapply(out, round, digits=digits)
  return(out)
}

A.5. R codes for meta-analysis of microarray datasets

These codes are now available as an R package. To download it and to read the Vignette, please go to http://spiral.imperial.ac.uk/handle/10044/1/4217
A.5.1. Some generic R codes

```r
library(rmeta)
library(multtest)

se <- function(x) sd(x)/length(x)

cleanNA <- function(x) return(x[!is.na(x) & is.finite(x)] )

gsub.formula <- function(pattern, replacement, x, ...)
    as.formula( gsub(pattern, replacement, as.expression(x), ...) )

install.packages.BioC <- function(x, ...){
    if( !exists("getBioC") ) source("http://www.bioconductor.org/getBioC.R")
    getBioC(x, ...)
}

blow <- function(x, scale=0.10)
    c(mini = ( min(x) - scale*abs(min(x)) ),
      maxi = ( max(x) + scale*abs(max(x)) )
    ## superseeded by extendrange()

expand.df <- function(df, key.name="keys", keys.sep = ","){
    ## every row in df may have multiple identities
    ## these identities are defined in keys, with individual keys separated by keys.sep
    ## this function expands every row that has 1:n mapping to n x 1:1 rows

    key.name <- as.character(key.name)
    skey <- strsplit(df[, key.name], split = keys.sep)
    df <- df[rep(1:nrow(df), sapply(skey, length)), ]
    df[, key.name] <- unlist(skey)
    return(df)
}

multimerge <- function(mylist){
    ## iterative version of merge using all=T option
    ## it assumes rownames is unique and is the common key

    unames <- unique( unlist( lapply( mylist, rownames ) ) )
    n <- length(unames)

    out <- lapply( mylist, function(df){
        tmp <- matrix( nr=n, nc=ncol(df),
                        dimnames=list( unames, colnames(df) ) )
        tmp[ rownames(df), ] <- as.matrix(df)
        return(tmp)
    })
}
```
bigout <- do.call( cbind, out )
colnames(bigout) <- paste(rep( names(mylist), sapply(mylist, ncol) ),
                                sapply(mylist, colnames), sep="_")
return(bigout)
}

pairwise.apply <- function(x, FUN,...){
  ## output of FUN must be scalar
  n <- nrow(x)
  r <- rownames(x)
  output <- matrix(NA, nc=n, nr=n, dimnames=list(r, r))

  for(i in 1:n){
    for(j in 1:n){
      if(i >= j) next()
      output[i, j] <- FUN( x[i,], x[j,], ... )
    }
  }
  return(output)
}

A.5.2. R codes to combine effect sizes

###########################
### Calculate and combine within study ###
###########################

getstats <- function(v, g){
  ## function to calculate basic statistics for two-class comparison for a gene
  stopifnot( identical( length(v), length(g) ) )

  x <- cleanNA( v[ which(g==1) ] )
  y <- cleanNA( v[ which(g==0) ] )

  n1 <- length(x); n2 <- length(y)
  if( n1 < 2 | n2 < 2 )
    return( c(n1=NA, m1=NA, sd1=NA, n2=NA, m2=NA, sd2=NA,
                        diff=NA, pooled.sd=NA, g=NA, se.g=NA) )

  m1  <- mean(x); m2  <- mean(y)
  diff <- m1 - m2
  sd1 <- sd(x); sd2 <- sd(y)
sp <- sqrt((n1-1)*sd1^2 + (n2-1)*sd2^2)/(n1 + n2 - 2)

cf <- 1 - 3/(4*(n1 + n2) - 9)
g <- cf * diff/sp
se.g <- sqrt((n1+n2)/(n1*n2) + 0.5*g^2 / (n1+n2-3.94))

return( c(n1=n1, m1=m1, sd1=sd1, n2=n2, m2=m2, sd2=sd2, diff=diff, pooled.sd=sp, g=g, se.g=se.g) )

getstats2 <- function(Tmat, Nmat){
  mat <- cbind(Tmat, Nmat)
  grp <- rep(1:0, c(ncol(Tmat), ncol(Nmat)))
  out <- t( apply(mat, 1, getstats, g=grp) )
  return(out)
}

summ.eff.within.study <- function(effects, option="fixed.iv"){  
  ## summarizing multiple probes that map to the same UniGene within a study
  stopifnot( all( c("g", "se.g", "keys") %in% colnames(effects) ) )
  effects <- effects[, c("g", "se.g", "keys")]
  effects$keys <- as.character(effects$keys)

  if( length( grep("", effects$keys) ) > 0 )
    stop("Multiple keys detected. Please expand geneID first")

  if(nrow(effects)==1){  
    ## hack when only effect size is available per study
    rownames(effects) <- effects$keys
    effects <- effects[, c("g", "se.g")]
    return(effects)
  }

  ## Deal with singletons first ##
  singles.keys <- names(which(table(effects$keys) == 1))
  singles.ind <- which(effects$keys %in% singles.keys)
  out <- effects[ singles.ind , ]
  rownames(out) <- out$keys; out$keys <- NULL

  ## Next, deal with multiple keys within a study ##
  multis <- effects[ -singles.ind , ]
  multis$abs.z <- abs( multis$g/multis$se.g )  
  # used if extreme option is choosen

  if(nrow(multis) > 0){  
    ## skip if no multiple ID found
    tmp <- split(multis, multis$keys)
    if (option == "fixed.iv") {

out2 <- sapply(tmp, function(m) {
  x <- unlist(meta.summaries(m$g, m$se.g, method = "fixed")
  x[c("summary", "se.summary")])
})
out2 <- t(out2)
colnames(out2) <- c("g", "se.g")

if (option == "extreme") {
  out2 <- lapply(tmp, function(mat) mat[which.max(mat$abs.z), 1])
  out2 <- do.call(rbind, out2)
  out2 <- out2[, c("g", "se.g")]
}
out <- rbind(out, out2)

out <- out[sort(rownames(out)), ]
return(out)

############################################################
### Combine across studies ###
############################################################

pool.inverseVar <- function( g, se.g, method ){

  stopifnot( identical( rownames(g), rownames(se.g) ) )
  out <- matrix( nr=nrow(g), nc=5,
                  dimnames=list( rownames(g), c("n.studies", "summary", "se.summary", "tau2", "p.value") ) )

  for(j in 1:nrow(g)){
    e <- cleanNA( g[j, ] )
    se <- cleanNA( se.g[j, ] )
    n <- length(e)

    if(n==1){
      summ <- e; se.summ <- se; tau2 <- NA
    } else {
      fit <- meta.summaries(e, se, method = method)
      summ <- fit$summary
      se.summ <- fit$se.summary
      tau2 <- ifelse( method=="fixed", NA, fit$tau2 )
      rm(fit)
    }

    pval <- 2*pnorm( abs(summ/se.summ), lower.tail=FALSE )

  }

  return(out)
}
out[j, ] <- c(n, summ, se.summ, tau2, pval)
rm(e, se, n, summ, se.summ, tau2, pval)
}

return(out)
}

combine.effect.sizes <- function (list.of.effects, between.method="random",
   within.method="fixed.iv", everything=TRUE){

  if( is.null(names(list.of.effects)) )
    names(list.of.effects) <- paste("data", 1:length(list.of.effects), sep="")

  study.effects <- lapply(list.of.effects, function(effects) {

    effects <- data.frame(effects)
effects$keys <- as.character(effects$keys)

    ## remove probes that cannot be mapped or have insufficient info
    ## observations to calculate effect size
    bad <- which( is.na(effects$g) | is.na(effects$keys) | effects$keys=="NA" )
effects <- effects[ setdiff(1:nrow(effects), bad), ]

    ## expand probes that maps to multiple keys
    effects <- expand.df( effects )

    ## summarize multiple probes within a study
    effects <- summ.eff.within.study(effects, option = within.method)
  })

  tmp <- multimerge(study.effects)
g  <- tmp[, paste(names(study.effects), ".g", sep = ""), drop=FALSE]
se.g <- tmp[, paste(names(study.effects), ".se.g", sep = ""), drop=FALSE]

  pooled.estimates <- data.frame( pool.inverseVar(g, se.g, method=between.method ) )

  if (everything) {
    return(list(g=g, se.g=se.g, pooled.estimates=pooled.estimates))
  } else {
    return(pooled.estimates)
  }
}

###########################
```r
### Visualization ###

#### Function Definition ####

```r
plot.sumsum <- function (db, cex = 0.5, K=NULL, signif.thr=1, labels=NULL, ...) {

db <- db$pooled.estimates
p.adj <- p.adjust(db[, "p.value"], method = "fdr")
summ <- db[, "summary"]
se.summ <- db[, "se.summary"]
if( is.null(labels) ) labels <- rownames(db)
LCL <- summ - qnorm(0.975) * se.summ
UCL <- summ + qnorm(0.975) * se.summ
yrange <- blow(c(LCL, UCL))

plot(yrange, range(p.adj), type = "n", log = "y", ann = F)
title(ylab = list("FDR adjusted p-value", font = 4, col = 4),
    xlab = list("Pooled Standardized Mean Difference (log2 scale)",
                font = 4, col = 4), line = 2)
grid()
arrows(LCL, p.adj, UCL, p.adj, code = 3, length = 0.05, angle = 45, col = 8)
points(summ, p.adj, pch = 20, cex = 0.75, col = 1)
abline(v = 0, col = 4, lwd = 1)

if(is.null(K)){
    neg <- which(p.adj < signif.thr & summ < 0)
    pos <- which(p.adj < signif.thr & summ > 0)
    abline(h = signif.thr, col = 4, lwd = 2, lty = 2)
} else {
    s <- split( p.adj, sign(summ) )
    r <- sapply( s, rank )
    rr <- unsplit( r, sign(summ) )

    pos <- which( summ > 0 & rr < K )
    neg <- which( summ < 0 & rr < K )
}

if (length(neg) > 0)
    text(LCL[neg] - 0.125, p.adj[neg], labels = labels[neg],
         col = "green", cex = cex, font = 4)
if (length(pos) > 0)
    text(UCL[pos] + 0.125, p.adj[pos], labels = labels[pos],
         col = "red", cex = cex, font = 4)
}

```
g <- cleanNA( db$g[ key, ] )
g <- g[ sort(names(g)) ]

se.g <- cleanNA( db$se.g[ key, ] )
se.g <- se.g[ sort(names(se.g)) ]

pool <- db$pooled.estimates[ key, "summary" ]
se.pool <- db$pooled.estimates[ key, "se.summary" ]

metaplot( g, se.g, labels=names(g),
         summn=pool, sumse=se.pool, summn=1/se.pool^-2,
         xlab="Standardized Mean Difference (log2 scale)", ylab="", main="main",
         colors=meta.colors(box="blue", lines="lightblue",
         zero="grey", summary="orange", text="red"), ... )
}

A.6. Major milestones in microarray data reporting requirements and public repositories.

<table>
<thead>
<tr>
<th>Date</th>
<th>Event</th>
<th>Reference</th>
<th>Cumulative number of articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oct 1995</td>
<td>First seminal publication using microarray technology</td>
<td>Schena et al. (1995)</td>
<td>1</td>
</tr>
<tr>
<td>Nov 1999</td>
<td>Microarray Gene Expression Data (MGED) Society founded</td>
<td></td>
<td>75</td>
</tr>
<tr>
<td>Dec 2001</td>
<td>MGED publishes the MIAME requirements.</td>
<td>Brazma et al. (2001)</td>
<td>1555</td>
</tr>
<tr>
<td>Feb 2002</td>
<td>ArrayExpress starts accepting public submissions from the public (capable of FLEO data).</td>
<td>Brazma et al. (2003)</td>
<td>1944</td>
</tr>
<tr>
<td>Oct 2002</td>
<td>Major scientific journals (including Cell, Lancet, Nature and Science) endorse MIAME requirements.</td>
<td>See journal’s editorials</td>
<td></td>
</tr>
<tr>
<td>Oct 2003</td>
<td>CIBEX starts accepting submissions from the public (capable of FLEO data).</td>
<td>Ieco et al. (2003)</td>
<td>5885</td>
</tr>
<tr>
<td>Apr 2004</td>
<td>GEO starts accepting FLEO data files.</td>
<td>Barrett et al. (2005)</td>
<td>7724</td>
</tr>
<tr>
<td>Sep 2004</td>
<td>MGED requires mandatory submission of microarray data into a MIAME-compliant public repository. MGED recognises ArrayExpress, GEO and CIBEX as MIAME-compliant repositories.</td>
<td>Ball et al. (2004)</td>
<td>9238</td>
</tr>
<tr>
<td>Nov 2006</td>
<td>ArrayExpress offers new service for reviewers/editors to check a submission for compliance to critical elements of MIAME</td>
<td>Brazma et al. (2006)</td>
<td>18429</td>
</tr>
<tr>
<td>Dec 2006</td>
<td>GEO offers new service for reviewers/editors to check a submission for compliance to critical elements of MIAME</td>
<td>Edgar and Barrett (2006)</td>
<td>18748</td>
</tr>
</tbody>
</table>
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