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Abstract

The variation of a magnetic field in the vicinity of a zero-energy resonance allows highly vibrationally excited molecules (‘Feshbach molecules’) to be produced from an ultracold atomic gas. In this thesis, we study the dynamics of this process. We begin by studying the dissociation of Feshbach molecules, showing that in the limit of a sudden jump the shape of the spectrum of dissociated atoms can act as a probe of the zero-energy resonance. For some resonances, such jumps are within reach of current experiments. We also study the intermediate region between sudden jumps and asymptotically wide, linear ramps. It is shown from a precise derivation how the latter limit leads to a universal spectrum with a shape independent of the implementation of the two-body physics, provided that the near-resonant scattering properties are correctly modelled.

We then turn to the dynamics of Feshbach molecule production from thermal and condensed gases. Our microscopic quantum dynamics approach includes the exact two-body evolution as an input to the many-body calculations. We show that in the long-time limit, and the Markov limit for the interactions, the non-Markovian Boltzmann equation (NMBE) we derive for the one-body density matrix reduces to the normal Boltzmann equation. In the limit of short times and small depletion of the atomic gas, the molecule production efficiency can be calculated by thermally averaging the two-body transition probability density. This thermal averaging technique is applied to studies of the formation of Feshbach molecules using a magnetic field modulation that is near-resonant with the molecular bound state energy. The continuum is shown to have a significant effect on both the dynamics and efficiency of this process. We examine the dependence of the molecule production efficiency on the duration, amplitude and frequency of the modulation, as well as the temperature and density of the gas. This method of producing molecules is effective for a wide range of bound state energies, but requires sufficient variation of the two-body energy levels with magnetic field.

Lastly, we implement the NMBE for the case of a fast linear ramp across a Feshbach resonance. The solution of this equation is made feasible by including a large part of the required computation in the kernel, which is calculated in advance. The NMBE allows predictions of the molecule production efficiency which go beyond the thermal averaging technique by accounting for the depletion and rethermalisation of the continuum. In the limit of small depletions, the two approaches give the same results.
As the depletion increases, the two approaches differ due to many-body effects limiting the maximum possible molecule production efficiency. We have observed this in our simulations by considering higher-density gases. We have therefore shown the suitability and practicability of this beyond mean-field approach for application to further problems in the production of Feshbach molecules from ultracold gases.
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Chapter 1

Introduction

1.1 Ultracold gases

In 1924, Bose published a derivation of Planck’s law treating black-body radiation in terms of a gas of identical photons, considering the total number in each mode rather than allocating a mode to each individually [1]. This quantum-statistical idea of the indistinguishability of particles is in contrast to classical statistics, where it is assumed that each particle can in principle be identified. Einstein extended the work of Bose to the case of an ideal gas of atoms in which number is conserved, predicting that a macroscopic number of atoms would accumulate in the ground state at a sufficiently low temperature, or sufficiently high density [2, 3]. This phenomenon became known as Bose-Einstein condensation (BEC), and the statistics of such a gas are referred to as Bose-Einstein statistics. Although there was initial scepticism about the practical significance of BEC, it was found to explain several properties of superfluid liquid $^4$He, despite the interatomic interactions in this system [4, 5]. In 1926, Fermi-Dirac statistics were suggested for an ideal gas in which no two particles can have identical quantum numbers [6, 7, 8]. This followed on from Pauli’s work on the exclusion principle in the context of electron shell orbitals [9], and was quickly applied to phenomena such as white dwarf stars, properties of metals, and electron distributions in heavy atoms (see [10] and references therein). Pauli later found that Bose-Einstein (Fermi-Dirac) statistics apply to particles with a spin equal to an integer (half an odd integer) [11].

Production of a BEC in a dilute atomic gas requires cooling it to degeneracy, where the de Broglie wavelength of the atoms, $\lambda_{\text{deB}}$, becomes comparable to the interatomic
spacing, i.e. $n \lambda_{\text{def}}^3 \sim 1$, where $n$ is the density. In current BEC experiments, typical densities and temperatures are of order $10^{13} - 10^{15}$ cm$^{-3}$ and $0.1 - 1 \mu$K. The study of atomic gases at cold ($\leq 1$ mK) and ultracold ($\leq 1 \mu$K) temperatures was made possible by the development of laser cooling techniques in the 1970s and 1980s, and the magneto-optical trapping of atoms at cold temperatures. From this starting point, ultracold gases can be produced through evaporative cooling of atoms in magnetic or optical dipole traps [12], in which the most energetic atoms are selectively removed from the gas while those remaining rethermalise. Bose-Einstein condensates of atomic gases were achieved using $^{87}$Rb [13], $^{23}$Na [14] and $^7$Li [15, 16] in 1995. Condensates have also been produced of H [17], $^{85}$Rb [18], metastable helium ($^4$He*) [19, 20], $^{41}$K [21], $^{133}$Cs [22], $^{174}$Yb [23], $^{52}$Cr [24] and $^{39}$K [25]. Early experiments in BEC focused on superfluid [26, 27] and coherence [28] properties. These experiments were well described by the theory of weakly interacting Bose gases developed by Bogoliubov [29] and discussed in several textbooks (e.g., Refs. [30, 31]). In particular, many experiments could be described using the mean-field equation derived by Gross and Pitaevskii [32, 33], commonly referred to as the Gross-Pitaevskii equation (GPE). Due to the Pauli exclusion principle, evaporative cooling of identical fermions becomes impossible as degeneracy is approached. This problem can be overcome using sympathetic cooling, in which collisions with another atomic species [21] or another spin component of the same species [34, 35] are used to maintain thermal equilibrium as the most energetic atoms are removed. To date, fermionic gases of $^{40}$K [35] and $^6$Li [36] have been cooled to degeneracy. Effects such as Cooper pairing, analogous to that observed in superconductors, have been studied [37, 38].

The interactions and confinement of cold atoms can be manipulated to a high degree of precision using electromagnetic fields, and these effects are well enough understood that many problems are theoretically tractable. Since the early studies of ultracold gases, a range of experiments has been made possible by the growing number of condensed atomic species and experimental configurations. Cold gases in optical lattices [39] provide an implementation of the Bose-Hubbard model [40] and are used for studying condensed matter systems, as well as being considered for quantum information processing [41]. Gases in quasi-1D [42, 43] and quasi-2D [43] traps have also been studied. The high ($\sim 20$ eV) internal energy of metastable helium atoms provides the possibility of detecting small numbers of atoms with high spatial and temporal resolution, which has been applied to measurements of correlation functions and the Hanbury Brown-Twiss effect for bosons and fermions [44]. Yb is a rare earth atom with a $^1S_0$ ground state and has
1.2 Resonance-enhanced collisions in ultracold gases

Resonance-enhanced collisions are those for which the relative kinetic energy of the interacting particles coincides closely with that of a metastable state, greatly increasing the collision cross-section. Significant early work was done on the problem by Fano [45, 46], who considered the autoionisation of atoms caused by tunnelling of electrons through a potential energy barrier into continuum modes of a resonant energy. In the context of the scattering of nucleons, Feshbach considered the coupling of an energy level of a subsystem to its environment resonantly enhancing the collision rate of free particles [47, 48]. Fano later pointed out the equivalence of the two pictures [46]. Resonance-enhanced interactions had been considered to some extent in earlier works. For example, the autoionisation of atoms was also considered by Rice [49].

The prospect of tuning the interactions in cold gases using a magnetic field was first raised by Stwalley, who suggested Zeeman splitting between hyperfine levels as the cause for decay due to resonant spin-flips of spin-aligned hydrogen, and that this mechanism would be suppressed by a suitable magnetic field [50]. At cold temperatures, s-wave collisions are dominant (except between identical fermions), and the collision energy is close to the dissociation threshold. At some magnetic field in the vicinity of that at which the dissociation threshold is degenerate with a bound state of another spin configuration, there is a singularity in the s-wave scattering length. This resonance coincides with the presence of an extra bound state on the side of positive scattering length. Consequently, such zero-energy resonances can be used to widely vary the scattering properties of atoms [51] and to produce molecules in their highest-excited vibrational state [52], which have become known as Feshbach molecules. The tuning of the interatomic potential allows the creation of interactions sufficiently strong that the scattering length is of the order of the interparticle separation. In this case, the theory of the weakly interacting Bose gas does not apply.

In ultracold gases, zero-energy resonances were observed in $^{23}$Na [53], $^{85}$Rb [54, 55] and $^{133}$Cs [56] in 1998. In addition to the study of strong interactions and diatomic molecules, zero-energy resonances have been used to tune the scattering length to values...
useful for other experiments. For some atomic species, such as $^{85}$Rb, $^{133}$Cs, and $^{39}$K, the $s$-wave scattering length can be tuned to zero, producing an almost ideal gas. Cr atoms have a large magnetic dipole moment and a scattering length that can be magnetically tuned to a small value [24, 57]. This allows investigation of ultracold gases in which the long-range, anisotropic magnetic dipole-dipole interaction is dominant [57, 58, 59]. Also, varying the scattering length during the experiment was central to the achievement of BEC in $^{85}$Rb [18] and $^{133}$Cs [22]. Both of these experiments employed two stages of evaporative cooling, the first at a magnetic field chosen to maximise the elastic collision rate, and the second at a field chosen to provide sufficient elastic collisions with the minimum possible inelastic loss. Inelastic collisions, leading to the heating of the gas and loss of atoms, can also be enhanced in the vicinity of zero-energy resonances.

1.3 Ultracold diatomic molecules

Ultracold molecules provide an opportunity to study chemistry at low temperatures, where the interactions are well understood and widely tunable. Interactions between diatomic molecules, and between dimers and atoms, provide an entry to studies of few-body physics. Although an established technique for atoms, laser cooling is difficult to implement for molecules because of their more complicated internal structure. For this reason, samples of cold molecules are usually produced from atomic gases by photoassociation [60] or by varying a magnetic field in the vicinity of a zero-energy resonance [61]. Buffer gas cooling, in which an atomic or molecular cloud is cooled by thermalisation with a cryogenically cooled background gas, has been used to produce samples with temperatures of order 100 mK [62, 63, 64]. Photoassociation [60, 65] was the first method by which cold dimers were produced. Typically, photons are used to couple pairs of atoms to a metastable state of an excited potential, which then spontaneously decays into a bound state of the lower potential [66]. The first experiments in photoassociation produced $^{23}$Na$_2$ [66], $^{85}$Rb$_2$ [67], $^{133}$Cs$_2$ [68, 69], and $^{39}$K$_2$ [70] from magneto-optical traps. Wyner et al. produced $^{87}$Rb$_2$ starting from an atomic condensate [71].

Feshbach molecules were first produced by Wieman’s group from a gas of $^{85}$Rb [72], using a sudden jump in the magnetic field which projected some atom pairs onto the molecular state. Feshbach molecules have since been created of $^{133}$Cs$_2$ [73], $^6$Li$_2$ [74, 75, 76], $^{23}$Na$_2$ [77], $^{87}$Rb$_2$ [78], and $^{40}$K$_2$ using both $s$-wave [79] and $p$-wave [80] res-
1.3 Ultracold diatomic molecules

In addition, heteronuclear molecules of $^{85}\text{Rb} - ^{87}\text{Rb}$ [81] and $^{40}\text{K} - ^{87}\text{Rb}$ [82, 83] were recently produced. The majority of these experiments used a linear magnetic field ramp across the zero-energy resonance from negative to positive scattering length. For a trapped gas, the lowest trap state for a pair of atoms is adiabatically mapped onto the Feshbach molecular state as the resonance is crossed, and so some atom pairs are converted to molecules. This has remained the standard technique for producing Feshbach molecules [73, 74, 76, 77, 78, 79, 84, 85, 86, 87, 88]. Other techniques demonstrated include a magnetic field modulation resonant with the molecular bound state energy [80, 81, 89], and thermalisation of the atomic gas into a molecular cloud during a long hold time in the strongly interacting region around the resonance [75, 90, 91]. Bound molecule-like states of two particles have been found to form for negative scattering lengths in one-dimensional waveguides [92] and optical lattices [82, 93]. In contrast to photoassociation, molecules formed by magnetic field variation are typically in their highest excited vibrational bound state. Recently, however, efficient transfer of $^{87}\text{Rb}_2$ Feshbach molecules over avoided crossings with deeper bound states was achieved using rf radiation [94].

For magnetic fields sufficiently close to the resonance, the physics of an interacting pair of cold atoms is described solely by the scattering length, a phenomenon referred to as universality (see, e.g., Ref. [61]). Close to the resonance, the Feshbach molecular state has a large spatial extent [95]. Such molecules are an example of a quantum halo system, in which the wavefunction typically has a large admixture beyond the outer classical turning point of the interatomic potential [96]. Measurements of bound state energy [72, 79, 92, 97] and molecular lifetime [98, 99] have confirmed the long range, halo-like form of the molecular wavefunction in the universal regime. In the case of $^{85}\text{Rb}$, the molecules are in an excited state and so decay due to inelastic spin relaxation [98, 99], a process which occurs at a higher rate for dimers of a small spatial extent. The long range wavefunction of molecules in the universal regime therefore enhances their stability. In the case of dimers formed from a gas of atoms of two different Zeeman states of a fermionic atom, atom-dimer relaxation is suppressed by the Pauli exclusion principle, as two of the three atoms must be identical and so can interact only via $p$-wave interactions [100, 101]. This allows molecular lifetimes on the order of seconds for the 830 G resonance of $^6\text{Li}$ [74, 75, 76]. Bosonic dimers, on the other hand, do not have this suppression.
Degenerate samples of molecules are difficult to produce by photoassociation, due to the population of several molecular states, or unwanted Raman processes in the case of Raman beam photoassociation, and to date have only been made using magnetic field variation. In the experiments of Wieman’s group in $^{85}\text{Rb}$ [72], the application of a Ramsey-like pulse in the magnetic field showed coherent evolution between the molecular and atomic components, proving the coherence of the molecular sample. A degenerate sample of $^{23}\text{Na}_2$ was produced by Ketterle’s group using a linear magnetic field sweep [77]. Molecular condensates, which also require the gas to be in thermal equilibrium, have been created from degenerate Fermi gases of $^{40}\text{K}$ [84] and $^6\text{Li}$ [90, 102]. The long lifetime of the dimers allowed thermalisation of the molecular sample and evaporative cooling into the degenerate regime. These experiments, in forming bosonic molecules from fermionic atoms, have given rise to a number of experiments investigating the crossover from BCS pairing to a BEC of molecules [37, 38], as well as associated theoretical work (see [61] and references therein).

Ultracold mixtures of different atomic species, as used in some sympathetic cooling experiments [21], have allowed the study of coexisting degenerate Bose and Fermi gases [42], the separation of bosonic and fermionic components [103], and the production of heteronuclear Feshbach molecules [81, 82, 83]. Heteronuclear molecules in low-lying vibrational states are predicted to have a large electric dipole moment, and are of interest for precision measurements such as the search for a permanent electron electric dipole moment [104]. The experiment of Ref. [82] was carried out in an optical lattice, a context in which heteronuclear molecules are also thought to hold potential as an implementation of quantum information processing [105]. Ultracold atoms and molecules are also used for studies of few-body physics. Zero-energy resonances between molecules of $^{133}\text{Cs}_2$ have been observed [106]. Evidence for resonant universal states of three atoms in the vicinity of zero-energy resonances has also been reported [107]. In addition to theoretical work on three-body bound states (see [108] and references therein), a number of studies have begun to look at the structure and dynamics of four-atom systems [109].

For isolated pairs of atoms in an optical lattice, the molecule production efficiency can be made close to 100% by using, for example, a sufficiently slow ramp across a zero-energy resonance [110]. In this case, the suppression of tunnelling by a sufficiently strong potential barrier between each site prevents many-body effects from playing a role. For the formation of diatomic molecules in a loosely trapped gas, however, many-
body effects become significant for times long enough that an interacting pair can be affected by interactions with a third atom. As well as changing the molecule production efficiency, many-body effects alter the velocity distribution of the remaining atoms, leading at long times to rethermalisation. Consequently, the question of the ultimate limits on the production efficiency of ultracold molecules from a loosely trapped gas requires consideration of the many-body effects occurring throughout the process. The maximum production efficiencies from atomic gases in loose harmonic traps achieved to date are 88% in \(^{40}\)K \cite{84} and 85% in \(^{6}\)Li \cite{74}. In the limit of slow ramps, the maximum production efficiency was found from measurements in \(^{40}\)K and \(^{85}\)Rb to be well described by a theory depending only on the phase-space density of the gas \cite{111}. This implies a role for the thermalisation of the gas in limiting the production efficiency, as has been incorporated in theoretical work in a variety of ways \cite{112, 113, 114, 115}.

1.4 Structure of this thesis

In this thesis we study the dynamics of molecule association and dissociation using magnetically tuned zero-energy resonances. We begin in Chapter 2 by discussing the theory of resonance-enhanced ultracold collisions. We discuss the physics of atomic collisions at ultracold temperatures, and the physical origin of the resonant enhancement. We then describe the two- and single-channel approaches to modelling ultracold collisions, and the limits of their applicability. We also describe the hard core + van der Waals potential and the separable potential, which are the two models used throughout this thesis.

Chapter 3 concerns the dissociation of Feshbach molecules using linear magnetic field sweeps, and the manner in which the resulting spectrum of dissociated atoms may be used as a probe of the zero-energy resonance. In particular, the nature of the zero-energy resonance determines the shape of the dissociation spectrum in the case of a sufficiently fast ramp in the magnetic field. We also discuss the transfer of molecules into deeper bound states from fast ramps, and the way in which the dissociation spectrum approaches the normal, broad shape for a sufficiently slow, wide ramp. The work of Chapter 3 was published in Ref. \cite{116}.

We then turn, in Chapter 4, to the association of Feshbach molecules. After a summary of the dynamics and kinetics of cold gases, and the extension of early work on BEC dynamics to consider nonzero temperatures and strong interactions, we discuss the
theory of cumulants, the microscopic quantum dynamics technique we use in our studies of molecular association. In our approach, the exact two-body dynamics is used as an input to the many-body equation. We derive the non-Markovian, nonlinear Schrödinger equation, giving the evolution of a condensate that is initially at zero temperature, and the non-Markovian Boltzmann equation governing the dynamics of a thermal gas. We then show how these two equations lead to predictions of the molecule production efficiency. For a thermal gas, we show how the molecule production efficiency in the limit of short times and small depletions can be calculated from a thermal average over the two-body transition probability density. Lastly, we show how the non-Markovian Boltzmann equation reduces to the conventional Boltzmann equation in the limits of stationary interactions and long times.

In Chapter 5 we study in detail the association of molecules using a magnetic field modulation that is resonant with the molecular bound state energy, as developed in Wieman’s group [81,89]. The approaches derived in Chapter 4 are applied to study resonant association from both thermal and condensed gases. The continuum of states is found to have a significant effect on the dynamics and efficiency of the molecule production. We discuss the dependence of the molecule production efficiency on the frequency, amplitude and duration of the resonant modulation, and on the temperature and density of the gas. Our theory is applied to a range of bound state energies, and to different experimentally relevant zero-energy resonances, and the limits of the resonant association technique are discussed. The work of Chapter 5 was published in Ref. [117].

In Chapter 6 we apply the non-Markovian Boltzmann equation to studies of the production of molecules from a thermal gas. This goes beyond the approach of Chapter 5 by including many-body effects, such as the rethermalisation and depletion of the continuum. We detail the computationally intensive calculation of the kernel for the non-Markovian equation, and the implementation of the dynamical code. We have applied this technique to a linear ramp across a Feshbach resonance, and in the limit of small depletions obtain results equal to those calculated from the thermal averaging technique used in Chapter 5. As the density of the gas increases, the predicted efficiency of molecule production falls below the thermal averaging prediction due to the onset of many-body effects. In Chapter 7 we conclude and outline plans for further development of the work contained in this thesis.
Chapter 2

Resonance-enhanced ultracold collisions

In this chapter we discuss the physics and modelling of resonance-enhanced ultracold collisions. After a general discussion of the physical origins of the resonant enhancement of the collisions, we discuss the two-channel approach to modelling them. We then discuss the simpler but more limited single-channel approach. Lastly, we introduce the separable and hard core + van der Waals potential models which are used in this thesis.

2.1 Physical origin of resonance-enhanced ultracold collisions

The defining feature of collisions of atoms at cold temperatures is that the de Broglie wavelength of the atoms is much greater than the length scales associated with the interactions between them. This greatly simplifies the theoretical description of these interactions. For two $S$-state atoms, the long-range form of the potential is the $-C_6/r^6$ van der Waals interaction, where $r$ is the relative position of the two atoms, and $C_6$ is the van der Waals coefficient. The van der Waals tail has a characteristic length of

$$l_{vdW} = \frac{1}{2} \left(\frac{mC_6}{\hbar^2}\right)^{1/4},$$  \hspace{1cm} (2.1)

referred to as the van der Waals length, and an associated energy scale of $E_{vdW} = \hbar^2/(ml_{vdW}^2)$. As an example of the separation of length scales of the de Broglie wavelength and interatomic potential, $^{85}$Rb atoms at 1 $\mu$K have $\lambda_T = 9000a_0$, and $l_{vdW} = 82a_0$, where $\lambda_T = h\sqrt{2\pi/(mk_BT)}$ is the thermal de Broglie wavelength. The collisions between particles may be decomposed into partial waves, all but the lowest of which have a centrifugal barrier. Below approximately 1 mK, the collisions are dominated by the lowest partial wave, the $s$-wave, and so may be characterised by the $s$-wave scattering length, $a$. 
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In this section, we discuss the physical origin of the resonance-enhancement of ultracold collisions, and the way in which they can be controlled using electromagnetic fields. In Secs. 2.2 and 2.3 we discuss the two- and single-channel approaches to modelling ultracold collisions, and their respective regions of validity. Lastly, in Sec. 2.4 we introduce the hard core + van der Waals and separable potential models which are used throughout this thesis.

We consider two identical alkali atoms with single valence electrons, in the $^2S_{1/2}$ state. Here, we use Russell-Saunders notation, $^2s^1l_j$, where $s$ is the spin of the unpaired electron, $l$ is its orbital angular momentum, and $j = l + s$ is the total electronic angular momentum. The sum of the unpaired electron spins of the two atoms, $S = s_1 + s_2$, gives rise to singlet ($S = 0$) and triplet ($S = 1$) states. The electronic interaction between the two atoms is described by the singlet and triplet Born-Oppenheimer potentials. The singlet potential has symmetries summarised by the symbols $^1\Sigma_g^+$, and the triplet by $^3\Sigma_u^+$. Here, the left superscript gives the value of $2S + 1$. Odd (‘ungerade’) and even (‘gerade’) symmetry of the wavefunction with respect to reflection through the geometric centre of the molecule are indicated by $u$ and $g$, respectively. The ‘+’ sign indicates that the electronic wavefunction is symmetrical with respect to reflection in a plane containing the atomic nuclei. There is a splitting between the two potentials created by the difference in chemical bonding interactions from the overlap of the charge clouds of the two atoms at $r \leq 1$ nm. The long-range form of this interaction is due to electron exchange, which decreases exponentially with $r$. For the singlet state, the spin wavefunction is anti-symmetric, leading to a symmetric wavefunction in configuration space. As a result of this, there is an excess of negative charge between the two (slightly positive) atoms, which makes electron exchange attractive. For the triplet state the wavefunction is antisymmetric in configuration space, creating a node in the wavefunction midway between the two atoms, and leading to repulsion from the electron exchange interaction. Consequently, the singlet wavefunction has a deeper attractive minimum than the corresponding triplet potential.

At zero magnetic field, the unpaired electrons in each atom, with total electronic angular momentum $j$, interact with the nuclear spin $i$ to produce the hyperfine levels of total angular momentum $f = j + i$. Ground state atoms have $l = 0$, and so the total angular momentum is given by $f = i \pm 1/2$. For some separation $r_u$, referred to as the uncoupling radius, the splitting between the singlet and triplet potentials is equal to the
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Hyperfine energy. For $^{85}\text{Rb}$, for example, $r_u \approx 22a_0$ [61], where $a_0$ is the Bohr radius. For separations smaller than this the unpaired electrons can be regarded as coupled to each other, whereas for larger separations they are more strongly coupled to their respective nuclei. Magnetic fields split each hyperfine state into its Zeeman components, defined by $m_f$, the projection of $\mathbf{f}$ in the direction of the magnetic field. Although $f$ ceases to be a good quantum number for high fields at which the Zeeman energy $E_Z$ is larger than the hyperfine splitting $E_{hf}$, symmetry demands that $m_f$ remains a good quantum number. Since $E_{hf}$ and $E_Z$ are typically much larger than the kinetic energies of the atoms involved in a cold collision, collisional properties depend strongly upon the Zeeman levels.

For a pair of identical atoms, the relative and centre of mass coordinates separate. At the collision energies relevant to ultracold gases, it is sufficient to consider only the relative motion. The wavefunction of the relative motion of two identical atoms interacting through a spherically symmetric potential can be written as the sum of an incoming plane wave and an outgoing spherical wave:

$$\psi(r) = \frac{1}{(2\pi \hbar)^{3/2}} \left( e^{ikz} + f(\theta, p) \frac{e^{ikr}}{r} \right).$$  \hspace{1cm} (2.2)

Here, $f(\theta, p)$ is referred to as the scattering amplitude, $p = \hbar k$, and $\theta$ is defined with respect to the axis of the collision, $\hat{z}$. The scattering amplitude is related to the scattering cross-section $\sigma$ by

$$\frac{d\sigma}{d\Omega} = |f(\theta, p)|^2,$$  \hspace{1cm} (2.3)

where $\frac{d\sigma}{d\Omega}$ is the derivative of $\sigma$ with respect to the solid angle $\Omega$. For the scattering of identical particles we must ensure the correct symmetry of the wavefunction to account for the two different outcomes of the scattering process, i.e. the two atoms swapping output paths. Eq. (2.2) then becomes

$$\psi(r) = \frac{1}{\sqrt{2}(2\pi \hbar)^{3/2}} \left( e^{ikz} \pm e^{-ikz} + \left[ f(\theta, p) \pm f(\pi - \theta, p) \right] \frac{e^{ikr}}{r} \right),$$  \hspace{1cm} (2.4)

where the plus (minus) sign applies to bosons (fermions).

Scattering channels describe the state of two greatly separated atoms, and are important in the description of cold collisions, for which a colliding pair begin and end asymptotically far apart. Because of the symmetry of the collision with respect to rotation around the $z$-axis, it is convenient to perform a partial wave expansion of the stationary scattering wavefunction of the relative motion of the atom pair. A basis for
the separated atoms, and thus for the scattering channels, is then given by the channel index $\alpha = \{f_1 m_{f_1} f_2 m_{f_2} l m_l\}$, where $f_{1,2}$, $m_{f_{1,2}}$ give the Zeeman states of the two atoms, and $l$ and $m_l$ are the quantum numbers of the angular momentum of the relative motion and its projection onto the magnetic field axis, respectively. The lowest three partial waves, $l = 0, 1, \text{and} 2$, are referred to as $s$, $p$, and $d$-waves, respectively. Only even (odd) $l$-states exist for 2 identical bosons (fermions). Channels with a dissociation threshold of energy less than that of the atom pair are described as open. Other channels are referred to as closed.

It is convenient to decompose the wavefunction and Hamiltonian into coupled channels \[118\], which provides a clear way of considering the component of the wavefunction in each spin configuration, and the interchannel coupling. This gives the equation

$$\frac{\partial^2}{\partial r^2} F_\alpha(r, E) + \frac{m}{\hbar^2} \sum_\beta \left[ E \delta_{\alpha\beta} - V_{\alpha\beta}(r) \right] F_\beta(r, E) = 0. \tag{2.5}$$

Here, $E = p^2/m$, $m$ is the atomic mass, $F_\alpha(r, E) = r \psi_\alpha(r, E)$, and $\psi_\alpha(r, E)$ is the projection of the wavefunction onto the channel $\alpha$. The potential matrix is given by

$$V_{\alpha\beta}(r) = \left[ E_{f_1 m_{f_1}} + E_{f_2 m_{f_2}} + \frac{\hbar^2 l(l + 1)}{mr^2} \right] \delta_{\alpha\beta} + V_{\text{int}}(r). \tag{2.6}$$

The centrifugal barrier for nonzero $l$ leads to the suppression of higher partial waves at sufficiently low energies. The Zeeman and hyperfine energy are given by the sum $E_{f_1 m_{f_1}} + E_{f_2 m_{f_2}}$. The interaction term in Eq. (2.6) can be written as the sum of two contributions \[61\]:

$$V_{\text{int}}(r) = V_{\text{el}}(r) + V_{ss}(r). \tag{2.7}$$

The first component of $V_{\text{int}}(r)$ is the strong electronic interaction, $V_{\text{el}}(r)$, which arises from mixing between the singlet and triplet Born-Oppenheimer potentials, and is responsible for elastic scattering and inelastic spin-exchange collisions. The strong electronic interaction is diagonal in $l$, i.e. there is no coupling between partial waves, but is not diagonal in $f_1 m_{f_1} f_2 m_{f_2}$, and so couples different Zeeman states. The second contribution to $V_{\text{int}}(r)$ is the weak relativistic spin-spin potential, $V_{ss}(r)$, which arises from an anisotropic, dipolar interaction of the two electron spins. It is non-diagonal in $l$, and so couples partial waves. At large $r$, $V_{ss}(r) \propto \alpha^2/r^3$, where $\alpha$ is the fine-structure constant. Only blocks with $l$ differing by 0 or 2 units have non-vanishing matrix elements of $V_{ss}(r)$. The spin-dipole interaction is modified at short-range by second order spin-orbit
contributions, which are significant for heavier atoms. It is responsible for weak inelastic spin-dipolar relaxation.

For a colliding pair of atoms that start and end asymptotically far apart, the evolution of the wavefunction at a sufficiently large relative position of the atoms is indistinguishable from their motion in the absence of an interaction potential. The wavefunction $|\psi\rangle$ at some small separation can therefore be formally written in terms of the in (out) asymptote $|\psi_{\text{in}}\rangle$ ($|\psi_{\text{out}}\rangle$) as

$$|\psi\rangle = \Omega_+ |\psi_{\text{in}}\rangle = \Omega_- |\psi_{\text{out}}\rangle.$$  \hfill (2.8)

Here, the Møller operators $\Omega_{\pm}$ are defined by

$$\Omega_{\pm} = \lim_{t \to \pm \infty} U^\dagger(t) U_0(t),$$  \hfill (2.9)

where $U(t)$ is the evolution operator associated with the full Hamiltonian, and $U_0(t)$ is that associated with the free Hamiltonian, $H_0$. The in and out asymptotes are related to each other by $|\psi_{\text{out}}\rangle = S |\psi_{\text{in}}\rangle$, where the $S$-matrix is defined as

$$S = \Omega_+^\dagger \Omega_-.$$  \hfill (2.10)

It is convenient to define a further quantity, the $T$-matrix, representing the difference between the $S$-matrix and the form it would take in the absence of a collision. Assuming elastic collisions, the ingoing and outgoing relative kinetic energies are the same, i.e. $p^2 = p'^2$. We refer to this as the on-shell $T$-matrix, defined by

$$\langle p'|S|p\rangle = \delta(p' - p) - 2\pi i \delta\left(\frac{p'^2}{m} - \frac{p^2}{m}\right) \langle p'|T(z)|p\rangle.$$  \hfill (2.11)

Here, $z = (p^2/m) + i0$, where ‘$+i0$’ indicates that the energy $p^2/m$ is approached from the upper half of the complex plane, ensuring the correct boundary conditions in Eq. (2.10), and also in the scattering wavefunction of Eq. (2.2). The $T$-matrix can also be defined for $p'^2 \neq p^2$ (‘off-shell’), however only the on-shell $T$-matrix occurs in the $S$-matrix.

Decomposing the scattering amplitude and collision cross-section, $\sigma(p)$, in terms of partial waves allows all the information about a collision to be expressed in terms of the phase shifts $\xi_l(p)$ [119]:

$$f(\theta, p) = \frac{\hbar}{p} \sum_{l=0}^{\infty} (2l + 1) e^{i \xi_l(p)} \sin(\xi_l(p)) P_l(\cos \theta),$$  \hfill (2.12)

$$\sigma(p) = \frac{4\pi\hbar^2}{p^2} \sum_{l=0}^{\infty} (2l + 1)^2 \sin^2 \xi_l(p).$$  \hfill (2.13)
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Here, \( P_l(\cos \theta) \) is the \( l \)th Legendre polynomial. We now focus on the \( s \)-wave phase shift, \( \xi_0(p) \), and the corresponding scattering length and cross-section, which are dominant at cold temperatures. They have no angular dependence, since \( P_0(\cos \theta) = 1 \). The long-range form of the scattering wavefunction is given by a sine wave divided by \( r \), with a phase shift due to the short-range interaction:

\[
\psi_s(r, p^2/m) \propto \sin[(p/\hbar)r + \xi_0(p)]/r.
\]

The \( s \)-wave scattering phase shift and amplitude may be decomposed into background and resonance components, i.e.

\[
\xi_0(p) = \xi_0^{bg}(p) + \xi_0^{res}(p), \tag{2.15}
\]

\[
f_0(p) = f_0^{bg}(p) + f_0^{res}(p), \tag{2.16}
\]

where \( f_0^{bg}(p) = (\hbar/p)e^{i\xi_0^{bg}(p)} \sin(\xi_0^{bg}(p)) \) and \( f_0^{res}(p) = e^{2i\xi_0^{res}(p)}(\hbar/p)e^{i\xi_0^{res}(p)} \sin(\xi_0^{res}(p)) \). This separation is visible in the scattering phase shifts shown in Fig. 2.1. The background contribution is constant with magnetic field, and the resonance feature is visible at large enough collision energies, centred around the resonance energy \( E_{res}(B) \). The behaviour at low collision energies varies depending on the strength of the resonance, as will be discussed in Sec. 2.2.

The scattering amplitude may also be expressed in terms of the \( T \)-matrix of Eq. (2.11):

\[
f_0(p) = -\frac{(2\pi\hbar)^3}{4\pi\hbar^2}(|p|T(p^2/m + i0)|p|). \tag{2.17}
\]

In the limit of low momentum, \( f_0(p) \propto -a \), where \( a \) is referred to as the \( s \)-wave scattering length. As this is independent of angle, after we apply the symmetrisation of Eq. (2.4) for identical particles, the \( s \)-wave cross section becomes \( 8\pi a^2 \) for bosons, and 0 for fermions. The \( s \)-wave scattering length generally varies weakly with magnetic field. However, a bound state of a closed channel can be near in energy to that of the colliding atoms, in which case it is referred to as a resonance level. In the low energy limit where the resonance level is degenerate with the entrance-channel dissociation threshold, this gives rise to a so-called zero-energy resonance. The metastability of the resonance level leads to an enhancement of the scattering length of the following form [120]:

\[
a(B) = a_{bg}\left(1 - \frac{\Delta B}{B - B_0}\right). \tag{2.18}
\]

Here, \( a_{bg} \) is the background scattering length, i.e. the \( s \)-wave scattering length far from the resonance where the resonance contribution to Eq. (2.16) is zero. The width and
location of the resonance are given by $\Delta B$ and $B_0$, respectively. The interchannel coupling shifts $B_0$ from the field $B_{\text{res}}$ at which the resonance level becomes degenerate with the entrance-channel dissociation threshold. We discuss the derivation and applicability of Eq. (2.18) in Sec. 2.2. The scattering length given by Eq. (2.18) is plotted for the case of $^{85}\text{Rb}$ atoms in the vicinity of the 155 G resonance in Fig. 2.2. The resonant enhancement of the scattering length can be interpreted as the capture of the atom pair into the metastable state, and a delay due to the decay time of that state which contributes to the phase-shift of Eq. (2.15). The width of the resonance is determined by the coupling strength between the channels, which sets the metastable state lifetime. The first correction to the relation of scattering phase shift and scattering length with increasing energy can be found from an asymptotic low-energy expansion known as effective range
Figure 2.2: Variation of the scattering length (dashed line) and bound state energy around the 155 G resonance of $^{85}$Rb. On the positive scattering length side of the resonance the highest vibrational bound state is referred to as the Feshbach molecule. The dotted line, dot-dashed line and solid line show the bound state energy given by the universal formula of Eq. (2.44), the Gribakin-Flambaum formula of Eq. (2.48), and the two-channel approach of Eq. (2.27), respectively.

theory [121]:

$$k \cot(\xi(hk)) = -\frac{1}{a} + \frac{1}{2} k^2 r_{\text{eff}},$$  \hspace{1cm} (2.19)

where $r_{\text{eff}}$ is a constant with units of length, referred to as the effective range. For the ultracold temperatures considered in this thesis, only the scattering length needs to be considered.

### 2.2 Two-channel approach

Expanding the Hamiltonian for an interacting pair of atoms in terms of coupled channels allows prediction of the properties of resonance-enhanced ultracold collisions [118, 122, 123], including the location of zero-energy resonances. This requires adjustment of the potential of each channel to recover the singlet and triplet scattering lengths of the Born-Oppenheimer potentials, and the long-range van der Waals interaction. For a wide range of problems, it is sufficient to use the parameters extracted from coupled-channels calculations to model a zero-energy resonance including only the entrance channel, defining
the initial Zeeman states of the atom pair, and one closed channel, containing the resonance level which becomes degenerate with the entrance-channel dissociation threshold \cite{52,120,124,125,126,127}. This is referred to as the two-channel approach, and leads to the Hamiltonian
\begin{equation}
H_{2B}(B) = |bg⟩H_{bg}⟨bg| + |cl⟩⟨cl|W + |bg⟩W + |cl⟩H_{cl}(B)⟨cl| .
\end{equation}
Here, $H_{bg,cl} = H_0 + V_{bg,cl}$ are the bare Hamiltonians of the entrance and closed channels, respectively, $H_0 = -\hbar^2\nabla^2/m$ is the kinetic energy operator of the relative motion of an atom pair, and $W$ represents the interchannel coupling. We choose the zero of energy to be at the dissociation threshold of the entrance channel. Consequently, all the magnetic field dependence of the Hamiltonian is contained in $H_{cl}(B)$. The application of a magnetic field to an atom changes the relative energies of different channels due to the Zeeman effect. This can lead to the degeneracy of the resonance level with the dissociation threshold of the entrance channel, as discussed in the previous section. It can be shown that once coupling is included, there exists a bound vibrational molecular state that becomes degenerate with the entrance-channel dissociation threshold at $B_0$, as illustrated in Fig. \ref{fig:2.2}. A pair of atoms in this molecular bound state is commonly referred to as a Feshbach molecule. This molecular state is an eigenstate of the two-channel Hamiltonian, and its degeneracy with the entrance-channel dissociation threshold coincides with the singularity in the scattering length given by Eq. (2.18).

Within magnetic field ranges normally of experimental relevance for single zero-energy resonances, only the Feshbach resonance level, $φ_{res}$, has an energy that can become near resonant with pairs of atoms in the entrance channel. Consequently, the closed-channel Hamiltonian $H_{cl}(B)$ is well described by taking into account only $φ_{res}$, which fulfills the Schrödinger equation
\begin{equation}
H_{cl}(B)φ_{res} = E_{res}(B)φ_{res} .
\end{equation}
Here, $E_{res}(B) = \mu_{res}(B - B_{res})$ is the energy of the Feshbach resonance level, shown as a black line in Fig. \ref{fig:2.1} with $\mu_{res}$ the difference in magnetic moment between the two channels. The validity of Eq. (2.21) requires that the electronic degrees of freedom of the atoms adiabatically follow all changes in the magnetic field strength. The single-resonance approach to $H_{cl}(B)$ consists of making the approximation
\begin{equation}
H_{cl}(B) = |φ_{res}⟩E_{res}(B)⟨φ_{res}| .
\end{equation}
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Figure 2.3: Representation of the entrance and closed channels with the hard core + van der Waals potential of Sec. 2.4.1 for the 155 G resonance of $^{85}$Rb. At a field $B_{\text{res}}$ close to the singularity in scattering length at $B_0$, the resonance level becomes degenerate with the dissociation threshold of the entrance channel, i.e. $E_{\text{res}}(B_{\text{res}}) = 0$. The highest vibrational bound state of the entrance channel has energy $E_{-1}$, and in this case is far enough below the dissociation threshold to play no role within the experimentally relevant range of magnetic fields.

The two-channel Hamiltonian of Eq. (2.20) then becomes

$$H_{2B}(B) = |bg\rangle H_{bg} |bg\rangle + W |\phi_{\text{res}}, bg\rangle \langle \phi_{\text{res}}, cl|$$

$$+ |\phi_{\text{res}}, cl\rangle \langle \phi_{\text{res}}, bg| W + |\phi_{\text{res}}, cl\rangle E_{\text{res}}(B)|\phi_{\text{res}}, cl\rangle. \quad (2.23)$$

On the side of $B_0$ where $a > 0$ the Hamiltonian of Eq. (2.23) supports the Feshbach molecular state, satisfying

$$H_{2B}(B)\phi_B(B) = E_B(B)\phi_B(B). \quad (2.24)$$

Here, $E_B(B)$ is the magnetic-field dependent bound state energy, which vanishes at $B_0$. In the single-resonance approach, the Feshbach molecule assumes the two-component form \[128\]

$$\begin{pmatrix} \phi_B^{bg}(B) \\ \phi_B^{cl}(B) \end{pmatrix} = \frac{1}{N_B(B)} \begin{pmatrix} G_{bg}(E_B(B)) \phi_{\text{res}} \\ \phi_{\text{res}} \end{pmatrix}. \quad (2.25)$$

Here, $\phi_B^{bg}(B)$ and $\phi_B^{cl}(B)$ are the entrance- and closed-channel components of $\phi_B(B)$, respectively, and the normalisation constant $N_B(B)$ is given by

$$N_B(B) = \sqrt{1 + \langle \phi_{\text{res}}| W G_{bg}^2(E_B(B)) W |\phi_{\text{res}}\rangle}. \quad (2.26)$$
In Eqs. (2.25) and (2.26) the energy dependent Green’s function \( G_{bg}(z) \), associated with the entrance-channel Hamiltonian by \( G_{bg}(z) = (z - H_{bg})^{-1} \), is evaluated at the bound state energy \( z = E_b(B) \). The solution of Eq. (2.24) using the single-resonance Hamiltonian of Eq. (2.23) indicates that \( E_b(B) \) fulfils the condition

\[
E_b(B) = E_{\text{res}}(B) + \langle \phi_{\text{res}} | W G_{bg}(E_b(B)) W | \phi_{\text{res}} \rangle. \tag{2.27}
\]

We have plotted the bound state energy obtained in this manner for the case of \(^{85}\text{Rb}\) dimers near the 155G resonance in Fig. 2.2.

The continuum part of the spectrum of \( H_{2B}(B) \) is represented by the scattering states \( \phi_p(B) \), which are labelled by the relative momentum \( p \) of an atom pair and satisfy

\[
H_{2B}(B) \phi_p(B) = E \phi_p(B), \tag{2.28}
\]

where \( E = p^2/m \). The scattering states have the following two-component form in the single-resonance approach \[128\]:

\[
\begin{pmatrix}
\phi_p^{bg}(B) \\
\phi_p^{el}(B)
\end{pmatrix} = \begin{pmatrix}
\phi_p^{(+) +} + A(B, E) G_{bg}(z) W | \phi_{\text{res}} \rangle \\
A(B, E) | \phi_{\text{res}} \rangle
\end{pmatrix}. \tag{2.29}
\]

Here, \( z = E + i0 \). The magnetic-field and energy dependent amplitude \( A(B, E) \) is given by

\[
A(B, E) = \frac{\langle \phi_{\text{res}} | W | \phi_p^{(+) +} \rangle}{E - E_{\text{res}}(B) - [\Delta(E) - i\gamma(E)]}, \tag{2.30}
\]

where the real functions \( \Delta(E) \) and \( \gamma(E) \) satisfy

\[
\Delta(E) - i\gamma(E) = \langle \phi_{\text{res}} | W G_{bg}(z) W | \phi_{\text{res}} \rangle. \tag{2.31}
\]

The function \( \Delta(E) \) acquires the meaning of an energy shift, while \( \gamma(E) \) gives the decay width of the metastable Feshbach resonance level. In the case of negative energies, as in Eq. (2.27), the decay width \( \gamma(E) \) vanishes. The entrance-channel scattering state of relative momentum \( p, \phi_p^{(+) +} \), is associated with the entrance-channel Hamiltonian \( H_{bg} \) via

\[
H_{bg} \phi_p^{(+) +} = E \phi_p^{(+) +} \tag{128}. \]

It may be calculated from

\[
| \phi_p^{(+) +} \rangle = | p \rangle + G_0(z) T_{bg}(z) | p \rangle \tag{2.32}
\]

The form of the \( s \)-wave scattering length may be calculated from the entrance-channel component of Eq. (2.29), the bound closed-channel contribution being negli-
gible at long distances. Substituting Eq. (2.32) we obtain

\[ |\phi_p^{bg}\rangle = |p\rangle + G_0(z)T(z)|p\rangle \]
\[ = |p\rangle + G_0(z)T_{bg}(z)|p\rangle + G_0(z)[1 + T_{bg}(z)G_0(z)]W|\phi_{res}\rangle A(B, E). \]  

(2.33)

(2.34)

Here, we have used the following relation for the entrance-channel Green’s function [119]:

\[ G_{bg}(z) = G_0(z) + G_0(z)T_{bg}(z)G_0(z). \]  

(2.35)

Closing Eq. (2.33) and Eq. (2.34) with \( \langle q | \), we use the relation [61]

\[ \frac{1}{z' - p^2/m} = -i\pi\delta\left(\frac{z'^2}{m} - \frac{p^2}{m}\right) + \mathcal{P} \frac{1}{(q^2/m) - (p^2/m)}, \]  

(2.36)

where \( \mathcal{P} \) indicates the principal value of the integral, and obtain

\[ \langle p|T(z)|p\rangle = \langle T_{bg}(z)|p\rangle + \langle \phi_p^{(-)}|W|\phi_{res}\rangle A(B, E). \]  

(2.37)

Using Eq. (2.17) we can then identify the background and resonance parts of the scattering amplitude in Eq. (2.16):

\[ f_0^{bg}(p) = -2\pi^2 m\hbar \langle T_{bg}(z)|p\rangle, \]  

(2.38)

\[ f_0^{res}(p) = -2\pi^2 m\hbar \langle \phi_p^{(-)}|W|\phi_{res}\rangle A(B, E). \]  

(2.39)

In analogy to the zero-momentum limit of Eq. (2.17), the background scattering length \( a_{bg} \) is given by \( f_0^{bg} \approx -a_{bg} \). Taking the zero-energy limit of Eq. (2.37), and using Eq. (2.29) and Eq. (2.30) gives the result of Eq. (2.18) for \( a \) in the vicinity of a zero-energy resonance. In this approach, the resonance width \( \Delta B \) and shift \( B_0 - B_{res} \) are given by

\[ \Delta B = \frac{m}{4\pi\hbar^2 a_{bg}} \frac{(2\pi\hbar)^3 \langle \phi_{res}|W|\phi_0^{(+)}\rangle^2}{\mu_{res}}, \]  

(2.40)

\[ B_0 - B_{res} = -\frac{\langle \phi_{res}|WG_{bg}(0)|\phi_{res}\rangle}{\mu_{res}}. \]  

(2.41)

The manner in which the two-body energy spectrum varies in the vicinity of a zero-energy resonance depends on the admixtures in the open and closed channels. For the case of a closed-channel dominated resonance, the molecular state varies significantly from the resonance level only within a narrow range of magnetic fields around the resonance. Outside of this range, the resonance level has a clearly visible signature. Resonances which are dominated by the entrance channel have a wider range of magnetic
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Figure 2.4: Bound-state energy $E_b(B)$ and closed-channel admixture $Z(B)$ for (a) $^{85}$Rb$_2$ near the entrance-channel dominated 155 G resonance, and (b) $^{87}$Rb$_2$ near the closed-channel dominated 1007.4 G resonance. For the $^{85}$Rb resonance, the closed-channel admixture is suppressed over a range of several Gauss. For the $^{87}$Rb resonance, however, the closed-channel admixture quickly increases outside the narrow universal regime, before again being suppressed by an avoided crossing with the bare entrance-channel bound state at $E_{-1}/\hbar = -24$ MHz. As the closed-channel admixture increases, $E_b(B)$ approaches the energy of the resonance level, $E_{\text{res}}(B)$.

field within which the Feshbach molecular state behaves differently to the resonance level, which can only become dominant at much larger energies [129, 130]. This contrast is shown by the comparison of the 155 G resonance of $^{85}$Rb and the 907 G resonance of $^{23}$Na in Fig. 2.1. The suppression of the resonance level is closely linked to the concept of universality and the capacity to describe a resonance using only a single channel.

2.3 Single-channel approach

The Feshbach molecular state has an admixture in the closed-channel of $Z(B) = N_b(B)^{-2}$, where $N_b(B)$ is given by Eq. (2.26). The closed-channel admixture can also be calculated from the ratio of the magnetic moment of the Feshbach molecular state to that of the resonance level:

$$Z(B) = \mu_{\text{res}}^{-1} \left( \frac{\partial E_b}{\partial B} \right).$$  \hspace{1cm} (2.42)

This relation can be derived from Eqs. (2.26) and (2.27), using the identity

$$G_{bg}(E_b) = - \frac{\partial}{\partial E_b} G_{bg}(E_b).$$  \hspace{1cm} (2.43)

The closed-channel admixture is small for magnetic fields sufficiently close to the resonance. The molecular wavefunction then has a long-range form, with a large part of
its admixture beyond the outer classical turning point of the potential at the bound state energy. Such molecules are examples of quantum halo systems \[96\], and have a bound state energy given by

\[
E(B) = -\frac{\hbar^2}{ma(B)^2}.
\]

(2.44)

Differentiating this result with respect to \( B \) and substituting into Eq. (2.42) shows the suppression of the closed-channel admixture. This was directly measured by Partridge et al. \[131\]. In the close vicinity of a zero-energy resonance there exists a region in which the physics depends only on the scattering length. This is referred to as the Wigner threshold law regime for positive energies \[132\], and as the universal regime for negative energies (see, e.g., Ref. \[61\]). Suppression of the closed-channel admixture of the Feshbach molecular state occurs in the universal regime. The decay rate of the resonance level into the continuum in the Wigner threshold law regime, given by Fermi’s golden rule, determines the width of the zero-energy resonance. The decay rate is given by the imaginary part of Eq. (2.31), evaluated in the limit of low energies \[132\]:

\[
\langle \phi_{\text{res}} | W_{\text{bg}}(z) W | \phi_{\text{res}} \rangle \sim \mu_{\text{res}}(E_{\text{b}}(B) - E_0 - ika_{\text{bg}}\Delta B).
\]

(2.45)

Evaluating this quantity at \( z = E_{\text{b}}(B) \) and substituting into Eq. (2.27) gives the result of Eq. (2.44), showing the link between the Wigner threshold law and universal regimes.

When the closed-channel admixture is sufficiently small, the Feshbach molecular state can be described using only one channel \[95, 114, 128\]. The effective single-channel approach aims to recover the resonance-enhanced scattering properties by choosing the interaction potential as a perturbed background scattering potential. The potential is varied with magnetic field in order to reproduce the scattering length of Eq. (2.18). The two-body Hamiltonian is then given by

\[
H_{2B} = H_0 + V_{\text{eff}}(B),
\]

(2.46)

where \( V_{\text{eff}}(B) \) is the effective potential. The Feshbach molecular state is then modelled using the highest vibrational bound state of this varying potential, which satisfies

\[
|\phi_b\rangle = G_0(E_b(B))V_{\text{eff}}(B)|\phi_b\rangle.
\]

(2.47)

The scattering states are modelled in the single-channel approach by the bare scattering states of Eq. (2.32). For narrow, closed-channel dominated resonances, the single-channel approach is only valid in the universal regime. For such resonances, the universal regime can be narrow to the extent of being experimentally inaccessible. For
entrance-channel dominated resonances the closed-channel admixture is small over a wider range of fields, making the universal region wider. Furthermore, for these resonances the universal bound state energy of Eq. (2.44) is accurately extended beyond the universal regime by the entrance-channel Gribakin-Flambaum formula for the bound state energy [133, 134]:

\[
E_b \approx -\frac{\hbar^2}{m(a - \bar{a})^2}.
\] (2.48)

Here, \(\bar{a} = \frac{1}{\sqrt{2}} \frac{\Gamma(3/4)}{\Gamma(5/4)} l_{vdW}\) is the mean scattering length, which represents the correction due to the van der Waals tail of the potential. The van der Waals length, \(l_{vdW}\), is given by Eq. (2.1). The Gribakin-Flambaum bound state energy of Eq. (2.48) is plotted for \(^{85}\text{Rb}_2\) in Fig. 2.2. This extension to the universal bound state energy is made valid by the dominance of the van der Waals tail of the entrance-channel potential over the resonance level. Consequently, the single-channel approach is valid over a wider range of fields for entrance-channel dominated resonances. We discuss the manner in which closed-channel dominance can be measured in Chapter 3.

### 2.4 Modelling ultracold interactions

In 1935, Bethe introduced a model for the scattering of a neutron off a nucleus in which a short-range, WKB wavefunction for the neutron inside the nucleus was matched to the free stationary wavefunction at asymptotically large distances [135]. As the wavelength of the free motion is too great to resolve features at the length scale characteristic of the potential, the short-range physics can be approximated in a simple manner that provides the correct phase shift in Eq. (2.14). Quantum defect theory [136, 137, 138] applies the idea of matching short- and long-range wavefunctions to collisions of cold atoms, using the analytic properties of the van der Waals interaction to account for the long-range physics. This allows the energy dependence of the resonant enhancement to be analytically treated at millikelvin temperatures. In order to model resonance-enhanced ultracold collisions with energies of order microkelvin, however, theories can be made even simpler. For this case, it is only necessary that the chosen entrance-channel potential recover the correct background scattering length and asymptotic long range form (or equivalently the energy of the highest vibrational bound state), and that the interchannel coupling reproduce the resonance width and shift of Eqs. (2.40) and (2.41). The resonance width
Table 2.1: Parameters of the entrance channel for resonances studied in this thesis. Unless otherwise noted, data are taken from [61] and the references contained therein.

| Species (f, m_f) | B_0 [G] | a_bg [a_0] | C_6 [a.u.] | E_{-1} | MHz |
|-----------------|---------|------------|-------------|--------|
| ^85Rb (2, -2)   | 155     | -443       | 4703        | 218    |
| ^23Na (1, 1)    | 907     | 62.8       | 1561        | 218    |
| ^87Rb (1, 1)    | 1007.4  | 100.5      | 4703        | 24.0   |
| ^87Rb (1, 1)    | 685     | 100.5      | 4703        | 24.0   |
| ^133Cs (3, 3)   | -11.2   | 1720       | 6890        | 0.011  |
| ^133Cs (3, 3)   | 47.97   | 905        | 6890        | 0.045  |

Table 2.2: Interchannel coupling parameters of resonances studied in this thesis. Unless otherwise noted, data are taken from [61] and the references contained therein. The closed-channel dominance η is given by Eq. (3.8).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>^85Rb</td>
<td>155</td>
<td>10.71</td>
<td>-3.26</td>
<td>0.04</td>
</tr>
<tr>
<td>^23Na</td>
<td>907</td>
<td>1.0</td>
<td>5.24</td>
<td>11</td>
</tr>
<tr>
<td>^87Rb</td>
<td>1007.4</td>
<td>0.21</td>
<td>4.2</td>
<td>5.9</td>
</tr>
<tr>
<td>^87Rb</td>
<td>685</td>
<td>0.0062</td>
<td>1.76</td>
<td>479.6</td>
</tr>
<tr>
<td>^133Cs</td>
<td>-11.2</td>
<td>27.5</td>
<td>4.2</td>
<td>0.001</td>
</tr>
<tr>
<td>^133Cs</td>
<td>47.97</td>
<td>0.15</td>
<td>2.09</td>
<td>0.99</td>
</tr>
</tbody>
</table>

can be measured experimentally, while the shift must be deduced from the following equation, which can be derived from quantum defect theory [136, 137, 138, 139]:

\[
B_0 - B_{res} = (\Delta B) \frac{\alpha_{bg}}{\alpha} \left(1 - \frac{\alpha_{bg}}{\alpha}\right) \left(1 + \left(1 - \frac{\alpha_{bg}}{\alpha}\right)^2\right) \text{.} \quad (2.49)
\]

The parameters of the entrance-channel potential and interchannel coupling for the resonances studied in this thesis are given in Tables 2.1 and 2.2.

In this section we describe the two potential models used throughout this thesis. In Sec. 2.4.1 we discuss the hard core + van der Waals potential, which assumes a \(-C_6/r^6\) potential at all distances larger than a certain core radius, within which the potential is infinite. Several other potentials have also been described, which vary at small separations but recover the long-range van der Waals interaction (e.g. Refs. [95, 126, 127]). These have a clear motivation from the ideas of quantum defect theory and are able to accommodate arbitrarily many bound states in the bare entrance-channel potential. However, they can often be impractical for dynamical simulations, and in many cases...
cover an unnecessarily wide energy range. Consequently, many studies use simpler effective potentials which recover the required properties of the low-energy collisions (e.g. Refs. [109, 128, 142, 143]). In Sec. 2.4.2 we discuss the separable potential, a simpler approach which allows analytic calculation of some matrix elements and is ideal as an input to many-body calculations.

### 2.4.1 Hard core + van der Waals potential

The hard core + van der Waals potential has the intuitive feature of retaining the physical form of the atomic interaction at long distances. At the short distances not resolved by the low-energy atoms, a hard core is used within a radius set to recover the correct scattering length. The entrance-channel potential has the form

$$V_{bg}(r) = \begin{cases} \infty & r < R_c \\ -C_6/r^6 & r > R_c \end{cases},$$

(2.50)

where $R_c$ is the core radius. This potential is illustrated in Fig. 2.3. $R_c$ is varied to recover the correct background scattering length for the known $C_6$ and $m$. There are typically several values of this radius which all recover the correct scattering length, each corresponding to a different number of bound states being included in the potential. The highest excited vibrational bound state of the entrance channel is denoted $\phi_{-1}$, and its energy is denoted $E_{-1}$. The background scattering length is calculated from the long-range behaviour of the zero-momentum limit of the scattering wavefunction, according to the semiclassical approach of Gribakin and Flambaum [133]. For the potential of Eq. (2.50), the scattering length is given by

$$a_{bg} = \bar{a} \left[ 1 - \tan \left( \Phi - \frac{3\pi}{8} \right) \right].$$

(2.51)

Here, $\bar{a}$ is the mean scattering length defined after Eq. (2.48), representing the correction due to the long-range tail, and $\Phi$ is the semiclassical phase defined by

$$\Phi = \frac{1}{\hbar} \int_{R_c}^{\infty} dr \sqrt{2m(-V_{bg}(r))} = \frac{\sqrt{mC_6}}{\sqrt{2\hbar R_c^2}}.$$ 

(2.52)

We model the potential of the closed channel by

$$V_{cl}(r) = V_{bg}(r) + \mu_{res}(B - B_{res}) + E_{shift},$$

(2.53)
where $E_{\text{shift}}$ ensures that the resonance level crosses the dissociation threshold at $B_{\text{res}}$. We also approximate the wavefunction of the Feshbach resonance level to be the same as that of the top vibrational bound state of the entrance-channel potential, and so $E_{\text{shift}} = -E_{-1}$. As in the construction of $V_{bg}$, this is permissible because of the long de Broglie wavelength of the ultracold atoms. In accordance with the discussion of Sec. 2.2, we make the single-resonance approximation, including only one bound state in the bare potential. There is also great flexibility in the modelling of interchannel coupling, which is taken to have the form

$$W(r) = \beta \exp(-r/r_{\text{off}}).$$

(2.54)

Here, $\beta$ is the amplitude and $r_{\text{off}}$ is the range of the coupling. This form of the coupling is arbitrary, but by fitting the parameters $\beta$ and $r_{\text{off}}$ appropriately has been found to exactly recover $\Delta B$ and $B_0 - B_{\text{res}}$ [95,126]. Equations (2.40) and (2.41) show that the ratio $\frac{B_0 - B_{\text{res}}}{\Delta B}$ is independent of $\beta$, and so we calculate this ratio, adjusting it to agree with the result given by Eq. (2.49) to find the correct $r_{\text{off}}$. We then adjust $\beta$ to give the correct values of the resonance shift and width. In this thesis, we use this approach for static calculations, and for some of the dissociation calculations in Chapter 3.

**Basis set expansion of the Feshbach molecular state**

In calculations using this approach, the Hamiltonian is expanded in terms of the eigenstates of the bare potential. For the applications we consider in this thesis, it is sufficient to include just one bound state in the entrance-channel potential. If the Feshbach molecular state is the initial state of the system, we may then expand it as

$$\phi_{\text{bg}}^b(r) = \int dp \phi_p^{(+)}(r) \langle \phi_p^{(+)} | \phi_{\text{bg}}^b \rangle + \phi_{-1}(r) \langle \phi_{-1} | \phi_{\text{bg}}^b \rangle,$$

$$\phi_{\text{cl}}^b(r) = \phi_{\text{res}}(r) \langle \phi_{\text{res}} | \phi_{\text{cl}}^b \rangle \frac{C_{\text{res}(0)}}{C_{\text{cl}(0)}}.$$

(2.55)  (2.56)

Here, $C_p(t)$, $C_{-1}(t)$ and $C_{\text{res}}(t)$ are the population amplitudes of the scattering states, entrance-channel bound state, and resonance level, respectively. We detail the transformed grid method used for this potential model in Appendix [A].

The coupling matrix elements are calculated between the resonance level and each eigenstate of the entrance-channel potential. The population of each level in the entrance channel has dynamics defined by its energy and coupling to the resonance level. The
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dynamical equations for the system are

\[
\begin{align*}
\imath \hbar \frac{\partial}{\partial t} C_p(t) &= \frac{p^2}{m} C_p(t) + \langle \phi_p^{(+)}|W|\phi_{\text{res}}\rangle C_{\text{res}}(t) , \\
\imath \hbar \frac{\partial}{\partial t} C_{-1}(t) &= E_{-1} C_{-1}(t) + \langle \phi_{-1}|W|\phi_{\text{res}}\rangle C_{\text{res}}(t) , \\
\imath \hbar \frac{\partial}{\partial t} C_{\text{res}}(t) &= E_{\text{res}}(B(t)) C_{\text{res}}(t) + \langle \phi_{\text{res}}|W|\phi_{-1}\rangle C_{-1}(t) + \int dp \langle \phi_{\text{res}}|W|\phi_p^{(+)}\rangle C_p(t) .
\end{align*}
\] (2.57)

\[
\begin{align*}
\imath \hbar \frac{\partial}{\partial t} C_{-1}(t) &= E_{-1} C_{-1}(t) + \langle \phi_{-1}|W|\phi_{\text{res}}\rangle C_{\text{res}}(t) , \\
\imath \hbar \frac{\partial}{\partial t} C_{\text{res}}(t) &= E_{\text{res}}(B(t)) C_{\text{res}}(t) + \langle \phi_{\text{res}}|W|\phi_{-1}\rangle C_{-1}(t) + \int dp \langle \phi_{\text{res}}|W|\phi_p^{(+)}\rangle C_p(t) .
\end{align*}
\] (2.58)

\[
\begin{align*}
\imath \hbar \frac{\partial}{\partial t} C_{\text{res}}(t) &= E_{\text{res}}(B(t)) C_{\text{res}}(t) + \langle \phi_{\text{res}}|W|\phi_{-1}\rangle C_{-1}(t) + \int dp \langle \phi_{\text{res}}|W|\phi_p^{(+)}\rangle C_p(t) .
\end{align*}
\] (2.59)

2.4.2 Separable potential

In the approach of the previous subsection, a potential model is constructed by reproducing the background scattering length and long-range form of the entrance-channel potential. Such models may be used to calculate the energy of the highest vibrational bound state of the entrance-channel potential, \( E_{-1} \), which together with the background scattering length can be used to construct a simpler model of the zero-energy resonance.

In the separable potential approach, the entrance-channel \( T \)-matrix is constructed to have a pole at \( E_{-1} \), which can be ensured by the following expression \([128]\):

\[
T_{\text{bg}}(z) = \frac{|\chi_{\text{bg}}\rangle \xi_{\text{bg}} \langle \chi_{\text{bg}}|}{1 - \xi_{\text{bg}} \langle \chi_{\text{bg}}|G_0(z)|\chi_{\text{bg}}\rangle} .
\] (2.60)

The potential is taken to have the separable form,

\[
V_{\text{bg}} = |\chi_{\text{bg}}\rangle \xi_{\text{bg}} \langle \chi_{\text{bg}}| ,
\] (2.61)

where \( \xi_{\text{bg}} = 1/\langle \chi_{\text{bg}}|G_0(E_{-1})|\chi_{\text{bg}}\rangle \) is the amplitude of the potential, and \( |\chi_{\text{bg}}\rangle \) is referred to as the form factor. Equation (2.60) can be derived by using Eq. (2.61) to iteratively solve the general relation for the \( T \)-matrix,

\[
T_{\text{bg}}(z) = V_{\text{bg}} + V_{\text{bg}} G_0(z) T_{\text{bg}}(z) .
\] (2.62)

For the case of a cold gas, the form factor is not resolved by the low energy collisions and so can have an arbitrary form. Here, we use a Gaussian profile in momentum \([128, 144]\),

\[
\langle p|\chi_{\text{bg}}\rangle = \frac{1}{(2\pi\hbar)^{3/2}} \exp \left( -\frac{p^2 \sigma_{\text{bg}}^2}{2\hbar^2} \right) ,
\] (2.63)

where the length \( \sigma_{\text{bg}} \) gives the range of the potential in configuration space. In the single-resonance approximation, the interchannel coupling can be modelled using

\[
W|\phi_{\text{res}}\rangle = |\chi\rangle \zeta ,
\] (2.64)
where $|\chi\rangle$ has the Gaussian form, analogous to $|\chi_{bg}\rangle$, of

$$\langle p|\chi\rangle = \frac{1}{(2\pi\hbar)^{3/2}} \exp\left(-\frac{p^2\sigma^2}{2\hbar^2}\right).$$

This approach to modelling the potential is simpler than the hardcore + van der Waals model, allowing the analytic calculation of commonly occurring matrix elements such as $\langle \chi|G_0(z)|\chi\rangle$. This makes it ideal for use in dynamical simulations on long ($\sim 10$ ms) timescales [116, 117] or many-body calculations [114, 128, 134, 145]. For this reason, it is used in many of the calculations presented in this thesis. A separable potential, in contrast to a contact interaction approach [146], allows the inclusion of bound states in the bare potential beyond the universal regime and does not lead to an ultraviolet divergence.

We now discuss the technique for deriving a form for the separable potential which recovers all the properties of a resonance relevant for ultracold collisions. The $s$-wave scattering length is related to the background potential through the evaluation of the $T$-matrix of Eq. (2.38) at zero energy. Together with Eq. (2.60), this gives

$$\xi_{bg} = \frac{4\pi^{3/2}\hbar^2\sigma_{bg}a_{bg}}{m\left(\pi^{1/2}\sigma_{bg} - a_{bg}\right)}.$$  

(2.66)

$s_{bg}$ can be found by substituting this into the following equation to eliminate $\xi_{bg}$:

$$1 - \xi_{bg}\langle \chi_{bg}|G_0(E_-)|\chi_{bg}\rangle = 0.$$  

(2.67)

The matrix element in Eq. (2.67) can be calculated using the complementary error function erfc$(x)$, according to the following formula [128]:

$$\langle \chi_{bg}|G_0(E_-)|\chi_{bg}\rangle = \frac{m}{4\pi^{3/2}\hbar^2\sigma_{bg}} \left[ \sqrt{\pi} xe^{-x^2} \text{erfc}(x) - 1 \right],$$  

(2.68)

where $x = \sqrt{-mE_-\sigma_{bg}/\hbar}$. This formula is also valid for positive energies $E$, for which it must be evaluated using the complex energy $z = E + i0$.

The parameters for the interchannel coupling, $\zeta$ and $\sigma$, are calculated from the resonance width and shift. Using Eqs. (2.32) and (2.38) in the limit of zero energy, we find that

$$\langle \phi_{res}|W|\phi_0^{(+)}\rangle = \frac{\zeta}{(2\pi\hbar)^{3/2}}\left(1 - \frac{a_{bg}}{\sqrt{\pi\sigma}}\right).$$  

(2.69)
Here, $\bar{\sigma} = \sqrt{(\sigma^2 + \sigma_{bg}^2)/2}$. Substituting this into Eq. (2.40) gives

$$\Delta B = \frac{m}{4\pi\hbar^2 a_{bg}} \frac{\zeta^2}{\mu_{res}} \left(1 - \frac{a_{bg}}{\sqrt{\pi} \bar{\sigma}}\right)^2.$$  

To calculate the resonance shift within the separable potential approach, we first calculate the matrix element in Eq. (2.41) using the relation for the entrance-channel Green’s function in Eq. (2.35). For a separable potential, using the result for the $T$-matrix of Eq. (2.60), this leads to

$$\langle \phi_{\text{res}} | W G_{bg}(0) W | \phi_{\text{res}} \rangle = -\frac{\zeta^2 m}{4\pi^{3/2} \hbar^2 \sigma} \left(1 - \frac{\sigma}{\sqrt{\pi} \bar{\sigma} a_{bg}}\right).$$  

Substituting this into Eq. (2.41), we then have the following result for the resonance shift:

$$B_0 - B_{\text{res}} = \frac{\zeta^2}{\mu_{res}} \frac{m}{4\pi^{3/2} \hbar^2 \sigma} \left(1 - \frac{\sigma}{\sqrt{\pi} \bar{\sigma} a_{bg}}\right)$$

$$= (\Delta B) \frac{a_{bg}}{\sqrt{\pi} \bar{\sigma}} \left(1 - \frac{a_{bg} \sigma}{\sqrt{\pi} \bar{\sigma}^2}\right)^2.$$  

As in the previous section, we calculate the ratio $(B_0 - B_{\text{res}})/\Delta B$, which is independent of $\zeta$, and so can be used to calculate $\sigma$ by comparison to Eq. (2.49). The coupling strength $\zeta$ is then adjusted to reproduce $\Delta B$.

**Basis set expansion of the Feshbach molecular state**

In Chapters 3 and 5, we apply the separable potential of this subsection to dynamical simulations, using a bare basis defined by the resonance level for the closed channel, and the bare bound states and scattering states for the entrance channel. We therefore calculate the matrix elements for the expansion of the Feshbach molecular state in terms of this basis. Here, we present the expansion for the association calculations of Chapter 5 in which the final molecular state is expanded, and evolved backwards in time. This allows all of the matrix elements to be calculated from a single simulation. The expansion for the dissociation calculations of Chapter 3 in which the molecular state is the initial state, is analogous.

Assuming the inclusion of one bound state in the entrance channel is sufficient, a complete basis set is $\{ |\phi_{-1}, bg\rangle, |\phi_p^{(+)} , bg\rangle, |\phi_{\text{res}}, \text{cl}\rangle \}$. The expansion of the Feshbach
molecular state in this basis is given by

\[ \langle \phi_b^{i}| \phi_{-1}, bg \rangle = \frac{\zeta}{N_b^i} \frac{\langle \chi|G_{bg}(E_b^{f})G_0(E_{-1})|\chi_{bg} \rangle}{\sqrt{\langle \chi|G_0^2(E_{-1})|\chi_{bg} \rangle}} , \]  

(2.74)

\[ \langle \phi_b^{i}| \phi_{p}^{(+)}, bg \rangle = \frac{\zeta}{N_b^i} \langle \chi|G_{bg}(E_b^{f})|\phi_{p}^{(+)} \rangle , \]  

(2.75)

\[ \langle \phi_b^{i}| \phi_{\text{res}}, cl \rangle = \frac{1}{N_b^i} . \]  

(2.76)

Here, \( \phi_b^{i} \), \( E_b^{i} \) and \( N_b^i \) are the Feshbach molecular state, bound state energy, and normalisation constant of Eq. (2.26), respectively, all evaluated at the final magnetic field \( B_f \). We have also used the unit normalisation of \( |\phi_{-1} \rangle \) together with the relation \( |\phi_{-1} \rangle = G_0(E_{-1})V_{bg}|\phi_{-1} \rangle \). The matrix element of \( G_{bg}(E) \) may be calculated from Eq. (2.35). The matrix element of \( G_0^2(E_{-1}) \) can be calculated using \( G_0^2(E) = -\partial E G_0(E) \), or from a spectral decomposition. Further bound states can be included in the entrance channel, however they are typically sufficiently far detuned to be neglected. For the \(^{85}\text{Rb} \) calculations of Chapter 5, the highest vibrational bound state in the entrance channel is at \( E_{-1}/h = -218 \text{ MHz} \), and so also does not play a role and can be neglected from the above equations. The necessary matrix elements of the interchannel coupling are given by

\[ \langle \phi_{\text{res}}|W|\phi_{p}^{(+)} \rangle = \xi \left( \langle \chi|\phi_{p} \rangle + \frac{\xi_{bg} \langle \chi|G_0(z)|\chi_{bg} \rangle \langle \chi_{bg}|\phi_{p} \rangle}{1 - \xi_{bg} \langle \chi_{bg}|G_0(z)|\chi_{bg} \rangle} \right) , \]  

(2.77)

\[ \langle \phi_{\text{res}}|W|\phi_{-1} \rangle = \xi \frac{\langle \chi|G_0(E_{-1})|\chi_{bg} \rangle}{\sqrt{\langle \chi|G_0^2(E_{-1})|\chi_{bg} \rangle}} , \]  

(2.78)

where \( z = (p^2/m) + i0 \).

**Conversion of bare amplitudes to dressed amplitudes**

Having expanded the Feshbach molecular state in a bare basis, we can evolve it using the Schrödinger equation to obtain the bare amplitudes \( \langle \phi_b^{i}|U_{2B}(t_f, t_i)|\phi_{p}^{(+)} \rangle \), \( \langle \phi_b^{i}|U_{2B}(t_f, t_i)|\phi_{-1} \rangle \), and \( \langle \phi_b^{i}|U_{2B}(t_f, t_i)|\phi_{\text{res}} \rangle \). Here, \( U_{2B}(t_f, t_i) \) is the two-body evolution operator of the relative motion, defined by

\[ i\hbar \frac{\partial}{\partial t_i} U_{2B}(t_i, t_f) = H_{2B}(B(t_i)) U_{2B}(t_i, t_f) , \]  

(2.79)

with \( U_{2B}(t_i, t_f) = 1 \). The physical states corresponding to atoms of relative momentum \( p \) are the dressed scattering states of Eq. (2.29). The conversion from bare to dressed
amplitudes is given by
\[ \langle \phi^+_b | U_{2B}(t_f, t_i) | \phi^+_p \rangle = \langle \phi^+_b | U_{2B}(t_f, t_i) | \phi^+_p \rangle + \left[ \langle \phi^+_b | U_{2B}(t_f, t_i) G_{bg}(z) W | \phi_{res} \rangle + \langle \phi^+_b | U_{2B}(t_f, t_i) | \phi_{res} \rangle \right] A(B, p^2/m), \] (2.80)
where \( z = (p^2/m) + i0 \), and \( A(B, p^2/m) \) is given by Eq. (2.30) evaluated at the initial magnetic field, \( B \). Here, the Feshbach molecular state and scattering states are evaluated at the final and initial magnetic fields, respectively. The first matrix element in the square brackets is calculated by spectral decomposition:
\[ \langle \phi^+_b | U_{2B}(t_f, t_i) G_{bg}(z) W | \phi_{res} \rangle = \int dp' \frac{\langle \phi^+_b | U_{2B}(t_f, t_i) | \phi^+_{p'} \rangle \langle \phi^+_{p'} | W | \phi_{res} \rangle}{z - E^2/m} \]
\[ + \frac{\langle \phi^+_b | U_{2B}(t_f, t_i) | \phi_{-1} \rangle \langle \phi_{-1} | W | \phi_{res} \rangle}{E^2/m - E_1}. \] (2.81)
Here, \( \langle \phi_{-1} | W | \phi_{res} \rangle \) is given by Eq. (2.78). Changing the denominator to a time integral, the integral in Eq. (2.81) can be written
\[ \frac{1}{i\hbar} \int_0^\infty dp' 4\pi p'^2 \alpha(p') \int_{-\infty}^0 dt \exp \left[ -\frac{it}{\hbar} \left( p^2/m - p'^2/m + i0 \right) \right], \] (2.82)
where \( \alpha(p') = \langle \phi^+_b | U_{2B}(t_f, t_i) | \phi^+_{p'} \rangle \langle \phi^+_{p'} | W | \phi_{res} \rangle \). The \( p'^2 \) term can be replaced by a partial derivative with respect to time. Reversing the order of integration and using integration by parts then gives
\[ \langle \phi^+_b | U_{2B}(t_f, t_i) G_{bg}(z) W | \phi_{res} \rangle = -4\pi m \left( F(0) + \frac{ip^2}{m\hbar} \int_{-\infty}^0 dt e^{-ip^2 t/(m\hbar)} F(t) \right) \]
\[ + \frac{\langle \phi^+_b | U_{2B}(t_f, t_i) | \phi_{-1} \rangle \langle \phi_{-1} | W | \phi_{res} \rangle}{E^2/m - E_1}. \] (2.83)
Here, \( F(t) = \int_0^\infty dp' \alpha(p') e^{ip'^2 t/(m\hbar)} \). We evaluate the integral in Eq. (2.83) numerically until the time where \( F(t) \) approaches its asymptotic form, given by the stationary phase approximation to be
\[ F(t) \sim \frac{\alpha(0)}{2} \sqrt{\frac{m\pi\hbar}{|t|}} e^{-ix/4}. \] (2.84)

### Single-channel theory

In the single-channel separable potential approach, the scattering length and bound state energy are recovered by an appropriate variation of the amplitude \( \xi \) in Eq. (2.61) such
that the scattering length of Eq. (2.18) is recovered. The effective potential in Eq. (2.46) is then given by

\[
V_{\text{eff}}(B) = |\chi\rangle \xi(B) \langle \chi| .
\] (2.85)

The range \( \sigma \) of the single-channel separable potential is defined analogously to \( \sigma_{bg} \) in Eq. (2.63). The magnetic-field dependence of \( V_{\text{eff}}(B) \) is contained in \( \xi(B) \) through its dependence on the scattering length \( a(B) \), as given by [95]:

\[
\frac{1}{\xi(B)} = \langle \chi| G_0(0) |\chi\rangle + \frac{m(2\pi\hbar)^3 |\langle \chi|0\rangle|^2}{4\pi\hbar^2 a(B)} .
\] (2.86)

The bound state energy is calculated from the poles of the Green’s function, in analogy to Eq. (2.67):

\[
1 - \xi(B) \langle \chi| G_0(E_b) |\chi\rangle = 0 .
\] (2.87)

The range of the potential, \( \sigma \), is found as in Eq. (2.67), and kept constant as the magnetic field is varied. All resonance-enhanced properties are reproduced by the variations in amplitude in accordance with Eq. (2.86). The Feshbach molecular state of Eq. (2.47) may be expanded in terms of plane waves using the separable potential of Eq. (2.85), yielding

\[
\langle \phi_b| \mathbf{p}\rangle = \frac{\langle \chi| \mathbf{p}\rangle}{\left( E_b - \frac{\mathbf{p}^2}{2m} \right)^{1/2} \sqrt{\langle \chi| G^2_0(E_b) |\chi\rangle}} .
\] (2.88)

We apply this single-channel approach to our calculations for condensed gases in Chapter 5 and to the studies of the non-Markovian Boltzmann equation in Chapter 6.
Chapter 3

Classification of zero-energy resonances using Feshbach molecule dissociation

In this chapter we study the dissociation of Feshbach molecules by a magnetic field sweep across a zero-energy resonance. In the limit of an instantaneous magnetic field change, the distribution of atomic kinetic energy can have a peak indicating dominance of the molecular closed-channel spin configuration over the entrance channel. The extent of this dominance influences physical properties such as stability with respect to collisions, and so the readily measurable presence or absence of the corresponding peak provides a practical method of classifying zero-energy resonances. For some resonances, currently achievable ramp speeds, e.g. those demonstrated by Dürr et al. [87], are fast enough to provide magnetic field changes that may be interpreted as instantaneous. We study the transition from sudden magnetic field changes to asymptotically wide, linear ramps. In the latter limit, the predicted form of the atomic kinetic energy distribution is independent of the specific implementation of the two-body physics, provided that the near-resonant scattering properties are properly accounted for. The work of this chapter is published in Ref. [116].

3.1 Introduction

The detection of cold molecules often relies upon measuring the atomic gas produced by their dissociation. This is because the lasers used in experiments are typically tuned to the atomic transitions, which are detuned from those for the corresponding molecules. The atoms produced by dissociation can then be imaged using a resonant laser pulse. Molecular dissociation often involves applying radio-frequency radiation [79, 84], photodissociation [85], monitoring the loss of atoms [72, 89], or a linear ramp across the resonance [73, 74, 75, 76, 77, 78, 79, 86, 87, 90, 91]. Linear ramps for molecule detection are often slow in order to minimise the speed of the fragments to be imaged. Such sweeps have also been used to determine resonance widths [87]. Fast sweeps have been used to measure, e.g., the population of more than one partial wave [88, 147].
In this chapter we consider dissociation by linear ramps across zero-energy resonances over the whole range of possible ramp speeds. We show that the dissociation process can act as a probe of the resonance. In the limit of a sudden jump the distribution of atomic kinetic energy, referred to as the dissociation spectrum, can have a sharp peak at an energy dependent on the final magnetic field \[ B(t) \]. Our studies show that such spectra occur only for resonances with weak interchannel coupling. Consequently, resonances may be classified by measuring the peak, which can be done while little is known about the resonance other than its position. The shape of the dissociation spectrum is therefore a simple and useful tool for characterising a zero-energy resonance.

The strength of the interchannel coupling affects the suitability of the resonance for studying phenomena of current experimental interest. For example, long-range halo molecules are more easily created using strongly coupled, entrance-channel dominated resonances, whereas Feshbach molecules created with closed-channel dominated resonances are usually unstable with respect to collisions [61]. We study the transition from sudden jumps to asymptotically wide, linear ramps, as the ramp speed and initial and final fields are changed. We provide an analytic treatment of the time evolution for arbitrary ramp speeds and initial and final fields. Taking the limit of an asymptotic ramp produces a spectrum which has been studied both experimentally [86] and theoretically [86, 128, 148, 149]. Two-channel and single-channel approaches provide the same asymptotic spectrum. This is because, for the special case of a linear ramp, the outcome depends only on the ramp speed through the strongly interacting region around the resonance.

### 3.2 Dissociation spectra

Feshbach molecules can be dissociated by changing the magnetic field strength to the side of the zero-energy resonance where the Feshbach molecular state does not exist. We consider linear magnetic field ramps of the form

\[
B(t) = B_{\text{res}} + \dot{B} (t - t_{\text{res}}).
\]  

(3.1)

Here \( \dot{B} \) is the ramp speed, and \( t_{\text{res}} \) is the time at which the resonance level crosses the entrance-channel dissociation threshold, i.e. \( B(t_{\text{res}}) = B_{\text{res}} \). The ramp begins at the time \( t_i \) and ends at \( t_f \), ranging between the magnetic fields \( B(t_i) = B_i \) and \( B(t_f) = B_f \). The ramp
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of Eq. (3.1) corresponds to a linear time dependence of the resonance energy
\[ E_{\text{res}}(t) = \dot{E}_{\text{res}} (t - t_{\text{res}}), \tag{3.2} \]
where \( \dot{E}_{\text{res}} = \mu_{\text{res}} \dot{B} \), and \( \mu_{\text{res}} \) is the difference in magnetic moment between the entrance and closed channels.

In typical experiments [86, 87] the atomic gas produced by the sweep is allowed to freely expand with the magnetic field strength held at \( B_f \), after which a measurement of the atomic momentum distribution is performed. We therefore analyse the diatomic state produced by the ramp in terms of the scattering states of Eq. (2.28) evaluated at \( B_f \), which then become stationary states. The transitions into these states due to the ramp determine the dissociation spectrum \( n(E) \), in accordance with the general formula [128]
\[ n(E)dE = p^2 dp \int d\Omega_p |T_{\text{diss}}(p)|^2. \tag{3.3} \]
Here, \( \int d\Omega_p \) denotes the integration over angles, \( E = p^2 / m \), and \( T_{\text{diss}}(p) \) is the transition amplitude, given by
\[ T_{\text{diss}}(p) = \langle \phi_f^p | U_{2B}(t_f, t_i) | \phi_{ib}^i \rangle. \tag{3.4} \]
Here, the two-body evolution operator \( U_{2B}(t_i, t_f) \) is given by Eq. (2.79), \( \phi_{ib}^i = \phi_i(B_i) \) is the Feshbach molecular state of Eq. (2.25) at the initial magnetic field, and \( \phi_f^p = \phi_p(B_f) \) is the scattering state of momentum \( p \) at the final magnetic field, given by Eq. (2.29).
In this thesis, we consider only resonances for which a spherically symmetric Feshbach resonance state is coupled to the entrance channel by spin exchange [61]. Consequently, the transition amplitude depends only on the modulus of the momentum.

3.3 Sudden jumps across resonances

In this section we discuss the limit of an infinitely fast ramp across a zero-energy resonance, corresponding to an instantaneous jump in the magnetic-field strength. This scenario is directly related to a recent experiment of Dürr et al. [87], where a sharply peaked dissociation spectrum was observed following a fast ramp across the 685 G resonance of \(^{87}\text{Rb}\). For a jump, the transition amplitude of Eq. (3.4) is completely determined by the overlap of the initial Feshbach molecular state and the final scattering state,
\[ T_{\text{diss}}(p) \xrightarrow{t_f \rightarrow t_i} \langle \phi_f^p | \phi_{ib}^i \rangle. \tag{3.5} \]
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Figure 3.1: Transition probability density $|T_{\text{diss}}(p)|^2$ for the dissociation of a $^{87}\text{Rb}_2$ Feshbach molecule into a pair of atoms with relative momentum $p$, due to a jump across the 1007.4 G resonance. The initial and final fields used here are $B_i = 1007 \text{G}$ and $B_f = 1009.4 \text{G}$. The momentum $p_{\text{res}} = 0.0140 \hbar/a_0$, corresponding to the resonance energy $E_{\text{res}}(B_i) = p_{\text{res}}^2/m$ at the end of the jump, gives the approximate position of the peak.

Evaluating this overlap using the two-channel approach of Chapter 2 reveals that the transition probability density $|T_{\text{diss}}(p)|^2$ can have a two-peaked structure. An example of such a structure, for the 1007.4 G resonance of $^{87}\text{Rb}$, is shown in Fig. 3.1. This particular form of $|T_{\text{diss}}(p)|^2$ can be understood by considering the entrance-channel and closed-channel components of $\phi_i^b$ and $\phi_f^p$. The appearance of the peak at nonzero energies is controlled by the amplitude $A(B_i, E)$, which determines the final scattering states $\phi_f^p$ through Eq. (2.30). Provided that the influence of $\Delta(E)$ and $\gamma(E)$ in Eq. (2.30) can be neglected, $|T_{\text{diss}}(p)|^2$ tends to peak around $E \approx E_{\text{res}}(B_i)$. This is the case for the example of Fig. 3.1. In general, though, the influence of $\Delta(E)$ and $\gamma(E)$ can be significant, leading to the broadening and possibly even disappearance of the nonzero-energy peak in the dissociation spectrum.

3.3.1 Analytic estimate

For small $E = (\hbar k)^2/m$, satisfying $|k a| \ll 1$, the two-body interactions can be completely characterised in terms of the scattering length. As discussed in Chapter 2, the regime where the physics depends only on the scattering length is referred to as the Wigner threshold law regime for positive energies, and the universal regime for negative ener-
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As shown by Eq. (2.45), the energy shift $\Delta(E)$ assumes its maximum value for $E \to 0$,

$$\Delta(E) \sim \mu_{\text{res}} (B_{\text{res}} - B_0).$$

(3.6)

In this limit $\Delta(E)$ is proportional to the resonance shift, $B_0 - B_{\text{res}}$, of Eq. (2.41). Similarly, from Eq. (2.45), the decay width $\gamma(E)$ in the Wigner threshold law regime assumes the form [132],

$$\gamma(E) \sim k a_{\text{bg}} \mu_{\text{res}} \Delta B,$$

(3.7)

where $\Delta B$ is the resonance width, and $a_{\text{bg}}$ is the background scattering length. The resonance width and background scattering length are related to the scattering length $a$ by Eq. (2.18). Equation (3.7) indicates that $\gamma(E)$ can be significant for broad resonances with large $|a_{\text{bg}}|$, which will therefore have broad peaks in their dissociation spectra. The modulus of the resonance shift also tends to be large for these resonances.

For entrance-channel dominated resonances, the universal bound state energy of Eq. (2.44) is accurately extended beyond the universal regime by the Gribakin-Flambaum formula of Eq. (2.48). The accuracy of this extension depends on the degree to which the influence of the long range van der Waals tail of the entrance-channel potential dominates over that of the Feshbach resonance state. For closed-channel dominated resonances the influence of the Feshbach resonance state is dominant. The distinction is quantified by [100, 150]

$$\eta = \frac{\bar{a} \ h^2/(m\bar{a}^2)}{a_{\text{bg}} \ \mu_{\text{res}} \Delta B},$$

(3.8)

which we term the closed-channel dominance. Values of $\eta$ for the resonances studied in this thesis are given in Table 2.2. Equation (3.8) may be derived from the ratio $E_{\bar{a}}/\gamma(E_{\bar{a}})$, where $\gamma(E_{\bar{a}})$ is the decay width of Eq. (3.7) evaluated at $E_{\bar{a}}$, and $E_{\bar{a}} = h^2/m\bar{a}^2$ is the energy associated with the mean scattering length defined after Eq. (2.48), differing only by a constant of order unity from the van der Waals energy defined by Eq. (2.1). It may also be derived by considering the relative size of the contributions to the bound state energy from the van der Waals tail and resonance level [150]. For entrance-channel dominated resonances the relation $\eta \ll 1$ is fulfilled, implying that $|a_{\text{bg}}|$ and/or $|\mu_{\text{res}} \Delta B|$ are large. The latter quantity being large indicates strong interchannel coupling [128], i.e. that the decay width is large. The opposite limit of weak coupling implies a closed-channel dominated resonance.
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The relevance of the size of $\eta$ to the structure of the dissociation spectrum can be revealed by analysing the position of the finite-energy peak, $E_{\text{peak}}$, relative to its spectral width, $\Delta E_{\text{peak}}$. By using the Wigner threshold law expressions of Eqs. (3.6) and (3.7), it is possible to show that the finite-energy peak is approximately Lorentzian. Consequently, $\Delta E_{\text{peak}}$ will be taken as its half-width at half-maximum. A distinct peak appears in the jump dissociation spectrum when $E_{\text{peak}}/\Delta E_{\text{peak}} \gg 1$. Evaluating this quantity in the Wigner threshold law regime yields the expression for the peak clarity,

$$\frac{E_{\text{peak}}}{\Delta E_{\text{peak}}} = \eta \left[ \frac{\mu_{\text{res}}(B_f - B_0)}{E_{\bar{a}}} \right]^{1/(2\eta^2)} \left[ \frac{\mu_{\text{res}}(B_f - B_0)}{E_{\bar{a}}} \right]^{1/(4\eta^2)},$$

(3.9)

The energy $E_{\bar{a}}$, which greatly exceeds the relative kinetic energies typical of cold atom pairs, gives the order of magnitude of the spacing between the highest excited vibrational bound states. It therefore sets the largest energy scale able to be experimentally accessed without other resonance phenomena arising, and limits the range of energies able to be considered within the single-resonance approach of Sec. 2.2. In the range of validity $\mu_{\text{res}}(B_f - B_0) \leq E_{\bar{a}}$, Eq. (3.9) gives the inequality

$$\frac{E_{\text{peak}}}{\Delta E_{\text{peak}}} \leq \eta \frac{1 - 1/(2\eta^2)}{\sqrt{1 - 1/(4\eta^2)}},$$

(3.10)

with equality for $\mu_{\text{res}}(B_f - B_0) = E_{\bar{a}}$. It is evident from Eq. (3.10) that the condition for the existence of a distinct peak at a nonzero energy is $\eta \gg 1$, which is characteristic of closed-channel dominated resonances. An example of a resonance falling into this category is provided by the 1007.4 G resonance of $^{87}$Rb, for which $\eta = 5.9$ (see Fig. 3.1). Entrance-channel dominated resonances, characterised by $\eta \ll 1$, exclude the possibility of a clear peak appearing at a nonzero energy in the dissociation spectrum. The presence or absence of a sharp peak in the dissociation spectrum is therefore an indicator of whether a zero-energy resonance is entrance-channel or closed-channel dominated.

We have verified the quality of the estimate given by Eq. (3.9) by comparing it to the results of exact, numerical calculations using the approach of Chapter 2. The comparison, shown in Fig. 3.2, confirms that Eq. (3.9) provides a good estimate of the ratio $E_{\text{peak}}/\Delta E_{\text{peak}}$. Moreover, the analytic expression of Eq. (3.9) slightly underestimates $E_{\text{peak}}/\Delta E_{\text{peak}}$, meaning that the peak clarity one would expect to see experimentally is always slightly greater than the analytic estimate. The preceding analysis treats the ideal case of an instantaneous change of the magnetic field strength. An experiment is described in Ref. [87] that actually operates in this regime. After an 80 G/ms ramp of
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Figure 3.2: The measure of peak clarity $E_{\text{peak}}/\Delta E_{\text{peak}}$ in the dissociation spectrum of a $^{87}\text{Rb}_2$ molecule, using the 685 G resonance. This resonance has a high closed-channel dominance of $\eta = 463$. The initial field used is $B_i = 684.5$ G. The dots indicate values extracted from fits to the spectra obtained from full two-channel single-resonance calculations, while the solid line shows the approximate analytic predictions of Eq. (3.9). At $B \sim 688$ G, the single-resonance approach breaks down as the energy range covered starts to exceed the van der Waals energy.

the magnetic field across the 685 G resonance of $^{87}\text{Rb}$, the atomic gas was found to expand outwards as a spherical shell, corresponding to a sharply peaked dissociation spectrum. In order to assess how closely the jump approximation follows the experimental observations of Ref. [87], we have performed an exact two-channel calculation of the dissociation spectrum of Eq. (3.3), for the experimental ramp speed of 80 G/ms. The comparison is shown in Fig. 3.3 and confirms that the 80 G/ms ramp is fast enough to produce a spectrum virtually indistinguishable from that of a jump. Consequently, the experiment of Ref. [87] provides a clear probe of the closed-channel admixtures of the initial bound and final scattering states, and of the strong closed-channel dominance ($\eta = 463$) of this particular resonance. We note that experiments reported in Ref. [87] using the less closed-channel dominated ($\eta = 5.9$) 1007.4 G resonance of $^{87}\text{Rb}$ did not produce such a peak for the 80 G/ms ramp-speed used. We have calculated that to be in the jump regime for this resonance would require a ramp speed of 5000 G/ms or above. The minimum ramp speed to be in the regime of a jump is different for each resonance, however ramp speeds of order 1000 G/ms are now possible [151].
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Figure 3.3: Dissociation spectrum of $^{87}\text{Rb}_2$ molecules produced in the vicinity of the 685 G resonance. The initial and final magnetic field strengths are $B_i = B_0 - 50 \text{ mG}$ [151] and $B_f = B_0 + 40 \text{ mG}$ [87]. 80 G/ms is the ramp speed reported in Ref. [87], while 1000 G/ms is approximately the maximum currently available [151]. The distinct peak is centred around $\hbar \times 0.073 \text{ MHz}$, corresponding to $3.5 \mu\text{K}$, as compared to the $3.3 \mu\text{K}$ that can be deduced from Ref. [87].

3.3.2 Transfer into deeper bound states

At magnetic fields far from $B_0$, the highest excited vibrational bound state of $H_{2\text{B}}(B)$ often corresponds to the highest excited vibrational state of the entrance channel potential, $\phi_{-1}$, as illustrated in Fig. 3.4. When the Feshbach molecular state is subjected to a magnetic field sweep across the resonance, some population can then be transferred to the highest excited vibrational bound state at the final field strength. Some Feshbach molecules will therefore not be dissociated during a ramp. We have calculated this effect for the 685 G resonance of $^{87}\text{Rb}$ and found it to be negligible. However, for the 48 G resonance of $^{133}\text{Cs}$, the two-body energy level spectrum of which is plotted in Fig. 3.4, we have found that the transfer into the bound state can be as much as 10%. In our calculations we have assumed sweep rates of no more than 1000 G/ms, which is currently achievable experimentally [151]. The transfer is unusually large for this particular resonance because the entrance-channel potential supports a state with an energy of only $E_{-1} = -\hbar \times 45 \text{ kHz}$ [61]. This makes the avoided crossing between the bound states narrow, as shown in Fig. 3.4, and so the wavefunctions of the Feshbach molecule and the final bound state converge to $\phi_{-1}$ quickly as $B$ moves away from $B_0$. This increases the overlap between the initial and final bound states and so makes the transfer from a jump
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In this section we consider ramp speeds that are intermediate between the jumps of Sec. 3.3 and asymptotically wide, linear ramps. Keeping the initial and final magnetic fields used in Fig. 3.3 for all ramp speeds, we calculate the dissociation spectra including the full time evolution of Eq. (3.4). The resulting spectra have the characteristic double-peaked structure for jumps, but coincide with the asymptotic form for sufficiently slow ramps. This transition is shown in Fig. 3.5. For any given ramp speed, however, making the ramp wide enough will result in a spectrum of the asymptotic form.

For linear ramps of the form of Eq. (3.1), it is possible to derive an exact formula for the time-evolution operator $U_{2B}(t,t')$, associated with the two-body Hamiltonian $H_{2B}(B(t))$ by Eq. (2.79). Here we consider a continuum of positive energies as represented by the scattering states of Eq. (2.29), in contrast to the set of discrete levels.
examined in previous analytic treatments \cite{61,152,153}. We separate Eq. (2.23) into its stationary and explicitly time dependent parts,

\[ H_{2B}(B(t)) = H_{\text{stat}} + H_{\text{cl}}(t), \]  

where \( H_{\text{stat}} = H_{2B}(B_{\text{res}}) \), and we now express the single-resonance, closed-channel Hamiltonian of Eq. (2.22) as a function of time, i.e. \( H_{\text{cl}}(B(t)) \rightarrow H_{\text{cl}}(t) \). Using the separability of \( H_{\text{cl}}(t) \), the derivation of Appendix B.1 leading to Eq. (B.5) shows that \( U_{2B}(t, t') \) can be calculated from only its closed-channel component,

\[ g_{2B}^{(+)}(t, t') = \frac{1}{i\hbar} \theta(t - t') \langle \phi_{\text{res}}, \text{cl} | U_{2B}(t, t') | \phi_{\text{res}}, \text{cl} \rangle. \]  

(3.12)

Here, \( \theta(t - t') \) is the step function, which yields unity for \( t - t' > 0 \), and zero elsewhere. The linear variation of the resonance energy makes it possible to represent \( g_{2B}^{(+)}(t, t') \) in terms of the following Fourier integrals:

\[ g_{2B}^{(+)}(t, t') = \int dE \frac{e^{-iE(t-t')/\hbar}}{2\pi\hbar} \int_{-\infty}^{E} dE' \frac{e^{i[\phi(z', t') - \phi(z, t')]}}{i\hbar E_{\text{res}}}. \]  

(3.13)

Here \( z = E + i0, z' = E' + i0 \), and the phase \( \phi(z, t') \) is given in Eq. (B.8). This leads to the expression of Eq. (B.10) for the time-evolution operator, in which \( U_{2B}(t_i, t_f) \) is expressed...
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solely in terms of the known energy dependent Green’s function $G_{\text{stat}}(z)$ associated with the stationary Hamiltonian $H_{\text{stat}}$, its closed-channel matrix element $g_{\text{stat}}(z)$, and the phase $\varphi(z, t')$.

In Appendix B.2 we use Eq. (B.10) together with a stationary phase analysis to evaluate the transition amplitude of Eq. (3.4) in the limit of an asymptotically wide ramp. This shows the transition probability density to be

$$|T_{\text{diss}}(p)|^2 = \frac{2\pi}{\hbar |E_{\text{res}}|} |\langle \phi_p^{(+)} | W | \phi_{\text{res}} \rangle|^2 \exp \left( -\frac{2\pi}{\hbar |E_{\text{res}}|} \int dp' \theta(p - p') |\langle \phi_p^{(+)} | W | \phi_{\text{res}} \rangle|^2 \right).$$

(3.14)

Under typical experimental conditions the energies of the dissociated atoms do not exceed several $\mu K$, which is usually well within the Wigner threshold law domain. Consequently, the interchannel coupling matrix elements in Eq. (3.14) can be evaluated in the limit of zero relative momentum and related to the resonance width $\Delta B$ through Eq. (2.40). This constitutes a rigorous derivation of the asymptotic dissociation spectrum,

$$n(E) = -\frac{\partial}{\partial E} \exp \left( -\frac{4}{3} \sqrt{\frac{mE}{\hbar^2}} \left| a_{\text{bg}} \right| \frac{E|\Delta B|}{\hbar B} \right),$$

(3.15)

which was previously inferred in Refs. [86, 128] from Fermi’s Golden Rule. The accuracy of this expression was confirmed by the experiments of Mukaiyama et al. [86] with $^{23}\text{Na}$, and Dürr et al. [87] with $^{87}\text{Rb}$. This led to the application of Eq. (3.15) to measuring the widths of previously unexplored resonances [87]. The dissociation spectrum of Eq. (3.15) is plotted in Fig. 3.5 as the asymptotic limit of slow ramps for the 685 G resonance of $^{87}\text{Rb}$.

The dissociation spectrum of Eq. (3.15) does not depend on the magnetic moment $\mu_{\text{res}}$ of the Feshbach resonance level, but just on $|a_{\text{bg}}\Delta B|$. This product characterises the scattering length in the close vicinity of a zero-energy resonance, as can be seen from Eq. (2.18). This suggests that it should be possible to arrive at Eq. (3.15) using different descriptions of the underlying two-body physics, the only condition being that the near-resonant scattering properties are correctly recovered. In Appendix B.3 we derive Eq. (3.15) using the single-channel approach of Sec. 2.3. Taking a separable form of the potential allows this relation to be derived analytically, just as in the two-channel case. The limitations of the single-channel approach when applied to closed-channel dominated resonances have no effect in the case of an asymptotic ramp. Consequently, for asymptotic ramps the physical description need only be accurate in the near-resonant
region. This is sufficient for recovering the near-resonant scattering properties, and therefore leads to the correct dissociation spectrum. For jumps or intermediate ramps, however, the physical description must apply over the entire range of magnetic fields.

3.5 Conclusions

In this chapter we have studied in detail the dissociation spectra produced by linear sweeps of the magnetic field strength across zero-energy resonances, for field ranges and ramp speeds varying from jumps to asymptotic ramps. A key finding of this chapter is that jumps in the magnetic field can be used to classify zero-energy resonances according to the dominance of their entrance and closed channels. Our scheme requires measuring whether a sharp peak occurs in the dissociation spectrum near the final resonance energy. The presence or absence of this peak allows a resonance to be classified as closed- or entrance-channel dominated, respectively. This may be measured before other properties of the resonance are studied. By comparing the spectrum of a jump to exact numerical calculations for the example of the 685 G resonance of $^{87}\text{Rb}$, we have shown that the ramp speed required for such a measurement can be achieved by current experiments.

Our calculations of the dissociation spectrum for varying ramp speeds and fixed initial and final fields show that the spectrum approaches the asymptotic form as the ramp speed is lowered. Increasing the width of the ramp for a fixed ramp speed also brings the spectrum closer to the asymptotic result. We have analytically determined the time evolution for linear ramps using a two-channel approach. Evaluating this in the asymptotic limit rigorously produces the asymptotic spectrum of Eq. (3.15). Asymptotic ramps, however, only require a correct physical description of the near-resonant region, and so a single-channel approach is also valid.
Chapter 4

Microscopic quantum dynamics of Feshbach molecule production

In this chapter we detail the theory of cumulants, the microscopic quantum dynamics approach used in the following chapters. We begin by reviewing quantum kinetic theory and the dynamics of ultracold gases at nonzero temperatures. We then outline the theory of cumulants and its application to the production of Feshbach molecules from thermal and condensed gases. The non-Markovian, nonlinear Schrödinger equation for the dynamics of a zero-temperature condensed gas is derived within the first order cumulant approach. The second order cumulant approach is used to derive a non-Markovian Boltzmann equation, governing the dynamics of the one-body density matrix of a thermal gas. We show how these equations allow predictions of molecule production, and discuss the short-time limit for a thermal gas, in which case the molecule production is calculated from a thermal average of the two-body transition probability density. It is shown that the non-Markovian Boltzmann equation reduces to the normal, Markovian Boltzmann equation in the limit of long times and stationary interactions.

4.1 Introduction

The aim of kinetic theory is to calculate the macroscopic physical properties of a gas, including its thermodynamic properties, from the form of the microscopic interactions. In the late 19th century Boltzmann derived his famous transport equation [154], describing the dynamics of the distribution function for the phase-space density of particles, \( f(\mathbf{r}, \mathbf{p}, t) \). By considering the flow of particles in and out of the phase-space element \( d\mathbf{r}d\mathbf{p} \) surrounding \((\mathbf{r}, \mathbf{p})\), it can be shown that the evolution of \( f(\mathbf{r}, \mathbf{p}, t) \) is given by

\[
\left( \frac{\partial}{\partial t} + \frac{\mathbf{p}}{m} \cdot \nabla_r + \mathbf{F}(\mathbf{r}) \cdot \nabla_p \right) f(\mathbf{r}, \mathbf{p}, t) = \frac{\partial}{\partial t} f_{\text{coll}}(\mathbf{r}, \mathbf{p}, t). \tag{4.1}
\]

Here, \( \mathbf{F}(\mathbf{r}) \) is the force on each particle due to external potentials, and the right-hand side of the equation is the collision term. Specifying the collision term is the involved
part in any kinetic theory. Assuming the gas to be sufficiently dilute that only pairwise
interactions are significant, this can be shown to be \[146\]

\[
\frac{\partial}{\partial t} f_{\text{coll}}(\mathbf{r}, \mathbf{p}, t) = \int d\mathbf{p}_2 d\mathbf{p}_3 d\mathbf{p}_4 \delta(\mathbf{p} + \mathbf{p}_2 - \mathbf{p}_3 - \mathbf{p}_4) \delta \left( \frac{p^2}{2m} + \frac{p_2^2}{2m} - \frac{p_3^2}{2m} - \frac{p_4^2}{2m} \right) [T_{\text{fi}}]^2 \times \left[ f(\mathbf{r}, \mathbf{p}_3, t)f(\mathbf{r}, \mathbf{p}_4, t) - f(\mathbf{r}, \mathbf{p}, t)f(\mathbf{r}, \mathbf{p}_2, t) \right].
\]  (4.2)

Here \( T_{\text{fi}} = \langle \mathbf{p}\mathbf{p}_2|T(\mathbf{z})|\mathbf{p}_3\mathbf{p}_4 \rangle \) is the two-body T-matrix, with \( \mathbf{z} = (p^2/2m) + (p_2^2/2m) + i0 \).

The first product in the square brackets represents the scattering into the phase-space element surrounding \((\mathbf{r}, \mathbf{p})\), and the second represents the scattering out of it. These are sketched in Fig. 4.1. In the limit of low collision energy, Eq. (4.2) reduces to

\[
\frac{\partial}{\partial t} f_{\text{coll}}(\mathbf{r}, \mathbf{p}, t) = \frac{a^2}{m^2(2\pi\hbar)^3} \int d\mathbf{p}_2 d\mathbf{p}_3 d\mathbf{p}_4 \delta(\mathbf{p} + \mathbf{p}_2 - \mathbf{p}_3 - \mathbf{p}_4) \delta \left( \frac{p^2}{2m} + \frac{p_2^2}{2m} - \frac{p_3^2}{2m} - \frac{p_4^2}{2m} \right) \times \left[ f(\mathbf{r}, \mathbf{p}_3, t)f(\mathbf{r}, \mathbf{p}_4, t) - f(\mathbf{r}, \mathbf{p}, t)f(\mathbf{r}, \mathbf{p}_2, t) \right].
\]  (4.3)

We recover this result from the theory of cumulants in Sec. 4.7. The derivation of the Boltzmann equation assumes that the de Broglie wavelength of the particles is much smaller than the interparticle separation. It is also assumed that the momenta of particles at any point in space are uncorrelated. The Boltzmann equation is valid for the case of a thermal gas where the average population of each quantum state is much smaller than 1. Quantum mechanically, the effects of Bose and Fermi statistics must be included. This
leads to the quantum Boltzmann equation \([155]\), where the collision term takes the form
\[
\frac{\partial}{\partial t} f_{\text{coll}}(\mathbf{r}, \mathbf{p}, t) = \frac{\alpha^2}{m^2(2\pi\hbar)^2} \int d\mathbf{p}_2 d\mathbf{p}_3 d\mathbf{p}_4 \delta(\mathbf{p} + \mathbf{p}_2 - \mathbf{p}_3 - \mathbf{p}_4) \delta \left( \frac{p^2}{2m} + \frac{p_2^2}{2m} - \frac{p_3^2}{2m} - \frac{p_4^2}{2m} \right) \\
\times \left\{ f(\mathbf{r}, \mathbf{p}_3, t) f(\mathbf{r}, \mathbf{p}_4, t) \left[ 1 \pm f(\mathbf{r}, \mathbf{p}, t) \right] [1 \pm f(\mathbf{r}, \mathbf{p}_2, t)] \\
- f(\mathbf{r}, \mathbf{p}, t) f(\mathbf{r}, \mathbf{p}_2, t) \left[ 1 \pm f(\mathbf{r}, \mathbf{p}_3, t) \right] [1 \pm f(\mathbf{r}, \mathbf{p}_4, t)] \right\} \cdot \tag{4.4}
\]

Here, the positive and negative signs refer to Bose and Fermi statistics, respectively. In the limit of small occupation numbers, \([1 \pm f(\mathbf{r}, \mathbf{p}, t)] \approx 1\), and Eq. (4.3) is recovered.

In the context of ultracold gases, the Boltzmann equation has been used to study effects such as collisional relaxation in thermal Bose gases \([30]\), and the lifetime, damping, and instabilities of spin-waves in a two-component, one-dimensional gas of bosonic atoms \([156, 157]\). Holland et al. developed a stochastic implementation of the Boltzmann equation \([158]\), making the ergodic approximation (i.e. that the population of a state depends only on its energy). They were able to apply this to the equilibration of thermal gases. A linearised Boltzmann equation, including a mean-field as a modification to the drift terms on the left-hand side of Eq. (4.1), has been used to study the frequency and damping of collective modes in resonantly interacting Fermi gases \([159]\). Applications of kinetic theory to ultracold gases have, however, been primarily concerned with the formation and behaviour of Bose-Einstein condensates.

After the achievement of BEC of dilute gases in 1995, significant theoretical insight into condensate dynamics was gained from studies of the Gross-Pitaevskii equation (GPE) \([32, 33, 160, 161, 162, 163, 164]\). The GPE was able to explain effects such as condensate expansion after release from a trap \([162]\), interference of condensates \([164, 165]\), and their excitation spectra \([163]\). The GPE is valid for condensates well below the critical temperature, for which thermal and quantum depletion are negligible. It is also necessary that the gas be dilute, i.e. \(n|a|^3 \ll 1\), where \(a\) is the \(s\)-wave scattering length. Finally, the length and time scales of the interactions must be smaller than all others that are characteristic of the gas. The excitation spectrum of a BEC at zero temperature is given by Bogoliubov’s theory of weakly interacting Bose gases \([29]\). Here we give a brief summary of this theory and the Hartree-Fock and Popov approximations, which allow its extension to nonzero temperature. At the temperatures and densities typical of experiments with cold and ultracold gases, the atomic interactions are predominantly pairwise. The general Hamiltonian for a gas of bosonic atoms inter-
acting pairwise via a potential $V$ is given by

$$
H = \sum_{lm} a^\dagger_l \langle l | H_{1B} | m \rangle a_m + \frac{1}{2} \sum_{m_1 m_2 m_3 m_4} \langle m_1 m_2 | V | m_3 m_4 \rangle a^\dagger_{m_1} a^\dagger_{m_2} a_{m_3} a_{m_4}. \tag{4.5}
$$

Here, the indices refer to an arbitrary set of basis states, and the field operators have the usual bosonic commutation relations:

$$
[a_i, a^\dagger_j] = \delta_{ij}, \tag{4.6}
$$
$$
[a_i, a_j] = 0. \tag{4.7}
$$

For a homogeneous gas in a box of volume $\mathcal{V}$, the basis states are interpreted as box states, satisfying $e^{ikx}/\sqrt{\mathcal{V}}$, with $k$ taking the full range of values that give the wave-function nodes at the boundaries of the box. All of the calculations in this thesis use either the hard core + van der Waals tail potential of Sec. 2.4.1 or the separable potential of Sec. 2.4.2. To illustrate the fundamental principles, however, in this introduction we consider particles interacting via a contact interaction of strength $U_0 = 4\pi \hbar^2 a/m$. The Bogoliubov approximation consists of replacing $a_0$ and $a^\dagger_0$ by $\sqrt{N_0}$ [29], where the zero momentum mode population $N_0$ is assumed to be macroscopically large. Assuming that the fluctuations are small and retaining terms up to second order in the fluctuations leads to the Bogoliubov Hamiltonian:

$$
H = \frac{N_0^2 U_0}{2\mathcal{V}} + \sum_{k(k\neq 0)} (\epsilon_k^0 + 2n_0 U_0) a^\dagger_k a_k + \frac{n_0 U_0}{2} \sum_{k(k\neq 0)} (a^\dagger_k a^\dagger_{-k} + a_k a_{-k}). \tag{4.8}
$$

Here, $n_0$ is the condensate density, and $\epsilon_k^0 = \hbar^2 k^2 / 2m$. The first summation has terms corresponding to independent excitations of momentum $\hbar k$, and the atoms in the condensate. The second summation, involving pairs of creation or annihilation operators, corresponds to pairs of atoms scattered into and out of the condensate, respectively, and is referred to as the anomalous term. Diagonalising Eq. (4.8) by converting to a quasi-particle basis leads to the Bogoliubov spectrum for a homogeneous gas at zero temperature [30],

$$
\epsilon_k = \sqrt{2n U_0 \epsilon_k^0 + (\epsilon_k^0)^2}. \tag{4.9}
$$

This dispersion relation is quadratic (particle-like) for short-wavelength excitations, and linear (wave-like) for long, which is a key property of superfluids.
4.1 Introduction

At non-zero temperatures, the expectation value of the interaction term in Eq. (4.5) can be calculated using Hartree-Fock theory [30]. The lowest order Hartree-Fock approximation gives a theory in which an excitation corresponds simply to adding a particle of nonzero momentum and removing one from the condensate. It therefore neglects the interaction of the excitations with each other. This has a spectrum \( \epsilon_k = \epsilon_0 k + 2nU_0 \), valid for \( n_0U_0 \ll \epsilon_0 k \). The simplest theory which produces a gapless spectrum, as is the case in reality for an infinite homogeneous gas, is the Popov approximation in which the terms linear in \( a_k a_{-k} \) and \( a_k^\dagger a_{-k}^\dagger \) are retained in Eq. (4.8), but the effect of the thermal excitations on them is neglected [30, 166]. This leads to an excitation spectrum consistent with Eq. (4.9), with the thermally depleted condensate density determined self-consistently. In both the Hartree-Fock and Popov approximations, the effect of interactions is to provide static mean fields that couple to the density of particles, or create and destroy pairs of particles. The HFB-Popov approach has been successful in describing condensates up to approximately 60% of the critical temperature [167]. Morgan developed a number-conserving approach which includes higher order terms using first and second order perturbative corrections to a quadratic Hamiltonian [168]. The validity of this approach is limited by the size of the higher order terms, which become more significant with increasing temperature, condensate depletion, and interaction strength.

Several beyond mean-field approaches have been developed with the aim of relaxing the assumptions underlying the derivation of the GPE, in order to study processes such as condensate growth, thermalisation, and vortex nucleation in condensed gases at nonzero temperatures [169]. One group of approaches utilise techniques from quantum optics, dividing the Bose field operator into highly occupied modes, which may in general be treated as classical fields, and little-occupied modes which are treated as a thermal bath. This technique was pioneered by Gardiner and Zoller [170]. Different levels of approximation are used to treat the thermal bath. In the ZNG approach [171], the bath is considered to be always in thermal equilibrium and collisions are assumed to be frequent enough that a hydrodynamic description of the condensed and noncondensed fractions is valid. This theory has been applied to several situations, including the dynamics of the scissors [172] and breathing modes [173], and vortex nucleation [174]. Davis and co-workers developed an approach in which the highly occupied modes are described by classical field equations, and the thermal bath is described by a quantum Boltzmann equation [175, 176]. Such a finite-temperature GPE requires each mode in the classical region to have a large number of atoms. Neglecting the bath leads to the
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Projected GPE \(^{[177, 178]}\), which takes account of all the Bose-enhancement but none of the spontaneous processes. Applications of the PGPE have included evaporative cooling and the calculation of critical temperatures \(^{[179, 180]}\), vortex dynamics \(^{[181]}\), and thermalisation \(^{[176, 177]}\). Holland et al. extended their stochastic approach to the Boltzmann equation for a classical gas \(^{[162]}\) to include the macroscopic occupation of a single mode, modelling evaporative cooling and finite-temperature BEC dynamics \(^{[182, 183]}\).

Phase-space approaches are based on the principle of expanding the density matrix in a basis suitable for dynamical simulations. Expressing the master equation in terms of a Wigner function leads to a functional partial differential equation with first and third order derivatives. The third order derivatives are small when the occupation numbers are large, and neglecting them leads to the truncated Wigner approach \(^{[184]}\). The differential equation that remains coincides with the GPE, however the effects of quantum noise are retained in the initial conditions, which are chosen to sample the initial Wigner function. Expectation values are obtained by averaging over several trajectories. The truncated Wigner approach is valid provided that the number of particles is larger than the number of modes, and that the maximum energy of the Bogoliubov excitations is not too high \(^{[185]}\). It has been applied to phenomena such as vortex nucleation \(^{[186]}\), Beliaev-Landau damping \(^{[185]}\), the loading and dynamics of gases in optical lattices \(^{[187, 188]}\), and atom laser statistics \(^{[189]}\). Expanding the density matrix in terms of coherent state projectors leads to a stochastic differential equation which provides a technique known as the positive-\(P\) approach \(^{[190]}\). This method is in principle precise, however the distribution of trajectories that must be averaged over to calculate an expectation value can become very wide, making convergence difficult. This issue limits the length of time over which strong interactions can be modelled. The positive-\(P\) technique has been applied to evaporative cooling \(^{[191]}\), and has also recently been applied to calculations of molecule dissociation and quadrature squeezing of the resulting atom pairs \(^{[192, 193]}\).

In recent years significant attention has also been paid to strong interactions in ultracold gases. Theoretical treatments of this regime have inherited a lot of their formalism from condensed matter and nuclear physics. The two-particle irreducible effective action technique calculates quantum dynamics from the variation of an effective action, expanding it in terms of the inverse of the number of field components, and has been applied to dynamical studies in one-dimensional gases \(^{[194, 195]}\) and optical lattices \(^{[196, 197]}\). Stoof developed a quantum field theoretic approach in which a Hartree-
Fock approximation is used to calculate the many-body T-matrix \([198]\). The resulting dynamical equation is, however, difficult to solve and is typically reduced to a stochastic differential equation in which the damping and noise terms are calculated from the Keldysh self-energy \([198, 199]\). Applications of this approach have included condensate growth \([199]\), and quasicondensate growth \([200]\) and phase fluctuations \([201]\) in one-dimensional gases. A similar ‘stochastic GPE’ may be derived from a Wigner function representation of the master equation, using the ideas of the finite-temperature GPE and quantum kinetic theory \([202, 203]\). Both of these approaches to the stochastic GPE assume the thermal cloud to be in equilibrium.

The dynamics of molecule formation from zero-temperature condensates and thermal gases has been studied in both two- and single-channel approaches, using a range of potential models. For isolated pairs of atoms in an optical lattice, the conversion may be accurately calculated from two-body physics \([126, 139]\). Zero-temperature condensates have been considered in a two-level mean-field approach using contact interactions \([125, 204, 205, 206]\), and microscopic quantum dynamics approaches \([117, 128, 134, 207]\). Mean-field approaches require the interactions to occur on a timescale much faster than the condensate evolution, and are inherently two-level. Microscopic quantum dynamics approaches are more general, however the calculations are correspondingly more difficult. The dynamics of molecule formation from a partially condensed gas with a significant thermal fraction, for which strong interactions and nonzero temperatures must be included, remains an open problem. Molecule formation in loosely trapped thermal gases has been studied by assuming the trap to approximate a continuum, and summing over the two-body transition amplitudes \([117, 208, 209]\). Such approaches neglect the depletion and rethermalisation of the continuum of unbound states. The quantum kinetics of molecule formation has been studied by Williams et al. \([115, 210]\), who used the Keldysh non-equilibrium Green’s function formalism \([211]\) to derive generalised Boltzmann equations for the resonance level and unbound pairs. We further discuss the kinetics of molecule formation, and the resulting predictions for the saturation of this process, in Chapter 6.

In this chapter we explain in detail the theory of cumulants (see, e.g., Ref. \([212]\)) and its application to the production of molecules from ultracold gases. The results derived here form the basis of the calculations presented in the following chapters. Our approach, like that of Ref. \([115]\), is motivated by kinetic theory, but further relaxes the assumptions
regarding the number of collisions during the ramp and equilibrium of the gas. We give an overview of the theory of cumulants in the next section. In Sec. 4.3 we use the theory of cumulants to derive the non-Markovian, nonlinear Schrödinger equation for the dynamics of the mean field in a condensate that is initially at zero temperature. The non-Markovian Boltzmann equation, giving the evolution of the one-body density matrix of a thermal gas, is derived in Sec. 4.4. We then show how these two equations lead to predictions of the molecule production efficiency, considering condensed and thermal gases in Secs. 4.5 and 4.6 respectively. In Sec. 4.6.1 we discuss molecule production from thermal gases in the limit of short times, for which the conversion may be calculated more simply by thermally averaging over the two-body transition probability density. In Sec. 4.7 we consider the limit of long times, for which the conversion efficiency should reach saturation. We show how the non-Markovian Boltzmann equation of Sec. 4.4 then reduces to the normal Boltzmann equation, provided the limit of stationary interactions is also taken. This shows the relation between our approach and conventional kinetic theory, and shows that our approach has the correct behaviour in the limit of long times.

4.2 Theory of cumulants

The dynamical equation for the expectation value of an operator \( \theta \) at time \( t \), \( \langle \theta \rangle_t \), is given by

\[
\frac{i\hbar}{\partial t} \langle \theta \rangle_t = \langle [\theta, H] \rangle_t. \tag{4.10}
\]

The form of the general Hamiltonian in Eq. (4.5) shows that calculating the dynamics for the expectation value of an operator produces an infinite recursion of products of higher numbers of operators. A method of truncation is therefore required. The simplest method is to neglect all expectation values with more than a certain number of operators, however this has no guarantee that the higher order terms are of a size that can be safely neglected. In fact, in some cases the size of the terms can grow as the order increases. The method of cumulants has been applied to calculations of the dynamics of many-body quantum systems in terms of correlation functions \([145, 213, 214]\). The approach we use here \([145]\) provides a truncation scheme in which the \( n \)th order theory includes the exact evolution of expectation values of \( n \) or less operators, plus the free evolution of products of \( n + 1 \) and \( n + 2 \) operators. For a set of bosonic field operators \( a_i \), cumulants may be defined recursively in terms of expectation values \([215]\). The first three of these
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are

\[ \langle a_1 \rangle = \langle a_1 \rangle^c, \] (4.11)

\[ \langle a_1 a_2 \rangle = \langle a_1 a_2 \rangle^c + \langle a_1 \rangle^c \langle a_2 \rangle^c, \] (4.12)

\[ \langle a_1 a_2 a_3 \rangle = \langle a_1 a_2 a_3 \rangle^c + \langle a_1 \rangle^c \langle a_2 a_3 \rangle^c + \langle a_2 \rangle^c \langle a_1 a_3 \rangle^c + \langle a_3 \rangle^c \langle a_1 a_2 \rangle^c + \langle a_1 \rangle^c \langle a_2 \rangle^c \langle a_3 \rangle^c. \] (4.13)

In the thermal equilibrium of a grand canonical ensemble, all cumulants of order greater than 2 vanish for an ideal gas \([213]\). These can therefore act as a measure of the deviation of the system from its interaction-free equilibrium. Each cumulant of order \(n\) adds the \(n\)th order interactions around the interaction-free evolution already included in the \((n - 1)\)th order. Cumulants therefore get smaller as \(n\) increases. For this reason, a system that stays reasonably close to an equilibrium which is changing in time should be well described by a cumulant expansion of order \(n\) for a longer time than it would be by a perturbative expansion to \(n\)th order, for which the higher order terms are in general important. In the context of ultracold gases, the theory of cumulants has been applied to colliding condensates \([145]\), the dynamics of quantum accelerator modes \([216]\), and spin-squeezing in two-component BECs \([217]\). It has been applied to a range of problems related to Feshbach molecules, including their dissociation \([218]\), and their production by linear ramps \([128]\), the Ramsey fringe experiments of Wieman’s group \([134, 207]\), and resonantly modulated magnetic fields \((117, \text{ as detailed in Chapter 5})\). The theory of cumulants has also been applied to the production of cold molecules by photoassociation \([219]\).

In this thesis, we follow the notation of \([145]\), making the following definitions:

\[ \Psi_{m}(t) = \langle a_m \rangle^c_t, \] (4.14)

\[ \Phi_{lm}(t) = \langle a_m a_l \rangle^c_t, \] (4.15)

\[ \Gamma_{lm}(t) = \langle a_m^\dagger a_l \rangle^c_t. \] (4.16)

These quantities are referred to as the mean field, the pair function, and the one-body density matrix of the non-condensed fraction, respectively. Higher order cumulants are denoted

\[ \Gamma^{(m,n)}_{k_1 k_2 \ldots k_m l_1 l_2 \ldots l_n}(t) = \langle a_{i_1}^\dagger a_{i_2}^\dagger \cdots a_{i_m}^\dagger a_{k_1} a_{k_2} \cdots a_{k_m} \rangle^c_t. \] (4.17)

Our formulation of the theory of cumulants allows us to use exact calculations of the two-body dynamics as inputs to the many-body equations. It therefore incorporates the
full time variation of the two-body interactions, as well as simplifying the subsequent calculation of many-body dynamics. We consider the production of molecules from condensed gases, and thermal gases in the short-time limit, in Chapter 5. Application of the theory of cumulants to the dynamics of the one-body density matrix provides a beyond mean-field approach which includes fluctuations and realistic, time-varying interactions. This enables studies of the many-body effects leading to the saturation of molecule production, which we present in Chapter 6.

4.3 Mean-field evolution

In this section we use the first order cumulant approach to derive the non-Markovian, nonlinear Schrödinger equation governing the evolution of the mean field in a condensate that is initially at zero temperature. The exact evolution of the expectation value of a field operator $a_i$ is given by

$$i\hbar \frac{\partial}{\partial t} \Psi_i(t) = \langle [a_i, H] \rangle,$$

$$= \sum_{lm} \langle l | H_{1B} | m \rangle \left[ \langle a_i a_l^\dagger a_m \rangle_t - \langle a_m a_i a_l^\dagger \rangle_t \right]$$

$$+ \frac{1}{2} \sum_{m_1 m_2 m_3 m_4} \langle m_1 m_2 | V | m_3 m_4 \rangle \left[ \langle a_i a_{m_1}^\dagger a_{m_2}^\dagger a_{m_3} a_{m_4} \rangle_t - \langle a_{m_1} a_{m_2}^\dagger a_{m_3} a_{m_4} a_i \rangle_t \right].$$

(4.18)

The potential matrix element is left unchanged after exchange of the first two indices, and so the last two summations are identical after a relabelling of indices. Performing the cumulant expansion of the expectation values using Eqs. (4.11)-(4.13) then gives

$$i\hbar \frac{\partial}{\partial t} \Psi_i(t) = \sum_m \langle m | H_{1B} | m \rangle \langle a_m \rangle_t + \frac{1}{2} \sum_{m_1 m_2 m_3 m_4} \langle m_1 | iV | m_3 m_4 \rangle \langle a_{m_1}^\dagger a_{m_2}^\dagger a_{m_3} a_{m_4} \rangle_t,$$

$$+ \frac{1}{2} \sum_{m_2 m_3 m_4} \langle i m_2 | V | m_3 m_4 \rangle \langle a_{m_2}^\dagger a_{m_3} a_{m_4} \rangle_t.$$  

(4.19)

The potential matrix element is left unchanged after exchange of the first two indices, and so the last two summations are identical after a relabelling of indices. Performing the cumulant expansion of the expectation values using Eqs. (4.11)-(4.13) then gives

$$i\hbar \frac{\partial}{\partial t} \Psi_i(t) = \sum_m \langle m | H_{1B} | m \rangle \Psi_m(t) + \sum_{m_1 m_2 m_3 m_4} \langle m_1 | iV | m_3 m_4 \rangle \left[ \Gamma_{m_3 m_4 m_1}^{(2),1}(t) \right.$$

$$+ \Psi_{m_1}^\ast(t) \Phi_{m_1 m_4}(t) + \Gamma_{m_3 m_1} \Psi_{m_4}(t) + \Gamma_{m_4 m_1} \Psi_{m_3}(t) + \Psi_{m_1}^\ast(t) \Psi_{m_3}(t) \Psi_{m_4}(t) \left. \right].$$

(4.20)
Here, $\Gamma^{(2,1)}_{m_1,m_2}(t)$ is defined by Eq. (4.17).

We now change to a position basis to show the effect of the separation of length scales between the de Broglie wavelength of the atoms and the characteristic length scale of the interatomic potential. The field operators are written in the form $\psi_\alpha(x)$ to refer to a particle annihilated at $x$ in the Zeeman state $\alpha$. The Hamiltonian of Eq. (4.5) now takes the form [220]:

$$H = \sum_\alpha \int dx \psi_\alpha^\dagger(x) \left[ -\frac{\hbar^2}{2m} \nabla^2 + E_a^\dagger(B) + V_\alpha(x) \right] \psi_\alpha(x) + H_{\text{int}},$$

(4.21)

where $E_a^\dagger(B)$ is the Zeeman energy of spin state $\alpha$, $V_\alpha(x)$ is the trapping potential, and the interaction Hamiltonian is given by

$$H_{\text{int}} = \frac{1}{2} \sum_{\alpha\beta\alpha'\beta'} \int dxdy V_{\alpha\beta,\alpha'\beta'}(r) \psi_\alpha^\dagger(x) \psi_\beta^\dagger(y) \psi^\dagger_{\alpha'}(y) \psi_{\beta'}(x).$$

(4.22)

Here, $r = x - y$ is the relative coordinate of the atom pair. We make the approximation that the pair function and one-body density matrix are initially zero. Neglecting the pair function at the initial time corresponds to assuming that no pairwise correlations exist in the BEC. Neglecting the one-body density matrix corresponds to neglecting the influence of noncondensed atoms on the condensate, which limits the range of situations able to be considered to those in which the condensate is nearly pure. The first order cumulant approach includes the precise evolution of the expectation value of one operator, and the free evolution of products of two or three operators. Consequently, to this level of approximation the one-body density matrix then remains zero at all times, and the condensate evolution given by Eq. (4.20) becomes

$$i\hbar \frac{\partial}{\partial t} \Psi_\alpha(x, t) = H_{1B}^\alpha \Psi_\alpha(x, t) + \sum_{\beta\alpha'\beta'} \int dy V_{\alpha\beta,\alpha'\beta'}(r) \psi_\alpha^\dagger(x) \psi_{\beta'}(y) \psi_{\alpha'}(x).$$

(4.23)

The formal solution of the pair function at this level of approximation is

$$\Phi_{\alpha\beta}(x, y, t) = \sum_{\alpha'\beta'} \int dxdy' \langle x, y, \alpha\beta | U_{2B}(t, t_i) | x', y', \alpha'\beta' \rangle \Phi_{\alpha'\beta'}(x', y', t_i)$$

$$+ \frac{1}{\hbar} \int_{t_i}^t dt' \langle x, y, \alpha\beta | U_{2B}(t, t') | x', y', \alpha'\beta' \rangle V_{\alpha'\beta'}(x' - y') \Psi_{\alpha'}(x', t') \Psi_{\beta'}(y', t').$$

(4.24)

Neglecting the pair function at the initial time $t_i$ and transforming to centre of mass and
relative coordinates leaves
\[
\Phi_{a\beta}(\mathbf{R}, \mathbf{r}, t) = \frac{1}{i\hbar} \sum_{\alpha, \beta} \int d\mathbf{R}' d\mathbf{r}' \int_0^t dt' \langle \mathbf{R}', \mathbf{r}, \alpha \beta | U_{2B}(t, t') | \mathbf{R}', \mathbf{r}', \alpha' \beta' \rangle V_{\alpha' \beta'}(\mathbf{r}') \times \Psi_{\alpha'}(\mathbf{R}' + \mathbf{r}'/2, t') \Psi_{\beta'}(\mathbf{R}' - \mathbf{r}'/2, t').
\] (4.25)

We use the fact that the de Broglie wavelength of the atoms is much larger than the range of the interactions, and that the atomic wavefunction is therefore slowly varying by comparison with the potential, to write \(\Psi(\mathbf{R} \pm \mathbf{r}/2) V(\mathbf{r}) \approx \Psi(\mathbf{R}) V(\mathbf{r})\). Expressing the potential in terms of the derivative of \(U_{2B}(t, t')\) with respect to \(t'\), and writing the zero momentum plane wave as \(|0\rangle = (2\pi\hbar)^{-3/2} \int d\mathbf{r} |\rangle\), the pair function then becomes
\[
\Phi_{a\beta}(\mathbf{R}, \mathbf{r}, t) \approx -(2\pi\hbar)^{3/2} \int_0^t dt' \Psi_a(\mathbf{R}, t') \Psi_{\beta}(\mathbf{R}, t') \frac{\partial}{\partial t'}(\mathbf{r} | U_{2B}^{a\beta}(t, t') | 0). \] (4.26)

Substituting this into Eq. (4.25) and again using the fact that the de Broglie wavelength is much greater than the length scale of the interactions gives
\[
i\hbar \frac{\partial}{\partial t} \Psi_a(\mathbf{x}, t) = H_{1B}^a \Psi_a(\mathbf{x}, t) + (2\pi\hbar)^{3/2} \sum_{\beta \alpha' \beta'} \Psi_{\beta}(\mathbf{x}, t) \int_0^t dt' \Psi_{\alpha'}(\mathbf{x}, t') \Psi_{\beta'}(\mathbf{x}, t') \times \frac{\partial}{\partial t'} [\theta(t - t') \int d\mathbf{y} V_{a \beta \alpha' \beta'}(\mathbf{r}) (\mathbf{r} | U_{2B}^{a' \beta'}(t, t') | 0)]. \] (4.27)

Here, the derivative of the step function \(\theta(t - \tau)\) accounts for the mean-field terms at time \(t\). For a homogeneous gas, this leads to the non-Markovian, nonlinear equation
\[
i\hbar \frac{\partial}{\partial t} \Psi_a(t) = H_{1B}^a \Psi_a(t) + \sum_{\beta \alpha' \beta'} \Psi_{\beta}(t) \int_0^t dt' \Psi_{\alpha'}(t') \Psi_{\beta'}(t') \frac{\partial}{\partial t'} h^{a \beta \alpha' \beta'}(t, t'), \] (4.28)

where the memory function \(h^{a \beta \alpha' \beta'}(t, t')\) is given by
\[
h^{a \beta \alpha' \beta'}(t, t') = (2\pi\hbar)^3 \theta(t - t') \langle 0 | V_{a \beta \alpha' \beta'} U_{2B}^{a' \beta'}(t, t') | 0 \rangle. \] (4.29)

The memory function provides a precise representation of the two-body physics, which is then used as an input to the many-body equation Eq. (4.28), and is so-called because it contains the non-Markovian effects. For the single-channel case, which we consider in Chapter 5, this simplifies to
\[
i\hbar \frac{\partial}{\partial t} \Psi(t) = H_{1B} \Psi(t) - \Psi(t) \int_0^\infty dt' \Psi^2(t') \frac{\partial}{\partial t'} h(t, t'), \] (4.30)

where the memory function \(h(t, t')\) is given by
\[
h(t, t') = (2\pi\hbar)^3 \langle 0 | V(t) U_{2B}(t, t') | 0 \rangle \theta(t - t'). \] (4.31)
We find \( h(t, t') \) by solving a Volterra equation. The Lippman-Schwinger equation provides two equations for the two-body evolution operator:

\[
U_{2B}(t, t') = U_0(t - t') + \frac{1}{i\hbar} \int_{t'}^t d\tau U_{2B}(t, \tau)V(\tau)U_0(\tau - t'), \tag{4.32}
\]

\[
U_{2B}(t, t') = U_0(t - t') + \frac{1}{i\hbar} \int_{t'}^t d\tau U_0(t - \tau)V(\tau)U_{2B}(\tau, t'). \tag{4.33}
\]

The form of the separable potential in Eq. (2.85) shows that the memory function may be calculated from the matrix element \( \langle \chi | U_{2B}(t', t') | 0 \rangle \). Projecting Eq. (4.32) onto \( | \chi \rangle \) on the left and \( | 0 \rangle \) on the right gives the equation

\[
\langle \chi | U_{2B}(t', t') | 0 \rangle = \langle \chi | 0 \rangle + \frac{1}{i\hbar} \langle \chi | 0 \rangle \int_{t'}^t d\tau \langle \chi | U_{2B}(t, \tau) | \chi \rangle \xi(\tau). \tag{4.34}
\]

Projecting Eq. (4.33) onto \( | \chi \rangle \) on the left and right gives a closed integral equation which can be used to calculate \( \langle \chi | U_{2B}(t', t') | \chi \rangle \). The numerical technique used to solve this equation is detailed in Appendix D.

### 4.4 One-body density matrix evolution: The non-Markovian Boltzmann equation

From the Schrödinger equation with the general Hamiltonian of Eq. (4.5), and the cumulant expansion of Eq. (4.12), the precise evolution of the one-body density matrix is given by

\[
\frac{i\hbar}{\partial t} \Gamma_{ij}(t) = \langle [a_j^\dagger a_i, H] \rangle_t - \Psi_i'(t)\langle [a_j^\dagger, H] \rangle_t - \Psi_j'(t)\langle [a_i, H] \rangle_t
\]

\[
= \sum_{lm} \langle l | H_{1B} | m \rangle \langle a_j^\dagger a_i^\dagger a_m^\dagger a_l^\dagger \rangle_t - \langle a_i^\dagger a_m^\dagger a_j^\dagger a_l^\dagger \rangle_t
\]

\[
+ \frac{1}{2} \sum_{m_1m_2m_3m_4} \langle m_1m_2 | V | m_3m_4 \rangle \langle a_j^\dagger a_{m_1}^\dagger a_{m_2}^\dagger a_{m_3}^\dagger a_{m_4}^\dagger \rangle_t - \langle a_{m_1}^\dagger a_{m_2}^\dagger a_{m_3}^\dagger a_{m_4}^\dagger a_j^\dagger a_l^\dagger \rangle_t
\]

\[
- i\hbar \Psi_i'(t) \frac{\partial}{\partial t} \Psi_j'(t) - i\hbar \Psi_j'(t) \frac{\partial}{\partial t} \Psi_i'(t). \tag{4.35}
\]

Normal-ordering the expectation values of six operators that occur in this expression gives additional terms with an expectation value of four operators and a delta function, e.g.:

\[
\langle a_j^\dagger a_{m_1}^\dagger a_{m_2}^\dagger a_{m_3}^\dagger a_{m_4}^\dagger \rangle_t = \langle a_j^\dagger a_{m_1}^\dagger a_{m_2}^\dagger a_{m_3}^\dagger a_{m_4}^\dagger \rangle_t + \delta_{m_1m_2} \langle a_j^\dagger a_{m_3}^\dagger a_{m_4}^\dagger a_{m_1}^\dagger \rangle_t + \delta_{m_1m_3} \langle a_j^\dagger a_{m_2}^\dagger a_{m_4}^\dagger a_{m_1}^\dagger \rangle_t. \tag{4.36}
\]
After normal-ordering the expectation values in Eq. (4.35), we perform the cumulant expansion for each term. Neglecting the non-number conserving terms, which give zero for a thermal gas, leaves

\[
\frac{i\hbar}{\partial t} \Gamma_{ij}(t) = \sum_l \left( \langle i| H_{1B} | l \rangle \Gamma_{ij}(t) - \langle l| H_{1B} | j \rangle \Gamma_{il}(t) \right) \\
+ \sum_{m_1m_2m_3} \langle im_1| V|m_2m_3 \rangle \left( \Gamma^{(2,2)}_{m_1m_2;jm_1}(t) + \Gamma_{m_2}(t)\Gamma_{m_1m_1}(t) + \Gamma_{m_1}(t)\Gamma_{m_2m_1}(t) \right) \\
- \sum_{m_1m_2m_3} \langle m_1m_2| V|jm_3 \rangle \left( \Gamma^{(2,2)}_{m_1m_2;m_2m_2}(t) + \Gamma_{m_1m_2}(t)\Gamma_{m_2m_1}(t) + \Gamma_{m_2}(t)\Gamma_{m_1m_1}(t) \right).
\]

(4.37)

Here, \(\Gamma^{(2,2)}_{m_1m_2;jm_1}(t)\) is the two-body density matrix defined in Eq. (4.17).

We define the density matrices in the interaction picture by

\[
\Gamma_{ij}^I(t) = \sum_{kl} \langle i| U_{1B}^\dagger(t - t_0)|k \rangle \Gamma_{kl}(t) \langle l| U_{1B}(t - t_0) | j \rangle,
\]

(4.38)

\[
\Gamma^{(2,2)}_{k_1i;k_2j}(t) = \sum_{r_1r_2r_3r_4} \langle k_1| U_{1B}^\dagger(t - t_0) | r_1 \rangle \langle i| U_{1B}(t - t_0) | r_2 \rangle \Gamma^{(2,2)}_{r_1r_2;r_3r_4}(t) \langle r_3| U_{1B}(t - t_0) | k_2 \rangle \times \langle r_4| U_{1B}(t - t_0) | k_1 \rangle.
\]

(4.39)

Here, \(t_0\) is the (arbitrary) time at which the transformation to the interaction picture is made. In calculations, we typically set this to be equal to the initial time, \(t_i\). We also note that the potential is given in the interaction picture by

\[
V_i(t) = U_0^\dagger(t - t_0) V(t) U_0(t - t_0),
\]

(4.40)

and the two-body evolution operator is given by

\[
U_{2B}^I(t, t') = U_0^\dagger(t - t_0) U_{2B}(t', t) U_0(t' - t_0).
\]

(4.41)

Here, \(U_0(t - t_0) = \exp(-iH_0(t - t_0)/\hbar)\) is the evolution operator associated with the free Hamiltonian. Differentiating Eq. (4.38) and using Eq. (4.37) gives the dynamical equation for the one-body density matrix in the interaction picture:

\[
\frac{i\hbar}{\partial t} \Gamma_{ij}^I(t) = \sum_{k_2k_3k_4} \langle ik_2| V_i(t) | k_3k_4 \rangle \left[ \Gamma^{(2,2)}_{k_3k_4;k_2k_1}(t) + \Gamma_{k_3k_2}(t)\Gamma_{k_4k_1}(t) + \Gamma_{k_4k_2}(t)\Gamma_{k_3k_1}(t) \right] \\
- \sum_{k_1k_2k_4} \langle k_1k_2| V_i(t) | jk_4 \rangle \left[ \Gamma^{(2,2)}_{k_4k_1;k_2k_3}(t) + \Gamma_{k_4k_1}(t)\Gamma_{k_2k_3}(t) + \Gamma_{k_2k_3}(t)\Gamma_{k_4k_1}(t) \right].
\]

(4.42)

The second order cumulant approach includes the precise evolution of one and products of two operators, and the free evolution of products of three and four operators.
Products of three operators have already been eliminated, since terms which are not number conserving do not appear for a thermal gas. We are therefore left requiring only the free evolution of $\Gamma_{m_2m_3;m_1}^{(2,3)}(t)$ to close the equation. In Appendix C.1 we show how this may be calculated, converted to the interaction picture, and substituted into Eq. (4.42).

In this thesis, we apply the technique discussed here to the case of a homogeneous gas. In Appendix C.2 we apply the requirement of translational invariance to the one-body density matrix, taking the limit of an infinitely large box. The two-body density matrix at $t_i$ is neglected, corresponding to the initial two-body correlations in the gas being zero. This gives the following equation:

$$\frac{\partial}{\partial t} \Gamma(p, t) = \frac{4}{\hbar} \Gamma(p, t_i) \int dq \Gamma(q, t_i) \text{Im} \left[ \langle q_i | V(t) U^{I}_{2B}(t, t_i) | q_i \rangle \right]$$

$$+ \frac{4}{\hbar} \int dp_1 dp_2 \Gamma(p_1, t_i) \Gamma(p_2, t_i)$$

$$\times \text{Im} \left[ \langle p_{cm} | V(t) U^{I}_{2B}(t, t_i) | p_i \rangle \langle p_i | U^{I}_{2B}(t, t_i) - 1 | p_{cm} \rangle \right]$$

$$+ \frac{4}{\hbar} \int dt' \int dq \text{Im} \left[ \langle q_i | V(t) U^{I}_{2B}(t', t_i) | q_i \rangle \right] \frac{\partial}{\partial t'} (\Gamma(p, t') \Gamma(q, t'))$$

$$+ \frac{4}{\hbar} \int dt' \int dp_1 dp_2 \text{Im} \left[ \langle p_{cm} | V(t) U^{I}_{2B}(t', t_i) | p_i \rangle \langle p_i | U^{I}_{2B}(t', t_i) - 1 | p_{cm} \rangle \right]$$

$$\times \frac{\partial}{\partial t'} (\Gamma(p_1, t') \Gamma(p_2, t')) . \tag{4.43}$$

We refer to this as the non-Markovian Boltzmann equation. Here, we have made the definitions $q_i = (p - q)/2$, $p_i = (p_1 - p_2)/2$, and $p_{cm} = p - (p_1 + p_2)/2$. These definitions are simply for notational convenience – note that we cannot use a coordinate transformation to evaluate the integrals because the simplification gained in the matrix elements would be compensated for by the appearance of angular integrals in the density matrices. Consequently, the evaluation of the momentum integrals requires us to integrate over the relative angles between $p, p_1$ and $p_2$. We discuss the evaluation of these angular integrals in Chapter 6. The reduced one-body density matrix in Eq. (4.43) is defined by

$$\Gamma(p, q, t) = \delta(p - q) \Gamma(p, t). \tag{4.44}$$

We note that after translational invariance is imposed, the phases given by Eq. (4.38) cancel out, and so we have $\Gamma^I(p, t) = \Gamma(p, t)$. Consequently, we write it without the superscript.

The matrix element of $[U^{I}_{2B}(t, t_i) - 1]$ that occurs in Eq. (4.43) can be rewritten using
Eq. (C.25):
\[
\langle p_{\text{cm}} | [U_{2B}^\dagger (t, t') - 1] | p_r \rangle = \frac{1}{\hbar} \int_{t'}^t d\tau e^{i \frac{p_r^2}{2m}(\tau - t') - i \frac{p_{\text{cm}}^2}{2m}(\tau - t)} \langle p_{\text{cm}} | V(\tau) U_{2B}(\tau, t') | p_r \rangle ,
\]
where we have taken out the interaction picture phases. We can then write
\[
\langle p_{\text{cm}} | V(t) U_{2B}^\dagger (t, t') | p_r \rangle \langle p_r | [U_{2B}^\dagger (t, t') - 1]^\dagger | p_{\text{cm}} \rangle = -\frac{1}{i\hbar} \langle p_{\text{cm}} | V(t) U_{2B}(t, t') | p_r \rangle 
\times \int_{t'}^t d\tau e^{i \frac{p_{\text{cm}}^2}{2m}(\tau - t)} \langle p_r | U_{2B}^\dagger (\tau, t') V(\tau) | p_{\text{cm}} \rangle .
\]
\tag{4.46}

The matrix element outside the integral is the conjugate of the derivative of the integral itself with respect to \( t \). The imaginary part of this can be expressed as
\[
2 \text{Im} \left\{ \langle p_{\text{cm}} | V(t) U_{2B}^\dagger (t, t') | p_r \rangle \langle p_r | [U_{2B}^\dagger (t, t') - 1]^\dagger | p_{\text{cm}} \rangle \right\} 
= \frac{1}{\hbar} \frac{\partial}{\partial t} \int_{t'}^t d\tau e^{i \frac{p_{\text{cm}}^2}{2m}(\tau - t)} \langle p_{\text{cm}} | V(\tau) U_{2B}(\tau, t') | p_r \rangle^2 .
\tag{4.47}
\]

Using the form of the separable potential in Eq. (2.61), we see that this term may be calculated from the Fourier transform of the matrix element \( \langle \chi | U_{2B}(t, t') | p_r \rangle \). Substituting Eq. (4.47) into Eq. (4.43) gives
\[
\frac{\partial}{\partial t} \Gamma^i(p, t) = \frac{4}{\hbar} \Gamma(p, t_i) \int d\mathbf{q} \Gamma(q, t_i) \text{Im} \left\{ \langle \mathbf{q}_r | V(t) U_{2B}^\dagger (t, t_i) | \mathbf{q}_r \rangle \right\} 
+ 2 \int d\mathbf{p}_1 d\mathbf{p}_2 \Gamma(p_1, t_i) \Gamma(p_2, t_i) \frac{\partial}{\partial t} \int_{t_i}^t d\tau e^{i \frac{p_{\text{cm}}^2}{2m}(\tau - t)} \langle p_{\text{cm}} | V(\tau) U_{2B}(\tau, t_i) | p_{\text{cm}} \rangle \langle p_{\text{cm}} | V(\tau) U_{2B}(\tau, t_i) | p_{\text{cm}} \rangle^2 
+ \frac{4}{\hbar} \int_{t_i}^t dt' \int d\mathbf{q} \text{Im} \left\{ \langle \mathbf{q}_r | V(t) U_{2B}^\dagger (t, t') | \mathbf{q}_r \rangle \right\} \frac{\partial}{\partial t'} (\Gamma(p, t') \Gamma(q, t')) 
+ 2 \int_{t_i}^t dt' \int d\mathbf{p}_1 d\mathbf{p}_2 \frac{\partial}{\partial t} \int_{t_i}^t d\tau e^{i \frac{p_{\text{cm}}^2}{2m}(\tau - t)} \langle p_{\text{cm}} | V(\tau) U_{2B}(\tau, t') | p_r \rangle^2 
\times \frac{\partial}{\partial t'} (\Gamma(p_1, t') \Gamma(p_2, t')) .
\tag{4.48}
\]

We refer to the terms with two momentum integrals as the cross-section terms, and those with one momentum integral as the imaginary terms. The cross-section terms represent the coupling into the element of momentum space surrounding \( p \). The imaginary terms correspond to the total coupling out of the same element. Equation (4.48) is the form in which we implement the solution of the non-Markovian Boltzmann equation, which we discuss in Chapter 6. In the Sec. 4.7 we show how this equation reduces to the normal Boltzmann equation in the Markov limit for the interactions, and the limit of long times.
4.5 Production of molecules from pure condensates

In this section we show from first principles how the evolution of the mean field given by Eq. (4.30) can be used to calculate the number of Feshbach molecules formed from a condensed Bose gas by magnetic field variation. We have sketched the result of a magnetic field pulse in Fig. 4.2. As well as producing molecules, the pulse excites pairs of atoms into the continuum of noncondensate modes, which we discuss in Sec. 4.5.1.

We consider a bosonic gas in a box of volume $V$. For a pair of atoms, the quantum mechanical observable for the bound state $\phi_b(r)$, where $r$ is the relative position coordinate, is

$$\theta = \int dR \langle \phi_b, R | \phi_b, R \rangle,$$

where $R$ is the centre of mass coordinate. To find the second-quantised operator we expand this in terms of the box states $|k\rangle$, satisfying $\langle x | k \rangle = e^{ik \cdot x} / \sqrt{V}$. This gives

$$\langle k_1 k_2 | \theta | k_3 k_4 \rangle = \sum_{\alpha \beta \alpha' \beta'} \delta(k_1 + k_2 - k_3 - k_4) \langle (k_1 - k_2)/2, \alpha \beta | \phi_b | (k_3 - k_4)/2, \alpha' \beta' \rangle.$$  

(4.49)

Here, the Greek subscripts refer to the different Zeeman states of the atoms. We use the Fourier transform $\langle k | \phi_b \rangle = \frac{1}{\sqrt{V}} \int dr e^{-ik \cdot r} \langle r | \phi_b \rangle$ to write this as

$$\langle k_1 k_2 | \theta | k_3 k_4 \rangle = \sum_{\alpha \beta \alpha' \beta'} \delta(k_1 + k_2 - k_3 - k_4) \langle (k_1 - k_2)/2, \alpha \beta | \phi_b | (k_3 - k_4)/2, \alpha' \beta' \rangle.$$  

(4.50)

The second-quantised operator is then given by

$$N_{\text{mol}} = \frac{1}{2} \sum_{k_1 k_2 k_3 k_4} \sum_{\alpha \beta \alpha' \beta'} \delta(k_1 + k_2 - k_3 - k_4) \langle (k_1 - k_2)/2, \alpha \beta | \phi_b | (k_3 - k_4)/2, \alpha' \beta' \rangle \times a_{k_1 \alpha}^+ a_{k_2 \beta}^+ a_{k_3 \alpha'} a_{k_4 \beta'},$$  

(4.52)
where the bosonic field operators are defined in Eqs. (4.6)-(4.7), and the factor of $1/2$ prevents double counting of pairs. Consequently, the expectation value of $N_{\text{mol}}$ at time $t$, $\langle N_{\text{mol}} \rangle_t$, can be found by calculating $\langle a_{k1}^\dagger a_{k2}^\dagger a_{k3} a_{k4} \rangle_t$. Converting this to position space, the number of molecules at time $t$ is given by

$$\langle N_{\text{mol}} \rangle_t = \frac{1}{2} \sum_{\alpha \beta} \langle \phi_\alpha (r) \phi_\beta (r') | \phi_\alpha^\dagger (r) \phi_\beta^\dagger (r') \rangle_T \langle \psi_\alpha^\dagger (x) \psi_\beta (y) \psi_\beta^\dagger (y') \psi_\alpha^\dagger (x') \rangle_T .$$

(4.53)

Here, $\mathbf{R} = (\mathbf{x} + \mathbf{y})/2$, $\mathbf{r} = \mathbf{x} - \mathbf{y}$, and $\mathbf{r'} = \mathbf{x'} - \mathbf{y'}$.

Provided the gas is not too far from equilibrium, we are able to use Wick’s theorem [220] to calculate the expectation value in Eq. (4.53). This leads to

$$\langle \psi_\alpha^\dagger (x) \psi_\beta (y) \psi_\beta^\dagger (y') \psi_\alpha^\dagger (x') \rangle_T = \langle \psi_\alpha^\dagger (x) \psi_\beta (y) \rangle_T \langle \psi_\beta^\dagger (y') \psi_\alpha^\dagger (x') \rangle_T .$$

(4.54)

Here, we have neglected the products of one-body density matrices, as in Sec. 4.3. Summing over spins, we can then write $\langle N_{\text{mol}} \rangle_t = \int d\mathbf{R} |\Psi_b(\mathbf{R}, t)|^2$, where the mean field is given by

$$\Psi_b(\mathbf{R}, t) = \frac{1}{\sqrt{2}} \int d\mathbf{r} \phi_b(\mathbf{r}) [\Phi(\mathbf{R}, \mathbf{r}, t) + \Psi(\mathbf{R} + \mathbf{r}/2, t)] \Psi(\mathbf{R} - \mathbf{r}/2, t) .$$

(4.55)

Using the solution to the pair function evolution of Eq. (4.26) gives

$$\Psi_b(\mathbf{R}, t) = -\frac{(2\pi \hbar)^{3/2}}{\sqrt{2}} \int d\mathbf{r} \phi_b(\mathbf{r}) \int_0^d d\tau \Psi^2(\mathbf{R}, \tau) \frac{\partial}{\partial \tau} [\theta(t - \tau) \langle \phi_b(\mathbf{R}) U_{2B}(t, \tau) | 0 \rangle] .$$

(4.56)

Reversing the order of integration then gives, for a homogeneous gas,

$$\Psi_b(t) = -\frac{1}{\sqrt{2}} \int_0^\infty d\tau \Psi^2(\tau) \frac{\partial}{\partial \tau} h_b(t, \tau) ,$$

(4.57)

where the bound state coupling function is given by

$$h_b(t, \tau) = (2\pi \hbar)^{3/2} \langle \phi_b(\mathbf{R}) U_{2B}(t, \tau) | 0 \rangle \theta(t - \tau) .$$

(4.58)

The bound state coupling function is calculated in an analogous manner to $h(t, \tau)$, by projecting Eq. (4.32) onto $\langle \phi_b \rangle$ on the left and $|\chi\rangle$ on the right. This gives a closed equation for $\langle \phi_b | U_{2B}(t, \tau) | \chi \rangle$, which may then be used to calculate $\langle \phi_b | U_{2B}(t, \tau) | 0 \rangle$ in the same manner as Eq. (4.34) for $\langle \chi | U_{2B}(t, \tau) | 0 \rangle$. 

---

[220] The notation $\langle \ldots \rangle_T$ denotes thermal averaging.

---
4.5.1 Continuum fraction

The density of atom pairs with relative momentum $p$ is calculated in an analogous manner to the bound state component, with an integral over all momenta giving the total continuum fraction. The continuum mode of a pair of atoms of relative momentum $p$ has an amplitude at time $t$ given by

$$
\Psi_p(t) = \frac{-1}{\sqrt{2}} \int_{t_i}^t d\tau \Psi^2(\tau) \frac{\partial}{\partial \tau} h_p(t, \tau),
$$

where

$$
h_p(t, \tau) = (2\pi\hbar)^3 \langle \phi_p^{(+)} | U_2B(t, \tau) | 0 \rangle.
$$

The continuum coupling function $h_p(t, \tau)$ may be calculated from Eq. (4.33):

$$
\langle \phi_p^{(+)} | U_2B(t, \tau) | 0 \rangle = \langle \phi_p^{(+)} | 0 \rangle + \frac{1}{i\hbar} \int_{\tau}^t d\tau' \langle \phi_p^{(+)} | U_0(t - \tau') V(\tau') U_2B(\tau', \tau) | 0 \rangle.
$$

We drop the constant term, which corresponds to the approximation that there is no overlap between a burst pair of atoms and the condensate. We can then write $h_p(t, \tau)$ in terms of $h(t, \tau)$ as

$$
h_p(t, \tau) = \int_{\tau}^t d\tau' \frac{\langle \phi_p^{(+)} | G_0(t - \tau') | \chi \rangle h(\tau', \tau)}{\langle 0 | \chi \rangle}.
$$

4.6 Production of molecules from thermal gases

In this section we show how the one-body density matrix may be used to calculate the number of molecules formed from a thermal Bose gas by magnetic field variation. For a non-condensed gas, the expectation value in Eq. (4.52) may be expressed in terms of cumulants using the definitions of Eqs. (4.11) - (4.13):

$$
\langle a_{k_1}^\dagger a_{k_2}^\dagger a_{k_3} a_{k_4} \rangle_t = \Gamma_{k_3 k_2; k_1 k_4}(t) + \Gamma_{k_3 k_4; k_1 k_2}(t) \Gamma_{k_1 k_2}(t) + \Gamma_{k_4 k_2; k_1 k_3}(t) \Gamma_{k_1 k_3}(t).
$$

The second order cumulant approach includes the free evolution of the two-body density matrix, $\Gamma_{k_3 k_2; k_1 k_4}^{(2)}(t)$, which we derive in Appendix C.1 We make the approximation that $\Gamma_{k_3 k_2; k_1 k_4}^{(2)}(t_i) = 0$, i.e. that there are initially no two-body correlations in the gas. Substituting the result of Eq. (C.6) into the above equation, we next take the
homogeneous gas limit. The box states are then transformed to plane waves, according to

$$|\mathbf{k}\rangle \rightarrow \sqrt{\frac{(2\pi\hbar)^3}{V}}|\mathbf{p}\rangle,$$

(4.64)

where $\mathbf{p} = \hbar \mathbf{k}$. The one-body density matrix takes the form

$$\Gamma^{\alpha\alpha'}_{ki,k'i}(t) \rightarrow \Gamma^{\alpha\alpha'}(|(\mathbf{p}_1 + \mathbf{p}_3)/2|, t)\delta(\mathbf{p}_1 - \mathbf{p}_3).$$

(4.65)

Here, we have defined the reduced one-body density matrix, derived in Appendix C.2, to have a normalisation of $\int d\mathbf{p} \Gamma(p, t) = (2\pi\hbar)^3 n$, where $n$ is the density of the gas. Using these results, the expectation value of the molecular number operator becomes

$$\langle N_{\text{mol}} \rangle_t = \frac{V}{(2\pi\hbar)^3} \sum_{\alpha\beta\alpha'\beta'} \sum_{\alpha_1\beta_1, \alpha'_1\beta'_1} \int d\mathbf{p}_1 d\mathbf{p}_2 d\mathbf{p}_3 d\mathbf{q} \langle(\mathbf{p}_1 - \mathbf{p}_2)/2, \alpha\beta\phi_b \rangle$$

$$\times \langle\phi_b|\mathbf{p}_3 - (\mathbf{p}_1 + \mathbf{p}_2)/2, \alpha'\beta'\rangle \Gamma^{\alpha\alpha'}(|\mathbf{p}_1 + \mathbf{p}_2 - \mathbf{q}|, t) \Gamma^{\beta\beta'}(\mathbf{q}, t)$$

$$\times \langle\mathbf{p}_3 - (\mathbf{p}_1 + \mathbf{p}_2)/2, \alpha'\beta'|U_{1B}(t, t)|\mathbf{p}_1 + \mathbf{p}_2)/2 - \mathbf{q}, \alpha_1\beta_1\rangle$$

$$\times \langle(\mathbf{p}_1 + \mathbf{p}_2)/2 - \mathbf{q}, \alpha'_1\beta'_1|U_{1B}^\dagger(t, t)|\mathbf{p}_1 - \mathbf{p}_2)/2, \alpha\beta\rangle$$

$$+ \frac{V}{(2\pi\hbar)^3} \sum_{\alpha\beta\alpha'\beta'} \sum_{\alpha_1\beta_1, \alpha'_1\beta'_1} \int d\mathbf{p}_1 d\mathbf{p}_2 d\mathbf{p}_3 d\mathbf{q} \int_t^{t'} dt' \langle\phi_b|\mathbf{p}_3 - (\mathbf{p}_1 + \mathbf{p}_2)/2, \alpha'\beta'\rangle$$

$$\times \langle\mathbf{p}_3 - (\mathbf{p}_1 + \mathbf{p}_2)/2, \alpha'\beta'|U_{1B}(t, t')|\mathbf{p}_1 + \mathbf{p}_2)/2 - \mathbf{q}, \alpha_1\beta_1\rangle$$

$$\times \langle(\mathbf{p}_1 + \mathbf{p}_2)/2 - \mathbf{q}, \alpha'_1\beta'_1|U_{1B}^\dagger(t, t')|\mathbf{p}_1 - \mathbf{p}_2)/2, \alpha\beta\rangle$$

$$\times \frac{\partial}{\partial t'} \left(\Gamma^{\alpha\alpha'}(|\mathbf{p}_1 + \mathbf{p}_2 - \mathbf{q}|, t') \Gamma^{\beta\beta'}(\mathbf{q}, t') \right).$$

(4.66)

Evaluating the sum over spins and changing variables, this reduces to

$$n_{\text{mol}} = \frac{1}{(2\pi\hbar)^3} \int d\mathbf{p}_1 d\mathbf{p}_2 \Gamma(p_1, t_1) \Gamma(p_2, t_1) \langle\phi_b|U_{2B}(t, t)|\mathbf{p}_1 - \mathbf{p}_2)/2\rangle^2$$

$$+ \frac{1}{(2\pi\hbar)^3} \int d\mathbf{p}_1 d\mathbf{p}_2 \int_t^{t'} dt' \langle\phi_b|U_{2B}(t, t')|\mathbf{p}_1 - \mathbf{p}_2)/2\rangle^2 \frac{\partial}{\partial t'} \left(\Gamma(p_1, t') \Gamma(p_2, t') \right).$$

(4.67)

Here, $n_{\text{mol}}$ is the density of molecules. This shows that, for a thermal gas, knowing the one-body density matrix for all times during a magnetic field variation sequence is sufficient for calculating the molecular production efficiency. In Chapter 6 we solve the non-Markovian Boltzmann equation of Sec. 4.4 and use the results to study the role of many-body effects in determining the molecule production efficiency.
4.6 Production of molecules from thermal gases

4.6.1 Short-time limit

As can be seen from Eq. (4.52), the expectation value of \( N_{\text{mol}} \) can be found by calculating the expectation value of \( a_{k_1}^{\dagger} a_{k_2}^{\dagger} a_{k_3} a_{k_4}^{\dagger} a_{k_5} a_{k_6}^{\dagger} a_{k_7} a_{k_8}^{\dagger} \). At short times, the evolution of this quantity from its value at the initial time \( t_i \) is primarily due to two-body dynamics. For sufficiently small \( t \), we can therefore make the approximation

\[
\langle a_{k_1}^{\dagger} a_{k_2}^{\dagger} a_{k_3} a_{k_4}^{\dagger} a_{k_5} a_{k_6}^{\dagger} a_{k_7} a_{k_8}^{\dagger} \rangle_t \approx \sum_{k_5 k_6 k_7 k_8} \sum_{\alpha_1 \beta_1, \alpha_1' \beta_1'} \langle k_5 k_6 k_7 k_8, \alpha_1 \beta_1 | U_{2B}(t, t_i) | k_1 k_2, \alpha_1' \beta_1' \rangle \times \langle a_{k_5}^{\dagger} a_{k_6}^{\dagger} a_{k_7} a_{k_8}^{\dagger} a_{k_9} a_{k_10}^{\dagger} a_{k_11} a_{k_12}^{\dagger} \rangle_{t_i} \langle k_1 k_2, \alpha \beta | U^\dagger_{2B}(t, t_i) | k_5 k_6, \alpha' \beta' \rangle. \tag{4.68}
\]

Assuming the gas to be close to the non-interacting equilibrium before the magnetic field variation, we can use Wick’s theorem to decompose the expectation value into products of the expectation values of two operators. Taking the homogeneous limit and evaluating the sum over spins then gives the following formula for the molecule production efficiency:

\[
n_{\text{mol}} = \frac{1}{(2\pi\hbar)^3} \int dp dq \langle \phi_p | U_{2B}(t, t_i) | \phi_p \rangle^2 \Gamma(|p + q/2|, t_i) \Gamma(|p - q/2|, t_i). \tag{4.69}
\]

Here, we have used the interacting scattering state \( |\phi_p\rangle \) rather than the plane wave \( |p\rangle \). This is to account for the interactions that, in reality, occur before the start of the magnetic field variation. Plane waves correspond to the case of an ideal gas. The molecular and scattering state wavefunctions are evaluated at the final and initial magnetic fields, respectively. The difference in the molecule production efficiencies predicted by the scattering states and plane waves are only significant for fields sufficiently close to the resonance, and for sufficiently short times. For \( t = t_i \), the result should be zero. This is reproduced by using the scattering state transition amplitudes, as the scattering and bound states are orthogonal, however this is not the case for plane waves. For far off-resonant fields, or if the magnetic field variation is long enough for correlations to build up, the results are not significantly different. This is shown for the example of a linear ramp across the 155 G resonance of \(^{85}\)Rb in Fig. 4.3. Holding the ramp rate constant, the difference between the two results reduces as the initial field is taken further from resonance. We note that Eq. (4.69) is equivalent to the first line of Eq. (4.67). The correction given by the many-body approach is represented by the second line of Eq. (4.67), which in the limit of short times or small depletions becomes small. Consequently, the many-body approach reduces to the two-body approach in these limits.
Figure 4.3: Conversion efficiency from a thermal gas of $^{85}$Rb after 50 G/ms ramp across the 155 G resonance ending at $B_f = 157.5$ G, as a function of the initial magnetic field $B_i$. Here, the single-channel approach of Sec. 2.3 is used, and the temperature and density of the gas are given by $T = 20$ nK and $n = 10^{11}$ cm$^{-3}$. Both lines are obtained using the thermal average of Eq. (4.76), however the plane wave result substitutes the plane wave $|p\rangle$ for the scattering state $|\phi(p)\rangle$ in Eq. (4.79). For initial fields close to the resonance, the two-body correlations contained in the interacting scattering states significantly increase the prediction from the result obtained by assuming a non-interacting gas, as in the plane wave result. As the initial field is taken further from resonance, the initial correlations become less significant, and the two predictions converge.

At thermal equilibrium, the average total number of particles in a box, $\langle N \rangle$, is given in the grand canonical ensemble by

$$\langle N \rangle = \sum_k \langle N_k \rangle,$$  \hspace{2cm} (4.70)

where the average number of particles of momentum $\hbar k$ is given by the Bose-Einstein distribution, $\langle N_k \rangle = \left( \exp\left[ \beta \left( \frac{\hbar^2 k^2}{2m} - \mu \right) \right] - 1 \right)^{-1}$, where $\beta = (k_B T)^{-1}$ and the chemical potential $\mu$ ensures that Eq. (4.70) is satisfied. In the homogeneous limit, the one-body density matrix at the initial time is given by

$$\Gamma(p, t_i) = \frac{1}{\exp\left[ \beta \left( \frac{p^2}{2m} - \mu \right) \right] - 1},$$ \hspace{2cm} (4.71)

which gives the required normalisation of $(2\pi \hbar)^3 n$, where $n$ is the density of atoms. Substituting this into Eq. (4.69) gives

$$n_{\text{mol}} = \int dp |\langle \phi_0 | U_{2B}(t_i) | \phi_p \rangle|^2 f(p).$$ \hspace{2cm} (4.72)
Here, the function $f(p)$ is found by evaluating the integral over the angle $\theta$ between $p$ and $q$, and the integral over $q$:

$$f(p) = \frac{2\pi}{(2\pi\hbar)^3} \int_0^\infty dq q^2 \int_0^{\pi} d\theta \sin\theta \frac{1}{\left(\exp\left[\beta\left(\frac{|p+q/2|^2}{2m} - \mu\right)\right] - 1\right) \left(\exp\left[\beta\left(\frac{|p-q/2|^2}{2m} - \mu\right)\right] - 1\right)}.$$  

(4.73)

In the limit of high temperatures, the Bose-Einstein distribution reduces to the classical Maxwell-Boltzmann distribution. In the homogeneous limit we consider here, this gives the following result for the density matrices at the initial time:

$$\Gamma(p, t_i) = (2\pi\hbar)^3 n \exp\left(-\frac{\beta p^2}{2m}\right).$$  

(4.74)

Substituting this into Eq. (4.69) gives

$$n_{\text{mol}} = (2\pi\hbar)^3 n^2 \left(\frac{B}{\pi m}\right)^{3/2} \int dp |\langle \phi_b|U_{2B}(t, t_i)\phi_p\rangle|^2 \exp\left(-\beta\frac{p^2}{m}\right).$$  

(4.75)

The final fraction of atoms converted to molecules can then be written in the form

$$\frac{2N_{\text{mol}}}{N} = 2n(2\pi\hbar)^3 \left(\frac{B}{\pi m}\right)^{3/2} \int dp \rho(p, t) \exp\left(-\beta\frac{p^2}{m}\right).$$  

(4.76)

(4.76)

In Eq. (4.77), we have written the molecule production efficiency in terms of the phase space density of the initial gas, $\tilde{\omega} = n\lambda_T^3$, where $\lambda_T$ is the thermal de Broglie wavelength. The transition probability density between a pair of atoms of relative momentum $p$ and the Feshbach molecule is given by

$$\rho(p, t) = |T(p, t)|^2.$$  

(4.78)

Here,

$$T(p, t) = \langle \phi_b|U_{2B}(t, t_i)\phi_p\rangle$$  

(4.79)

is the transition amplitude, analogous to that given in Eq. (3.4) for a dissociation sweep. The transition amplitude for association given in Eq. (4.79) corresponds to the overlap of the wavefunction of a pair of atoms initially in the state $\phi_p$ with the Feshbach molecular state, after the magnetic field variation. Consequently, Eq. (4.76) may be interpreted as the weighted average of the transition probability density, where the weighting is given by the population of pairs of each momentum in a thermal gas.
4.7 Derivation of the Markovian Boltzmann equation from the theory of cumulants

In this section we show that the non-Markovian Boltzmann equation of Eq. (4.48) reduces to the normal Boltzmann equation in the limit of long times and Markovian interactions, in which the interactions are assumed to happen on a timescale much faster than any other that is relevant. This establishes the relation between our approach and conventional kinetic theory. Returning to the general form of the equation in Eq. (C.8), we neglect the correlations in the gas at the initial time. This leaves

\[ \frac{i\hbar}{\partial t} \Gamma_{ij}(t) = \sum_{k_1l_1k_2l_2} \int_t^\infty dt' \left[ \Gamma_{k_1l_1}(t') \Gamma_{k_2l_2}(t') + \Gamma_{k_2l_2}(t') \Gamma_{k_1l_1}(t') \right] K_{k_1k_2l_1l_2}^{ij}(t, t'), \]

(4.80)

where \( K_{k_1k_2l_1l_2}^{ij}(t, t') \) is the kernel of the non-Markovian Boltzmann equation, given by Eq. (C.9). We assume that the one-body density matrix varies much more slowly than the kernel, which we assume to be peaked around \( t' = t \). Consequently, we can make the Markov approximation, evaluating the one-body density matrices on the right side of Eq. (4.80) at time \( t \). This leaves the kernel as the only quantity inside the integral over \( t' \). Evaluating this integral then gives

\[ \int_t^\infty dt' K_{k_1k_2l_1l_2}^{ij}(t, t') = \sum_l \left[ \langle il | V(t) U_{2B}^j(t, t_i) | k_1 k_2 \rangle \langle l_1 l_2 | U_{2B}^i(t, t_i) \rangle^\dagger | jl \rangle - \langle il | U_{2B}^j(t, t_i) | k_1 k_2 \rangle \langle l_1 l_2 | V(t) U_{2B}^i(t, t_i) \rangle^\dagger | jl \rangle \right]. \]

(4.81)

After converting this back to the Schrödinger picture, we take the time limit of \( t \to \infty \) inside the matrix elements in Eq. (4.81), which gives the Möller operators of Eq. (2.9). Additional exponential factors containing energy terms are cancelled out by conjugate factors arising from the conversion of the one-body density matrices in Eq. (4.80) to the Schrödinger picture. Having made the Markov approximation for the one-body density matrices, and taken the limit of \( t \to \infty \), we are left with

\[ i\hbar \frac{\partial}{\partial t} \Gamma_{ij}(t) = (E_i - E_j) \Gamma_{ij}(t) + \sum_{k_1l_1k_2l_2} \left\{ \Gamma_{k_1l_1}(t) \Gamma_{k_2l_2}(t) + \Gamma_{k_2l_2}(t) \Gamma_{k_1l_1}(t) \right\} \times \sum_l \left( \langle il | V \Omega^+(l) | l_1 l_2 \rangle \langle l_1 l_2 | \Omega^+(l) \rangle^\dagger | jl \rangle - \langle il | \Omega^{(+)}(l) | l_1 l_2 \rangle \langle l_1 l_2 | \Omega^{(+)}(l) \rangle^\dagger | V | jl \rangle \right). \]

(4.82)

Here, \( \Omega^{(+)} \) is the Möller operator, defined in Eq. (2.9).
We will now show this Markovian equation to be equivalent to the normal Boltzmann equation of Eq. (4.1) by converting to the momentum representation and calculating the Wigner transform of the one-body density matrix. In the momentum basis, the above equation becomes

\[
\frac{\hbar}{i} \frac{\partial}{\partial t} \Gamma(p, q, t) = \int dp' \langle p | H_{1B} | p' \rangle \Gamma(p', q, t) - \int dq' \langle q' | H_{1B} | q \rangle \Gamma(p, q', t),
\]

\[
+ \int dp_1 dp_2 dq_1 dq_2 \left[ \Gamma(p_1, q_1, t) \Gamma(p_2, q_2, t) + \Gamma(p_2, q_1, t) \Gamma(p_1, q_2, t) \right] \times \mathcal{K}_m(p, q; p_1, p_2; q_1, q_2).
\]

(4.83)

Here, we have written the kernel in the momentum basis as

\[
\mathcal{K}_m(p, q; p_1, p_2; q_1, q_2)
= \int dp' \left\{ \langle pp' | \Omega^+ | p_1, p_2 \rangle \langle q_1, q_2 | \Omega^+ | q, q' \rangle - \langle pp' | \Omega^+ | p_1, p_2 \rangle \langle q_1, q_2 | \Omega^+ | q, q' \rangle \right\}
\]

\[
= \int dp' \delta(p + p' - p_1 - p_2) \delta(q_1 + q_2 - p' - q)
\times \left[ \left( \frac{p - p'}{2} \right) \left( \frac{p_1 - p_2}{2} \right) \left( \frac{q_1 - q_2}{2} \right) + \left( \frac{q_1 - q_2}{2} \right) \left( \frac{q - q'}{2} \right) \right]
\]

\[- \left( \frac{p - p'}{2} \right) \left( \frac{p_1 - p_2}{2} \right) \left( \frac{q_1 - q_2}{2} \right) + \left( \frac{q_1 - q_2}{2} \right) \left( \frac{q - q'}{2} \right) \right].
\]

(4.84)

Here, `+` indicates an outgoing scattering wave as produced by the Møller operator and defined in Eq. (2.32). We have separated out the relative and centre of mass motion, the latter of which gives the delta functions in momentum. Using Eq. (2.32), together with the identity of Eq. (2.62), we can write this as

\[
\mathcal{K}_m(p, q; p_1, p_2; q_1, q_2) = \int dp' \delta(p + p' - p_1 - p_2) \delta(q_1 + q_2 - p' - q)
\times \left[ \left( \frac{p - p'}{2} \right) \left( \frac{p_1 - p_2}{2} \right) \left( \frac{q_1 - q_2}{2} \right) + \left( \frac{q_1 - q_2}{2} \right) \left( \frac{q - q'}{2} \right) \right]
\]

\[+ m^2 \left( \frac{p - p'}{2} \right) \left( \frac{p_1 - p_2}{2} \right) \left( \frac{q - q'}{2} \right) - m^2 \left( \frac{p - p'}{2} \right) \left( \frac{p_1 - p_2}{2} \right) \left( \frac{q - q'}{2} \right) \right].
\]

(4.85)

Here, we have made the definition \( t(p, q) = \langle p | T(\frac{q^2}{2m} + i0) | q \rangle \).

The Wigner transform of the one-body density matrix, giving the joint probability amplitude for \( r \) and \( p \), is defined by the following:

\[
f(r, p; t) = \int dq e^{iqr/\hbar} \Gamma(p + q/2, p - q/2, t),
\]

(4.86)

\[
\Gamma(p, q, t) = \int \frac{dr}{(2\pi\hbar)^3} e^{-i(p-q)r/\hbar} f(r, (p + q)/2, t).
\]

(4.87)
The Wigner function $f(r, p, t)$ has the property that integrating over one of the coordinates yields the probability density in the other, i.e. $\int dq f(r, p, t) = (2\pi\hbar)^3 n(r, t)$, and $\int dr f(r, p, t) = (2\pi\hbar)^3 n(p, t)$. In the following we will also need the Wigner transform of a convolution of two functions. It can be shown [156] that this is given in the gradient approximation by

$$\int dq e^{iq \cdot r/\hbar} \int dq' H(q + q/2, q') F(q', p - q/2) \approx h(r, p)f(r, p) + \frac{i\hbar}{2} \left[ \nabla_r h(r, p) \cdot \nabla_p f(r, p) - \nabla_p h(r, p) \cdot \nabla_r f(r, p) \right],$$

(4.88)

where $h$ and $f$ are the Wigner transforms of the functions $H$ and $F$ respectively. We also note that

$$\int dq e^{ip \cdot r/\hbar} \int dq' H(p + q/2, q') F(q', p - q/2) = \left[ \int dq e^{ip \cdot r/\hbar} \int dq' H(p + q/2, q') F(q', p - q/2) \right]^*,$$

(4.89)

which can be seen by interchanging variables. The one body Hamiltonians in Eq. (4.83) can be written in the form

$$\langle p|H_{1B}|q\rangle = \frac{p^2}{2m}\delta(p - q) + \langle p|V_{\text{trap}}|q\rangle,$$

(4.90)

of which the Wigner transform is simply $h(r, p) = \frac{p^2}{2m} + V_{\text{trap}}(r)$. Using this, the Wigner transform of the free terms of Eq. (4.83) is

$$\int dq e^{ip \cdot r/\hbar} \int dq' \left[ \langle p + q/2|H_{1B}|q'\rangle \Gamma(q', p + q/2, t) - \Gamma(p + q/2, q', t)\langle q'|H_{1B}|p - q/2\rangle \right]$$

$$= -i\hbar \left\{ \frac{p}{m} \cdot \nabla_r f(r, p, t) - \nabla_r \left( V_{\text{trap}}(r) \right) \cdot \nabla_p f(r, p, t) \right\}.$$ 

(4.91)

This enables us to write Eq. (4.83) in the form of the Boltzmann equation of Eq. (4.1):

$$\frac{\partial}{\partial t} f(r, p, t) = -\frac{p}{m} \cdot \nabla_r f(r, p, t) + \left( \nabla_r V_{\text{trap}}(r) \right) \cdot \nabla_p f(r, p, t) + \frac{\partial}{\partial t} f_{\text{coll}}(r, p, t).$$

(4.92)

Here, the collision term $\frac{\partial}{\partial t} f_{\text{coll}}(r, p, t)$ is given by

$$\frac{\partial}{\partial t} f_{\text{coll}}(r, p, t) = \frac{1}{i\hbar} \int dp_1 dp_3 dq_1 dq_2 dp' dq' e^{iq' \cdot r/\hbar} \times \delta \left( p + \frac{1}{2} q' + p' - p_1 - p_2 \right) \delta \left( p - \frac{1}{2} q' + p' - q_1 - q_2 \right) \times \Gamma(p_1, q_1, t) \Gamma(p_2, q_2, t) + \Gamma(p_2, q_1, t) \Gamma(p_1, q_2, t)]$$

$$\times \left\{ t \left( \frac{1}{2} (p + \frac{1}{2} q' - p'), \frac{1}{2} (p_1 - p_2) \right) \langle \frac{1}{2} | q_1 - q_2 \rangle \right\} + \left\{ t (p - \frac{1}{2} q' - p') \right\} \langle \frac{1}{2} | p \rangle \langle \frac{1}{2} | p_1 - p_2 \rangle.$$

(4.93)
We will now show that the collision term given here reduces to that in Eq. (4.3) in the limits of low-energy collisions and contact interactions. The integral of the second term in the last brackets of Eq. (4.93) is just the conjugate of that of the first, as can be seen by letting $p_1 \leftrightarrow q_1$, $p_2 \leftrightarrow q_2$ and $q' \leftrightarrow -q'$. Also, the brackets containing the one-body density matrices can be simplified by letting $p_1 \leftrightarrow p_2$. We use these together with the result of Eq. (4.89), then evaluate the delta functions in $p'$ and $q'$. Converting to relative and centre of mass coordinates, the collision term becomes

$$\frac{\partial}{\partial t} f_{\text{coll}}(\mathbf{r}, \mathbf{p}, t) = \frac{2}{\hbar} \text{Im} \left\{ \int d\mathbf{P}'d\mathbf{p}'d\mathbf{Q}'e^{i(\mathbf{P}' - \mathbf{Q}')\cdot \mathbf{r}/\hbar} \Gamma(\frac{i}{2}\mathbf{P}' + \mathbf{p}', \frac{i}{2}(\mathbf{Q}' - \mathbf{P}') + \mathbf{p}, t) \right.$$ 

$$\times \Gamma(\frac{i}{2}\mathbf{P}' - \mathbf{p}', \frac{i}{2}(\mathbf{Q}' + \mathbf{P}') - \mathbf{p}, t) \left[ \tau(\mathbf{p}, \mathbf{p}') + \tau(\mathbf{p}, -\mathbf{p}') \right] \right\} \quad (4.94a)$$

$$+ \frac{2}{\hbar} \text{Im} \left\{ \int d\mathbf{P}'d\mathbf{p}'d\mathbf{Q}'d\mathbf{q}'e^{i(\mathbf{P}' - \mathbf{Q}')\cdot \mathbf{r}/\hbar} \right.$$ 

$$\times \Gamma(\frac{i}{2}\mathbf{P}' + \mathbf{p}', \frac{i}{2}(\mathbf{Q}' + \mathbf{q}') + \mathbf{q}', t) \Gamma(\frac{i}{2}\mathbf{P}' - \mathbf{p}', \frac{i}{2}(\mathbf{Q}' - \mathbf{q}') - \mathbf{q}', t) \right.$$ 

$$\times \left[ \tau(\mathbf{p} - \frac{i}{2}\mathbf{P}', \mathbf{p}') + \tau(\mathbf{p} + \frac{i}{2}\mathbf{P}', -\mathbf{p}') \right] m \left( \frac{\tau(\mathbf{p} - \frac{i}{2}\mathbf{P}', \mathbf{q}')}{q'^2 - |\mathbf{p} - \frac{i}{2}\mathbf{P}'|^2} - i0 \right) \right\} \quad (4.94b)$$

From this equation, we can identify the terms giving the scattering in and out of the phase-space element surrounding $(\mathbf{r}, \mathbf{p})$, in analogy to Eq. (4.3). The term representing the scattering out of the phase space element is given by the integral over the centre of mass coordinates in Eq. (4.94a):

$$\int d\mathbf{P}'d\mathbf{Q}'e^{i(\mathbf{P}' - \mathbf{Q}')\cdot \mathbf{r}/\hbar} \Gamma(\frac{i}{2}\mathbf{P}' + \mathbf{p}', \frac{i}{2}(\mathbf{Q}' - \mathbf{P}') + \mathbf{p}, t) \Gamma(\frac{i}{2}\mathbf{P}' - \mathbf{p}', \frac{i}{2}(\mathbf{Q}' + \mathbf{P}') - \mathbf{p}, t) \right). \quad (4.95)$$

We can write the product of one-body density matrices in terms of Wigner functions using the definition of Eq. (4.87). Assuming the Wigner functions are slowly varying in space, we can take them outside the integrals, evaluating them at $\mathbf{r}$. Equation (4.95) then becomes

$$\int d\mathbf{P}'d\mathbf{Q}'f\left(\mathbf{r}, \frac{i}{2}(\mathbf{Q}' + \mathbf{P}') + \mathbf{p}, t\right)f\left(\mathbf{r}, \frac{i}{2}(\mathbf{Q}' - \mathbf{P}') - \mathbf{p}, t\right)e^{i(\mathbf{P}' - \mathbf{Q}')\cdot \mathbf{r}/\hbar} \right.$$ 

$$\times \int \frac{dy_1dy_2}{(2\pi\hbar)^6} \exp\left(i\frac{i}{2}\mathbf{Q}' - \mathbf{p} - \mathbf{p}'\right) e^{\mathbf{y}_1/\hbar} \exp\left(i\mathbf{P}' + \frac{i}{2}\mathbf{Q}' - \mathbf{p}\right) e^{\mathbf{y}_2/\hbar} \right.$$ 

$$= 8f(\mathbf{r}, \mathbf{p}, t)f(\mathbf{r}, \mathbf{p} - 2\mathbf{p}', t). \quad (4.96)$$

Here, the spatial integrals provide us with delta functions in momentum which we use to evaluate the momentum integrals. From Eq. (4.94b), the term representing scattering
into the phase-space element is
\[
\int dQ' dp' e^{i(\frac{1}{2}P' + p', \frac{1}{2}Q' + q', t)\Gamma(\frac{1}{2}P' - p', \frac{1}{2}Q' - q', t)} \\
\approx f(r, p' + p + q', t) f(r, p' + p - q', t).
\] (4.97)

The second line of this equation is obtained using the same process that led from Eq. (4.95) to Eq. (4.96). Substituting Eq. (4.96) and Eq. (4.97) into Eq. (4.94) and noting that the Wigner transforms are real gives
\[
\frac{\partial}{\partial t} f_{\text{coll}}(r, p, t) \approx \frac{16}{\hbar} \int dp' f(r, p, t) f(r, p - 2p', t) \text{Im} [t(p, p') + t(p, -p')] \\
+ \frac{16m}{\hbar} \int dp' dq' f(r, p' + p + q', t) f(r, p' + p - q', t) \\
\times \text{Im} \left( \frac{[t(-p', q') + t(-p', -q')]}{q'^2 - p'^2 - i0} \right). \quad (4.98)
\]

Finally, using the result of Eq. (C.28), the collision term in the limit of low collision energy is
\[
\frac{\partial}{\partial t} f_{\text{coll}}(r, p, t) = \frac{a^2}{m^2(2\pi \hbar)^3} \int dp_2 dp_3 dp_4 \delta(p + p_2 - p_3 - p_4) \delta \left( \frac{p^2}{m} + \frac{p_2^2}{m} - \frac{p_3^2}{m} - \frac{p_4^2}{m} \right) \\
\times \left[ f(r, p_3, t)f(r, p_4, t) - f(r, p, t)f(r, p_2, t) \right], \quad (4.99)
\]
which recovers Eq. (4.3). This shows that the second order cumulant approach correctly recovers the normal Boltzmann equation in the limit of long times and Markovian interactions, and establishes the relation between our approach and conventional kinetic theory.
Chapter 5

Association of Feshbach molecules using a resonantly modulated magnetic field

In this chapter we study the process of associating molecules from atomic gases using a magnetic field modulation that is resonant with the molecular bound state energy. We show that maximal conversion is obtained by optimising the amplitude and frequency of the modulation for the particular temperature and density of the gas. For small modulation amplitudes, resonant coupling of an unbound atom pair to a molecule occurs at a modulation frequency corresponding to the sum of the absolute value of the molecular bound state energy and the relative kinetic energy of the atom pair. An atom pair with an off-resonant energy has a probability of association which oscillates with a frequency and time-varying amplitude which are primarily dependent on its detuning. Increasing the amplitude of the modulation tends to result in less energetic atom pairs being resonantly coupled to the molecular state, and also alters the dynamics of the transfer from continuum states with off-resonant energies. This leads to maxima and minima in the total conversion from the gas as a function of the modulation amplitude. Increasing the temperature of the gas leads to an increase in the modulation frequency providing the best fit to the thermal distribution, and weakens the resonant frequency dependence of the conversion. Mean-field effects can alter the optimal modulation frequency and lead to the excitation of higher modes. Our simulations predict that resonant association can be effective for bound state energies of order $-\hbar \times 1\text{ MHz}$.

The work of this chapter is published in Ref. [117].

5.1 Introduction

In recent experiments, dimers of $^{85}\text{Rb}_2$ [89], $^{85}\text{Rb}^{87}\text{Rb}$ [81], $^{133}\text{Cs}_2$ [221] and $p$-wave Feshbach molecules of $^{40}\text{K}_2$ [80] were associated from cold atomic gases by applying a magnetic field modulation resonant with the molecular bound state energy. This technique eliminates the need for the magnetic field to spend time in the near-resonant, strongly interacting region. It therefore reduces the unwanted effect of heating [89, 111].
Resonant association of Feshbach molecules during the production of molecules. The narrow Fourier spectrum of the pulse accurately targets the molecular state, minimising the coupling to deeper bound states and highly energetic continuum states. In a direct comparison to a linear ramp using the same apparatus, Thompson et al. reported more efficient conversion using resonant association [89]. This technique has also been used as an accurate probe of molecular bound state energy [81, 89].

In this chapter we study the resonant association of molecules from thermal and condensed gases. Our approach precisely accounts for the continuum of states in a gas. The transition amplitude from a pair of unbound atoms to the bound molecular state depends on the relative kinetic energy of the atom pair. A resonant continuum energy exists, at which the transition amplitude to the molecular state increases linearly with time. At small modulation amplitudes, the resonant continuum energy is given by the difference between the energy corresponding to the modulation frequency, and the absolute value of the bound state energy. The distribution of atoms in different continuum states, all contributing to the production of molecules, gives the total conversion a dependence on temperature. The width of the thermal distribution increases with the temperature of the gas, weakening the resonant behaviour of the molecule production. The continuum distinguishes the current case from the association of atom pairs held in optical lattices, where the resonant modulation couples the discrete ground state of the tightly confining potential to the molecular bound state [222, 223].

We find damped oscillations in the number of molecules produced in the short-time limit, as observed in Ref. [89]. The damping is caused by the dephasing of the transition amplitudes from states across the continuum. After the damping out of the initial oscillations, the conversion increases at a rate which displays resonant dependence on the modulation frequency. Maximal conversion is achieved when the frequency and amplitude of the magnetic field modulation are together optimised for the temperature and density of the gas. The modulation amplitude required depends on the sensitivity of the molecular state to the magnetic field. As the modulation amplitude increases, states of lower continuum energy are resonantly coupled, until the zero-energy continuum state is reached. Beyond this point all continuum states are coupled in a non-resonant manner. There remain some modulation amplitudes where, for momenta close to the peak of the thermal distribution, the transition amplitude is large enough to lead to a revival in conversion efficiency. Our calculations of molecule production for bound state ener-
In Sec. 5.2 we introduce the magnetic field profile used for resonant association, and also set up the notation used in our calculations. We then discuss the dynamics of the transition amplitude for a pair of atoms to a molecule, and the dependence this has on the continuum, in Sec. 5.3. In Sec. 5.4 we examine in turn the effects of altering the duration, frequency and amplitude of the modulation on the efficiency of the molecule production. We also discuss the dependence of the conversion efficiency on the temperature and density of the atomic gas. In each section we discuss the results of Thompson et al. [89], which formed the original motivation for our studies, and then consider resonant association under a broader range of conditions. We conclude in Sec. 5.5.
5.2 Magnetic field sequence

A schematic of the magnetic field sequence used in the experiments of Thompson et al. [89] is shown in Fig. 5.1, which also summarises our notation. Gases of $^{85}\text{Rb}$ atoms in the ($f = 2, m_f = -2$) excited Zeeman state were prepared at 162 G. Experiments were performed using thermal gases of temperature $T = 20 – 80\,\text{nK}$, as well as partially and wholly condensed gases. Following a 5 ms ramp to an average field in the range $156 – 157\,\text{G}$, a sinusoidal magnetic field pulse was applied for a duration of up to $38\,\text{ms}$ in order to couple unbound pairs to the Feshbach molecular state. The magnetic field was then ramped back to 162 G in 5 ms, and the gas held until all molecules were lost due to inelastic spin relaxation [89, 98, 99]. Absorption imaging before and after this sequence showed the depletion of the atomic gas.

In our calculations of molecular conversion from thermal gases we neglect the 5 ms ramps on either side of the magnetic field pulse, which were found in Ref. [89] not to lead to molecule production. We have verified that including the ramps causes only a negligible difference to the final result. The magnetic field pulse is taken to have the form $B(t) = B_{\text{av}} + B_{\text{mod}} \sin(\omega_{\text{mod}} t)$, where $B_{\text{mod}}$ and $\omega_{\text{mod}}$ are the amplitude and angular frequency of the modulation, as shown in Fig. 5.1. $B(t)$ is assumed to satisfy $B(0) = B(t_\text{f}) = B_{\text{av}}$. Where $B(t_\text{f}) \neq B_{\text{av}}$, a sudden jump at $t_\text{f}$ returning to $B_{\text{av}}$ is assumed, as illustrated in Fig. 5.1. Consequently, we analyse the initial and final states in terms of the eigenstates of the Hamiltonian at $B_{\text{av}}$. The local density approximation is valid for weakly confining traps such as that used by Thompson et al. [18, 89], and for simplicity we assume a homogeneous gas.

Our calculations of molecule production from thermal gases use the two-channel approach detailed in Sec. 2.2. We start from the two-channel, two-body Hamiltonian in the single-resonance approximation, as given by Eqs. (2.20) and (2.22). The Feshbach molecular state and the scattering states at the average field $B_{\text{av}}$ are given by Eqs. (2.25) and (2.29) and denoted $\phi^{\text{av}}_b = \phi_b(B_{\text{av}})$ and $\phi^{\text{av}}_p = \phi_p(B_{\text{av}})$, respectively. We also denote the molecular bound state energy at the average field as $E^{\text{av}}_b$. Using this notation, the transition amplitude of Eq. (4.79) becomes

$$T(p, t_\text{f}) = \langle \phi^{\text{av}}_b | U_{2B}(t_\text{f}, 0) | \phi^{\text{av}}_p \rangle .$$

(5.1)

Splitting the closed-channel Hamiltonian of Eq. (2.22) into its constant and time depen-
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Dent parts gives

\[ H_{cl}(B(t)) = \langle \phi_{res} | E_{res}^d + E_{res}^m(t) | \phi_{res} \rangle . \]  (5.2)

Here \( E_{res}^d = \mu_{res}(B_{av} - B_{res}) \), \( E_{res}^m(t) = \mu_{res}(B(t) - B_{av}) \).

We use the separable potential detailed in Sec. 2.4.2. The comparatively deeply bound states of the entrance-channel potential are neglected. The resonance parameters used are summarised in Tables 2.1 and 2.2. The approach taken to calculating the dynamics is to calculate \( U_{2B}(t_f, 0) \) by backwards integration. The Feshbach molecular state \( |\phi_{av, b}^\ast\rangle \) is expanded in terms of the bare scattering states for the entrance channel, and the resonance level for the closed channel. Conjugating Eq. (2.57) - (2.59) gives the following:

\[ i\hbar \frac{\partial}{\partial (-t)} C_{-1}(t) = E_{-1} C_{-1}(t) + \langle \phi_{res} | W | \phi_{-1} \rangle C_{res}(t), \]  (5.3)

\[ i\hbar \frac{\partial}{\partial (-t)} C_p(t) = \frac{p^2}{m} C_p(t) + \langle \phi_{res} | W | \phi_p^{(+)} \rangle C_{res}(t), \]  (5.4)

\[ i\hbar \frac{\partial}{\partial (-t)} C_{res}(t) = E_{res}(t) C_{res}(t) + \int dp \langle \phi_p^{(+)} | W | \phi_{res} \rangle C_p(t) + \langle \phi_{-1} | W | \phi_{res} \rangle C_{-1}(t). \]  (5.5)

These equations are solved numerically using a Runge-Kutta algorithm [224] with adaptive step size. Although not included in our 85Rb calculations, the bare entrance-channel bound state \( \phi_{-1} \) plays a role for many resonances, and is included in these equations for generality. This state is included, for example, in the calculations for 133Cs presented in Sec. 5.4.2. We then have the bare state amplitudes \( C_p(t), C_{res}(t), C_{-1}(t) \), which are converted to dressed state amplitudes using the method of Sec. 2.4.2.

5.3 Dynamics of an atom pair

In this section we discuss the dynamics of a pair of atoms in the presence of a continuum, due to the magnetic field pulse introduced in Sec. 5.2. The transition probability density gives the dynamics of only one state in the continuum. This is to be distinguished from the conversion itself, which includes the contributions of all the continuum states. The transition probability density calculated using the approach of the previous section is shown in Fig. 5.2. The fastest growth in the transition probability density \( \rho(p, t) \) of Eq. (4.78) for small \( B_{mod} \) occurs for the resonant continuum energy \( p_{res}^2/m \), which satisfies

\[ E_b^d + \hbar \omega_{mod} - \frac{p_{res}^2}{m} = 0 . \]  (5.6)
Figure 5.2: Evolution of the transition probability density $\rho(p, t)$ in an $^{85}$Rb gas for near-resonant continuum energies. The resonance condition of Eq. (5.6) is fulfilled at $\frac{p^2}{m} = \hbar \times 0.73$ kHz. The solid lines show the numerical results, and the dashed lines show the perturbative estimate of Eq. (5.8). The transition probability densities shown are labelled with the energy of the continuum state in $\hbar \times$ kHz. The inset shows the evolution of $\rho(p, t)$ for the 0.98 kHz continuum state at longer times. Here, $B_{av} = 156.45$ G, $B_{mod} = 0.065$ G, $E_{av}/\hbar = -5.77$ kHz, and $\omega_{mod}/2\pi = 6.5$ kHz.

This corresponds to the difference between the relative kinetic energy of the unbound atom pair and the molecular bound state energy $E_{av}$ being exactly matched by the modulation frequency. As shown in Fig. 5.2 the growth in the transition probability density $\rho(p, t)$ for $\frac{p^2}{m} = 0.73$ kHz is quadratic. This corresponds to the transition amplitude of Eq. (5.1) having a linearly increasing amplitude, similar to a resonantly driven harmonic oscillator. At sufficiently short times, $\rho(p, t)$ also grows quadratically for states detuned from the resonant continuum energy. As shown in Fig. 5.2 $\rho(p, t)$ displays behaviour different to $\rho(p_{res}, t)$ after a time of order $\hbar/|p^2 - p_{res}^2|/m)$. The inset of Fig. 5.2 shows the oscillatory nature of $\rho(p, t)$. The numerical approach, accounting precisely for the continuum of states, yields an envelope in the oscillation amplitude. The thermal gases measured in Ref. [89] had temperatures in the range 20-80 nK. The energy $k_B \times 50$ nK corresponds to $\hbar \times 1$ kHz. Consequently, the phase difference between the continuum states spread over the thermal distribution becomes significant after times of order milliseconds.
5.3.1 Perturbative estimate of the two-body evolution

In the limit of short times and a small modulation amplitude, \( U_{2B}(t_f, 0) \) may be approximated using time dependent perturbation theory. Treating the oscillating component of the Hamiltonian of Eq. (5.2) as a perturbation to \( H_{av}^{2B} \) gives the first order approximation to the two-body evolution operator:

\[
U^{(1)}_{2B}(t_f, 0) \approx U_{av}^{2B}(t_f) + \frac{1}{i\hbar} \int_0^{t_f} dt \ U_{av}^{2B}(t_f - t) \phi_{res} E_{res}^{mod}(t) \langle \phi_{res} | U_{av}^{2B}(t_f) .
\] (5.7)

Here, the two-body evolution operator at \( B_{av} \) is given by \( U_{av}^{2B}(t) = \exp[-iH_{av}^{2B}t/\hbar] \). Projecting the estimate of Eq. (5.7) onto \( \langle \phi_{av}^B \ | \ | \phi_{av}^B \rangle \) on the left and \( | \phi_{av}^B \rangle \) on the right gives an approximation to the transition amplitude:

\[
T^{(1)}(p, t_f) = -\frac{1}{2\hbar} \mu_{res} B_{mod} e^{-iE_{av}^B t_f / \hbar} C(p) \left[ e^{i\omega_+ \sin(\omega_+ t_f)} \sin(\omega_+ t_f) - e^{i\omega_- \sin(\omega_- t_f)} \omega_- \right].
\] (5.8)

Here,

\[
\omega_\pm = \frac{1}{2\hbar} \left( E_{av}^B \pm \hbar \omega_{mod} - \frac{p^2}{m} \right),
\] (5.9)

and \( C(p) = \langle \phi_{av}^B | \phi_{res} \rangle \langle \phi_{res} | \phi_{av}^B \rangle \) is the product of the overlaps of the resonance state with the bound and scattering states at \( B_{av} \). The resonance condition of Eq. (5.6) corresponds to \( \omega_+ = 0 \). However, since \( E_{av}^B, \hbar \omega_{mod}, \) and \( p^2/m \) can all be of the same order of magnitude, it is not in general possible to make the rotating wave approximation and neglect the \( \omega_- \) term in Eq. (5.8). The quadratic growth of the resonant mode, and the oscillations of off-resonant modes, are reproduced at short times by the analytic estimate of Eq. (5.8), as shown in Fig. 5.2. At longer times, a difference in the frequency of the oscillations in the precise and perturbative approaches becomes apparent. A variation in amplitude of the oscillations, produced only by the precise approach, also becomes significant. The perturbative estimate is therefore valid only at sufficiently short times.

As we will show in the following section, the analytic estimate also breaks down as the modulation amplitude becomes too large.

5.4 Experimental parameters affecting the conversion efficiency

In this section we study the variation of the molecule production with the duration, frequency and amplitude of the magnetic field modulation, and the temperature and density of a thermal or fully condensed gas. We refer to the fraction of atoms converted to
molecules as the conversion efficiency. In the limit of small depletion of a thermal atomic gas, this is given by a weighted average of the transition probability density $\rho(p, t_f)$ over a Maxwell-Boltzmann distribution, as given by Eq. (4.76). In this limit the conversion efficiency is proportional to the density of the atomic gas. We note that this approach does not lead to saturation of the conversion efficiency, which requires the inclusion of genuinely many-body effects. This requires the solution of non-Markovian Boltzmann-like equations, whose Markov limit has previously been used to study the special case of saturation of molecule production from magnetic field ramps [115]. We study this problem in Chapter 6.

### 5.4.1 Pulse duration

**Thermal gas**

We first consider the conversion efficiency from a thermal gas. The averaging of Eq. (4.76) gives a contribution from $\rho(p, t)$ for each $p$, weighted according to the thermal distribu-
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Figure 5.3 shows the resulting conversion efficiency for gases of 20, 50 and 80 nK as a function of pulse duration. The resonance condition of Eq. (5.6) is fulfilled at a continuum energy of $\hbar \times 0.73 \text{kHz}$, which corresponds to 37 nK. Of the gas temperatures quoted in Ref. [89], 20 nK gives the highest conversion efficiency because the most atom pairs have energies close to the resonant continuum energy.

In the experiments of Ref. [89], damped oscillations in the conversion efficiency as a function of time were observed over the first few milliseconds. In our calculations, damped oscillations are visible over approximately 2 ms for a temperature of 20 nK. We have verified for several values of $B_{av}$ and $\omega_{mod}$ that the frequency of the damped oscillations, $f_{conv}$, for the thermal gas case is close to $p_{res}^2/(m\hbar)$. This is the value of $\omega_+ / 2\pi$ for $p = 0$ in Eq. (5.9), corresponding to the detuning of the zero momentum state from the resonant continuum energy. Increasing the temperature causes a negative shift in the frequency of the damped oscillations, together with faster damping. For 50 and 80 nK gases our calculations do not predict damped oscillations large enough to be observed. The main cause of damping is the variation in the oscillation frequency of $\rho(p, t)$ with $p$, as shown in Fig. 5.2 and discussed in Sec. 5.3. A wider thermal distribution corresponds to a wider spread in momentum of the atom pairs contributing to the conversion efficiency, and so the initial coherence in $\rho(p, t)$ across the distribution is destroyed more quickly.

Condensed gas

We now consider the case of resonant association from a Bose-Einstein condensate. The critical temperature reported in Ref. [89] is 14 nK, with average densities of order $10^{11} \text{cm}^{-3}$. For a density of $10^{11} \text{cm}^{-3}$, which we use in our thermal gas calculations, and a magnetic field of 156.45 G, the dilute gas parameter $\sqrt{n\alpha^3}$ is 0.02. For such gases, which are close to condensation or partially condensed, there will be a mean-field shift in the frequency of the oscillations in conversion efficiency. We have analysed this effect for the case of a pure, homogeneous condensate. For our studies of condensed gases we use the first order cumulant approach detailed in Sec. 4.3. We solve the non-Markovian, nonlinear Schrödinger equation of Eq. (4.30), and calculate the molecular conversion efficiency from Eq. (4.57). The magnetic fields used in this calculation are within the range for which single-channel approaches have been shown to be valid for the 155 G resonance of $^{85}$Rb [218].
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Figure 5.4: Frequency of the oscillations in conversion efficiency at short times for a pure $^{85}\text{Rb}$ condensate as a function of the initial density. The mean-field shift lowers the frequency of the oscillations in conversion efficiency from that given by the two-body approach, which is recovered in the limit of low density. The oscillations are, however, much clearer than those in a thermal gas due to the suppression of the contributions of different continuum states to the production of molecules. The inset shows the variation in time of the conversion efficiency for densities of $10^{10}$ ($\times50$ for clarity), $4\times10^{11}$ and $8\times10^{11}$ cm$^{-3}$. The 0.5 ms ramp from 157.45 G to $B_{av}=156.45$ G, not shown here, gives a density dependent initial phase to the oscillations. Here $B_{mod}=0.065$ G, $E_{av}^R/h=-5.86$ kHz and $\omega_{mod}/2\pi=7$ kHz. Because a single-channel approach is used in the condensed gas case, the bound state energy is slightly different to that given by the two-channel, thermal gas calculations above.

The oscillation frequency of the conversion efficiency at short times, $f_{conv}$, has a mean-field shift, as shown in Fig. 5.4. In the low-density limit, the value of $f_{conv}$ expected from the two-body picture is recovered. The oscillations in conversion efficiency are clearer and have weaker damping than those in thermal gases, as shown in the inset of Fig. 5.4. This is due to suppression of the dephasing between the transition amplitudes from different continuum states. The main cause of damping in this case is the decay of the condensate and molecular populations into the continuum of noncondensate modes. In these calculations we have included a 0.5 ms ramp from $B_{av}+1$ G to $B_{av}$, in analogy to the ramp shown in Fig. 5.1. Neglecting the ramp and simulating only the pulse corresponds to instantly turning on the interactions at the beginning of the pulse. For the parameters used here, this results in strong excitation of higher modes. The ramp reduces but does not completely eliminate the excitations, which are visible in the inset of Fig. 5.4 as high frequency oscillations whose amplitude increases with conden-
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Figure 5.5: Decay of a pure $^{85}$Rb BEC into the continuum due to a 7 kHz modulation, showing the burst spectrum at four different times during the 5 ms pulse. A narrow peak at 7 kHz, corresponding to the modulation frequency, is visible, however most of the decay is into low energy modes. The spectrum for 0 ms is due to the effects of the ramp, and the neglect of the initial effect of the continuum on the condensate, as discussed in the text. The inset shows the density of atoms in each of the three components: condensate (c), burst (b) and molecules (m). Here, $B_{av} = 156.45$ G, $B_{mod} = 0.065$ G and $E^{av}_{b}/h = -5.86$ kHz.

We have extracted the frequency of the damped oscillations using the fit procedure of Claussen et al. [225], which includes exponential damping of the oscillations and a linear decay. Strong decay of the condensate into the continuum at higher densities makes the fit less reliable and meaningful, and we have therefore limited the analysis using this technique to densities below $10^{12}$ cm$^{-3}$. The decay of the condensate into the continuum is shown in Fig. 5.5. A small peak occurs at the continuum energy corresponding to the modulation frequency, however most of the decay is into modes of lower energy. The detuning of the modulation frequency from the molecular bound state energy leads to excess energy being added to the condensate, which is shared between many atom pairs resulting in the production of pairs of low energy.

The frequency of the oscillations in conversion efficiency shown in Fig. 5.4 plateaus close to 0.5 kHz. For higher initial densities, the condensate decays into the continuum fast enough that the mean field shift changes substantially with time. Fig. 5.6 shows a similar calculation with a modulation frequency of 6.5 kHz. At short times, resonant coupling including the mean-field shift occurs for a density of approximately $1.5 \times 10^{12}$ cm$^{-3}$. 
Figure 5.6: Conversion from a pure $^{85}$Rb BEC due to a 6.5 kHz modulation for different initial condensate densities, labelled in cm$^{-3}$. The role of the mean-field shift in bringing the energy gap between a free atom pair and a Feshbach molecule close to the modulation frequency is clear from the conversion efficiency, which peaks at approximately 17% for $\rho = 1.5 \times 10^{12}$ cm$^{-3}$. The result for $n = 10^{10}$ cm$^{-3}$ is multiplied by 20 for clarity. Here, $B_{av} = 156.45$ G, $B_{mod} = 0.065$ G and $E_b^\omega / h = -5.86$ kHz.

A maximum conversion of 17% is found, at which point the lower density of atoms due to conversion and decay into the continuum leads to off-resonant behaviour. Comparison of the curves for densities of $1.5 \times 10^{12}$ cm$^{-3}$ and $1.25 \times 10^{12}$ cm$^{-3}$ shows different behaviour at small times, but similar dynamics after the first few milliseconds due to faster decay into the continuum for the higher density condensate. Varying the modulation frequency with time to account for the changing mean-field shift could be used to achieve an optimal production efficiency.

5.4.2 Modulation frequency

Resonant behaviour was observed in Ref. [89] in the strong variation of the conversion efficiency with modulation frequency, which is reproduced by our calculations. The conversion efficiency from a thermal gas due to a pulse of fixed duration and varying frequency is shown in Fig. 5.7. For the resonance curve representing 6 ms pulses, the full-width at half-maximum is 0.75 kHz. The 6 ms pulse in Fig. 1 of Ref. [89] has a width of 0.82(14) kHz. At longer times many-body effects may lead to the production of
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Figure 5.7: Resonance curve of conversion efficiency vs modulation frequency for different pulse durations, for a thermal $^{85}$Rb gas. Here $B_{av} = 156.41 \text{ G}$, $E_{av}^b/h = -5.39 \text{ kHz}$, $B_{mod} = 0.065 \text{ G}$, $T = 20 \text{ nK}$ and $n = 10^{11} \text{ cm}^{-3}$. The lines with circles are averaged according to a Maxwell-Boltzmann distribution, as in Eq. (4.76), while those without circles are averaged according to a Bose-Einstein distribution, as in Eq. (4.72). The difference between the two starts to become significant at longer times and higher depletions. Inset: Conversion efficiency after a 6 ms pulse with $T = 20 \text{ nK}$ and $T = 80 \text{ nK}$, showing its weaker dependence on modulation frequency at higher temperatures. The dashed curves are thermal averages of the perturbative estimate of Eq. (5.8) for 6 ms pulses. The conversion efficiency obtained for 80 nK by averaging using a Bose-Einstein distribution is also shown, marked by red crosses. The difference between the two distributions at this temperature is negligible.

molecules by thermalisation. This could lead, for example, to production of molecules for modulation frequencies smaller than $|E_{av}^b|/h$, and so increase the width of the resonance curve. The inset of Fig. 5.7 shows estimates of the conversion efficiency using the perturbative estimate of the transition amplitude in Eq. (5.8). The agreement with the numerical result is significantly better than that of the transition probability density, shown in Fig. 5.2, due to the effect of thermally averaging over all of the continuum states. We have also performed the thermal average using a Bose-Einstein distribution, as in Eq. (4.72). This results in a distribution which, for the same temperature, has more atom pairs at lower relative kinetic energies. Consequently, the maximum of the resonance curve is slightly higher, and the high-frequency wing of the curve goes below the Maxwell-Boltzmann result. For a 20 nK gas, the difference becomes significant for the longest timescales shown in Fig. 5.7. However, for the shorter pulses we consider in the rest of this chapter the difference is small, and we use the Maxwell-Boltzmann
Figure 5.8: Conversion efficiency vs temperature for 6 ms pulses of different modulation frequencies, for a thermal $^{85}\text{Rb}$ gas. For a modulation frequency of 5 kHz, less than the frequency corresponding to the molecular bound state energy, the conversion efficiency remains low at all temperatures. For frequencies higher than that corresponding to the molecular bound state energy, the conversion peaks at the temperature best corresponding to the thermal distribution. Here $B_{av} = 156.41 \text{ G}$, $E_{av}^b / h = -5.39 \text{ kHz}$, $B_{mod} = 0.065 \text{ G}$, $T = 20 \text{ nK}$ and $n = 10^{11} \text{ cm}^{-3}$.

The maximum of a thermal distribution is at a higher energy in a warmer gas, and so the optimal modulation frequency increases with temperature. An example of this is shown in Fig. 5.8. A 5.5 kHz modulation gives a better conversion efficiency than 6 kHz below approximately 26 nK, above which the higher frequency is better. However, the dependence of the conversion efficiency on modulation frequency weakens at higher temperatures, as shown in the inset of Fig. 5.7. This is caused by the changes in the thermal distribution of the gas, which has a decreasing maximum and an increasing width as the temperature rises. The decreasing maximum of the distribution leads to less being gained by optimising the modulation frequency $\omega_{mod}/2\pi$. Conversely, the increasing width means that a wider range of $\omega_{mod}$ have a significant population of atoms close to the resonant continuum energy $p_{res}^2/m = E_{av}^b + h\omega_{mod}$. In general, the stronger resonant behaviour in colder gases allows more efficient conversion, as shown in Fig. 5.8.
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Figure 5.9: Conversion efficiency vs modulation frequency for a thermal $^{133}$Cs gas, from a 6 ms pulse. The gas density and modulation amplitude are identical to the $^{85}$Rb curve shown in Fig. 5.7. Here $T = 20$ nK, $n = 1 \times 10^{11}$ cm$^{-3}$, $B_{av} = 21.37$ G, $B_{mod} = 0.065$ G, and $E_{av}/h = -1$ MHz.

We have studied the conversion efficiency as a function of frequency for molecular bound state energies of $-h \times 100$ kHz, and found that it leads to a resonance curve of similar width and maximum to that for the bound state energies examined above. $^{85}$Rb$_2$, though, is unstable with respect to inelastic spin relaxation [98, 99]. We have therefore also performed the calculation for $^{133}$Cs atoms in the $(f = 3, m_f = 3)$ Zeeman ground state for a molecular bound state energy of $-h \times 1$ MHz. The resonance parameters we have used are summarised in Tables 2.1 and 2.2. A similar resonance curve is obtained, as shown in Fig. 5.9. It is broader and has a lower maximum than the comparable calculations for 6 ms pulses in $^{85}$Rb, which had an identical modulation amplitude and gas density. Despite the deeper bound state energy, the conversion efficiency grows at a similar rate. The evolution of the transition probability density for a continuum state depends primarily upon its detuning from the resonant continuum energy. Consequently, the pulse duration necessary for association is largely independent of the bound state energy. Our calculations indicate that resonant association can be efficient for bound state energies ranging from $-h \times 5$ kHz to $-h \times 1$ MHz.

Efficient conversion is therefore possible, in principle, for a wide range of bound state energies. It is necessary, however, that the molecular bound state energy be sensitive to variations in the magnetic field. If this is not the case, the magnetic field modulation has
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little or no effect on the diatomic level spectrum, and so significant transitions between the continuum states and the molecular bound state do not occur. Such a weak dependence on the magnetic field can occur due to an avoided crossing with another bound state, as occurs for $^{133}$Cs$_2$ at some bound state energies [113]. In some cases, it may be possible to compensate for this by using a larger modulation amplitude. An example of this is shown for $^{133}$Cs$_2$ at $B_{av} = 157$ G in Fig. 5.10. A lack of variation in the bound state energy with magnetic field implies a high admixture of the Feshbach molecular state in the entrance-channel spin configuration. In the opposite limit of closed-channel dominance, the Feshbach molecular state has a high admixture in the resonance level. This corresponds to a lack of coupling between the channels. The low efficiency of resonant association when the admixture in one of the channels is too great can be understood in terms of the perturbative estimate of Eq. (5.8). The factor $C(p)$ is the product of the closed-channel admixtures of the scattering and Feshbach molecular states at $B_{av}$. If the Feshbach molecular state is highly entrance-channel dominated, $C(p)$ is correspondingly small, and so the transition amplitude grows slowly. On the other hand, if the Feshbach molecular state is highly closed-channel dominated, the scattering states have a high admixture in the entrance channel, and so $C(p)$ is again small. We have numerically confirmed this low efficiency by performing simulations for $^{87}$Rb atoms in the vicinity of the 1007.4 G resonance.

5.4.3 Modulation amplitude

In the experiments of Thompson et al., increasing the modulation amplitude $B_{mod}$ with a fixed frequency and pulse duration gave a point of maximum conversion, and after reaching a minimum a partial revival was observed [226]. Examining the transition probability density of Eq. (4.78) for different $B_{mod}$ shows that as $B_{mod}$ is increased, the resonant growth of $\rho(p_{res}, t)$ is at first amplified, as shown in Fig. 5.11a. The faster resonant growth is also reflected in the proportionality of the analytic estimate of $T(p, t)$ in Eq. (5.8) to $B_{mod}$. For $B_{mod} = 0.35$ G, there is no longer resonant growth in $\rho(p_{res}, t)$ over a 1 ms pulse duration, although this modulation amplitude does maximise $\rho(p_{res}, 1 \text{ ms})$. The changing amplitude and position of the maximum as $B_{mod}$ varies alters the quality of the fit to the thermal distribution, and consequently the conversion efficiency. For $B_{mod} < 0.9$ G, resonant growth is still observed, however the continuum energy of the state with resonantly growing population is negatively shifted from that predicted by
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Figure 5.10: The distribution of transition probability density for $^{133}$Cs at a field $B_{av} = 157$ G. The weak dependence on magnetic field of the two-body states is compensated for by a large modulation amplitude. The shift in peak energy of the distribution from the low modulation amplitude limit is just discernible for a modulation amplitude of 10 G. Here $|E_b^b|/h = 15$ kHz and $\omega_{mod}/2\pi = 16$ kHz.

Eq. (5.6). As shown in Fig. 5.11b, $\rho(p, 1 \text{ ms})$ has a peak in momentum which, as $B_{mod}$ is increased, at first grows in amplitude and retains its width and position, before being shifted towards $p = 0$. Fully destructive interference for continuum energies up to a few kHz occurs when $B_{mod} \approx 1.0$ G and so a minimum in conversion efficiency is produced, as reflected in Fig. 5.12. Beyond this modulation amplitude, there is no continuum energy for which quadratic growth of $\rho(p, t)$ is observed. Figure 5.11b also shows two bands of constructive interference in $\rho(p, t)$. These bands have a peak energy which is also dependent on $B_{mod}$. Consequently, at the modulation amplitudes for which these peaks coincide with the thermal distribution, a revival of the conversion efficiency occurs.

The dependence of the shift in peak energy of $\rho(p, t)$ on modulation amplitude can be different for each species and bound state energy. In the example of $^{133}$Cs$_2$ dimers at 157 G, modulation amplitudes of up to 10 G do not substantially change the shape of the distribution of $\rho(p, t)$, as shown in Fig. 5.10. This is because the bound state energy of the Cs dimers discussed above varies very weakly with magnetic field, and the weaker sensitivity to the magnetic field also reduces this shift. This may also be understood
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Figure 5.11: The transition probability density $\rho(p,t)$ in a $^{85}$Rb gas for different values of $B_{\text{mod}}$. Here $B_{\text{av}} = 156.352$ G, $\omega_{\text{mod}}/2\pi = 6.5$ kHz, and $E_{\text{av}}^\text{av}/\hbar = -4.88$ kHz. (a) The evolution of $\rho(p,t)$ for the continuum state of energy satisfying the resonance condition of Eq. (5.6). Quadratic growth ceases to be observed when the modulation amplitude becomes too great. (b) The transition probability density distribution $\rho(p, 1 \text{ ms})$ for $B_{\text{mod}} = 0.15, 0.3, 0.8$ and $1.5$ G, as indicated in the contour plot shown in the inset. For each $B_{\text{mod}} < 0.9$ G, the peak in energy of $\rho(p, t)$ grows resonantly on a timescale of 1 ms. The continuum energy of the maximal $\rho(p, 1 \text{ ms})$ is negatively shifted from $p_{\text{res}}^2/m$ with increasing $B_{\text{mod}}$. Two bands of revival in $\rho(p, t)$ can be seen in the inset, as well as in the distributions of $\rho(p, t)$ for $B_{\text{mod}} = 0.8$ and $1.5$ G.
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![Diagram showing conversion efficiency as a function of modulation amplitude for different frequencies.](image)

**Figure 5.12:** Conversion efficiency from a thermal $^{85}\text{Rb}$ gas as a function of modulation amplitude for $B_{av} = 156.352$ G, $n = 10^{11}$ cm$^{-3}$, $T = 20$ nK and $\omega_{\text{mod}}/(2\pi) = 4.9$, 5.5 and 6.5 kHz. The solid line ($\omega_{\text{mod}}/(2\pi) = 6.5$ kHz) is a thermal average of the data shown in Fig. 5.11. The variation in conversion efficiency with $B_{\text{mod}}$ is caused by the changes in the distribution of $\rho(p, t)$, as shown in Fig. 5.11b. The revivals are caused by the regions of constructive interference, shown in Fig. 5.11b, coinciding with the thermal distribution.

...in terms of the perturbative estimate of Eq. (5.8): this estimate is only valid when the predicted transition amplitude is small, and so is valid over a wider range of $B_{\text{mod}}$ if the factor $C(p)$ is small. The factor $C(p)$ represents the closed-channel admixture of the molecular and scattering states, and therefore also the sensitivity of the two-body energy spectrum to magnetic field.

The maximum, minimum and revival in conversion efficiency are shown for three different modulation frequencies in Fig. 5.12. The absolute conversion efficiency at the maximum is strongly temperature dependent, as shown for $B_{\text{mod}} = 0.065$ G in Fig. 5.7. However, the modulation amplitude giving the maximum conversion has a weak variation with temperature above 20 nK. The continuum energy for which the state is resonantly coupled varies with the modulation amplitude, and so both frequency and amplitude should be matched to the temperature of the gas for maximum conversion. Of the plots shown in Fig. 5.12, for example, the best conversion is achieved for $B_{\text{mod}} = 0.7$ G and $\omega_{\text{mod}}/(2\pi) = 6.5$ kHz. The revival in conversion efficiency for larger modulation amplitudes occurs in a peak that is narrower, and is due to the constructive interference shown in the inset of Fig. 5.11b. We note that for $B_{\text{mod}} > 1.352$ G the resonance position $B_0$...
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Figure 5.13: Conversion efficiency from a thermal $^{85}\text{Rb}$ gas as a function of modulation frequency, for different modulation amplitudes. A modulation amplitude of 0.065 G (blue line) corresponds to that used in Figs. 5.2-5.8. For higher modulation amplitudes, the peak is shifted upward in modulation frequency, a manifestation of the modulation amplitude dependent shift discussed above. The line-shape also changes. Harmonics of integer divisions of the peak frequency are visible for $B_{\text{mod}} = 0.5$ G (red dot-dashed line).

is being crossed during the pulse. The conversion efficiency as a function of frequency is shown for a variety of modulation amplitudes in Fig. 5.13. The location of the peak of conversion efficiency is the same as in Fig. 5.7 for the same modulation amplitude. As the modulation amplitude is increased, the frequency shift shown in Fig. 5.11 moves the peak upwards in energy. The lineshape also alters as the dynamics of the evolution of individual modes changes with modulation amplitude. Harmonics become visible, as shown for $B_{\text{mod}} = 0.5$ G. This may be interpreted as the resonance condition of Eq. (5.6) also being a harmonic of lower frequencies of which integer multiples equal the resonant frequency. The second harmonic was observed experimentally, as was the linewidth of this feature being narrower than the main peak [227].

5.5 Conclusions

Resonant association has been experimentally shown to be an effective technique of producing molecules [80, 81, 89]. Here we have studied the dependence of the conversion efficiency on the duration, frequency and amplitude of the pulse, and the density and
temperature of the gas. We have shown that for a homogeneous gas, the continuum shapes the dynamics of the association in such a way that it is unlike a two-level system, in contrast to the case of resonant association in strongly confining optical lattices. The presence of other continuum states around that resonantly coupled to the Feshbach molecule leads to the requirement of optimising the properties of the pulse for the gas in question. Maximum conversion requires the amplitude and frequency of the modulation to together be optimised for the density and temperature of the gas. Colder gases have narrower thermal distributions and so display stronger resonant behaviour. The width of the thermal distribution also leads to the dephasing of the oscillations in conversion efficiency observed at short times in Ref. [89]. An increase in temperature causes a positive shift in the optimal frequency for association, but also lowers the maximum possible conversion efficiency.

The amplitude of the modulation and mean-field shifts lead to the resonant coupling of continuum states of different energy, and thus also affect the conversion efficiency. A higher modulation amplitude causes a less energetic continuum state to be resonantly coupled. Beyond a certain amplitude, no resonant growth in transition probability density occurs, however for the parameters of Ref. [89] a revival in conversion efficiency is seen due to a region of constructive interference between the different continuum states. A weak dependence of the molecular bound state energy on magnetic field limits the effectiveness of resonant association, although this can sometimes be compensated for by an increase in the modulation amplitude. The evolution of the transfer probability density from a state is primarily determined by its detuning from the resonant continuum energy. Consequently, the pulse duration necessary for association does not vary significantly with the molecular bound state energy. We have simulated the resonant association of molecules for bound state energies ranging from $-h \times 5$ kHz to $-h \times 1$ MHz, and predict that resonant association can be effective over this range.
Chapter 6

Many-body effects in the production of Feshbach molecules from thermal gases

In this chapter we study the production of Feshbach molecules from ultracold thermal gases from a many-body perspective. We discuss the technique we have implemented for solving the non-Markovian Boltzmann equation (NMBE), the most computationally intensive part of which is the calculation of the kernel. We apply the NMBE to the case of a linear ramp of the magnetic field across a zero-energy resonance. In the limit of small depletion, this approach reproduces results obtained by thermally averaging the two-body transition probability density, as was done in Chapter 5. Many-body effects become more significant as the conversion efficiency increases, which can be achieved by considering a higher initial density of the atomic gas. Our approach predicts the molecule production efficiency to fall below the two-body prediction as the density of the gas increases. We have therefore shown that our approach is practicable, and is applicable to the production of molecules in regimes where only a many-body approach is valid.

6.1 Introduction

Linear ramps across zero-energy resonances for molecule production are often slow in order to maximise the conversion efficiency. For two isolated atoms in the ground state of a trap, a sufficiently slow ramp adiabatically maps the atom pair onto a Feshbach molecule as the resonance is crossed. Calculations on the basis of two-body physics using approaches such as that detailed in Sec. 2.2 predict that this process can in principle have perfect efficiency. Experimentally, the production of molecules from atom pairs in a strong optical lattice, for which the tunnelling rate between sites is low, has been observed to have an efficiency up to approximately 95% [110]. The lack of tunnelling ensures good agreement with the two-body prediction. For the saturation of the production of molecules in bulk gases, however, many-body effects are of relevance. The highest production efficiencies achieved from loosely trapped atomic gases are 88% in $^{40}$K [84],...
and 85\% in $^6\text{Li}$ [74]. The latter experiments were performed with ramps sufficiently slow for thermal equilibrium to be assumed throughout the ramp, whereas relaxation losses in the experiments of [84] placed a lower limit on the ramp speed. For slow ramps such as the ones used in these experiments, each atom can undergo several collisions, and so a many-body approach is required. Hodby et al. [111] studied molecule production from slow ramps in gases of bosonic $^{85}\text{Rb}$ and fermionic $^{40}\text{K}$. They analysed their data in terms of a model assuming that the likelihood of a pair forming a molecule depends only on the proximity of the two atoms in phase-space. Two atoms were assumed to form a molecule if their proximity in phase-space was smaller than a constant which was varied to find optimal agreement with experimental data. The values of this constant providing the best fit for each of the two cases agreed to within experimental uncertainty, supporting the idea that phase-space proximity is the main factor affecting the maximum production efficiency.

For the case of an asymptotically slow ramp, the saturation of molecule production can be calculated by assuming thermal equilibrium during the ramp [112, 113]. The molecular state is then treated as one of the two-body states, with a population determined by the appropriate Boltzmann factor. Using a mean-field approach, Szymańska et al. showed that the Feshbach molecular state creates a minimum in the many-particle action [114]. Thus, for a ramp slow enough that the gas is always close to thermal equilibrium, or even for a static field, molecules should be formed as the gas relaxes to the state of lowest free energy. A weaker condition than the assumption of thermal equilibrium is to consider the regime in which each atom undergoes many collisions during the ramp, as used by Williams et al. [115]. The molecular formation process and its saturation is calculated from the limits of coupled Boltzmann equations for separated atom pairs and pairs in the resonance state, and the variation of the coupling with the varying energy of the resonance state. This treatment qualitatively agrees with the data of [111], as well as giving a kinetic and thermodynamic motivation for the phase-space proximity model used in that paper.

In this chapter we apply the non-Markovian Boltzmann equation (NMBE) derived in Chapter 4 to the problem of many-body effects in the production of Feshbach molecules, and the saturation of this process. The NMBE enables us to perform calculations of molecule formation from ultracold gases including the full time variation of the interactions, as well as the depletion and rethermalisation of the continuum of atomic states.
This enables us to go beyond the calculations of Chapter 5 and study the saturation of molecule production due to many-body effects. Obtaining the kernel is the most computationally intensive component of the implementation. We discuss this in Sec. 6.2, detailing the calculation of the kernel for the terms with two momentum integrals in Sec. 6.2.1 and for the terms with one momentum integral in Sec. 6.2.2. In Sec. 6.3 we apply the NMBE to the case of a linear ramp across a zero-energy resonance. In the limit of small depletions we recover the result predicted by thermally averaging the two-body transition probability density, as was done in Chapter 5. As gases of increasing density are considered, many-body effects become more significant. This leads to the many-body prediction for the conversion efficiency being lower than the two-body result, which is proportional to the initial density of the gas. We have therefore shown that our approach gives the correct result in the low-density limit, and the correct qualitative behaviour as the density is increased. Lastly, we discuss the prospects for extending our approach to situations where only a many-body approach is valid.

### 6.2 The kernel of the non-Markovian Boltzmann equation

We have implemented the non-Markovian Boltzmann equation using a single-channel approach. As in Chapter 5 we assume a homogeneous gas. This provides a good approximation to experiments performed in loose magnetic traps. Starting from the non-Markovian Boltzmann equation of Eq. (4.48), we separate out the kernel for each of the terms:

\[
\frac{\partial}{\partial t} \Gamma(p, t) = \frac{4}{\hbar} \int_0^\infty dq q^2 \Gamma(q, t) \mathcal{K}_1(p, q, t, t_i) \\
+ 2 \int_0^\infty dp_1 \int_0^\infty dp_2 p_1^2 p_2^2 \Gamma(p_1, t_i) \Gamma(p_2, t_i) \mathcal{K}(p, p_1, p_2, t, t_i) \\
+ \frac{4}{\hbar} \int_{t_i}^{t} dt' \int_0^\infty dq q^2 \mathcal{K}_1(p, q, t, t') \frac{\partial}{\partial t'} (\Gamma(p, t') \Gamma(q, t')) \\
+ 2 \int_{t_i}^{t} dt' \int_0^\infty dp_1 \int_0^\infty dp_2 p_1^2 p_2^2 \mathcal{K}(p, p_1, p_2, t, t') \frac{\partial}{\partial t'} (\Gamma(p_1, t') \Gamma(p_2, t')).
\]
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Here, the kernel for the cross-section terms of Eqs. (6.1b) and (6.1d) is given by

\[ K(p, p_1, p_2, t, t') = 2\pi \int_0^\pi d\theta_{p_2} \sin \theta_{p_2} \int_0^\pi d\theta_p \sin \theta_p \int_0^{2\pi} d\phi_p \]

\[ \times \frac{\partial}{\partial t'} \left| \frac{1}{\hbar} \int_\tau^{t'} d\tau \exp \left( \frac{i\mathbf{p}_{\text{cm}}^2}{\hbar m} (\tau - t') \right) \langle \mathbf{p}_{\text{cm}} | V(\tau) U_{2B}(\tau, t') | \mathbf{p}_r \rangle \right|^2. \]  

(6.2)

Here, \( \mathbf{p}_{\text{cm}} = \mathbf{p} - (\mathbf{p}_1 + \mathbf{p}_2)/2 \), \( \mathbf{p}_r = (\mathbf{p}_1 - \mathbf{p}_2)/2 \). The kernel for the imaginary terms of Eqs. (6.1a) and (6.1c) is given by

\[ K_1(p, q, t, t') = \int d\Omega_q \text{Im} \left[ \langle q_r | V_1(t) U_{2B}^2(t, t') | q_r \rangle \right], \]  

(6.3)

where \( q_r = (\mathbf{p} - q)/2 \). We are therefore able to perform all the angular integrals in advance and store the kernels \( K(p, p_1, p_2, t, t') \) and \( K_1(p, q, t, t') \), leaving only the integrals over time and the moduli of the momenta to be performed during the calculation. This represents a substantial speedup over doing all of the integrals at each time-step. Once the kernel has been calculated for a given magnetic field variation sequence, it can be used for several different input values of the temperature and density of the gas.

### 6.2.1 The kernel of the cross-section terms

The kernel of the cross-section terms is a function of three momenta and two times. In the kernel, \( \mathbf{p}_1 \) and \( \mathbf{p}_2 \) only appear in the form of relative or centre of mass coordinates. We are prevented from transforming the coordinates by the need to integrate over \( \Gamma(p_1, t) \Gamma(p_2, t) \) in the dynamical code. The kernel does however have the symmetry

\[ K(p, p_1, p_2, t, t') = K(p, p_2, p_1, t, t'), \]  

(6.4)

reducing the effort involved in its calculation. Also, in the dynamical simulation the \( p_1 \) and \( p_2 \) integrals are evaluated over the kernel multiplied by the density matrices, which have a much narrower range in momentum than the kernel itself. The density matrix therefore defines the maximum required momenta in the integrations. This allows the evaluation of the kernel for the highest momenta to be approximate, as the contribution to the integrals will be small. The derivative with respect to \( t \) of the cross-section terms...
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\[ \frac{\partial}{\partial t} \left| \frac{1}{\hbar} \int_{t'}^t d\tau \exp \left( \frac{i p_{cm}^2 (\tau - t')}{m \hbar} \right) \langle p_{cm} | V(\tau) U_{2B}(\tau, t') | p_r \rangle \right|^2 \]

\[ = \frac{2}{\hbar^2} |\langle \chi | p_{cm} \rangle|^2 \text{Re} \left\{ \exp \left( \frac{i p_{cm}^2 (t - t')}{m \hbar} \right) \xi(t) \langle \chi | U_{2B}(t, t') | p_r \rangle \right\} \]

\[ \times \left( \int_{t'}^t d\tau \exp \left( \frac{i p_{cm}^2 (\tau - t')}{m \hbar} \right) \xi(\tau) \langle \chi | U_{2B}(\tau, t') | p_r \rangle \right)^* \].  

(6.5)

Here, we have used the form of the separable potential in Eq. (2.85). We therefore need, as a function of \((p_r, t, t')\), the matrix element \(\langle \chi | U_{2B}(t, t') | p_r \rangle\). We also need, as a function of \((p_{cm}, p_r, t, t')\), the Fourier transform of its product with \(\xi(t)\):

\[ \int_{t'}^t d\tau \exp \left( \frac{i p_{cm}^2 (\tau - t')}{m \hbar} \right) \xi(\tau) \langle \chi | U_{2B}(\tau, t') | p_r \rangle . \]

(6.6)

The method of calculating these matrix elements and their Fourier transforms is detailed in Appendix D. We spline these functions to the required values of \(p_{cm}\) and \(p_r\) to evaluate the angular integrals in Eq. (6.2). A schematic of the manner in which we do the integration is given in Fig. 6.1. There are 3 momenta, giving a total of 6 angles. Translational invariance reduces this number to 3. It is simplest to fix \(p_1\), and evaluate an integral over both angular variables of \(p\), which only appears in one of the two moduli.

Calculating the kernel for the cross-section term requires approximately 1500 hours of processor time for the 5 G, 0.1 ms ramp we consider in Sec. 6.3. We use a maximum energy of \(h \times 500 \text{ kHz}\), and a grid of 100 \(p\), 50 \(p_1\) and \(p_2\), and 40 \(t\) and \(t'\). The calculation
Many-body effects in the production of Feshbach molecules may be naturally divided up according to \( t' \), as we calculate the Fourier transform of Eq. (6.6) separately for each. For each \( t' \), the angular integrals must then be evaluated for all \((p, p_1, p_2, t)\). This can be divided into as many jobs as is appropriate for the available number of processors. The kernel is shown in Fig. 6.2 for \( t' = 0 \), and a few representative \( p \) and \( t \).

### 6.2.2 The kernel of the imaginary terms

It is possible to calculate the angular integral of Eq. (6.3) analytically. To do so, we first use the integral equation for \( \langle \chi |U_{2B}(t, t')|\chi \rangle \) of Eq. (D.11). After including the phase due to the interaction picture in Eq. (6.3), the imaginary part of the free term is 0, which leaves

\[
K_1(p, q, t, t') = \frac{\xi(t)}{\hbar} \int d\Omega_q |\langle \chi |q\rangle|^2 \text{Im} \left[ -i \int_{t'}^t d\tau \langle \chi |U_{2B}(t, \tau)|\chi \rangle \xi(\tau) \exp \left( \frac{iu_\tau^2}{m\hbar}(t - \tau) \right) \right].
\] (6.7)

Here, we have again used the form of the separable potential in Eq. (2.85). Expanding the modulus, \( q_2^2 = |p - q|^2 / 4 = (p^2 + q^2 - 2pq \cos \theta) / 4 \), with \( \theta \) the angle between \( p \) and \( q \), we then have

\[
K_1(p, q, t, t') = \frac{\xi(t)}{\hbar} \int_{t'}^t d\tau \langle \chi |U_{2B}(t, \tau)|\chi \rangle \xi(\tau) \times \int_0^{\pi} d\theta \sin \theta \exp \left( - \frac{p^2 + q^2 - 2pq \cos \theta}{4m\hbar} [\eta - i(t - \tau)] \right). \] (6.8)

Here, \( \eta = m\sigma^2 / \hbar \), where \( \sigma \) is the range of the potential defined in Eq. (2.85). The integral over \( \theta \) can be simply evaluated, leaving

\[
K_1(p, q, t, t') = \frac{m\xi(t)}{2\pi^2 \hbar^3 pq} \text{Re} \left\{ \int_{t'}^t d\tau \langle \chi |U_{2B}(t, \tau)|\chi \rangle \xi(\tau) \times \exp \left( - \frac{(p^2 + q^2) [\eta - i(t - \tau)]}{4m\hbar} - \exp \left( - \frac{(p^2 + q^2) [\eta - i(t - \tau)]}{4m\hbar} \right) \right) \right\}. \] (6.9)

This result allows us to calculate the kernel for the single integral terms from a Fourier transform of the function \( \langle \chi |U_{2B}(t, t')|\chi \rangle \). Because the momenta \( p \) and \( q \) only appear in the form \((p \pm q)\), Eq. (6.9) can be written in the form

\[
K_1(p, q, t, t') = \frac{1}{pq} (r((p + q)/2, t, t') - r((p - q)/2, t, t')). \] (6.10)
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Figure 6.2: Kernel of the cross-section term, $\mathcal{K}(p, p_1, p_2, t, t')$, for a 0.1 ms ramp with $B_i = 152.5$ G, and $B_f = 157.5$ G, for $t' = 0$, and for various $p$ and $t$, as a function of $p_1^2/m\hbar$ and $p_2^2/m\hbar$. The limits of $p_1^2/m\hbar$ and $p_2^2/m\hbar$ are the same across each row. For large $p$, the kernel is small at low $p_{1,2}$, indicating that there is little coupling into these states from the low-energy region.
Figure 6.3: The kernel of the imaginary term, $\mathcal{K}_i(p, q, t, t')$, for $t' = 0$ and various values of $t$, as labelled in ms. The properties of the ramp are the same as in Fig. 6.2.

where

$$r((p \pm q)/2, t, t') = \frac{m \xi(t)}{2\pi^2\hbar^3} \exp\left(-\frac{(p \pm q)^2}{4\hbar^2}\right) \times \text{Re} \int_0^\infty d\tau \frac{\langle \chi | U_{2B}(t, \tau) | \chi \rangle \xi(\tau) \exp\left(i\frac{(p \pm q)^2}{4\hbar^2}(t - \tau)\right)}{\eta - i(t - \tau)}. \quad (6.11)$$

For the kernel of the imaginary terms, we evaluate $r(p, t, t')$ for a sufficiently fine mesh of times and momentum $p$, and spline to the required values during the dynamical simulation. The kernel of the imaginary terms is illustrated in Fig. 6.3.

### 6.3 Comparison of many-body and two-body approaches

We have implemented the non-Markovian Boltzmann equation for a gas of $^{85}\text{Rb}$ in the vicinity of the 155 G resonance, using a 0.1 ms ramp with $B_i = 152.5$ G and $B_f = 157.5$ G. This ramp was chosen for a first demonstration of our approach because, for a low density gas, many-body effects are insignificant. This allows us to make a direct comparison...
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with the approach of Chapter 5 in which the conversion efficiency is calculated from a thermal average of the two-body transition probability density. However, this ramp is also long enough that by considering higher density gases, which lead to higher molecule production efficiencies, many-body effects are noticeable.

We consider a thermal gas with a temperature of 20 nK and a density of $10^{11} - 10^{12}$ cm$^{-3}$. We assume a Maxwell-Boltzmann distribution for the initial state of the gas. We have verified that assuming a Bose-Einstein distribution instead has only a small effect on the final conversion efficiency. Our initial conditions give the non-interacting equilibrium of the system, and so at small times some transient dynamics occur, similar to those shown in Fig. 5.4, though they are less significant here due to the lower phase-space density. We calculate the evolution of the one-body density matrix using the Runge-Kutta technique [224], with adaptive stepsize. The values of $\Gamma(p, t)$ and $\frac{\partial}{\partial t} \Gamma(p, t)$ are stored as a function of momentum and time. For evaluating the integral over time, the value of the derivative at time $t$, which is not yet known, is approximated by assuming $\Gamma(p, t)$ to be linear over the last time interval defined by the mesh. The full dynamical simulation takes 30 – 60 hours of processor time, depending on the input parameters, and is parallelised using an Open-MP architecture. This kind of parallelisation allows several processors to access the same memory, and so avoids the issues of synchronisation and data transfer that hinder a distributed approach.

The evolution of the one-body density matrix is shown in Fig. 6.4. As the resonance is crossed, the population of the low-lying continuum modes begins to decrease as atoms are coupled to higher energy modes, corresponding to the emergence of the Feshbach molecular state. The nonlinearity of the NMBE makes the changes in the one-body density matrix larger for higher densities, and excites more atoms to higher momenta. The maximum energy that is required to be included in the simulations is set by the temperature and density of the gas, and the timescale of the variation in magnetic field. The maximum energy must be such that the population of the highest modes is always insignificant. The maximum energy included in the simulations presented here is 500 kHz. For the highest densities considered, the highest energy states start to play a role. Consequently, higher energies may need to be included in some situations to be considered in future, with a corresponding increase in the difficulty of evaluating the kernel.

The form of Eq. (4.67) for the conversion efficiency shows that in the limit of small
Figure 6.4: Evolution of the one-body density matrix for densities of (a) $10^{11}$ cm$^{-3}$ and (b) $5 \times 10^{11}$ cm$^{-3}$. The depletion of the low-energy continuum modes as the resonance is crossed corresponds to the emergence of the molecular bound state. For higher densities this effect becomes more significant, as does the rethermalisation of the gas. The maximum energy included in the simulations is 500 kHz, however for clarity we only show energies up to 50 kHz.

depletion, when the changes in the one-body density matrix are small, the prediction of the many-body approach reduces to that given by a thermal average of the two-body transition probability density, as was used in Chapter 5. To see the size of the correction due to many-body effects, we compare the results predicted by the NMBE to that calculated with a single-channel implementation of the two-body approach. In this case, the conversion efficiency is predicted to be

$$
\frac{2N_{\text{mol}}}{N} = 2n(2\pi\hbar)^3 \left( \frac{\beta}{\pi m} \right)^{3/2} \int dp \exp \left( -\beta \frac{p^2}{m} \right) |\langle \phi^f_b | U_{2B}(t_f, 0) | p \rangle|^2.
$$

Here, $\phi^f_b$ is the Feshbach molecular state evaluated at the final magnetic field. We have used plane waves instead of the scattering states which were used in the thermal averages of Chapter 5. This ensures consistency with the one-body density matrix, which is expanded in terms of plane waves. For the range of fields used here, the initial correlations which are included in the scattering states change the predicted conversion efficiency, as shown in Fig. 4.3, but do not change the physical trends. This difference diminishes for wider ramps, in which the initial state is closer to the non-interacting equilibrium, or for longer ramps in which sufficient thermalisation occurs at the beginning of the ramp.

The conversion efficiency predicted by the non-Markovian Boltzmann equation is shown in Fig. 6.5. The molecular fraction is calculated from Eq. (4.67). For a density of $10^{11}$ cm$^{-3}$, the two-body and many-body approaches predict 4.11% and 4.06%, respectively. The two-body approach gives a conversion efficiency proportional to density, which is unphysical at large conversion efficiencies. The NMBE approach gives a
Comparison of many-body and two-body approaches

Figure 6.5: The conversion efficiency predicted by thermally averaging the two-body transition probability density (blue line), and the many-body non-Markovian Boltzmann equation (green squares). Here, we have considered a 0.1 ms ramp with $B_i = 152.5$ G and $B_f = 157.5$ G, and a gas of temperature $T = 20$ nK. At low densities, the two approaches agree. As the density increases, the depletion and rethermalisation of the continuum become significant, reducing the efficiency predicted by the many-body approach. Only a small difference in the conversion efficiency is found between a Maxwell-Boltzmann distribution and a Bose-Einstein distribution (red ‘+’).

smaller prediction, with the deviation from the two-body result becoming more significant as the conversion efficiency increases, as shown in Fig. 6.5. The NMBE is therefore correct in the small depletion limit and gives the expected behaviour as the conversion efficiency increases.

Although we have only considered a short ramp for which the thermal averaging technique of Chapter 5 is sufficient for normal experimental parameters, our results here show that the NMBE approach is practicable, and should be able to be extended to consider longer magnetic field variation sequences, where only a many-body approach is valid. As the present calculation is well within current capabilities, we envisage being able to do simulations of millisecond lengths. Our approach is not limited to linear ramps, and can be applied to arbitrary magnetic field variations, such as the resonant association experiments of Chapter 5.
6.4 Conclusions

The non-Markovian Boltzmann equation provides a many-body implementation of the dynamics of Feshbach molecule formation from ultracold atomic gases. The precise time-variation of the interactions is included, as are the depletion and rethermalisation of the continuum. The calculation of the dynamics of the one-body density matrix is made possible by calculating the kernel for the non-Markovian Boltzmann equation in advance. We have applied this approach to a 5 G, 0.1 ms ramp, showing that it produces the correct result in the limit of small depletions. As the density of the gas increases, many-body effects become more significant, leading to the predicted molecule production efficiency being lower than that obtained from a thermal average of the two-body transition probability density. We have therefore shown that the non-Markovian Boltzmann equation is a practicable and useful approach, which we anticipate being able to extend to consider magnetic field variations of millisecond lengths, and correspondingly high molecule production efficiencies.
Chapter 7

Conclusions and outlook

This thesis has focused on the dynamics of the production of Feshbach molecules from ultracold gases, examining the role of both two- and many-body effects. In both cases we have studied the role of the continuum of states from which molecules are associated. We have formulated and implemented the non-Markovian Boltzmann equation, allowing beyond mean-field calculations with realistic, time-varying interactions. In this chapter we summarise the work of this thesis and briefly discuss further planned applications and developments of this work.

In Chapter 3 we considered the dissociation of Feshbach molecules, and the conclusions that may be drawn about the nature of a zero-energy resonance from the shape of dissociation spectra. In particular, a zero-energy resonance dominated by the closed channel can produce a dissociation spectrum with a sharp peak close to the final resonance energy, provided that the ramp is fast enough. We showed that currently achievable ramp speeds may be interpreted to be in this ‘sudden jump’ regime, and discussed instances where such a jump can also lead to the transfer of molecules into the next deeper bound vibrational state. We studied the transition from sudden jumps to asymptotically wide, linear ramps, rigorously deriving the form of the spectrum that has been inferred previously from Fermi’s golden rule. Consequently, our work shows the independence of the spectrum produced by such a ramp on the implementation of the two-body physics, provided that the near-resonant scattering properties are correctly reproduced.

In Chapter 4 we detailed the theory of cumulants and applied it to the production of Feshbach molecules from both thermal and condensed gases. A key element of this approach is the inclusion of the precise, time-varying two-body interactions as an input
to the many-body equations. We showed that the molecule production can be calculated from the one-body density matrix for the case of a thermal gas. We then derived a non-Markovian Boltzmann equation governing the evolution of the one-body density matrix, and showed that in the limits of stationary interactions and long times it reduces to the normal Boltzmann equation.

Our calculations of the association of Feshbach molecules using a magnetic field modulation that is near resonant with the molecular bound state energy were presented in Chapter 5. We examined in depth the two-body physics of the transition, showing how the dephasing between continuum modes in a thermal gas washes out the oscillations in conversion efficiency at short times, and produces a smooth increase in the number of molecules produced as the pulse lengthens. We also characterised the shift in the resonant modulation frequency due to the amplitude of the modulation, the temperature of the gas, and mean-field shifts. The temperature of the gas also influences the width of the distribution of conversion efficiency as a function of frequency, the resonant behaviour being stronger in a cooler gas because of the narrower distribution of significantly populated continuum modes. Because the evolution of an atom pair depends primarily on the detuning from the energy that is resonantly coupled to the molecular state, the conversion efficiency is not significantly dependent on bound state energy. However, reasonably strong variation in the two-body energy levels with magnetic field is necessary. For the case of a condensed gas, which we studied using a first order cumulant approach, the oscillations in conversion efficiency at short times are longer lived, and mean-field effects contribute a further change to the resonant modulation frequency.

In Chapter 6 we discussed the implementation of the non-Markovian Boltzmann equation derived in Chapter 4. This approach allows the calculation of beyond mean-field dynamics with realistic interactions. We have implemented a technique for calculating the kernel, the two-body evolution which is used as an input to the many-body equation, and the dynamical code. Applying this to a linear ramp across a zero-energy resonance, we obtained a molecule production efficiency that agrees with the thermal averaging technique of Chapter 5 in the limit of small depletion. As the density of the gas is increased, leading to a higher production efficiency, the prediction of this approach falls below the thermal averaging prediction due to the onset of many-body effects.

Both the dissociation calculations of Chapter 3 and the resonant association calculations of Chapter 5 can be applied to the case of molecules formed from a $p$-wave
The presence of a centrifugal barrier makes the Feshbach molecular state closed-channel dominated even at threshold. At positive energies the molecules decay by tunnelling through the barrier. Resonant association was used to produce $p$-wave molecules in Ref. [80]. Calculations analogous to those of Chapter 5 will allow investigation of the lifetime of the molecular state, and the behaviour of the dissociation spectrum under different ramp parameters.

The non-Markovian Boltzmann equation approach will allow studies of a range of situations. One application will be to re-examine the resonant association calculations of Chapter 5. Including the effects of the depletion and rethermalisation of the continuum will allow us to extend our previous work to look at the saturation of molecule production and the onset of many-body effects as the pulse duration increases, and as other properties such as the modulation amplitude are varied. The role of many-body effects in shaping the low-frequency side of the resonance curve in Fig. 5.7 is another unresolved question. Applying our second order cumulant approach to a partially condensed Bose gas would be difficult, as in this case there would be coupled equations for the mean field, one-body density matrix and pair function. At the present time, we are limited to the first order cumulant approach of Secs. 4.3 and 5.4 for zero-temperature condensates, and the second order approach of Sec. 4.4 and Chapter 6 for thermal Bose gases with no degeneracy. It is, however, possible to extend our technique to study the growth of pairing in a two-component Fermi gas during a BCS-BEC ramp. Previous calculations [228] suggest that the ramps of Jin’s experiments [37] might have had pairing develop during the ramp, rather than reflecting only the pairing present in the initial state. For the case of a two-component Fermi gas, the mean field is still zero, however the pair function of Eq. (4.15) must be included, which leads to coupled equations for the pair function and one-body density matrix. Our non-Markovian Boltzmann equation approach can also be applied to optical Feshbach resonances and the photoassociation of molecules. The work of this thesis therefore lays a foundation for several studies in beyond mean-field dynamics in ultracold gases including realistic interactions and many-body effects.
Appendix A

Transformed grid for hard core + van der Waals potential

In this appendix we detail the transformed grid method we have implemented for our calculations using the hard core + van der Waals potential of Sec. 2.4.1. The transformed grid used in these calculations allows good resolution of both short and long range properties with a lower number of mesh points than would be required in a uniform grid. The transformation we use, appropriate for a van der Waals interaction, is

\[ y(r) = \frac{1}{2} \left( \frac{R_0}{r + R_s} \right)^2. \]  
(A.1)

Here, \( R_0 = 2l_{vdW} = (mC_6/\hbar^2)^{1/4} \) and \( R_s \) is a free parameter which can be used to set how non-uniform the grid is (for \( R_s \to \infty \) the grid is uniform). Using a transformed grid changes the kinetic energy operator in the Hamiltonian, which for the transformation of Eq. (A.1) becomes

\[ K = -\frac{\hbar^2}{mR_0^2} \left[ 8y^{3/2} \frac{d^2}{dy^{3/2}} + \frac{3}{2}y \right]. \]  
(A.2)

We solve for \( \phi(y) \), given by

\[ \phi(y) = \psi(r) \sqrt{-\frac{dR(y)}{dy}}, \]  
(A.3)

where \( R(y) = r \) is the inverse transformation, and the minus sign arises because \( r_{\text{min}} \leftrightarrow y_{\text{max}} \) and \( r_{\text{max}} \leftrightarrow y_{\text{min}} \). The definition Eq. (A.3) ensures that \( \int dr|\psi(r)|^2 = \int dy|\phi(y)|^2 \).

To find the Feshbach molecular state, we first expand the bare entrance-channel potential of Eq. (2.50) using a sine basis, due to the boundary conditions that the wavefunction vanish at the hard core and for \( r \to \infty \). Diagonalising this allows us to find the
energy and wavefunction of the highest vibrational bound state of the entrance channel. We then use this energy as the shift between the potential of the entrance channel and that of the closed channel, which is given by Eq. (2.53). Using the form of the interchannel coupling in Eq. (2.54), we are then able to expand the full two-channel Hamiltonian of Eq. (2.20) in the same sine basis. The highest bound state of the Hamiltonian is the Feshbach molecular state. This calculation is done in a spherical box, which is permissible since the initial wavefunction, the Feshbach molecular state, is well localised. The same property of the bound states of the bare potentials allow them to be found in a box.

The sine-expansion of the Hamiltonian can be used for dynamical simulations. A faster approach, however, is to use the basis set expansion of Eqs. (2.57) - (2.59), expanding the Hamiltonian in terms of the eigenstates of the bare potentials. Having made the single-resonance approximation of Eq. (2.22), the description of the closed channel is determined by using the highest vibrational bound state of the entrance channel. In free space, a complete basis for the entrance channel is given by the bound states of the bare potential and the bare scattering states $|\psi_p^{(+)}\rangle$ of Eq. (2.32). A numerical approximation to the continuous set $\{ |\psi_p^{(+)}\rangle \}$ is made by choosing a set of momenta with fine enough resolution that the wavefunctions of successive basis states are not significantly different, and that the amplitudes of adjacent states do not become significantly different during the simulation. In finding the scattering states we follow the approach of Taylor [119], modified for our non-uniform grid. For our case of a hard sphere potential of radius $R_c$ and low-energy $s$-wave scattering, the Green’s function is given by

\[
G_E^0(r, r') = -\frac{1}{p} \sin(p(r_- - R_c)/\hbar) \exp(ip(r_+ - R_c)/\hbar),
\]

where $r_{<,>}$ are the smaller and larger respectively of $r, r'$. The scattering wavefunction is then given by

\[
\langle r | \phi_p^{(+)} \rangle = \frac{1}{(2\pi\hbar)^{3/2} pr} \psi_p(r).
\]

Here, $\psi_p(r)$ is given by the Lippman-Schwinger equation,

\[
\psi_p(r) = \psi_0(r) + \int dr' G_E^0(r, r') U(r') \psi_p(r').
\]

For a hard core + van der Waals potential, we have $\psi_0(r) = \sin(p(r - R_c)/\hbar)$, and $U(r) = mV_{bg}(r)/\hbar^2$. Because the scattering states are not localised and we want to solve on a finite grid we actually solve for $\sqrt{|U(r)|} \psi_p(r)$, which is localised. Multiplying Eq. (A.6) through by $\sqrt{|U(r)|}$ gives a closed equation for $\sqrt{|U(r)|} \psi_p(r)$ which can be
converted to the transformed grid using Eq. (A.3) to give

\[
\sqrt{|U(r)|}\phi(y) = \sqrt{|U(r)|}\psi_0(r) \sqrt{-R'(y)}
\]

\[
+ \int dy' \sqrt{-R'(y')} \sqrt{|U(r)|G_E^0(r, r')} \sqrt{|U(r')|} \text{sign}(U(r')) \sqrt{-R'(y')} \sqrt{|U(r')|}\phi(y') ,
\]

(A.7)

where we now reinterpret \(r, r'\) as \(R(y)\) and \(R(y')\). To solve Eq. (A.7) we perform a two-dimensional sine expansion of the integrand with respect to \(y\) and \(y'\), and a one-dimensional sine expansion of \(\sqrt{|U(r')|}\phi(y')\) and \(\sqrt{|U(r)|}\psi_0(r) \sqrt{-R'(y)}\). We write these as the matrix \([f_{ij}]\) and the vectors \([v_i]\) and \([j_i]\) respectively. Having done this we are left with a matrix equation to invert:

\[
[v_i] = \left[ I - [f_{ij}] \right]^{-1} [j_i] .
\]

(A.8)

where \(I\) is the identity matrix. For accuracy at the grid boundaries we then put \(\sqrt{|U(r)|}\phi(y)\) back into the LS equation, this time not multiplying through by \(\sqrt{|U(r)|}\):

\[
\phi(y) = \psi_0(r) \sqrt{-R'(y)}
\]

\[
+ \int dy' \sqrt{-R'(y')} G_E^0(r, r') \sqrt{|U(r')|} \text{sign}(U(r')) \sqrt{-R'(y')} \sqrt{|U(r')|}\phi(y') .
\]

(A.9)

The scattering wavefunction is then found by putting \(\psi_p(r)\) into Eq. (A.5). This enables us to calculate the initial admixtures of the Feshbach molecular state in each scattering state, and the coupling matrix elements \(\langle \phi_p^{(+)} | W | \phi_{\text{res}} \rangle\).
Appendix B

Time evolution operator for a linear ramp

In this appendix we derive an exact expression for the time evolution operator for a linear ramp, and evaluate it in the limit of an asymptotically wide ramp to recover the result of Eq. (3.15). In Sec. B.1 we derive the exact time evolution operator for a linear ramp in the two channel, single resonance approach. In the following section, we use this result to evaluate the transition amplitude for the case of an asymptotic ramp, which provides a rigorous derivation of the corresponding dissociation spectrum of Eq. (3.15). Lastly, in Sec. B.3 we show that this spectrum can also be derived from a single-channel approach.

B.1 Two-channel time evolution operator

We calculate the transition amplitude in terms of the retarded Green’s function $G_{2B}^{(+)}(t, t')$, related to the time evolution operator $U_{2B}(t, t')$ of Eq. (2.79) by

$$G_{2B}^{(+)}(t, t') = \frac{1}{i\hbar} \theta(t - t') U_{2B}(t, t').$$  \hspace{1cm} (B.1)

We separate the constant and time dependent parts of the Hamiltonian as in Eq. (3.11). The stationary Hamiltonian $H_{\text{stat}}$ in Eq. (3.11) has an associated retarded Green’s function given by

$$G_{\text{stat}}^{(+)}(t - t') = \frac{1}{i\hbar} \theta(t - t') \exp[-iH_{\text{stat}}(t - t')/\hbar].$$  \hspace{1cm} (B.2)

The separation of $H_{2B}(B)$ into stationary and time dependent parts then gives two equivalent integral equations for the full retarded Green’s function, which are referred to as
the preform and postform, respectively:

\[
G_{2B}^{(+)}(t, t') = G_{\text{stat}}^{(+)}(t - t') + \int d\tau G_{\text{stat}}^{(+)}(t - \tau)H_{\text{cl}}(\tau)G_{\text{stat}}^{(+)}(\tau - t') ,
\]

(B.3)

\[
G_{2B}^{(+)}(t, t') = G_{\text{stat}}^{(+)}(t - t') + \int d\tau G_{\text{stat}}^{(+)}(t - \tau)H_{\text{cl}}(\tau)G_{2B}^{(+)}(\tau, t') .
\]

(B.4)

Differentiating either form of the integral equation with respect to \( t \) and using Eq. (B.1) recovers Eq. (2.79) defining \( U_{2B}(t, t') \). Substituting Eq. (B.3) into Eq. (B.4) and using the form of \( H_{\text{cl}}(t) \) in Eq. (2.22) gives the following general expression for the two-body time dependent Green’s function:

\[
G_{2B}^{(+)}(t, t_i) = G_{\text{stat}}^{(+)}(t_i - t_i) + \int d\tau G_{\text{stat}}^{(+)}(t_i - \tau)|\phi_{\text{res}, \text{cl}}\rangle E_{\text{res}}(\tau)\left[\langle \phi_{\text{res}, \text{cl}}|G_{\text{stat}}^{(+)}(\tau - t_i) + \int d\tau' g_{2B}^{(+)}(\tau, \tau')E_{\text{res}}(\tau')\langle \phi_{\text{res}, \text{cl}}|G_{\text{stat}}^{(+)}(\tau' - t_i)\right].
\]

(B.5)

Here, \( g_{2B}^{(+)}(t, t') \) is given in Eq. (3.12). Throughout these appendices we use the notation of a lower case \( g \) to refer to the closed-channel matrix element of the corresponding Green’s function.

The explicit form of \( G_{2B}^{(+)}(t_i, t_i) \) in Eq. (B.5) shows that obtaining its closed-channel matrix element \( g_{2B}^{(+)}(t, t') \) is sufficient for fully determining the time evolution. To this end, we project Eq. (B.4) onto \(|\phi_{\text{res}, \text{cl}}\rangle\) from the left and right, and again use the definition of \( H_{\text{cl}}(t) \) to yield

\[
g_{2B}^{(+)}(t, t') = g_{\text{stat}}^{(+)}(t - t') + \int d\tau g_{\text{stat}}^{(+)}(t - \tau)E_{\text{res}}(\tau)g_{2B}^{(+)}(\tau, t') .
\]

(B.6)

Performing a Fourier transform of both sides of Eq. (B.6) with respect to \( \tau \) leads to the time dependence of \( E_{\text{res}}(t) \), given in Eq. (3.2), being converted into a derivative with respect to energy, yielding the following ordinary differential equation:

\[
i\hbar \frac{\partial}{\partial E}g_{2B}(z, t') = \hbar \left[ \frac{\partial}{\partial E} \varphi(z, t') \right] g_{2B}(z, t') + 1/E_{\text{res}} .
\]

(B.7)

Here the energy and time dependent matrix element \( g_{2B}(z, t') \) is given by a Fourier transform with respect to time, \( g_{2B}(z, t') = \int dt e^{iz(t'-t_0)/\hbar} g_{2B}^{(+)}(t, t') \), where \( z = E + i0 \). The energy and time dependent phase \( \varphi(z, t') \) is given by

\[
\varphi(z, t') = \frac{E(t' - t_0)}{\hbar} - \frac{1}{\hbar E_{\text{res}}} \int_0^E \frac{dE'}{g_{\text{stat}}(z')} ,
\]

(B.8)

where \( z' = E' + i0 \), and \( g_{\text{stat}}(z) = \int dt e^{iz(t'-t_0)/\hbar} g_{\text{stat}}^{(+)}(t - t') \).
A solution of Equation (B.7) can be inferred from the derivative with respect to energy of $e^{i\varphi(z,t')}g_{2B}(z,t')$. Calculating the inverse Fourier transform of the relation for $g_{2B}(z,t')$ thus obtained gives Eq. (3.13). Substituting $g_{2B}(t,t')$ into Eq. (B.5) leaves the resonance energy and the phase terms as the only explicitly time dependent quantities. The time dependence due to the resonance energy may be eliminated by writing

$$(t - t_{\text{res}})e^{i\varphi(z,t)} = -i\hbar e^{i\varphi(z,t_{\text{res}})} \frac{\partial e^{iE(t-t_{\text{res}})/\hbar}}{\partial E},$$

and calculating the partial integrals with respect to energy. The time integrals in Eq. (B.5) may then be expressed as Fourier transforms, reducing the general expression for the two-body retarded Green’s function to

$$G_{2B}^{(+)}(t_i, t_i) = \int \frac{dE}{2\pi \hbar} G_{\text{stat}}(z) \left\{ e^{-iE(t_i-t_i)/\hbar} \left[ 1 - \langle \phi_{\text{res}, \text{cl}} | 1 - |\phi_{\text{res}, \text{cl}} \rangle G_{\text{stat}}(z) \right] + \right.$$ 

$$+ \left. \int_{-\infty}^{E} dE' |\phi_{\text{res}, \text{cl}} \rangle \frac{e^{-i[\varphi(z,t_i)-\varphi(z',t_i)]}}{g_{\text{stat}}(z) i\hbar E_{\text{res}} g_{\text{stat}}(z')} \langle \phi_{\text{res}, \text{cl}} | G_{\text{stat}}(z') \right\}.$$ 

(B.10)

This Green’s function represents the exact evolution of the two-body system in the two channel, single resonance approach. The separable form of the closed-channel potential and the linear time dependence of the resonance energy allow the dynamics to be calculated from the known Green’s function $G_{\text{stat}}(z)$ associated with the stationary Hamiltonian $H_{\text{stat}}$ and its closed-channel component.

### B.2 Asymptotic ramp limit

We will now evaluate the transition amplitude $T_{\text{diss}}(p)$ of Eq. (3.4) for the case of an asymptotic ramp, which allows the integrals contained in Eq. (B.10) to be calculated analytically. In the limit of $t_i \to -\infty$, $E_{\text{res}}(t_i)$ is large and negative, and so we can write

$$G_{\text{stat}}(z) \left[ 1 - |\phi_{\text{res}, \text{cl}} \rangle \frac{1}{g_{\text{stat}}(z)} \langle \phi_{\text{res}, \text{cl}} | G_{\text{stat}}(z) \right]$$

$$\sim_{t_i \to -\infty} G_{\text{stat}}(z) \left[ 1 + |\phi_{\text{res}, \text{cl}} \rangle \frac{E_{\text{res}}(t_i)}{1 - E_{\text{res}}(t_i) g_{\text{stat}}(z)} \langle \phi_{\text{res}, \text{cl}} | G_{\text{stat}}(z) \right]$$

$$= G_{2B}(B_i, z).$$

(B.11)

The energy dependent Green’s function $G_{2B}(B_i, z)$ is associated with $H_{2B}(B_i)$. We note that the singularities of $G_{2B}(B, z)$ determine the two-body energy spectrum, in accordance with the relation

$$E_{\text{res}}(B) g_{\text{stat}}(E_{\text{b}}(B)) = 1,$$

(B.12)
which is equivalent to Eq. (2.27). The contribution given by Eq. (B.11) to the transition amplitude from the initial bound state $\phi^i_b$ to the final continuum state $\phi^f_p$ is then

$$i\hbar \int \frac{dE}{2\pi\hbar} e^{-iE(t_f-t_i)/\hbar} \langle \phi^f_p | G_{2B}(B_i, z) | \phi^i_b \rangle = e^{-iE_b(B_i(t_f-t_i))/\hbar} \langle \phi^f_p | \phi^i_b \rangle .$$

(B.13)

In the asymptotic limit of $t_f \to -\infty$ and $t_i \to +\infty$, the interchannel coupling becomes negligible at the initial and final fields. The initial Feshbach molecular state $\phi^i_b$ and the final continuum state $\phi^f_p$ are then orthogonal, and the contribution of Eq. (B.11) to $T_{\text{diss}}(p)$ vanishes.

The remaining term in Eq. (B.10) contains the rapidly varying phase terms $\varphi(z', t_i)$ and $\varphi(z, t_i)$, which we evaluate using the stationary phase method [61]. First we evaluate the matrix elements that appear in the integrals over $E$ and $E'$. The point of stationary phase for the term $\varphi(z', t_i)$ occurs at $z' = E_b(B_i)$. Using the definition of the Feshbach molecular state in Eq. (2.25), and Eqs. (2.26) and (B.8) we find that

$$\frac{\langle \phi_{\text{res}}, \text{cl} | G_{\text{stat}}(z') \phi^i_b \rangle}{g_{\text{stat}}(z')} \sim \left. N_b(B_i) \right|_{z' \to E_b} = \left. -\hbar \dot{E}_{\text{res}} \varphi''(E_b, t_i) \right|_{E_b} .$$

(B.14)

Here we have also made use of the following representation of $G_{\text{stat}}(z)$ in terms of the entrance-channel Green’s function $G_{\text{bg}}(z)$ and the coupling $W$:

$$G_{\text{stat}}(z) = \langle \text{bg} | G_{\text{bg}}(z) | \text{bg} \rangle + \langle \phi_{\text{res}}, \text{cl} | G_{\text{bg}}(z) W | \phi_{\text{res}}, \text{bg} \rangle \langle \phi_{\text{res}}, \text{cl} | G_{\text{bg}}(z) W | \phi_{\text{res}}, \text{bg} \rangle \langle \phi_{\text{res}}, \text{cl} | G_{\text{stat}}(z) \rangle .$$

(B.15)

Using the definition of the scattering states in Eq. (2.29) we also find, in the asymptotic limit of $t_f \to +\infty$ where the interchannel coupling can be neglected,

$$\frac{\langle \phi^i_p | G_{\text{stat}}(z) | \phi_{\text{res}}, \text{cl} \rangle}{g_{\text{stat}}(z)} \left. \right|_{t_i \to +\infty} \sim \frac{\langle \phi^i_p | W | \phi_{\text{res}} \rangle}{z - p^2/m} .$$

(B.16)

The results of Eqs. (B.14) and (B.16) then give the transition amplitude to be

$$T_{\text{diss}}(p) = -\frac{\langle \phi^i_p | W | \phi_{\text{res}} \rangle N_b(B_i)}{2\pi\hbar \dot{E}_{\text{res}}} e^{i\varphi(E_b, t_i)} \int dE \frac{e^{-iE(z, t_i)/\hbar}}{z - p^2/m} \int_{-\infty}^{E_b} dE' e^{-i\hbar \dot{E}_{\text{res}}(E_b, t_i)(E'-E_b)^2}. $$

(B.17)
Reversing the order of integration, the energy integrals can be evaluated in the limit of $t_i \to -\infty$, giving

$$T_{\text{diss}}(p) = -\sqrt{\frac{2\pi}{\hbar |E_{\text{res}}|}} \langle \phi^+_p | W | \phi_{\text{res}} \rangle \exp \left( i \left[ \varphi(E_b(B_i), t_i) - \varphi((p^2/m) + i0, t_i) + \pi/4 \right] \right).$$

(B.18)

The imaginary part of the phase difference will give a real damping factor when we calculate $|T_{\text{diss}}(p)|^2$, and is therefore the quantity of interest. Using the spectral decomposition of $G_{bg}(z)$ to evaluate the imaginary part of the phase factor in Eq. (B.18) then gives the result of Eq. (3.14) which leads to Eq. (3.15) for energies in the Wigner threshold law regime. We note that the accuracy of Eq. (3.15) depends on the quality of the asymptotic evaluation of the phase integral in Eq. (B.18). For a given resonance and initial and final magnetic field strengths, the associated conditions are easier to fulfil for slower magnetic field ramps. The asymptotic spectrum is therefore approached as the ramp speed goes to zero for fixed initial and final fields, or as the initial and final fields become infinitely far from the resonance for a fixed ramp rate.

### B.3 Asymptotic dissociation spectrum in the single-channel approach

In this section we show that the asymptotic dissociation spectrum of Eq. (3.15) can also be calculated within a single-channel approach, using the separable potential of Eq. (2.85). Given the resonance-enhanced behaviour of the scattering length of Eq. (2.18), Eq. (2.86) in general implies a nonlinear dependence of $\xi(B)$ on the magnetic field strength $B$. However, if $B$ varies linearly with time, it can be shown that in the close vicinity of the singularity of the scattering length at $B = B_0$, the amplitude of the separable potential $\xi(B)$ follows the linear dependence given by

$$\xi(t) = \xi_0 + \dot{\xi}(t - t_0).$$

(B.19)

Here $1/\xi_0 = \langle \chi_{bg} | G_0(0) | \chi_{bg} \rangle$, $t_0$ denotes the time when the zero-energy resonance is crossed, and

$$\dot{\xi} = \frac{m \dot{B}(2\pi\hbar)^3 |\langle \chi | 0 \rangle|^2}{4\pi\hbar^2 a_{bg} \Delta B |\langle \chi | G_0(0) | \chi \rangle|^2}.$$

(B.20)
In the following, we will assume that the linear form of Eq. (B.19) applies throughout the whole dissociation ramp. It can be shown that the final result is independent of the precise time dependence of $\xi(t)$ outside the near-resonant region. We have confirmed numerically that this is a valid approximation for the cases considered here. Given the linear time dependence of Eq. (B.19) and the separable form of the interaction potential in Eq. (2.85), the effective single-channel Hamiltonian is similar to the two-channel Hamiltonian of Eq. (3.11). Consequently, the analytic determination of the evolution operator for the single-channel Hamiltonian of Eq. (2.46) proceeds along the lines of Sec. B.1 by noting the following substitutions: $H_{\text{stat}}$ is replaced by $H_0$, $E_{\text{res}}(t)$ by $\xi(t)$, and $|\psi_{\text{res, cl}}\rangle$ by $|\chi\rangle$. A similar substitution is applied to the respective Green’s functions and their matrix elements.

We will now evaluate the general expression of Eq. (3.4) for the dissociation transition amplitude in the asymptotic limit of $t_i \to -\infty$ and $t_f \to +\infty$ for the single-channel Hamiltonian. Applying the above substitutions, the contribution of Eq. (B.11) to $T_{\text{diss}}(p)$ vanishes for the same reasons as in the two-channel case. The first phase integral of the remaining term in Eq. (B.11) is analogous to the two-channel case, and is given by Eq. (B.14) with the appropriate substitution. The second phase integral (corresponding to Eq. (B.16) in the two-channel case) takes the form

$$\int_{E_{\text{b}}(B_i)}^{E_{\text{b}}(B_i)} \frac{dE}{2\pi \hbar} e^{-i\varphi(E, t_i)} \frac{\langle \phi_p(\psi) | G_0(z) | \chi \rangle}{g_0(z)} \sim -\frac{i}{\hbar} e^{-i\varphi(z_p, t_f)} \frac{\langle p | \chi \rangle}{g_0(z_p)}.$$  \hspace{1cm} (B.21)

Here, $z_p = (p^2/m) + i0$. This leads to the following result for $T_{\text{diss}}(p)$:

$$T_{\text{diss}}(p) = -\sqrt{\frac{2\pi}{\hbar |\xi|}} |\langle p | \chi \rangle| \exp \left( i \varphi(E_{\text{b}}(B_i), t_i) - \varphi(z_p, t_f) + \pi/4 \right).$$ \hspace{1cm} (B.22)

To calculate the imaginary part of the phase difference we use the definition of $\varphi(E, t)$ of Eq. (B.8), yielding

$$\text{Im}[\varphi(E_{\text{b}}(B_i), t_i) - \varphi(z_p, t_f)] = \frac{1}{\hbar |\xi|} \int_{0}^{t_f} \frac{dE}{g_0(z)}.$$ \hspace{1cm} (B.23)

Multiplying the numerator and denominator of the integrand by $-\xi(t_i)$, we then take the asymptotic limit of $t_f \to +\infty$, in which case $\xi(t_f)$ is large and we can write

$$\text{Im}[\varphi(E_{\text{b}}(B_i), t_i) - \varphi(z_p, t_f)] \sim \frac{1}{\hbar |\xi| g_0(0)} \int_{0}^{t_f} dE \frac{1 - \xi(t_i)g_0(0)}{1 - \xi(t_i)g_0(z)}.$$  \hspace{1cm} (B.24)
We then make use of Eq. (2.60) to rewrite this in terms of the $T$-matrix. Using the explicit expression for $\dot{\xi}$ given in Eq. (B.20) and the low-energy expansion of the $T$-matrix gives, in the Wigner threshold law regime,

$$\text{Im} \left[ \varphi(E_b(B_i), t_i) - \varphi(z_p, t_f) \right] = \frac{2 a_{bg} \Delta B}{3 \hbar^2 m} p^3. \quad (B.25)$$

By evaluating the remaining prefactors in Eq. (B.22) in the zero-momentum limit, we arrive at the final formula for the dissociation transition probability density:

$$|T_{\text{diss}}(p)|^2 = \frac{|a_{bg} \Delta B|}{\pi \hbar^2 m |B|} \exp \left( \frac{4 a_{bg} \Delta B}{3 \hbar^2 m B} p^3 \right), \quad (B.26)$$

which recovers Eq. (3.15).
Appendix C

Derivation of the non-Markovian Boltzmann equation

This appendix contains parts of the derivation of the non-Markovian Boltzmann equation in Sec. 4.4 and of the Markovian Boltzmann equation in Sec. 4.7 which were omitted for reasons of brevity. We first derive the free evolution of the two-body density matrix and show how it is substituted into Eq. (4.42) for the dynamics of the one-body density matrix. In the following section, we derive the simplifications to the dynamical equations due to translational invariance. This leads to the result of Eq. (4.43). Finally, in Sec. C.3 we derive a relation for the imaginary part of the $T$-matrix element which we use in Sec. 4.7.

C.1 Free evolution of the two-body density matrix

We solve for the free evolution of the two-body density matrix, $\Gamma^{(2,2)}_{mjm'ijm'}(t)$, by calculating its full dynamics and then neglecting all cumulants involving a product of more than four operators. The evolution of the expectation value $\langle a_{j_1}^\dagger a_{j_2}^\dagger a_{i_1} a_{i_2}\rangle_t$ is given by

$$i\hbar \frac{\partial}{\partial t} \langle a_{j_1}^\dagger a_{j_2}^\dagger a_{i_1} a_{i_2}\rangle_t = \langle [a_{j_1}^\dagger a_{j_2}^\dagger a_{i_1} a_{i_2}, H]\rangle_t$$

$$= i\hbar \frac{\partial}{\partial t} \left[ \Gamma^{(2,2)}_{i_2j_2i_1j_1}(t) + \Gamma_{i_1j_1}(t)\Gamma_{i_2j_2}(t) + \Gamma_{i_2j_1}(t)\Gamma_{i_1j_2}(t) \right]. \quad (C.1)$$
Here, the second line has been obtained using the cumulant expansion of Eqs. (4.11)-(4.13), again neglecting non-number conserving terms. We then have

\[
\frac{i\hbar}{\partial t} \Gamma^{(2,2)}_{i_1i_2;j_1j_2}(t) = \sum_{lm} \langle i_1| H_{1B} | l \rangle \langle \langle a_{j_1}^\dagger a_{j_2}^\dagger a_{i_1} a_{i_2} a_{m} \rangle - \langle a_{j_1}^\dagger a_{i_1} a_{j_2}^\dagger a_{i_2} a_{m} \rangle \rangle
\]

\[+ \frac{1}{2} \sum_{m_1m_2} \langle i_1| i_2| V | m_1m_2 \rangle \left\{ \langle a_{j_1}^\dagger a_{j_2} a_{i_1} a_{i_2} a_{m_1} a_{m_2} \rangle - \langle a_{j_1}^\dagger a_{i_1} a_{m_1} a_{m_2} a_{j_2}^\dagger a_{i_2} \rangle \right\} \]

\[- i\hbar \left[ \Gamma_{i_1j_1}(t) \Gamma_{i_2j_2}(t) + \Gamma_{i_1j_1}(t) \Gamma_{i_2j_2}(t) + \Gamma_{i_2j_1}(t) \Gamma_{i_2j_2}(t) + \Gamma_{i_2j_1}(t) \Gamma_{i_2j_2}(t) \right].
\]

(C.2)

Here, \( \Gamma_{i_1j_1}(t) = \frac{\partial}{\partial t} \Gamma_{i_1j_1}(t) \). The normal-ordering of the expectation values and taking out of the resulting delta functions then leaves only products of four and two operators:

\[
\frac{i\hbar}{\partial t} \Gamma^{(2,2)}_{i_1i_2;j_1j_2}(t) = \sum_{m} \left\{ \langle i_1| H_{1B} | m \rangle \langle \langle a_{j_1}^\dagger a_{j_2} a_{i_1} a_{i_2} a_{m} \rangle + \langle i_1| H_{1B} | m \rangle \langle a_{j_1}^\dagger a_{j_2}^\dagger a_{i_1} a_{i_2} a_{m} \rangle \right\}
\]

\[- \sum_{l} \left\{ \langle l| H_{1B} | j_1 \rangle \langle \langle a_{j_1}^\dagger a_{j_2} a_{i_1} a_{i_2} a_{l} \rangle + \langle l| H_{1B} | j_2 \rangle \langle a_{j_1}^\dagger a_{j_2}^\dagger a_{i_1} a_{i_2} a_{l} \rangle \right\}
\]

\[+ \sum_{m_1m_2} \langle i_1| i_2| V | m_1m_2 \rangle \langle a_{j_1}^\dagger a_{j_2} a_{m_1} a_{m_2} \rangle - \sum_{i_1i_2} \langle i_1| i_2| V | j_1j_2 \rangle \langle a_{j_1}^\dagger a_{j_2}^\dagger a_{i_1} a_{i_2} \rangle \]

\[- i\hbar \left[ \Gamma_{i_1j_1}(t) \Gamma_{i_2j_2}(t) + \Gamma_{i_1j_1}(t) \Gamma_{i_2j_2}(t) + \Gamma_{i_2j_1}(t) \Gamma_{i_2j_2}(t) + \Gamma_{i_2j_1}(t) \Gamma_{i_2j_2}(t) \right].
\]

(C.3)

We next substitute for the dynamics of the one-body density matrix using Eq. (4.37). The free evolution of the one-body density matrices cancels out and we neglect the products of six operators that arise, having the form \( \Gamma(t) \Gamma^{(2,2)}(t) \) or \( \Gamma(t) \Gamma(t) \Gamma(t) \Gamma(t) \). The free evolution of \( \Gamma^{(2,2)}_{i_1i_2;j_1j_2}(t) \) is then given by

\[
\frac{i\hbar}{\partial t} \Gamma^{(2,2)}_{i_1i_2;j_1j_2}(t) = \sum_{m_1m_2} \langle i_1| i_2| H_{2B} | m_1m_2 \rangle \Gamma^{(2,2)}_{m_1m_2;j_1j_2}(t) - \sum_{i_1i_2} \langle i_1| i_2| H_{2B} | j_1j_2 \rangle \Gamma^{(2,2)}_{i_1i_2;j_1j_2}(t)
\]

\[+ \sum_{m_1m_2} \langle i_1| i_2| V | m_1m_2 \rangle \left[ \Gamma_{m_1j_1}(t) \Gamma_{m_2j_2}(t) + \Gamma_{m_2j_1}(t) \Gamma_{m_1j_2}(t) \right]
\]

\[- \sum_{i_1i_2} \langle i_1| i_2| V | j_1j_2 \rangle \left[ \Gamma_{i_1i_1}(t) \Gamma_{i_2i_2}(t) + \Gamma_{i_2i_1}(t) \Gamma_{i_1i_2}(t) \right].
\]

(C.4)
The formal solution to this is the following:

\[ \Gamma^{(2,2)}_{ij_{1}j_{2}}(t) = \sum_{k_{1}k_{2}k_{3}k_{4}} \langle i_{1}i_{2}|U_{2B}^{I}(t,t_{i})|k_{1}k_{2}\rangle \Gamma^{(2,2)}_{k_{1}k_{2}k_{3}k_{4}}(t_{i}) \langle k_{3}k_{4}|U_{2B}^{I}(t,t_{i})|j_{1}j_{2}\rangle \]

\[ + \frac{1}{\hbar}\int_{t_{i}}^{t} dt' \sum_{k_{1}k_{2}k_{3}k_{4}} \left[ \Gamma_{k_{1}k_{3}}(t')\Gamma_{k_{2}k_{4}}(t') + \Gamma_{k_{1}k_{4}}(t')\Gamma_{k_{2}k_{3}}(t') \right] \]

\[ \times \left\{ \langle i_{1}i_{2}|U_{2B}(t,t')V(t')|k_{1}k_{2}\rangle \langle k_{3}k_{4}|U_{2B}^{I}(t,t')\rangle |j_{1}j_{2}\rangle \right. \]

\[ \left. - \langle i_{1}i_{2}|U_{2B}(t,t')|k_{1}k_{2}\rangle \langle k_{3}k_{4}|U_{2B}(t,t')V(t')\rangle |j_{1}j_{2}\rangle \right\} . \]  

(C.5)

Converting this expression to the interaction picture using the definitions of Eqs. (4.38) - (4.41), we are able to replace the potentials \( V_{I}(t') \) with derivatives. This leads to

\[ \Gamma^{(2,2)I}_{ij_{1}j_{2}}(t) = \sum_{k_{1}k_{2}k_{3}k_{4}} \langle i_{1}i_{2}|U_{2B}^{I}(t,t_{i})|k_{1}k_{2}\rangle \Gamma^{(2,2)I}_{k_{1}k_{2}k_{3}k_{4}}(t_{i}) \langle k_{3}k_{4}|U_{2B}^{I}(t,t_{i})|j_{1}j_{2}\rangle \]

\[ - \int_{t_{i}}^{t} dt' \sum_{k_{1}k_{2}k_{3}k_{4}} \left[ \Gamma_{k_{1}k_{3}}^{I}(t')\Gamma_{k_{2}k_{4}}^{I}(t') + \Gamma_{k_{1}k_{4}}^{I}(t')\Gamma_{k_{2}k_{3}}^{I}(t') \right] \]

\[ \times \frac{\partial}{\partial t'} \left\{ \langle i_{1}i_{2}|U_{2B}^{I}(t,t')|k_{1}k_{2}\rangle \langle k_{3}k_{4}|U_{2B}^{I}(t,t')\rangle |j_{1}j_{2}\rangle \right\} . \]  

(C.6)
Substituting the formal solution for the two-body density matrix into Eq. (4.42) gives the following result in the interaction picture:

\[
i\hbar \frac{\partial}{\partial t} \Gamma_{ij}^I(t) = \sum_{l_{m_1}m_2} \langle il|V(t)|m_1m_2 \rangle \left[ \Gamma_{m_1j}(t) \Gamma_{m_2i}^I(t) + \Gamma_{m_1j}^I(t) \Gamma_{m_2i}(t) \right] \\
- \sum_{l_1l_2m} \langle l_1l_2|V(t)| jm \rangle \left[ \Gamma_{l_1m_1}(t) \Gamma_{l_2i}^I(t) + \Gamma_{l_1m_1}^I(t) \Gamma_{l_2i}(t) \right] \\
+ \sum_{l_{k_1k_2}} \sum_k \langle il|V(t)U^I_{2B}(t, t_i)|k_1k_2 \rangle \Gamma_{k_1k_2; k_2k_4}^{(2,2)}(t_i)(k_3k_4[U^I_{2B}(t, t_i)]^\dagger|lj) \\
- \sum_{m_{k_1k_2}} \sum_k \langle m|U^I_{2B}(t, t_i)|k_1k_2 \rangle \Gamma_{m; k_1k_2}^{(2,2)}(t_i)(k_3k_4[V(t)U^I_{2B}(t, t_i)]^\dagger|jm) \\
- \int_{h} dt' \sum_k \sum_{l_{k_1k_2}}  \left[ \Gamma_{k_1k_2}(t') \Gamma_{k_2k_4}^I(t') + \Gamma_{k_1k_2}^I(t') \Gamma_{k_2k_4}(t') \right] \\
\times \frac{\partial}{\partial t'} \left( \langle il|V(t)U^I_{2B}(t, t')|k_1k_2 \rangle \langle k_3k_4[U^I_{2B}(t, t')]^\dagger|lj) \right) \\
+ \int_h dt' \sum_k \sum_{m_{k_1k_2}}  \left[ \Gamma_{k_1k_2}(t') \Gamma_{k_2k_4}^I(t') + \Gamma_{k_1k_2}^I(t') \Gamma_{k_2k_4}(t') \right] \\
\times \frac{\partial}{\partial t'} \left( \langle im|U^I_{2B}(t, t')|k_1k_2 \rangle \langle k_3k_4[V(t)U^I_{2B}(t, t')]^\dagger|jm) \right). \tag{C.7} \]

Replacing the potential \(V(t)\) with a time derivative, and separating out the kernel of the integral equation, we have

\[
i\hbar \frac{\partial}{\partial t} \Gamma_{ij}^I(t) = i\hbar \frac{\partial}{\partial t'} \left( \sum_k \sum_{l_{k_1k_2}} \langle il|U^I_{2B}(t, t_i)|k_1k_2 \rangle \Gamma_{k_1k_2; k_2k_4}^{(2,2)}(t_i)(k_3k_4[U^I_{2B}(t, t_i)]^\dagger|lj) \right) \\
+ \int_h \infty dt' \sum_k \Gamma_{k_1k_2}^I(t') \Gamma_{k_2k_4}^I(t') + \Gamma_{k_1k_2}^I(t') \Gamma_{k_2k_4}(t') \right] K_{k_1k_2k_4k_2}^I(t, t'). \tag{C.8} \]

Here, the kernel is given by

\[
K_{k_1k_2k_4k_2}^I(t, t') = -i\hbar \frac{\partial}{\partial t'} \left( \langle il|U^I_{2B}(t, t')|k_1k_2 \rangle \langle k_3k_4[U^I_{2B}(t, t')]^\dagger|lj) \right) \tag{C.9}.
\]

### C.2 Translational invariance of the one-body density matrix

Translational invariance implies the following relation for the density matrix [220]:

\[
e^{-i\hat{p} \cdot \hat{a} / \hbar} \rho(t)e^{i\hat{p} \cdot \hat{a} / \hbar} = \rho(t). \tag{C.10} \]
where the exponentials act to displace an operator by $a$ in position space. The momentum operator $\hat{p}$ is given in the second-quantised formalism by

$$\hat{p} = \int dx \psi^\dagger(x)(-i\hbar \nabla_x)\psi(x).$$

An expectation value in momentum space can be written as a Fourier transform:

$$\langle a^\dagger_{p_1} \cdots a^\dagger_{p_n} a_{q_1} \cdots a_{q_l} \rangle = (2\pi\hbar)^{-3n} \int dx_1 \cdots dx_n dy_1 \cdots dy_1 \langle \psi^\dagger(x_1) \cdots \psi^\dagger(x_n) \psi(y_n) \cdots \psi(y_1) \rangle \times \exp \left( -\frac{i}{\hbar} [q_1 \cdot y_1 + \cdots + q_n \cdot y_n - p_n \cdot x_n - \cdots - p_1 \cdot x_1] \right).$$

(C.12)

Using the result of Eq. (C.10), and applying translation operators to the field operators in position space, we have

$$\langle \psi^\dagger(x_1) \cdots \psi^\dagger(x_n) \psi(y_n) \cdots \psi(y_1) \rangle = \text{Tr} \left( \psi^\dagger(x_1) \cdots \psi(y_1) \rho(t) \right)$$

$$= \text{Tr} \left( \psi^\dagger(x_1) \cdots \psi(y_1) e^{-i\hat{p} \cdot a / \hbar} \rho(t) e^{i\hat{p} \cdot a / \hbar} \right)$$

$$= \text{Tr} \left( e^{-i\hat{p} \cdot a / \hbar} \psi^\dagger(x_1) e^{-i\hat{p} \cdot a / \hbar} e^{i\hat{p} \cdot a / \hbar} \cdots e^{-i\hat{p} \cdot a / \hbar} e^{i\hat{p} \cdot a / \hbar} \psi(y_1) e^{-i\hat{p} \cdot a / \hbar} \rho(t) \right)$$

$$= \langle \psi^\dagger(x_1 - a) \cdots \psi(y_1 - a) \rangle.$$  

(C.13)

Here, we have also used the cyclic property of the trace operation. Substituting this into Eq. (C.12) and transforming the coordinates gives

$$\langle a^\dagger_{p_1} \cdots a^\dagger_{p_n} a_{q_1} \cdots a_{q_l} \rangle = \exp \left( \frac{i}{\hbar} a \cdot (p_1 + \cdots + p_n - q_n - \cdots - q_1) \right) \langle a^\dagger_{p_1} \cdots a^\dagger_{p_n} a_{q_1} \cdots a_{q_l} \rangle,$$

(C.14)

which is true for all $a$ if and only if $p_1 + \cdots + p_n - q_n - \cdots - q_1 = 0$.

We now show how the imposition of translational invariance changes the one-body density matrix. In position space, translational invariance leads the one-body density matrix to depend only on the difference of coordinate:

$$\Gamma(x, y, t) = \tilde{\Gamma}(|x - y|, t).$$

(C.15)

Here, we have defined the reduced one-body density matrix $\tilde{\Gamma}(|x - y|, t)$ such that

$$\tilde{\Gamma}(0, t) = \Gamma(x, x, t) = n,$$

(C.16)

where $n$ is the density of the gas. The one-body density matrix in momentum space may be written as a Fourier transform,

$$\Gamma(p, q, t) = \frac{1}{(2\pi\hbar)^3} \int dx dy \exp[i(p \cdot x - q \cdot y) / \hbar] \Gamma(x, y, t).$$

(C.17)
Substituting Eq. (C.15) into this relation, and defining \( z = x - y \) gives

\[
\Gamma(p, q, t) = \delta(p - q) \int dz e^{ipz} \tilde{\Gamma}(z, t) = \sqrt{(2\pi\hbar)^3} \delta(p - q) \tilde{\Gamma}(p, t). \tag{C.18}
\]

For notational convenience, we absorb the factor \( \sqrt{(2\pi\hbar)^3} \) into the reduced one-body density matrix, making it dimensionless, and write it as \( \Gamma(p, t) \). In terms of the full one-body density matrix, it is then given by Eq. (4.44). With this definition, the reduced density matrix has the normalisation

\[
\int dp \Gamma(p, t) = (2\pi\hbar)^3 n. \tag{C.20}
\]

We now apply the requirement of translational invariance to Eq. (C.8), taking the homogeneous gas limit at the same time. The box states are transformed according to Eq. (4.64). The matrix elements of the two-body evolution operator become

\[
\langle i| U_{2B}(t, t')| k_1 k_2 \rangle \to \delta(p + q - p_1 - p_2)\langle(p - q_1)/2| U_{2B}(t, t')|(p_1 - p_2)/2\rangle \left[ \frac{(2\pi\hbar)^3}{V} \right]^2, \tag{C.21}
\]

where \( V \) is the volume of the box, and we have separated out the relative and centre of mass coordinates. Neglecting the initial two-body correlations then gives

\[
\frac{\partial}{\partial t} \Gamma^i(p, t) = -\frac{2}{i\hbar} \int_0^\infty dt' \int dp_1 dp_2 \Gamma^i(p_1, t') \Gamma^i(p_2, t') \times \frac{\partial}{\partial t'} \left( \theta(t - t') \left[ \langle p_{\text{cm}}| V_1(t)| U_{2B}^i(t, t') p_i\rangle \langle p_i| [U_{2B}^i(t, t')]^\dagger | p_{\text{cm}}\rangle 
- \langle p_{\text{cm}}| U_{2B}^i(t, t') p_i\rangle \langle p_i| [V_1(t)| U_{2B}^i(t, t')]^\dagger | p_{\text{cm}}\rangle \right] \right). \tag{C.22}
\]

Here, \( p_i = (p_1 - p_2)/2 \), and \( p_{\text{cm}} = p - (p_1 + p_2)/2 \). We perform the integration by parts with respect to \( t' \), and note that the second term of the square brackets is the complex conjugate of the first. This gives

\[
\frac{\partial}{\partial t} \Gamma^i(p, t) = \frac{4}{\hbar} \int dp_1 dp_2 \Gamma^i(p_1, t_i) \Gamma^i(p_2, t_i) \text{Im} \left[ \langle p_{\text{cm}}| V_1(t)| U_{2B}^i(t, t_i) p_i\rangle \langle p_i| [U_{2B}^i(t, t_i)]^\dagger | p_{\text{cm}}\rangle \right] 
+ \frac{4}{\hbar} \int_0^\infty dt' \int dp_1 dp_2 \text{Im} \left[ \langle p_{\text{cm}}| V_1(t)| U_{2B}^i(t, t') p_i\rangle \langle p_i| [U_{2B}^i(t, t')]^\dagger | p_{\text{cm}}\rangle \right] 
\times \frac{\partial}{\partial t'} (\Gamma^i(p_1, t') \Gamma^i(p_2, t')). \tag{C.23}
\]
C.3 Optical theorem

In the interaction picture, the integral equation for the two-body evolution operator of Eq. (4.32) becomes

\[
U^{1}_{2B}(t, t') = 1 + \frac{1}{i\hbar} \int_{t}^{t'} d\tau U^{1}_{2B}(t, \tau)V_{I}(\tau)
\]

(C.24)

\[
= 1 + \frac{1}{i\hbar} \int_{t}^{t'} d\tau V_{I}(\tau)U^{1}_{2B}(\tau, t') .
\]

(C.25)

From these equations it is clear that matrix elements of the form \( \langle q | U^{1}_{2B}(t, t') | p \rangle \) have a delta function component in momentum. We can remove these from Eq. (C.23), which leaves the non-Markovian Boltzmann equation of Eq. (4.43).

C.3 Optical theorem

From the definition of \( t(p, p') \) in Eq. (4.85), we can write

\[
\text{Im}(p, p') = -\frac{1}{2i} \langle p | [T((p'^{2}/m) - i0) - T((p^{2}/m) + i0)]|p' \rangle .
\]

(C.26)

From the identity of Eq. (2.62), it may be shown that \( T^{-1}(z) = V^{-1} - G_{0}(z) \), and consequently that

\[
T(z) - T(z^{'}) = T(z^{'}) [G_{0}(z) - G_{0}(z^{'})] T(z) .
\]

(C.27)

Substituting this into Eq. (C.26) and performing a spectral decomposition gives

\[
\text{Im}(p, p') = -\frac{1}{2i} \int dq \langle p | T((p'^{2}/m) - i0)|q \rangle \left( \left[ \frac{p'^{2}}{m} - \frac{q^{2}}{m} - i0 \right]^{-1} - \left[ \frac{p^{2}}{m} - \frac{q^{2}}{m} + i0 \right]^{-1} \right)
\]

\[
\times \langle q | T((p'^{2}/m) + i0) | p' \rangle
\]

\[
= -\pi \int dq \delta \left( \frac{p'^{2}}{m} - \frac{q^{2}}{m} \right) \langle p | T((p'^{2}/m) - i0)|q \rangle \langle q | T((p'^{2}/m) + i0) | p' \rangle .
\]

(C.28)
Appendix D

Matrix elements for the kernel of the non-Markovian Boltzmann equation

D.1 Calculation of $\langle \chi | U_{2B}(t, t') | \chi \rangle$

In this section we detail the calculation of $f(t, t') = \langle \chi | U_{2B}(t, t') | \chi \rangle$, where $| \chi \rangle$ is the form factor of the single-channel potential of Eq. (2.85). The Lippman-Schwinger equation of Eq. (4.32) may be closed by $| \chi \rangle$ on each side to give a Volterra equation:

$$f(t, t') = f_0(t - t') + \frac{1}{i \hbar} \int_t^{t'} d\tau f(t, \tau) \xi(\tau) f_0(\tau - t').$$  \hspace{1cm} (D.1)

Here, $f_0(t - t') = \langle \chi | U_0(t - t') | \chi \rangle$ is the matrix element of the free evolution operator. We make the following definitions for the matrix element of the free Green’s function and its anti-derivatives:

$$k(\tau - t') = \langle \chi | G_0(\tau - t') | \chi \rangle, \hspace{1cm} (D.2)$$

$$K(\tau - t') = - \int d\tau k(\tau - t'), \hspace{1cm} (D.3)$$

$$\kappa(\tau - t') = - \int d\tau K(\tau - t'). \hspace{1cm} (D.4)$$

Here, $G_0(\tau - t') = \frac{1}{i \hbar} \theta(\tau - t') U_0(\tau - t')$ is the free Green’s function. The function $f_0(t - t')$ can be calculated from a spectral decomposition:

$$f_0(t - t') = \frac{1}{8\pi^{3/2} \hbar^3 \left( \frac{\sigma^2}{\hbar^2} + \frac{(t-t')^2}{m \hbar^2} \right)^{3/2}}. \hspace{1cm} (D.5)$$

Here, $\sigma$ is the range of the potential, defined in Eq. (2.63). From Eq. (D.2), we see that Eq. (D.5) also gives $k(t - t')$. The anti-derivatives of this can also be calculated analytically, providing $K(t - t')$ and $\kappa(t - t')$. 
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For the numerical solution of Eq. (D.1), we define a grid of \((n + 1)\) points \(\tau_i\) from \(\tau_0 = t'\) to \(\tau_n = t\). We then have:

\[
f(t, \tau_i) = f_0(t - \tau_i) - \int_{\tau_i}^{\tau} d\tau' f(t, \tau') \xi(\tau') \frac{\partial}{\partial \tau'} K(\tau' - \tau_i) .
\] (D.6)

Starting at \(\tau_n\), for which \(f(t, t) = f_0(0)\), we propagate this backwards in the second time variable to \(\tau_0\). We evaluate the integral in Eq. (D.6) using integration by parts, and then splitting the integral into the intervals defined by the mesh:

\[
\int_{\tau_i}^{\tau} d\tau' f(t, \tau') \xi(\tau') \frac{\partial}{\partial \tau'} K(\tau' - \tau_i) = f(t, t) \xi(t) K(t - \tau_i) - f(t, \tau_i) \xi(\tau_i) K(0) - \sum_{j=i+1}^{n} \int_{\tau_{j-1}}^{\tau_j} d\tau' K(\tau' - \tau_i) \frac{\partial}{\partial \tau'} \big[f(t, \tau') \xi(\tau')\big] .
\] (D.7)

We approximate \(f(t, \tau') \xi(\tau')\) to be piecewise linear over the mesh. Then, substituting Eq. (D.7) into Eq. (D.6) and rearranging gives

\[
f(t, \tau_i) = \frac{N_i}{D_i} ,
\] (D.8)

where

\[
N_i = f_0(t - \tau_i) - f(t, t) \xi(t) K(t - \tau_i) - \sum_{j=i+2}^{n} \gamma_j \kappa(\tau_j - \tau_i) - \kappa(\tau_{j-1} - \tau_i) ,
\] (D.9)

\[
D_i = 1 - \xi(\tau_i) K(0) - \xi(\tau_i) \frac{\kappa(\tau_{i+1} - \tau_i) - \kappa(0)}{\tau_{i+1} - \tau_i} .
\] (D.10)

Here, \(\gamma_j = [f(t, \tau_j) \xi(\tau_j) - f(t, \tau_{j-1}) \xi(\tau_{j-1})]/[\tau_j - \tau_{j-1}]\). By applying this method for a suitable range of \(t\), we obtain \(f(t, t')\) as a function of \((t, t')\). An analogous method can be applied to solve the Volterra equation for \(f(t, \tau)\) in the forward direction, i.e. as a function of the first time variable. From \(f(t, t')\) we can calculate the memory function \(h(t, t')\) of Eq. (4.31). \(f(t, t')\) is also used in the calculation of the kernel for the single-integral term of the non-Markovian Boltzmann equation, as discussed in Chapter 6. In the following sections we discuss the calculation of the other matrix elements required for calculating the kernel of this equation.
D.2 Calculation of $\langle \chi | U_{2B}(t, t') | p \rangle$

The integral equation for $U_{2B}(t, t')$ in Eq. (4.32), referred to as the pre-form, and the associated post-form of Eq. (4.33), may be closed by $\langle \chi |$ and $| p \rangle$ to give

$$\langle \chi | U_{2B}(t, t') | p \rangle = \langle \chi | U_0(t - t') | p \rangle + \frac{1}{i\hbar} \int_{t'}^{\tau} d\tau f(t, \tau) \xi(\tau) \langle \chi | U_0(\tau - t') | p \rangle .$$  \hspace{1cm} (D.11)

$$\langle \chi | U_{2B}(t, t') | p \rangle = \langle \chi | U_0(t - t') | p \rangle + \frac{1}{i\hbar} \int_{t'}^{\tau} d\tau f_0(t - \tau) \xi(\tau) \langle \chi | U_{2B}(\tau, t') | p \rangle .$$  \hspace{1cm} (D.12)

Here, $f(t, \tau)$ and $f_0(t - \tau)$ are as defined in the previous section. As these equations show, it is only possible to obtain a closed integral equation for $\langle \chi | U_{2B}(t, t') | p \rangle$ as a function of the first time variable. For this case, it may be calculated with the same method as in the previous section. To obtain $\langle \chi | U_{2B}(t, t') | p \rangle$ as a function of the second variable, we calculate it from $f(t, t')$. Using Eq. (D.11), we have

$$\langle \chi | U_{2B}(t, t') | p \rangle - \langle \chi | U_0(t - t') | p \rangle = \frac{\langle \chi | p \rangle}{i\hbar} \int_{t'}^{\tau} d\tau f(t, \tau) \xi(\tau) \exp \left( -i \frac{p^2}{m} (\tau - t') \right) .$$  \hspace{1cm} (D.13)

We now define a grid transformation,

$$u = - (\varphi_b(t) - \varphi_b(\tau)) + (p^2/m + \Delta E)(t - \tau)/\hbar .$$  \hspace{1cm} (D.14)

Here, $\varphi_b(t') = \varphi(E_b(t'), t')$ is the bound state phase of Eq. (B.8). We add a small energy shift $\Delta E$ so that this transformation is well defined for the case where $\tau < t_0$ (where $\varphi_b(\tau) = 0$) and $p^2/m = 0$. For evaluating the phase at the bound state energy for a linear ramp which ends on the positive scattering length side of the resonance, we can rewrite Eq. (B.8) as

$$\varphi_b(t') = \varphi(E_b(t'), t') = \frac{E_b(t')(t' - t_{\text{res}})}{\hbar} - \frac{1}{\hbar E_{\text{res}}} \int_{t_0}^{t'} d\tau E_b(B(\tau)) E_{\text{res}}(B(\tau)) .$$  \hspace{1cm} (D.15)

Here, we have used the condition that the magnetic field dependent energy of the molecular bound state is constrained by Eq. (B.12). The time $t_0$ is that at which the resonance is crossed, i.e. $B(t_0) = B_0$. Integrating by parts then gives the result

$$\varphi_b(t') = \frac{1}{\hbar} \int_{t_0}^{t'} d\tau E_b(B(\tau)) .$$  \hspace{1cm} (D.16)

Making the substitution of Eq. (D.14) allows us to evaluate an integral over time of the function $e^{i(\varphi_b(t) - \varphi_b(t'))} f(t, t')$, which is slowly varying by comparison to $f(t, t')$. The right-hand side of Eq. (D.13) then becomes

$$\frac{\langle \chi | p \rangle}{i\hbar} e^{-i \frac{p^2}{m} (t - t')} \int_{u_i}^{u_f} du F(u) e^{iu} ,$$  \hspace{1cm} (D.17)
where \( u_i = u(t') \), \( u_i = u(t) \), and

\[
F(u) = \frac{\hbar e^{i\phi_b(t') - \varphi_b(t)} e^{-i\Delta E(t-t') f(t, \tau)} \xi(\tau)}{E_b(\tau) - (p^2/m + \Delta E)} \bigg|_{\tau=t(u)}.
\] (D.18)

We split the range of integration up into small regions defined by mesh-points \( u_j \), with \( u_0 = u_i \) and \( u_N = u_t \), on which \( F(u) \) is approximately linear, i.e. \( F(u) \approx F_j + \alpha_j(u' - u_j) \), with \( \alpha_j = (F_{j+1} - F_j)/(u_{j+1} - u_j) \). We then have

\[
\langle \chi | U_{2B}(t, t') | p \rangle - \langle \chi | U_0(t - t') | p \rangle = \frac{\langle \chi | p \rangle}{i\hbar} e^{-i\frac{\hbar^2}{m}(t-t')} \sum_{j=0}^{N-1} \int_{u_j}^{u_{j+1}} du[F_j + \alpha_j(u - u_j)] e^{iu}
\] (D.19)

\[
= -\frac{\langle \chi | p \rangle}{\hbar} e^{-i\frac{\hbar^2}{m}(t-t')} \left\{ e^{iu} F(u) - e^{iu} F(u) + i \sum_{j=0}^{N-1} \alpha_j(e^{iu_j+1} - e^{iu_j}) \right\}.
\] (D.20)

Here, we have evaluated the integrals, and then the summation to reach Eq. (D.20).

### D.3 Fourier transform of \( \langle \chi | U_{2B}(t, t') | p \rangle \)

To make storage of \( \langle \chi | U_{2B}(t, t') | p \rangle \) and the subsequent Fourier transform easier, we take out the phases due to the bound state and continuum states. The Fourier transform of Eq. (6.6) can then be written as

\[
\int_0^\infty d\tau \exp\left( i\frac{q^2 - p^2}{m\hbar}(\tau - t') - i(\varphi_b(\tau) - \varphi_b(t')) \right)
\times \left[ \exp\left( i\frac{p^2}{m\hbar}(\tau - t') + i(\varphi_b(\tau) - \varphi_b(t')) \right) \xi(t) \langle \chi | U_{2B}(\tau, t') | p \rangle \right].
\] (D.21)

We calculate \( \langle \chi | U_{2B}(\tau, t') | p \rangle \) as a function of the first variable from Eq. (D.12), using a technique similar to that described in Sec. [D.1] We then store the quantity in the square brackets in Eq. (D.21). For calculating the Fourier integral, we define the grid transformation

\[
u = \frac{q^2 - p^2}{m\hbar}(\tau - t') - [\varphi_b(\tau) - \varphi_b(t')].
\] (D.22)

This transformation is only well-defined when \((q^2 - p^2)/m - E_b(\tau) > 0\) throughout the ramp, as otherwise there can be a point at which \( \frac{du}{d\tau} = 0 \). When this condition is not fulfilled, we take out just the bound state phase, and use the transformation \( u = \Delta E(\tau - t') - (\varphi_b(\tau) - \varphi_b(t')) \). Having made the change of variables, the integral can be evaluated using a method similar to that of Sec. [D.2]
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