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Abstract

Ultra-wideband (UWB) communication has been the subject of extensive research in recent years due to its unique capabilities and potential applications, particularly in short-range multiple access wireless communications. However, many important aspects of UWB-based communication systems have not yet been thoroughly investigated. The propagation of UWB signals inside very small enclosed environments is one of the important issues with significant impacts on the future direction, scope, and generally the extent of the success of UWB technology. The objective of this thesis is to obtain a more thorough and comprehensive understanding of ultra-small UWB channels for communication applications and design issues for enhancing the data rate of UWB systems. This works supports the postulation of a high capacity UWB wireless interconnect scheme for communicating devices within conducting enclosures – a wireless “backplane”.

This thesis proposes the use of an Ultra-Wide Bandwidth (UWB) ultra-small scale wireless interconnect scheme for use within electrically small enclosures. Such ultra-small environments (size ≤ 10 wavelengths) are topologically much more complex, being more cluttered, than typical indoor environments (size ≥ 10 wavelengths). The concept is presented through two different scenarios. Firstly, a PC Tower case is presented as a model environment and the work seeks to present the optimum channel performance, where EMI
issues are discussed and problem avoidance proposed. Secondly, in order to extrapolate the different results from the study inside the PC, an investigation is carried out using an Aluminium tower case as a more generic model environment. The analysis is based on the behaviour of box modes within a conducting resonator enclosure and the effective communications bandwidth for UWB systems for different sizes and components within.

From these general considerations the research presents theoretical and experimental results from which are derived the communications metrics measured within enclosures. Simulations of the different scenarios are performed using different techniques such as ray tracing and a full wave model, based on CST Microstripes. Empirical data is recorded using a vector network analyser (VNA)-based wideband channel sounding system where channel measurements are carried out in every scenario regarding different aspects such as frequency response and time domain analysis, evaluation of the channel capacity, power delay study and the nature of the environment.
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Chapter 1: Introduction

1.1. History of Ultra Wideband Communications

Ultra-wideband communications is not a new technology, being first employed by Guglielmo Marconi in 1901 when it was used to transmit Morse code sequences across the Atlantic ocean using spark-gap radio transmitters. However, the potential benefits of large bandwidth transmission, and the capability for implementing multiuser systems provided by electromagnetic pulses, were never realised at the time. Half a century later, the technology of modern pulse-based transmission began to gain momentum in military applications in the form of impulse radars.

The Ultra Wideband (UWB) transmission concept originated from work in time-domain electromagnetics that began in 1962, this describing more fully the transient behaviour of a certain class of microwave networks and their characteristic impulse response [1]. The aim was to characterize a linear time-invariant system by measuring its channel response. The first patent on UWB communications was awarded to Sperry Research Centre in 1973 based on the concepts of nanosecond impulses and matched filtering [2]. Shortly afterwards, a UWB ground-penetrating radar was developed, followed by other sub-surface radar applications. From the 1960s to the 1990s, this technology was restricted to military and Department of Defence (DoD) applications under classified programs, these including highly secure communications [3].

Despite a background in military applications [4], with recent advancements both in microprocessing and fast switching in semiconductor technology, UWB has increasing civilian and commercial applications [5]. Due to the ever-increasing demand for higher data
rates and the paucity of available spectrum, UWB received renewed attention in recent years as a technique for fast communications. Currently, regulatory authorities world-wide are reviewing the viability of UWB systems in the shared frequency spectrum. In February 2002, the FCC approved the First Report and Order (R&O) for commercial use of UWB technology under strict power-emission limits for various devices [6]. Currently, such restrictions have limited UWB transmission to about 10m, this therefore confining UWB technology to short range applications. In this Thesis, the analysis of the use of this technology over a ‘very’ short range is discussed.

1.2. Motivation and Scope of Research

The use of wireless communications has become omnipresent for a variety of military, commercial, and consumer applications. However, the benefit of wireless connectivity inside very small enclosures, such as personal computers or servers, has not been fully investigated.

‘Next generation’ computing systems, from high performance server farms to mobile devices, consist of multiple microchips on each single PCB substrate. For applications that connect several of these units together, traditional wired bus interconnects will present upper limits on data capacity due to their waveguide nature; at high operation frequencies they also may introduce significant intersymbol interference (ISI) [8]. Furthermore, such bus boards containing many individual bus lines require complex and costly connectors, this both limiting the number of units that may be connected, and increasing the cost for high performance systems such as cell phone base stations.

The idea of replacing part of these buses within small enclosures by the use of wireless systems has become an important study receiving increasing research interest [7-11].
Removing the bus boards from multi-processor systems like cell phone exchanges and parallel computing devices, offers increased data rates between components, improvements in cost and the potential for new system architectures not limited by fixed connections. Finally, it would permit greater flexibility in the overall geometry of both the enclosures and PCBs, with such systems being cooler and therefore more efficient.

The potential for UWB technology to provide very high data rates over short distances has made it an excellent candidate for wireless personal area networks (WPANs). Such a wire-free transmission with the high data rates characteristic of UWB technology lends itself to very small indoor application environments, such as the inner space of a PC tower case, the absence of wires resulting in significant reduction of overall volume and cost. Currently, the bus interfaces which connect hard drives, DVD players and the PCI cards to the mother board (MB) have a maximum reported data rate at the 3-6 Gbps, this using the serial advanced technology attachment (SATA II) [12]. UWB technology, on the other hand, has the potential to increase SATA II data rates and reduce the size and extent of the physical connections between these components.

These “ultra small” channels are inherently topologically more complicated than the typical ‘indoor environment’ (size ≥ 10 wavelengths). Due to the very short range of the wireless channel, overall performance may be compromised by the dense multipath reflections arriving at the receiver. Furthermore, complex structures within the PC tower case – including the Main Board (MB) and the Printed Circuit Boards (PCBs) – are typically metallic and further influence UWB performance. It is well recognised that Central Processing Unit (CPU) clock speeds, of up to 3.4 GHz for single core processors, and the maximum reported 3.8 GHz for multi-core processors [13], lead to interference within the UWB bandwidth. Thus, an essential objective of this study is to characterise this environment and to determine the extent to which UWB technology is able to improve on current bus
interface data rates, accepting the limitations described above. In addition, electromagnetic interference (EMI) along the bandwidth is also considered.

The cavity also supports a number of electromagnetic modes depending on the position of the source, the nature of the excitation and the details of the wall boundary conditions. This phenomenon, as well as the highly scattered environment with very complicated static topology such as a PC box, gives different results which could be difficult to evaluate its physical origins. Therefore, in order to extrapolate some of these results, a more standardised and ‘uncomplicated’ model is considered to be built. This model consists of a rectangular aluminium shielded cavity which acts as a resonator and has similar dimensions of a personal computer server. Eight printed circuit cards (PCBs) are included inside the confined cavity simulating possible internal parallel microprocessor communication. Different measurements campaigns are carried out inside the box to try to extrapolate results from the PC box to a more general enclosed case. Modifications on the volume of the case and the use of absorbers are also considered. Understanding the behaviour of UWB technology within a more standardised model would contribute to the development of wireless communication inside very small cavities. Electromagnetic simulations of both scenarios are also undertaken with the help of Microstripes™ to have a clearer understanding of the wave propagation inside these small cavities.

Thus, the aim of this study is to quantify specific aspects of UWB technology within a ‘standard’ PC tower case and the Aluminium case, with particular reference to:

(i) Evaluation of fading inside very small confined environments
(ii) Dependency of fade-depth on cavity volume, frequency and bandwidth
(iii) Frequency and time domain study
(iv) Influence of orientation/location of the antennas
(v) Modelling of the power delay profile (PDP)

(vi) Analysis of the ideal channel capacity

Finally, after all this analysis, specific design rules will try to be established for an optimum wireless communication with the use of ultra-wideband (UWB) technology inside this type of channel.

1.3. Thesis Organization

The layout of this dissertation is as follows: Chapter 2 presents firstly an overview of Ultra-Wideband technology; its regulations and applications in the merging market and a brief comparison with narrowband and optical communication are also included. Then, an extended report of previous studies in the related field is presented. At the end an insight into bus technology is included to get a better understanding and knowledge in the field.

Chapter 3 describes the setup design of the two different scenarios considered in this study and their implementation. The frequency sweeping technique is the one used in this research, which is based in the use of the Vector Network Analyser (VNA) [14]. Two almost identical bow-tie UWB antennas are the ones used in this study, which its properties are described. Essential propagation parameters and different procedures to characterize the small indoor channel are introduced to have a general understanding of the measurement campaign and analysis of the statistical data. Finally, Electromagnetic Interference (EMI) is evaluated when the PC is running at maximum capacity, and problem avoidance is also discussed.

In Chapter 4, the wave propagation inside very small confined environments is investigated. Firstly, the dependence of fading with bandwidth and size of the environment is demonstrated by a simple two-ray channel model. Ray-tracer simulations of a great number
of different confined environments are conducted to quantify the severity of fading effects as a function of the size of the environment. A hypothesis of a hybrid resonator is also presented, again quantifying the minimum bandwidth required in terms of modal spectrum. Finally, electromagnetic simulations are carried out along the chapter to help us to explain, understand and demonstrate the different statements mentioned before.

Chapter 5 undertakes the analysis of frequency and time domain of the UWB channels. Results come from an extended measurement campaign derived from two different environments, the PC Tower box and the Aluminium small resonator cavity. Proposals to model the power delay profile (PDP) of the channel are presented. Root mean square (rms) delay spread and the Ricean K Factor are included at the end of the chapter to give a better understanding of the nature of these channels.

Investigation of the power-loss and channel capacity of the channels is presented in Chapter 6. Spatial distribution of the power is evaluated as well as the fade depth calculated from empirical data. Study of both large and small scale distribution of the channel is presented. Shannon capacity is identified to have huge values for a pre-established SNR of 25 dB at the source. The optimum location and orientation of the antennas are studied with the help of the Shannon capacity distribution along the different positions of the antennas. The influence among the aggregate capacity of the channel of placing an absorber within the Aluminium cavity is evaluated at the end of the chapter.

Finally, Chapter 7 summarises and concludes with observations the investigation of such small indoor environments. Some design rules and venues for future work are proposed at the end of this chapter.
Chapter 2: Literature Review

Ultra-wideband (UWB) communication has been the subject of extensive research in recent years due to its unique capabilities and potential applications, particularly in short-range multiple-access wireless communications [5]. This technology is presented in this chapter as well as different studies related in the field in order to give a better understanding and knowledge of UWB wireless communications. This thesis is based in the use of this technology inside very small confined environment such as a Personal Computer (PC); thus, this author considers appropriate to include an overview in backplane and PCI Bus technology at the end of the chapter.

2.1. Definition of Ultra-Wideband (UWB)

The distinguishing feature of UWB communications technology is the unrivalled data-rates it provides. A radio communication system is said to be ultra-wideband if either its bandwidth is greater than 500 MHz or its fractional bandwidth\(^1\) (FB) exceeds 20%. Thus, UWB is distinct from other transmissions, which typically occupy 3% of the available bandwidth [5]. However, UWB signals occupy a much wider frequency band than other conventional signals, with a consequent overlap of their transmission spectrum with other systems, and this imposes certain practical restrictions in the application of this technology. In this study, the band is considered to be 3-11 GHz.

\(^1\) Fractional bandwidth classifies signals as narrowband, wideband, or ultra-wideband and is defined by the ratio of bandwidth at 10 dB points to centre frequency, i.e. \( FB = \frac{\Delta f}{f_c} = \frac{f_h - f_l}{f_h + f_l} \) (2.1) where \( f_h \) and \( f_l \) are the high and low 10 dB cut-off frequencies respectively, and \( f_c = \frac{f_h + f_l}{2} \).
2.1.1. UWB Operation frequencies (Regulatory issues)

UWB signals have unique and promising properties for future communications [5]. However, since they occupy a very large portion of the spectrum, they need to coexist with other different systems without causing significant interference. In order to benefit from advantages of UWB technology without compromising the performance of others, in February 2002, the Federal Communications Commission (FCC) permitted access to an unprecedented amount of bandwidth for commercial development of UWB technology [6]. After much lobbying on both sides, the FCC agreed to the requests of a wide range of supporters, and a year later, the FCC's release of a ‘Memorandum Opinion and Order’ (MO&O) further consolidated UWB as a future wireless technology. These supporters span a wide range of interests, from leading companies in the home networking arena to consumer electronics giants\(^2\), UWB developers\(^3\), as well as the Ground Penetrating Radar Industry Coalition (GPRIC).

After UWB was authorised by the FCC, regulatory efforts have been under way in Europe to approve the use of UWB devices but with certain restrictions. Unfortunately, uniform world-wide regulations have not yet been agreed, with various regulations existing in different parts of the world; in Japan and Europe, the restrictions are more relaxed than those in the USA, for example. In this study, the European (ECC) emission limits are identified in Fig. 2.1. In Europe, the proposals of the Electronic Communications Committee (ECC) were ratified in 2007 by the Radio Spectrum Committee (RSC) of the European Commission (EC) [15].

\(^2\) Philips Electronics, Samsung Electronics, Intel, Texas Instruments and Microsoft

\(^3\) Multispectral Solutions, Pulse~LINK, Staccato Communications, Time Domain Corporation, and XtremeSpectrum
Such UWB systems can transmit at -41.3 dBm/MHz over 6-8.5 GHz band. This limit is also valid for the 4.2-4.8 GHz band until the end of 2010. Once entered in the year 2011, the mean equivalent isotropically radiated power (EIRP) spectral density, meaning the highest signal strength in any direction, is limited to -70 dBm/MHz in that band. Note that FCC in the USA allows an EIRP of -41.3 dBm/MHz over the whole UWB frequency band (3.1-10.6 GHz) [6]. Thus, the EC regulations are more strict that the FCC ones.

2.1.2. UWB Applications and Wireless Technologies

Many possible applications have been suggested for UWB technology, but current evidence highlights two main areas for probable application: communications and radar/sensor (e.g. military or aviation) [4]. For both fields the basic UWB system components include transmitter sources, modulators, RF pulse generators, detection receivers and wideband antennas. The fine positioning characteristics of narrow UWB pulses enables them to offer high-resolution radar (within centimetres) for military and civilian applications.
addition, because of the very wide frequency spectrum band, UWB signals can easily penetrate various obstacles. This property carries great potential for ground-penetrating radar (GPR) and its application such as rescue and recovery of buried casualties in disaster situations (geolocation and positioning) [17, 18]. The required resolution is very high (in order of millimetres) compared with other radars. The bandwidth of GPR is typically in the range of 200 MHz and several GHz. Although there has been a significant amount of research into the development of UWB components in recent years, effective antenna design remains a significant challenge. Loaded dipoles, TEM horns, biconicals and ridged horns [20], spiral and large current antennas have all been proposed each with advantages and disadvantages.

The high-data-rate capability of UWB systems for short distances has also numerous applications for home networking and multimedia-rich communications in the form of Wireless Personal Application Networks (WPAN) applications\(^4\). The demand for high-rate computer communications will yield multiple-access networks with high user density, and also have applications for wireless devices [21, 22, 23]. The Institute of Electrical and Electronics Engineers (IEEE) 802.15 working group is responsible for wireless personal area networks (WPAN) standards. In November 2001, Task Group 3a was formed within IEEE 802.15 to identify a higher speed physical-layer alternative to existing technologies that could support data rates up to 480 Mbps over short ranges of less than 10 meters, in order to enable a broad range of applications such as wireless transmission of video signals [24]. For several years, the IEEE Task Group 3a has been working towards 802.15 UWB Standard (WiMedia UWB) [25, 26, 106]. In Europe, the European Telecommunications Standards Institute (ETSI) has set up a task group to establish emission limits and other regulations for UWB systems [16].

\(^4\) These include wireless links between camcorders, personal computers, DVD players, flat-screen television displays, printers, 3-D gaming equipment, MP3 players and other device
Wi-Fi and Bluetooth [27, 28] are also two well entrenched wireless technologies, so thinking about new technologies for multimedia applications, such as WiMedia UWB [25, 26, 106], could be considered unnecessary. Bluetooth [27] was developed originally for a wireless communication between a mobile phone and a handset. Although usage has expanded to connect several types of devices and peripherals the main limitation is its speed. Even Bluetooth 2.0 tops up to only 3 Mbps. On the other hand, there is Wi-Fi [28], developed primarily to provide wireless access to the internet from personal computers and laptops, giving whole house coverage with data rates no bigger than 54 Mbps. Again this is less than ideal for multimedia streaming due to both lack of bandwidth and quality of service (QoS) provisions. WiMedia’s UWB technology was developed to be the ideal technology for implementing WPANs. With data rates of up to 480 Mbps and high QoS is ideal for multimedia applications. Table 2.1 shows a brief comparison between these technologies.

<table>
<thead>
<tr>
<th></th>
<th>WiMedia UWB</th>
<th>Bluetooth 2.0</th>
<th>Wi-Fi (802.11.g)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data rate</strong></td>
<td>480 Mbps</td>
<td>3 Mbps</td>
<td>54 Mbps</td>
</tr>
<tr>
<td><strong>Range</strong></td>
<td>10 m</td>
<td>10 m</td>
<td>30 m</td>
</tr>
<tr>
<td><strong>Energy for 1 GB transfer</strong></td>
<td>5.4 mWh</td>
<td>136mWh</td>
<td>56.6mWh</td>
</tr>
<tr>
<td><strong>Time for 1 GB transfer</strong></td>
<td>82s</td>
<td>8192s</td>
<td>409s</td>
</tr>
<tr>
<td><strong>Operation frequency</strong></td>
<td>3.1-10.6 GHz</td>
<td>2.4 GHz</td>
<td>2.4 GHz</td>
</tr>
</tbody>
</table>

Table 2.1. Comparison of some wireless technologies [28]

Thus, each technology has its own strengths and weaknesses. However, for WPAN applications, WiMedia UWB is considered the ideal choice, offering a unique combination of
high speed, low power and ease of use. In the next section 2.1.3 an extended description of this standard is presented.

2.1.3. Emerging UWB Standards: WiMedia UWB

Following the acceptance by the FCC for limited use of UWB systems, the IEEE formed a new task group (3a) in order to standardise a new high-speed physical layer (PHY) enhancement amendment to the IEEE 802.15.3 WPAN standard. Originally to a maximum of 55 Mbps, the new standard would enable data rates up to 480 Mbps, permitting imaging and multimedia applications in WPAN. The IEEE 802.15.3a task group studied a number of proposals from different companies, and considered two in detail. The first was based on multiband orthogonal frequency-division multiplexing (MB-OFDM) UWB [29, 31, 106], supported by the WiMedia Alliance [25], and the second being Direct Sequence Code Division Multiple Access (DS-CDMA), supported by the UWB Forum. Unfortunately, a final decision on which technology to use could not be reached and the task-group was dissolved in 2006.

Multi-band systems use OFDM techniques to transmit the information on each of the sub-bands. OFDM has several desirable properties, including high spectral efficiency, inherent resilience to radio frequency (RF) interference, robustness to multipath, and the ability efficiently to capture multipath energy. It is also well understood and has been proven in other commercial technologies (e.g. IEEE 802.11a/g). Furthermore, OFDM offers inherent robustness to multi-path dispersion with a low-complexity receiver. Thus, WiMedia Alliance [25] had the European Computer Manufacturers Association (ECMA) International [30] approve of their WPAN standard based on MB-OFDM UWB technology. According to ECMA standards, which specify a basis for high-speed and short-range WPANs with data rates up to 480 Mbps over short distances (around 2 m).
Fig. 2.2 illustrates how frequency band 3.1-10.6 GHz is divided into six frequency bands called band groups. Each one is further divided into three sub-bands (with the exception of group 5 which has two 2), with a 528 MHz period between consecutive centre frequencies. The OFDM symbols can hop across sub-bands in each group, but they cannot hop between groups. The OFDM signal consists of 128 subcarriers spaced 4.125 MHz intervals. The multi-band OFDM system enables a UWB communication system which is low power, low in complexity, inexpensive to run, and with the ability to communicate at rates in excess of 110 Mbps over distances beyond 10 meters (depending on the data rate and the channel conditions). In addition, systems based on multi-band OFDM have a high degree of flexibility and can therefore co-exist effectively with existing wireless technologies and adapt to the various regulatory requirements in different regions of the world. An extensive insight of this approach can be found in [31, 106].

In addition to high-rate WPAN applications, UWB signals have also been considered for low-rate WPANs that focus on low power and low complexity devices. Then, in March 2004, the IEEE 802.15 low-rate alternative PHY task group (TG4a) was formed to design an

\[ f_c^{(n)} = 2.904 + 0.528n \]  

for \( n = 1, \ldots, 14 \). These frequency bands are also classified into six band groups (Fig. 2.2), where, for example the first 3 bands (Band Group 1) are used to transmit information signals.
alternative PHY specification for the already existing IEEE.802.15.4 standard for WPANs [26, 32]. The main objective of this task group was to provide communications and high precisions raging/location capability, high aggregate throughput and ultra-low-power consumption. The TG4a’s efforts resulted in the IEEE 802.15.4a standard in 2007 [26]. Now this standard provides facilities for new applications and market opportunities.

2.2. Comparison of UWB with Narrowband Communication

Central to UWB technology is the use of short pulses instead of continuous waves to transmit information. Such a pulse directly generates a wide instantaneous bandwidth signal, governed by the time-scaling time properties of the Fourier transform relationship between time, $t$, and frequency, $f$. In contrast, narrowband communication$^6$ is typically achieved by modulating a sinusoidal carrier with the information to be transmitted. The resultant signal is sinusoidal in nature and occupies a narrowband in the frequency domain (Fig.2.3).

![Fig.2.3. A narrowband signal in (a) time domain and (b) frequency domain](image)

For UWB applications, any waveform that satisfies the definition for UWB signals can be used. The choice of a specific waveform is determined by both the design and purpose of the application, with consideration given to minimising local interference by choosing the

---

$^6$ The classification of signals based on their fractional bandwidth is given as follows: narrowband: $FB < 1\%$, wideband: $1\% < FB < 20\%$, ultra-wideband: $FB > 20\%$. 
The basic theoretical model for impulse radio uses a class of waveforms known as ‘Gaussian waveforms’, being very similar to the Gaussian function. Figure 2.4 represents a Gaussian monocycle as an example of a UWB pulse in the time and frequency domains.

As shown in Fig.2.4, a 500-picosecond pulse generates a large bandwidth in the frequency domain with a centre frequency of 2 GHz. In Fig.2.4.b, the lowest and highest cut-off frequencies at 10 dB are approximately 1.2 GHz and 2.8 GHz, respectively, which lead to a fractional bandwidth (FB) of 80 percent; this is much larger than the minimum FB required by the FCC. A main advantage of UWB is the ability to share the frequency spectrum, and the power restriction of 75 nanowatts/MHz for UWB systems [6] allows them to reside below the noise floor of a typical narrowband receiver; this enables UWB signals to coexist with current radio services with minimal or no interference. Figure 2.5 illustrates the overlap of bandwidths between UWB, narrowband and wideband. However, despite this ability to share

---

Footnote:
7 A UWB signal can be any one of a variety of wideband pulses, such as Gaussian, chirp, wavelet, or Hermite-based short-duration pulses
bandwidth, effective transmission also depends on the form of modulation used for data transfer by UWB.

![Diagram showing coexistence of UWB signals with narrowband and wideband signals in the RF spectrum](image)

**Fig.2.5. Coexistence of UWB signals with narrowband and wideband signals in the RF spectrum**

A further major advantage of the extended bandwidth for UWB pulses is the improved channel capacity, or data rate. Channel capacity ($C$)$^8$ is defined as the maximum quantum of data that can be transmitted per second over a communications channel and it linearly increases with bandwidth $B$ [35]. Therefore, having several gigahertz of bandwidth available for UWB signals, a data rate of gigabits per second (Gbps) can be expected. The Hartley-Shannon formula [35] also shows that the channel capacity is logarithmically dependent on signal-to-noise ratio (SNR). Thus, UWB communications systems are capable of working in harsh communication channels with low SNR and yet still offer significant channel capacity as a result of their large bandwidth. Authors in [19] present the coexistence of UWB systems with GSM900, UMTS/WCDMA and GPS systems.

---

$^8$The large channel capacity of UWB communications systems is evident from Hartley-Shannon's capacity formula [35], i.e. $C = B \log_{10}(1 + SNR)$ (2.3), where $C$ represents the maximum channel capacity, $B$ is the bandwidth, and $SNR$ is the signal-to-noise power ratio.
2.2.1 Multipath interference

Multipath phenomenon is caused by multiple reflections of the transmitted signal from various surfaces such as buildings, trees or people; the phenomenon of multipath interference is unavoidable in wireless communications channels. The straight line between a transmitter and a receiver is the line-of-sight (LOS); the reflected signals from surfaces are non-line-of-sight (NLOS). Figure 2.6 illustrates this phenomenon.

![Fig.2.6. Multipath phenomenon in wireless links](image)

Unlike narrowband technology, the low frequencies and long wavelengths of the UWB frequency spectrum allows UWB signals to penetrate a variety of materials, including walls. This property makes UWB technology viable for through-the-wall communications and ground-penetrating radars [36], although is only truly viable at the low-frequency portion of the radio spectrum.

For narrowband systems, the properties of the objects, such as reflection and scattering, can be consider as constant with respect to the frequency due to the small frequency band of interest. However, the narrowband systems suffer from non-constant envelope modulation (e.g. OFDM) and need very high linearity and tough filtering to satisfy
out-of-band emission [6, 37, 38]. The challenge of UWB is the frequency dependence of adjacent scattering materials as well as that of transmitter and receiver antennas. In contrast to narrowband systems, in which high efficiency and high Q antennas are easily achievable, design of UWB transmission antenna is complex due to the difficulty in matching antennae over the whole bandwidth.

2.3. Radio versus Optical Wireless

Optical wireless communications has been researched over the past 30 years, since the first indoor wireless communication system was developed in 1979 by Gfeller and Bast [39] at IBM in Zurich, including a LOS and diffuse configurations. This technology has become a potentially attractive alternative to RF due to its spectrum is unregulated (except for eye safety) and its extremely large bandwidth available. However, the use of receivers that use incoherent detection leads to a link margin that is many orders of magnitude less favourable that Radio systems, at least at lower frequencies. On top of that, RF systems can be manufactured at low cost, whereas components used in optical wireless can be complex to manufacture. To achieve high data rates, a line of sight channel is desirable in the case of optical wireless. The same disadvantage may also be applied to the new high frequency technologies, such as 60 GHz [40], where blocking causes severe performance limitations due to its beamforming.

Since a PC tower environment contains numerous internal physical obstructions, optical wireless technology was considered to offer no advantages and its possible role was therefore not explored in this study.
2.4. Previous Studies in the UWB technology

Many researchers have studied the characterisation of UWB channels in recent years, resulting in more than 5000 research papers on the topic, as well as the development of several communications standards based on UWB technology. Understanding of narrowband technology, as eluded previously, whilst helpful in providing some general understanding in this field, is not applicable to the science of UWB propagation and channel modelling. Of special value is a series of publications by Saleh and Valenzuela (SV) [41], Hashemi [42, 43], Anderson et al. [44], Durgin and Rappaport [45-48]. The primary objective of these researchers has been to develop models that describe the system performance adequately, with successful characterisation requiring extensive and accurate measurements. Due to the rapidly growing interest in UWB communications, the development of robust channel models has attracted great interest. Cassioli and A. Molisch [49-51] have presented results for UWB indoor communications, where statistical models of a UWB propagation channel are proposed.

More recently, A. Molisch et al. [26] have created the final report of IEEE 802.15.4a channel model for ultra-wideband channels which recommends using the SV model that defines the ray arrival in clusters. This one provides UWB models covering the frequency range from 2-10 GHz, including models for indoor residential, indoor office, industrial, outdoor, and open outdoor environments. Also for the frequency range of 2-6 GHz provides a model for body area networks. However, this author aims to demonstrate that a much simpler model could define these ultra small wideband environments (Chapter 5).

2.4.1. Wideband Channel Measurements

Three core wideband measurement techniques have been described in [13]. The two time-domain measurements techniques include the Direct Pulse (DP) and the Spread
spectrum sliding Correlator (SC) technique. The third technique based on frequency measurement is the Frequency Sweeping (FS) technique, also known as the vector network analyser (VNA) based channel sounding method [14].

The most notable UWB time-domain measurement campaign is that by the Ultra Lab group conducted at the University of South California (USC), in collaboration with the Time Domain Corporation [52]. Their measurements were performed using a sampling oscilloscope, a pulse generator and wideband antennas. The results of these measurements were used to develop further models [50, 53], but no information on the pulse shape and the characteristics of the antennas used in their measurements are provided. Both DP and SC techniques have been used in office, laboratory and residential environments in literature [32], but this research is focused on the FS technique.

The Frequency Sweeping (FS) approach for UWB channel characterisation is to perform propagation measurements in the frequency domain and convert the results to the time domain by means of inverse Fourier transform [54, 55]. The advantage of this approach is that the sensitivity of the equipment used, particularly the vector network analyzer (VNA), is much higher than that of the time-domain measurement equipment (i.e. sampling oscilloscope). The chief disadvantage of frequency-domain measurements is that long high-quality RF cables are required for connecting the network analyzer to both transmitting and receiving antennas [56]. These cables represent a major limitation for long distance measurements, although they are acceptable in the small environment used in this study.

Another limitation with this system would be the non-real-time nature of the measurement, where in time varying channels, the channel frequency response would change rapidly, giving an erroneous impulse response measurement. One approach to abrogate this effect is to employ faster sweep times to limit the total swept frequency response interval, but this would impair temporal resolution and lead to an excess delay range in time domain. In
the study described herein, the testing environment is *stationary*, and these factors are therefore immaterial.

A number of different research groups have studied UWB channel propagation using frequency-domain measurements, including Ghassemiezadeh *et al.* [56], Prettie *et al.* [57], Keignart and Daniele [58], Kunisch and Pamp [59], and Hovinen *et al.* [60]. Only Ghassemiezadeh *et al.* [56] used substantially long cables (up to 45m), while most others who have described their measurement setups have used much shorter cables. They have also used different bandwidths in their measurements. Prettie *et al.* [57] and Hovinen *et al.* [60] have used a frequency range of 2 GHz to 8 GHz. Keignart *et al.* [58] have used a smaller frequency range from 2 GHz to 6 GHz, while Kunisch and Pamp [59] conducted UWB channel measurements in the range of 1 GHz to 11 GHz. Ghassemiezadeh *et al.* [56] have presented extensive frequency-domain measurements in 23 residential homes. No multipath component was observed in their measurements beyond 70 ns of excess delay with a 30 dB threshold. These measurements were used by Turin *et al.* [61] to develop an autoregressive model for an indoor UWB Channel. Cramer *et al.* [3, 53] demonstrated that multipath components result in an extended channel impulse response. The study suggested a window of 300 ns to account for all multipath components which contain an appreciable amount of power. In this thesis, due to the reduced volume of the environments, a shorter period of time is expected to contain sufficient power.

### 2.4.2. Short Range UWB Wireless Channels

Currently there is much interest in short-range applications. One of the basic issues of such small confined environments is the fact that their wave propagation properties are fundamentally different where a high number of multipath components are expected due to the reduced size of the environments. Wireless communication more often occurs in a type of
these confined environments such as aircrafts [62-64], spacecrafts [7], road vehicles [65-69, 117] and even electronic enclosures like Magnetic Resonance Imaging (MRI) [70]. There is a special increase in the study of UWB channel modelling for intra-vehicle environments [65], where larger cluster arrivals occurs in contrast to indoor or outdoor environments where the path decay are smaller. In addition, the root mean square (RMS) delay rate is also less, indicating potential for smaller symbol duration when avoiding ISI, and hence the potential for higher data rates. These phenomena are expected to be similar inside the small cavities analysed in this research. Furthermore, due to the potential effective data rates, airlines have also been interested in setting up UWB systems, for example on video for demand applications. In [62] a measurement campaign is conducted on board an Airbus 319 cabin in the frequency range of 3-8 GHz, where a modified Saleh-Valenzuela (SV) cluster model [41] is presented.

As stated in the previous paragraph, the effect of size reduction reflects an increased number of multipaths, and so if this number appears to be so large, the environment itself may act as a resonator. Early studies inside small reverberating chambers were reported like the one from Huang and Edwards [71, 72] and Corona et al [73], who described the radiated power behaviour inside a reverberating chamber (RVC) in the microwave range. Sorrentino et al. [74] demonstrated how to emulate a Line of Sight (LOS) and propagation channels by different absorber configurations. The LOS channels were characterised by the Ricean K-Factor [75] and results showed that K is not only dependant on the number of absorbers but also on their configuration inside the chamber.

Potential applications of UWB have also been pursued by the astronautic industry, in particular by the Institute of Space and Astronomical Science in Japan [7]. UWB carries the advantages of reducing cable weight - and thus launching costs - as well as greater flexibility in the layout of spacecraft subsystems. In their study, they placed different volumes of radio
absorber strips and measured the different fading depth, presented as a function of the radio absorber. Unsurprisingly, the higher the volume of the absorber the greater enhance of the energy losses.

Another emerging area is ‘Wireless Body Area Network’ (WBAN), which examines the feasibility of wearable computing devices. Such systems envisage UWB wireless communication between miniaturised Body Sensor Units (BSU) and a single Body Central Unit (BCU) worn on the human body, with such a WBAN system using WPAN wireless technologies as a portal to reach longer ranges. UWB measurements around the human body with wearable antennas have been carried out by various researchers [76], with special attention to medical applications [77].

More relevant are the studies similar to the study carried out in this thesis. Special mention to the ones carried out by P. Chiang et al. [8], Z. Chen [9], Karendal et al. [10], and S. Redfield et al. [11] where a measurement campaign is carried out inside a computer chassis. P. Chiang et al. [8] describes the significant design challenges of placing very small UWB transceivers in Complementary metal-oxide-semiconductor (CMOS) technology inside the cavity. Some of the challenges are latency, fault tolerance or platform clocks. Also a very interesting comparison with alternative interconnect technologies is shown, where optical links are rejected for similar reasons stated in section 2.3. Again no particular model of the environment is presented, where only three measurements were carried out inside the PC. In contrast, in this thesis, in order to have a deeper understanding of the channel and establish a possible model of the confined environment, an extensive campaign of grid measurements is carried out at different parts of the PC, such as next to the MB, CD slot or PCI cards.

A PC box with inter-chip wireless communication channels is described by Z. Chen et al. [9]. Two experiments are undertaken, one with the housing open and another with it closed. Data shows that a significant portion of energy escapes out of the case with the
remaining portion being reflected internally and attenuated. The difference in path loss between case closed and open increases when distance between antennas increases. Although this conclusion is good for general knowledge, the measurement campaign when the case is open is not considered in this study since the purpose of this research is to characterize a confined/shielded scenario. However, interesting analyses are shown like the small scale analysis, where as a result, the lognormal distribution is taken to model the small scale distribution. This thesis examines this contribution and makes a case instead using Nakagami-m distribution for this type of small scale analysis. Comparison between both distributions is also presented.

Karendal et al. [10] presents results of a measurement campaign inside two desktop computers analysing the possibility of board-to-board communication. In this case the use Nakagami-m distribution to fit the small scale fading, where there is no observation of large-scale fading effects. They determined that for the range of 3.1-10.6 GHz, orientation and the location of the terminals has no significant effect on the results. A further and more detailed study of this matter is presented in Chapter 6, where the actual election of antennas positions, the central frequency and bandwidth selection does play a dominant role.

Finally, Redfield et al. [11] presents a reasonably good model of the computer chassis based in the IEEE 802.15.4a standard model. However, in this thesis a much simpler model is investigated in Chapter 5 where the path decay can be modelled only as the inter-cluster decay.

Thus, with an increasing number of applications for UWB plus the great amount of investigations carried out in very short-range channels, like computer chassis, it is believed that this research is a valuable contribution to this emerging field. Furthermore, any researcher will have to consider extending these UWB measurements campaigns to different
and simpler cubical environments, like an Aluminium box, to try to extrapolate possible results and design rules for this type of small enclosures.

2.5. Overview of Backplane and PCI Bus Technology

Recently there has been a trend in the telecomm and datacomm market of rapidly increasing bandwidth with particular growth in systems which are I/O intensive rather than computing intensive. This is driven by customer demands for data-routing (rather than data processing), highly fault tolerant and physically robust systems. Meeting these requirements has raised an awareness of backplane interconnectivity which currently uses copper and operates at a variety of different bit rates and protocols.

Data rate requirements for backplane connectors and systems began to increase in the 1990s and increased from 644 Mbps to 2.5 Gbps at the end of the century. With technology currently capable of reaching up to 5 Gbps, the backplane interconnect industry is now striving to meet the 10 Gbps needs of its customers' next-generation platforms. When the peripheral component interface (PCI) bus [78] was first introduced in the early 1990s, it had a unifying effect on the plethora of input/output (I/O) buses available on PCs at that time, such as the VESA local bus, EISA, ISA, and Micro Channel. It was first implemented as a chip-to-chip interconnect and a replacement for the fragmented ISA bus. During these early years, the 33 MHz PCI bus was a good match for the I/O bandwidth requirements of mainstream peripherals. Today, the demand has changed: processor and memory frequencies have raised several-fold, with processor speeds increasing at the highest rate. At the same time, the PCI bus has increased in frequency from 33 to 66 MHz, while processor speeds have increased from 33 MHz to 3 GHz.

Although PCI has enjoyed great success, it now faces a series of challenges, including bandwidth limitations, host pin-count limitations, the lack of real-time data transfer services,
and the lack of features to meet next-generation I/O requirements (quality of service, power management, and I/O virtualisation). Since the introduction of PCI, there have been several revisions to the PCI specification to meet the ever increasing I/O demands. These are summarised in Table 2.2 [79].

<table>
<thead>
<tr>
<th>PCI Bus Bandwidth (bits)</th>
<th>Bus Clock Frequency (MHz)</th>
<th>Bandwidth (MB/s)</th>
<th>Market</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>33</td>
<td>132</td>
<td>Desktop/mobile</td>
</tr>
<tr>
<td>32</td>
<td>66</td>
<td>264</td>
<td>Server</td>
</tr>
<tr>
<td>64</td>
<td>33</td>
<td>264</td>
<td>Server</td>
</tr>
<tr>
<td>64</td>
<td>66</td>
<td>512</td>
<td>Server</td>
</tr>
</tbody>
</table>

Table 2.2. PCI Bandwidth and Market Use [79]

The usable bandwidth of the PCI bus and its derivatives can be significantly less than the theoretical bandwidth due to protocol overhead and bus topology. On the PCI bus, the available bandwidth is shared among all devices on the bus, meaning a decrease in bandwidth as more devices are included. One of the solutions to this problem was PCI Express [79], the next-generation of the PCI bus, introduced in 2004. Today, most PCs are built with a combination of PCI and PCI Express slots, although in time the PCI bus will become old-fashioned. A second popular technology is the wireless PCI card, an insertable device with an antenna to enable fast wireless networking, file uploading and downloading. A wireless PCI card, readily inserted into the back of a PC tower unit, eliminates many of the previously encountered problems with networking via a PCI card, these include speed and the need for extensive cabling (see Fig.2.7 as a graphic example).
Fig. 2.7. Graphic example of the extensive cabling connecting different devices

This thesis presents an investigation of another possible solution to the problems addressed before, and aims to characterize and have a deeper understanding of the nature of small confined environment for possible wire-free data transmission. Thus, this work examines the potential for high capacity UWB wireless interconnectivity inside very small confined cavities, with potential applications beyond a standard PC tower model.
Chapter 3: Materials, Methods and Measurement Design

3.1. Introduction

The objective of the following sections in this chapter is to describe the experiment protocols and measurement setup for the different campaigns conducted inside the two electromagnetically small indoor UWB scenarios, these being a standard PC box and an Aluminium rectangular cavity. The apparatus used to perform these measurements were assembled and tested by this author in the Department of Electrical Engineering at Oxford University. To permit measurement repeatability, all aspects of the hardware set-up are described.

Two very similar printed bow-tie antennas [80, 83, 84, 86] were used to carry out the measurements; the rationale for their inclusion, their properties along the selected ultra wideband, and their radiation pattern are all described, in addition to their selected orientation (polarisation) within the cavities. In the complex environment of a PC tower case, a high degree of internal signal reflectivity is expected by the tower, chiefly by the boundary walls, Main Board (MB) and the PCI cards which are typically made from metallic and dielectric materials. Thus, the positioning of one or both of the antennas for optimal signal transmission and reception may be critically dependent on the distance from adjacent components, and it is this relative positioning of antennas and PC tower components one of the sections this study seeks to examine.

As described in section 2.4.1, three wideband measurement techniques are recognized [48]. In this study, the Frequency Sweep (FS) approach was employed, this is based upon the classic vector network analyzer (VNA) method [14]. The sweeper scans a particular frequency band across discrete frequencies, and thus both the number and periodicity of these
frequency steps influence the temporal resolution. This approach is able to measure both the magnitude and the phase of the electromagnetic response, and is used to analyze the properties associated with the reflection and transmission of electrical signals which are known as scattering parameters (S-parameters). The frequency domain thereby obtained is converted to time domain using inverse discrete Fourier transform (IDTF) processing [54, 55], giving a band-limited version of the impulse response.

Finally, empirical data was statistically analysed using methods including power delays profiles (PDPs), cumulative distribution functions (CDFs) of Ricean K factor and root mean square delay (RMS), channel capacity and fading. The definitions of these methods appear in this Chapter. The last section describes the confounding effect of Electromagnetic Interference (EMI) within the PC tower, and approaches to limit its effect. The results of time and frequency domain are presented in Chapter 5. Fading and channel capacity results appear in Chapter 6.

3.2. Measurement Setup and Description of Different Scenarios

The vector network analyser (VNA)-based channel sounder was used for all the wideband channel measurements. A vector network analyzer (HP8722ES) was utilised for performing swept frequency measurements connected to a computer by an IEE448/GPIB card. Port 1 was connected to the transmitter antenna and the receiver was connected through port 2 with UWB cables of around 2 metres long. The VNA swept the frequency within the band of interest, which in this case was between 3-11 GHz. This band was chosen as it affords accurate time resolution due to the number of multipaths possible in such short range. The transmitter port of the VNA was setup to transmit a swept frequency signal at a power level of -10 dBm. The complex transfer functions were recorded by sounding the channel at
\( n_f = 1601 \) discrete frequencies, with a frequency resolution of 5 MHz, creating a data matrix of \( Nx \times Ny \times F_p \).  

Ultra wideband propagation measurements were conducted in each of two antenna polarizations, these being with each co-orientated horizontally (TH-RH), and with each polarised vertically (TV-RV). With an acceptable input reflection coefficient in the range of -10 dB to -15 dB (within the measurement band (3-11 GHz)), these antennas were well-suited for these experiments [80, 81]. The positioning of the transmitter antenna (TX) was determined by an X-Y positioning arm whose movement across a virtual array was controlled by LabVIEW™ graphical development software. This code controlled the movement of the motors and the number of measurement points by setting the appropriate stepping points.

The receiver (RX) was fixed in specific locations within the PC Tower while the TX was moved by the positioning arm. In the case of the Aluminium cavity, the RX position could either be fixed or be moved at the same time as moving TX, with both attached to the Positioning Arm. In order to calibrate the system, both cables were connected together via a semi-rigid cable of 18 cm distance (2 x distance of the semi rigid cable linked to the bow-tie antennas).

A very detailed description of both scenarios of the PC Tower Box and the Aluminium case are presented in following sections. Figure 3.1 shows two pictures of the overall measurement setup for both scenarios.

---

1 \( Nx \) represents the number of measurement points at the x-axis, \( Ny \) the number of points at the y-axis, and \( F_p \) the number of frequency points selected in the whole band. \( F_p \) is always 1601 in our experiments, which corresponds with the maximum number which the VNA can support for an established bandwidth.
Fig. 3.1. Both scenarios with their measurement setups
(a) PC Box, VNA, X-Y Positioner, UWB Cables and UWB Antennas
(b) Aluminium Case, VNA, X-Y Positioner, UWB Cables and UWB Antennas

3.2.1. Personal Computer (PC) Environment

Firstly, a UWB Propagation measurement was conducted using UWB signals inside a standard PC Tower box. As previously noted, a motor-driven X-Y positioning arm was utilised to mobilise the TX between both PCI cards, covering a specific area in the y-x plane. The VNA was used to measure the $S_{21}$ scattering parameters in each position. Irrespective of the location of RX, the TX was mobilised within the same square grid by the Positioning Arm, permitting an accurate measurement of the distance between TX points and the RX location. This arrangement allowed the author to establish a transmitter grid which included defined strategic points for a possible wireless link, involving the area next to the MB and the PCI cards. A schematic diagram of the distribution of the PC Tower box scenario is presented in Fig. 3.2.a and the top view of the PC box is illustrated in Fig. 3.2.b.
The TX adopts 34x11 positions, separated 5 mm each, which covers an area of 99 cm² in the x-y plane. The TX is always located in between both PCB cards of the computer. The RX locations cover different areas inside the PC case as it is appreciated in Fig.3.2.a. Three different fixed locations are selected: RX-Device, RX-PCB and RX-MB. RX-Device...
represents the RX located next to floppy disk and DVD case area, RX-PCB is the one situated just below the edge of the PCI card and RX-MB is the one situated almost on top of the MB, very near to the micro-processor. Higher electromagnetic interference is expected in this situation, where also an increase of NLOS nature might occur due to the shadowing of different elements, like the fan or cables. On the other hand, when the receiver (RX) is located at RX-Device or RX-PCB, a higher LOS scenario is founded, where the only device blocking the signal is the PCI cards. Thus, each position of the RX aims to represent possible locations where a receiver antenna could be located to interconnect different devices inside the PC, with a view to replacement of SATA cables or buses by such a wireless arrangement. An example of the arrangement of antennas within the PC box is shown in Fig.3.3. The orange points represent the many possible locations where the TX is located in the measurement grid and the bow-tie antennas are horizontally polarised.

![Fig.3.3. TX and RX-PCB in Horizontal Polarisation inside the PC case](image)

**3.2.2. Small Aluminium Resonator Case**

The other environment explored in this UWB measurement study is a small rectangular Aluminium case. The purpose of conducting such a study within a more basic
structure is to observe the behaviour of UWB within an ‘optimum’ environment whose internal dimensions are similar to a personal server or PC, but is devoid of internally complex structures such as cables or MB. Only eight real PCBs are placed in parallel distribution inside the cavity at the back wall as shown in Fig.3.4.b, in an attempt to simulate parallel communication between possible microprocessors inside a very small resonant cavity. Same antennas are used, adopting two different polarisations. Antenna location is determined by the X-Y positioning arm, allowing the positioning of antennas to be varied inside the box in same plane coordinates (x-y axis), but different level (z-axis). Finally, the same VNA is used to measure the $S_{21}$ scattering parameter (transmission) between the transmitter (TX) and receiver (RX) antennas in each position.

![Fig.3.4. Schematic diagram of the Aluminium case (a) and a picture of the parallel distribution of the PCI cards inside the cavity (b)](image)

The same bow-tie antennas are used, adopting two different polarisations. Again the availability to move them relies on the X-Y positioning arm, allowing the positioning of antennas to be varied inside the box in the same plane coordinates (x-y axis), but different
levels (z-axis). The same VNA is used to measure the $S_{21}$ scattering parameter (transmission) between the transmitter (TX) and receiver (RX) antennas in each position.

Several different experimental paradigms were explored within this confined resonating environment, with both the TX and the RX in different positions (i.e. the RX was not always fixed). This was done in order to determine the different power distribution capacity and fading effects, with antennas located at different positions on top of the PCB cards. A graphical explanation of this is given in Fig. 3.5.

![Fig.3.5. Schematic diagram of both scenarios inside the Aluminium case](image)

(a) RX is fixed in one position and TX moved with Positioning Arm
(b) Both TX and RX are moved with Positioning Arm at same location of the grid but different levels

The first scenario (Fig. 3.5.a) consists on fixing the RX antenna at several points on top of a PCI card and then moving the TX along a grid of measurement points in a different level. This experiment is very similar to the one when the receiver is at RX-PCB inside the
PC box. However, this time the scanned area of the TX is slightly reduced to 75 cm² (15x5 points separated 1 cm each). It is considered sufficient to cover this area (i.e. half of the total) as the remaining area, being symmetrical, would yield the same results. Thus, for the sake of time (10s per measurement at each point) it was decided to scan only half of the possible locations on top of the card. The second scenario (Fig. 3.5.b) presents both TX and RX antennas fixed one on top of the other separated by a PCI card and then both moved at the same time over the same points at the measurement grid. This situation will be referred from now on as a ‘First level’ due to the separation between antennas is by one PCB card. Other scenarios would be ‘Second Level’ and ‘Third Level’ where the terminals this time are separated by two and three adjacent cards respectively. A graphical representation of this setup is shown in next Fig. 3.6.

![Diagram of different levels of RX positions](image)

**Fig. 3.6. Schematic diagram of different the different positions ‘Levels’ of the RX inside the Aluminium Case**
It is important to note that the *majority* of measurement cases antennas are in non-line-of-sight (NLOS), as the cards obstruct the direct path between the antennas. Only when the antennas are located at the inner edge of the cards as shown in Fig.3.6, furthest from the back of the box, a slightly LOS scenario is presented.

A further objective is to determine the influence of tower size on UWB behaviour. The greatest advantage of this environment is the possibility to engineer it. The Aluminium box is designed in a way that one of the walls can be moved forward and backwards in three different positions. This wall is in the x-y plane. The aim is to have a different volume and geometry of the cavity and see the implications on the experiments. Figure 3.7 shows a graphical example of these configurations.

![Fig.3.7. Schematic diagram of different positions of the cavity’s front wall](image)

The anterior surface of the casing is shown in red, with possible antenna locations shown by the black points. By moving the front wall from the 1\(^{st}\) to the 2\(^{nd}\) position, the volume of the cavity is reduced by half, and by a further half by moving it to the 3\(^{rd}\) position. The nomenclature used to denote the cavity is as follows:
Finally, covering the front wall of the Aluminium cavity with an electromagnetic absorber\(^2\) is also investigated. The objective is to check how much the inclusion of an absorber affects the system, especially in terms of small scale fading and multipath detection.

### 3.3. The UWB Antennas

For a wireless system, microstrip patch antennas are a good choice because they have the advantages of low volume, weight and profile, and are inexpensive to make [82]. Three dimensional structures such as bicones, discones and volcano antennas [81, 129] have relatively good radiation properties for the broad band in question, but their size and cost effectively bar them from the experiments described in this study. In the past, the pursuit of increased bandwidth led to the development of a special class of patch antennas. These include tapered slot, spiral, or bowtie antennas [80-86]. In this section, one type of these antennas is described: the Bow-tie antenna [80, 83, 84, 86]. Certain properties, such as their radiation patterns and return loss, make them particularly suitable for this study, and the aim is not to customise them as ‘UWB antennas’, but to demonstrate their effectiveness in this UWB research.

Vector network analyzer (VNA) calibration is achieved using a standard procedure in which transmitter and receiver are interconnected by cables. Elimination of the antenna effects is more difficult, as they have complex antenna patterns that vary both with frequency and direction; furthermore, gain is frequency dependent and can be different for each

---

\(^2\) 3M 5050 Absorber tape, attenuation at of ~2.5 dB at selected frequencies (3-11 GHz)
considered direction. Thus, it was decided not to perform antenna calibration at all, but to present the measurements without adjustment for the antennas for each channel measured. However, standard calibration of the cables was done connecting both of them by a semi rigid cable of 18 cm distance (2 x 9 cm length of the semi rigid cable linked to the bow-tie antennas).

Two polarisation modes are adopted by the antennas: horizontal and vertical co-polarisation. Polarisation refers to the direction of the antennas in an empty space, where both of them may be parallel or perpendicular to the respective walls of the environment. The polarisation of both antennas depends on their respective orientation. When both are horizontal (\(x\)-axis = 0), the wave adapts a *Horizontal polarisation*. If mounted vertically (\(z\)-axis = 0), the wave moves in the H-plane resulting in *Vertical polarisation*. Therefore, in this study, both horizontal (TH-RH) and vertical (TV-RV) polarisations are described. Although cross-polarised measurements were also performed, a significant decrease of transmitted power made such an arrangement impractical for the study. Figure 3.8 shows an example simulation of the 3D radiation patterns of an UWB antenna [87] once it is vertically polarised (TV-RV) along the z-axis (Fig.3.8.a), and for horizontal polarisation (TH-RH) along the y-axis (Fig.3.8.b).

Fig.3.8. Antenna radiation patterns for TV-RV (a) and TH-RH (b) inside the enclosure [87]
In this particular set-up of the antennas inside the cavity the main difference is that, for the horizontal polarisation (TH-RH), there is almost no energy transmitted through the direct path and the communication should be established through multipath reflections. Such case is attractive e.g. for situation where an obstacle will block the direct line-of-sight. This situation gives an idea of the importance of polarization of the antennas in order to establish the desired communication, i.e. via line-of-sight (LOS) or via reflections (multipaths).

In this thesis, only dual polarisation was considered for each location of the antennas, helping to excite more modes than a single-polarised diversity. These ones will give a good scope of the overall performance of the channel and better insight than the single polarisation model often employed [8-10]. However, different orientations of the antennas could all usefully be considered where the permutations are immense.

3.3.1. Triangular Bow-tie Antennas

Two portable bi-directional printed bow-tie antennas with circular-end are used as TX and RX antennas, operating in a frequency range of 3-11 GHz. The antenna geometry is shown in Fig. 3.9.

![Fig.3.9. Geometry of the printed bow-tie antenna](image)
The antenna had a single metallic layer with a flare angle $\alpha$ of 90°, printed on a substrate of thickness $h = 1.59$ mm and with a relative permittivity, $\varepsilon_r$, of 4.5 (FR4). The printed bow-tie antenna was characterised by $W = S = 15$ mm and $W_c = 1$ mm. With all these parameters and antenna dimensions of $x = 30$ mm and $z = 25$ mm, a small UWB antenna suitable for this experiment was available.

An essential antenna characteristic for this type of study is an acceptable $S_{11}$ magnitude, also referred to as Return Loss (RL), across the whole UWB band. RL is a measure of the effectiveness of power delivery from a transmission line to a load such as an antenna [88]. Figure 3.10 shows this characteristic of both antennas after measuring the $S_{11}(f)$ ($S_{11}$ versus frequency) parameter with the VNA. The apparatus was calibrated prior to the measurement to remove the attenuation, delay and phase distortion of the cables. $S_{11}(f)$ is studied to derive the reflection coefficient $\Gamma(f)$, which yields the antenna return loss in logarithmic scale often used to characterise the radiation performance of an antenna over a given frequency band.

![Antenna (S11) response at UWB band](image)

**Fig.3.10. Return Loss of both bow-tie antennas in the studied frequency band**
Figure 3.10 shows that the response of both antennas becomes smaller than -10 dB across almost all the bandwidth, showing that the antenna radiation efficiency is higher than 90% over the selected frequency spectrum. For these studies, in addition to their small size, this is an essential characteristic for an internal environment. The small resonance appearing in each antenna every 150 MHz is mainly introduced by the SMA connector attached with semi rigid cables which are linked to the back of each antenna. Their length is 9 cm (almost 10 cm including the SMA connector), which made measurements relatively straight forward. The resonance frequency has a wavelength corresponding to two times the distance of the semi rigid cable. Thus, a proportion of the signal is internally reflected between the antenna and the SMA connector, creating small resonance behaviour across the bandwidth. This behaviour is due to imperfection of the links between antenna and semi rigid + SMA connectors which is difficult to avoid.

Another analysis of interest is to check the energy levels of transmission between both bow-tie antennas for the studied band inside a free space environment (anechoic chamber). These measurements were carried out in a same plane (y-axis) once the antennas, horizontally orientated, were moved across in steps of 5 cm to from almost 0 cm to 20 cm of separation. Figure 3.11 presents the averaging of the frequency response of the transmitted signal inside the UWB band measured inside the anechoic chamber.
Fig. 3.11. Frequency response in a free space scenario for different separations of the antennas

It is clear that once two antennas are almost touching each other (0cm) there is still a reasonable amount of power loss of 10 dB across the band. That means that radiated power in other directions than those captured by the RX is lost. It would reasonably be expected that there should be almost no loss; a possible explanation might be that placing the antennas in their near field zone modifies their radiation pattern due to proximity. Thus, placing the antennas very close to each other, to walls or electric plates might affect their radiation behaviour. Thus, placement of bow-tie antennas within their near field zone is probably not desirable.

In the other separations between the antennas there is a mean power decay of 20-30 dB difference in decay compared to the first scenario. It looks as though, once the antennas are separated more that 5cm, the average loss in power corresponds to -40 dB. Also, for higher frequencies, there is a slightly extra decay of 10 dB after 9 GHz. The possible explanation of this is related with the RL of one of the antennas, where after 9 GHz its S_{11}(f) becomes considerably worse than the rest of the band (60-70% of the power is radiated in different directions). These observations show that the antennas do not transmit a large
amount of power, and thus, if another type of antenna was employed, a higher power transmission could probably be achieved. However, the purpose of this study was to characterise UWB in a small confined environment using suitable UWB antennas that were capable of radiating an average of 90% of power across the selected bandwidth. Chapter 7 presents in future studies the possibility of the use of alternative UWB antennas with higher power gain (Vivaldi antennas [91] or discone antennas [129]).

Finally, to ensure our antennas have a well defined bi-directional behaviour, their radiation pattern for each polarisation was investigated. This is presented in Fig.3.12 and Fig.3.13 for different frequencies between 3-11 GHz, each with a 1.5 GHz frequency step. Measurements were also undertaken inside the anechoic chamber, simulating a free space environment and avoiding any unwanted reflections, where both antennas were located at a distance of 2 m each in the same plane.

From inspection of Fig.3.12 it is identified that the bi-directional behaviour where the mean lobe beams are in the x-direction is where the most affected radiation patterns are (the ones at higher frequencies). Figure 3.13, the radiation patterns change substantially where now they present less directionality, hence being omni-directional. It has been shown in [89] that real UWB antennas will not provide true omni-directional performance. Then, substantially different results from both polarisations can be expected, where the internal distribution of the different devices inside the cavities play a dominant role. Thus both polarisations are considered enough to evaluate the channel characteristics inside these confined environments. Clearly, numerous different polarisations could be adopted and the last chapter (‘Future work’) considers the question of polarisation diversity as well as different types of UWB antennas.
Fig. 3.12. The measured radiation patterns of the triangular bowtie antenna in TH-RH (y-z plane).
Fig.3.13. The measured radiation patterns of the triangular bowtie antenna in TV-RV (z-y plane).
3.4. Essential Propagation Parameters and Procedures to Characterize the Channel

The $S_{21}$ data is recorded from the VNA and then stored in a text format into the computer. Then it is processed in MATLAB software by producing a 3D matrix of $Nx \times Ny \times F$ (e.g. for 125 points in each direction, the matrix would be $125 \times 125 \times 1601$). In this way each direction can be processed for all the frequencies respectively. The following sections present the definitions of the different procedures and types of analyses carried out to characterize the UWB channel. This section included the definitions of the channel impulse response (CIR), root-mean-square (RMS) time dispersion parameter, path loss (PL), small scale fading, Ricean K-Factor and Shannon’s capacity.

3.4.1. Multipath Channel Impulse Response (CIR)

When the channel is excited with a pulse, the received waveform is a summation of modified pulses with different attenuation factors and time delays. The received waveform is referred to as multipath profile and the individual pulses are referred to as multipath components because they arrive at the receiver via different paths. In the scenarios encountered in the study, the vast majority of the energy comes from these multipath components from signal reflections. The complex channel transfer function at each grid location is recorded according to:

$$H(x, y, f) = \alpha_{x,y,f} e^{i\gamma_{x,y,f}}$$  \hspace{1cm} (3.1)

where $\alpha_{x,y,f}$ and $\gamma_{x,y,f}$ are the measured magnitude and phase responses at frequency $f$ on grid position of the antenna $(x,y)$. This complex transfer function is then converted to the impulse response using the Inverse Fourier transformation [54, 55], i.e.
where $\tau_{x,y}$ is the time delay at every location in the grid and $\delta$ is the Dirac delta function [90].

The Power delay profile (APDP) is the spatial average of $|h(x, y, \tau)|^2$ over a local area. By making several local area measurements (TX grid) in different locations, it is possible to build an ensemble of power delay profiles, each one representing a possible small-scale multipath channel state [48].

One model to characterize the multipath channel is the discrete-time impulse response model. In this model, the delay of the multipath defined as $\tau$ is segmented into equal time delays called bins [42]. Each bin has a time delay equal to $\Delta\tau = \tau_{i+1} - \tau_i$. Any numbers of multipath components received within the $i$th bin are represented by a single resolvable multipath, having a delay $\tau_i$ [48]. The relative delay of the $i$th multipath as compared to the first arriving component is called excess delay and if the total number of possible multipaths is $N$, the maximum excess delay would be $N \times \Delta\tau$. The reasonable bin size is the specific measurement’s time resolution since two paths arriving within a bin cannot be resolved as a distinct path. Our frequency band is between 3-11 GHz, meaning a time resolution of 125 ps.

In terms of multipath detection in the PDP, Fig.3.14 shows an example of this phenomenon in between an established threshold of 50 dB from the first detected path. This threshold is established once the received power becomes negligible. Figure 3.15 shows an example of power delay profile (PDP) in its first 6ns, where it can be appreciated in this time resolution. However, the 125 ps of time resolution do not correspond to the actual multipath detection established by our MATLAB code. In this code a path is only considered detected when the signal has greater magnitude than the previous and following paths. This path is
called “maxima multipath”. This is to make the detection simpler, where a multipath energy capture can be used as a basic measure of rake receiver’s [92] performance.

![Power Delay Profile](image1)

**Fig.3.14. An example of detection of the multipath inside an established threshold**

![Power Delay Profile](image2)

**Fig.3.15. Example of PDP in its first 6 ns of multipath detection**

### 3.4.2. Time Dispersion Parameters

One of the most common time dispersion parameters is the *mean excess delay*, defined as the first moment of the Power Delay Profile (PDP) [93], i.e.
where $\alpha_i$ in Equation (3.3) are the $\alpha_{x,y,f}$ in Equation (3.1). Another parameter is the RMS delay spread, defined as the square root of the second central moment of the power delay profile [93]:

$$\tau_{\text{RMS}} = \sqrt{\tau^2 - \tau^2}$$

Different authors in UWB measurement campaigns only employ the delay spread $\tau_{\text{RMS}}$ to evaluate the time dispersion of the UWB pulses [94-96]. Thus, $\tau_{\text{RMS}}$ will be the only time dispersion parameter considered to present in this study. UWB measurements, such as the ones in [56, 94-96], show that this parameter increases with the increasing of the TX-RX separation distance. This phenomenon is discussed in Chapter 5.

### 3.4.3. Channel Fading: Power Loss Characteristics

#### 3.4.3.1. Path Loss (PL)

Path Loss (PL) results from an increasing surface area of a wave with propagation outwards from the TX antenna compounded by the scattering behaviour of objects distributed between both antennas (in addition to refraction, reflection, diffraction and/or absorption). PL is defined as the inverse of path gain, i.e. the transmitted power divided by the average received power at the RX antenna.

The propagation of path loss (PL) depends on the distance between TX and RX ($d$) and the transmitted frequency ($f$). Path loss modelling can be simplified by assuming that the frequency and distance dependence are independent of each other [11, 26, 48, 97, 98]:

$$\tau = \frac{\sum_{i=0}^{N-1} \alpha_i^2 \tau_i}{\sum_{i=0}^{N-1} \alpha_i^2} \quad (3.3)$$
\[ PL(f, d) = PL(f)PL(d) \]  
\[ \sqrt{PL(f)} = f^{-2k} \]  
\[ PL(d) = PL(d_o)\left(\frac{d}{d_o}\right)^{-n} \]

The frequency dependence of the path loss is given as [11, 26, 48]:

where \( k \) is the decay factor. The distance dependence is usually modelled as power decay law:

where \( n \) and \( PL_o \) are respectively the path-loss exponent which shows the rate at which the PL increases with distance \( d \) (TX-RX separation) and the intercept point which is the PL at \( d_o \) (a reference distance). This path loss exponent \( (n) \) depends on the environment, therefore depending on the nature of the scenario (NLOS or LOS), this value will vary among different ranges. Although Molisch et al. demonstrated in their IEEE 802.15.4a channel model [26] that this PL model of Eq (3.7) fits all different types of environments, it is considered that in a smaller and more complex encasement, this model might be unhelpful. PL results are investigated in Chapter 6.

### 3.4.3.2. Small Scale fading

Small-scale fading describes the fluctuations of the received amplitude, phases, or multipath delays of a radio signal over a short duration or in the spatial neighbourhood at the moving antennas’ location, so that the large-scale path loss effects may be ignored [48]. This definition can be applied to UWB communication as constructive and destructive interference of the multipath components due to a small change in the location of the antenna. In UWB small-scale measurements it is shown that the UWB channel’s small scale-fading depends mostly on environment type and the bandwidth of the signal, where different distributions can be applied [74]. In Chapter 4 a very detailed explanation of this phenomenon inside very
small confined environments is presented and Chapter 6 contents the empirical results of this phenomenon.

For UWB channels the IEEE 802.15.4a model proposes that the m-Nakagami distribution is suitable for modelling the radio links [26]. The probability density function of the m-Nakagami distribution is given as follows:

\[
\text{pdf}(x) = \frac{2}{\Gamma(m)} \left( \frac{m}{\Omega} \right)^m x^{2m-1} e^{-\frac{m}{\Omega} x^2}
\]  
(3.8)

where \(x\) represents the relative attenuation of the channel compared to the local mean, \(m \geq 1/2\) is the Nakagami m-factor, \(\Omega\) is the mean-square value of the amplitude and \(\Gamma(m)\) is the gamma function. The Nakagami distribution covers a wide range of fading conditions; when \(m = 1/2\), it is a one-sided Gaussian distribution and, when \(m = 1\), it is a Rayleigh distribution [48]. So this study, in order to model a given set of empirical data, the \(m\)-parameter from data will have to be calculated as follows:

\[
m = \frac{\Omega^2}{E[(X - \Omega^2)]}
\]  
(3.9)

where the \(m\)-parameter typically decreases with delay, but to simplify the description, it is chosen deterministically. This means, that for a given bandwidth, a constant \(m\)-parameter is calculated.

3.4.4. Shannon’s Capacity

Shannon has shown that, theoretically, it is possible to transmit information over a given channel with an arbitrary small error probability if the data rate is not higher than the channel capacity [35, 62]. Today, with coded modulation schemes it is possible to transmit
with data rates quite close to channel capacity. Therefore, channel capacity $C$ is one of the most important parameters of a transmission system, which is calculated as [99]:

$$C = \sum_{n=1}^{N} B \log_2(1 + SNR_{source} \times |H(n)|^2)$$  \hspace{1cm} (3.10)

where $B$ is the bandwidth used in each frequency point (8GHz/1601 points = 5 MHz), $|H(n)|^2$ represents the $S_21$ magnitude measured with the VNA and SNR is the Signal to Noise ratio at the source, considered in this study to be 25 dB due to the possible electromagnetic interference (EMI). However, a higher value of SNR would be also quite realistic for higher frequencies where clock signals and their harmonics are weak (see section 3.5). This author is aware of that noise should be associated with detector rather than the source. However, the way to calculate channel capacity in Eq.(3.10) is sufficient and used by other authors [99].

### 3.4.5. Ratio between Dominant Path and Reflections (Ricean K-Factor)

The Ricean K-factor was utilised to discriminate between line-of-sight (LOS) or dominant path and non-light-of sight (NLOS) scenarios in this study (reflections). It is defined as the ratio of the power received in the fixed component, to the total power received via indirect scattered paths. Knowledge of the Ricean K Factor is important in the understanding of wireless channels: low K values indicate high signal reflection, whilst high K values occur in the setting of a free space path where only the direct components exist. The link between Ricean K-Factor and multipath suggests a link between performance and path geometry [75]. It will be presented using Cumulative Distribution Functions (CDFs), which describe the probability that a real-valued random variable ‘x’, with a given probability distribution, will be found at a value less than or equal to ‘x’.

### 3.5. Electromagnetic Interference (EMI)
This last section of the chapter aims to show the influence of, and solutions to, Electromagnetic Interference (EMI) on the bandwidth used in this study. Background EMI originating within the chassis can limit the wireless link budget and therefore the maximum channel capacity achievable. To evaluate the magnitude of the interference, a bench test was run that fully stressed the I/O interfaces (ie. all resources utilised maximally), flooding the environment with the maximum possible radiated interference. A spectrum analyser was utilised to evaluate the generated interference levels from 0-6 GHz once the computer was off and again once powered on. The bow-tie antenna was located in the three different positions inside the PC where the RX is placed for the whole measurement campaign. In addition, the RX antenna was located in a fourth location just outside the PC in the back wall to measure the possible interference and radiation emitted by the PC. Figure 3.16 shows these EMI effects.

Figure 3.16 shows that narrowband interference was found mainly between 0.3-3.2 GHz, with the largest signal peak occurring at 3.2 GHz (-60 dBm). A second peak was noted
at 3.2 GHz, corresponding with the clock frequency of the microprocessor. Subsequent interference patterns were harmonic, corresponding to multiples of the 0.3-3.2 GHz band, such as 4 GHz, 4.2 GHz, 4.4 GHz and 4.8 GHz. However, even the multiple harmonics of the 3.2 GHz frequency appeared negligible in terms of signal interference.

Entirely as expected, the degree of interference is highest with the RX placed adjacent to Microprocessor (MB), where the RX is in the near field of the MB, and lower when located next to the Floppy disk. No more than -60dBm of power noise is detected, equivalent to <1nW of power. One solution to avoid this background noise power would be to transmit the UWB signal with a much higher power, such as 1mW (0 dBm). This would correspond to a SNR of 60 dB. Since the standard Bluetooth case 3 for reception within a range of 1m [27, 28] uses this power to transmit, it does not look unachievable at all to use this power for transmissions. Even 1µW (-30dBm) would suffice, since the experiments in this study show a tolerance of a SNR of 25 dB.

Figure 3.16 also demonstrates that background EMI attenuates at frequencies higher than ~ 4 GHz, suggesting that beyond this level UWB transceivers will encounter significantly less interference, and supporting the use of higher frequencies for wireless communication inside an enclosed PC environment. A final observation is that, with the RX located just outside of the PC, very little EMI is detected, the only narrowband interference being that corresponding to the clock frequency of the microprocessor at -65 dBm.

This author is aware that future standard PCs might have more powerful microprocessors which could translate to interference at higher frequencies within the UWB wireless bus bandwidth. Therefore, another possible solution could be to use a mask that eliminates the narrowband interference after these become significantly high (i.e. -70 dBm). The actual interference harmonics have a bandwidth of 20 MHz, thus we could create a mask of 50 MHz. In the case of EMI when RX-Floppy, there are 3 strong interference peaks within
the bandwidth with greater power than -70 dBm, therefore this mask should be applied three times. This means a reduction of the overall bandwidth of 150 MHz. Since the calculated Shannon capacity in (3.10) depends of the bandwidth, a reduction of the maxima data rate will appear. However, this has an almost negligible effect to the overall aggregate capacity where the use of this mask reduces the bandwidth by less than 1%. Therefore, the use of a mask at the receiver could be a good solution to avoid the EMI, which has minimal effect on the maxima capacity of the channel when high bandwidths are used. In contrast, complexity of the design of the transceiver would be increased substantially for these purposes.
Chapter 4: Wave Propagation in Small Confined Environments

4.1. Introduction

One of the basic issues of such small confined environments (<10 wavelengths) is the fact that their wave propagation properties are fundamentally different due to the high number of multipath components. The main study in which this chapter is focused on is the issue of frequency selective fading in this type of environments, especially on the general dependency of fading as a function of size of the environment. Another proposal presented is the hypothesis that the confined environment acts as a resonator. Once the size of the environment is reduced to the level when the dimensions are comparable to the individual wavelengths (<10λ), the number of multipaths becomes so large that the environment acts as a resonator. Therefore, this chapter explores the relationship between the performance of a communication system and the combination of the size of an environment, the transmission frequency and bandwidth.

The structure of this section is as follows. Firstly, the dependence of fading with bandwidth is demonstrated by a simple two-ray channel model. Then, the change of fading’s impact with the size of the environment is quantified. Ray-tracer simulations for 4600 different confined environments are conducted to quantify the severity of fading effects as a function of the size of cubic environments. The hypothesis of a hybrid resonator is also presented, again quantifying the minimum bandwidth required in terms of modal spectrum. Finally, electromagnetic simulations are also performed to further quantify these various influences.
4.2. Size-Dependent Modelling of Fade Depth

4.2.1. Introduction

In wireless communications, fading represents the main contributor towards frequency selectivity. Defined as the measure of the channel energy’s variability over a small region in space, fading is caused by the superposition of multipath components at the receiver [100]. In most applications, it is desirable that the data rate should not change for small movements of the TX or RX [101], and it is therefore essential that fading within the system is reduced to a minimum. Many researches have shown that fading is less severe for wideband systems due to the fact that fading is due to interference between arriving multipaths [102-105], where the further increase in bandwidth the greater multipath resolution is obtained and therefore the time-of-arrival estimate for the direct path becomes progressively more accurate; thus, the impact of fading is least for larger bandwidth systems.

A popular way to manage the impact of fading and frequency selectivity is to include a fade margin into the link budget. By doing so, the receiver still has an acceptable signal-to-noise ratio (SNR) - even in the case of terminals located at a minimum in the channel transfer function – and the required fade margin is inversely proportionate to the transmission bandwidth. Thus, UWB wireless systems are inherently less affected by frequency-selective fading than narrowband transmission, this effect being known as ‘fade depth scaling’.

Fade depth scaling relates the variation of the channel energy to the signal bandwidth. Malik et al. defines fade depth in [102-105] as three times the standard deviation of channel energy for a small spatial variation of the receiver/transmitter. If this value is included as a fade margin to the link budget, in more than 99% of cases the receiver energy will be sufficient.
Another solution to reduce the impact of fading is also the use of spreading over frequency. As explained in Chapter 2, WiMedia alliance uses Orthogonal Frequency Division Modulation (OFDM), where one information bit is modulated onto several carriers [31, 106]. Such techniques improve performance through exploiting increased frequency diversity and also help to protect against the frequency selectivity of the channel.

In conclusion, fading is a well known phenomenon, but the relationship between its severity and the size of the environment is an interesting area not fully understood; this section therefore explores the limitations on environment size imposed by frequency selectivity.

4.2.2. The severity of Fade Depth in Small Confined Environments

In this section, a model is developed to investigate the influence of bandwidth and size of the environment on frequency selective fading. The simplest such UWB wireless link model consists of two pulses arriving at the receiver as illustrated in Fig. 4.1, which shows the normalized impulse response of such channel.

![Fig. 4.1 Two-pulse model - channel impulse response](image)
where $\Delta \tau$ is the delay between rays, and $(1 - \alpha)$ describes attenuation of the second pulse relative to the first as a result of $\Delta \tau$ (note, this can be a negative value). The square modulus of the transfer function of such a channel for an arbitrary frequency is given as follows:

$$|H(f)|^2 = |1 + \alpha e^{j2\pi f \Delta \tau}|^2 = 1 + \alpha^2 + 2\alpha \cos(2\pi f \Delta \tau)$$  \hspace{1cm} (4.1)$$

Then, for a wideband wireless channel, the energy can be calculated as:

$$\int_{f_c - BW/2}^{f_c + BW/2} |H(f)|^2 df = BW (1 + \alpha^2) + \frac{\alpha}{\pi \Delta \tau} \{\sin(2\pi \Delta \tau(f_c + BW/2)) - \sin(2\pi \Delta \tau(f_c - BW/2))\} =$$

$$= BW \{(1 + \alpha^2) + \frac{2\alpha}{\pi \Delta \tau} (\sin(\pi \Delta \tau BW) \cos(2\pi \Delta \tau f_c))\} =$$

$$= BW \{(1 + \alpha^2) + 2\alpha \{\sin c(\pi BW \Delta \tau) \cos(2\pi f_c \Delta \tau)\}\}$$  \hspace{1cm} (4.2)$$

where $BW$ represents the bandwidth of the channel around the centre frequency $f_c$. The physical reason for fading can be visualized from the last part of the Eq. (4.2). If a small displacement of the transmitter or the receiver occurs, the delay between the two rays will change, having an impact on the channel energy because the value of the cosines and sinc-term changes. Changes of the coefficient $\alpha$ will not be considered because, by definition, fading is a random variation of energy for small displacements, which is too small to result in a significant variation of the path loss. Thus, $\alpha$ is approximately constant and its effect is negligible compared to the delay $\Delta \tau$. The first term inside the braces, $(1 + \alpha^2)$, is independent on bandwidth $BW$. The second term, $2\alpha \{\sin c(\pi BW \Delta \tau) \cos(2\pi f_c \Delta \tau)\}$, depends on $BW$ and as the bandwidth increases, its contribution to the sum is reduced with the amplitude of the sinc-
function\(^1\). In contrast, if \(BW\) gets smaller (product \((\pi BW \Delta \tau)\) approaching zero), the value of the \(\text{sinc}\)-function approaches one. Therefore, the maximum variation of the channel energy due to the variation of \(\Delta \tau\) is given by the ratio \(2\alpha/(1+\alpha^2)\). Moreover, the parameter \(\alpha\), which describes the relative attenuation of the second ray, will be higher, increasing the variation of the channel energy. The attenuation will be higher in a small confined environment because the reflection losses of the metallic walls will be lower than in other cases where walls are made of concrete or brick. Also, the reduced delay between the two rays contributes to the relative increase of \(\alpha\). Thus, relative increases of this factor also contribute, according to Eq.(4.2), to the increase of severity of fading.

In contrast to the above theoretical model, in a real set up a higher number of multipath components would be expected, this increasing the complexity of the analyses given above Eq.(4.1)-(4.2). Nevertheless, for an estimation of the effect of environment size on fading, the two pulse model is sufficient because it corresponds well to a previously published investigation [107].

In small confined environments, the average delay between the rays is reduced due to the smaller inherent internal dimensions. Therefore, to reduce the effect of fading, a larger bandwidth is required. Whilst the effect of fading is negligible for an infinite bandwidth, it is of interest to consider the relationship between the minimum possible bandwidth (\(BW_{\text{min}}\)) to maintain fading below a certain level for a given environment size. The mean delay between two consecutive pulses will define the largest \(BW_{\text{min}}\). From a simple geometrical consideration, this delay will increase linearly with the size of the room, since wavefronts travel longer distances to reach their destination. Considering enclosure volume, \(V\), the dependency can be expected to be proportional to \(\sqrt{V}\). As a result, it can be concluded that

\[\sin cx = \frac{\sin(\pi x)}{\pi x}\]

\(^1\)
the $BW_{\text{min}}$ required to resolve all multipaths is inversely proportional to cubic root of the volume of the environment. Thus:

$$BW_{\text{min}} \propto \frac{1}{\Delta \tau} \propto \frac{1}{\sqrt[3]{V}}$$  \hspace{1cm} (4.3)

To conclude, the simple two-ray model confirms that, in confined environments, the effect of fading will be more severe than in other, larger, indoor environments. In order to prove this statement, in the following section a ray tracing study is conducted to quantify the severity of fading as a function of environment size.

4.3. Ray-Tracing Study: Tiling technique

The basic model used to study wave propagation is ray tracing, and while this approach has been used for indoor radio propagation in indoor [108-111], the majority of these involve narrowband systems, and only limited attempts have been made to predict the UWB characteristics in indoor environments [112].

In this section, a simple model to approximate our scenario is constructed using a 3D ray tracing technique [113]. This ray tracing technique is a ray optical method that assumes quasi-optical propagation of radio waves, so this assumption is fulfilled if the wavelength is much smaller than the size of the reflecting objects. Simple indoor radio propagation models usually consider only reflection [114]. A simple rectangular box is considered with reflective walls whose reflection coefficient '$r$' can be varied to model the losses. The fact that the wavelength has to be much smaller than the objects presented inside the cavity mean that
very small pieces were not considered to be included since our smallest wavelength is 3 cm. The terminals are not located at anytime in their near field area$^2$.

The setup of the ray tracing model is based on the *tiling* technique [113]. In this method, virtual rooms extend in an infinite 3D space containing virtual sources which represent the actual source reflected in the cavity’s walls. Rays up to 6 bounces are considered using this tiling algorithm, in which copies of the rectangular case are used to determine the impulse response of the channel in the time domain. The magnitude of these impulse responses is given by the multiplication of two factors: one is the distance $d$ that the wave travels from TX to RX, given by the power square law [115], and the other is the number of reflections taken by the propagating waves before reaching the RX. The ray tracing algorithm is described in more detail in [113].

To test the hypothesis that frequency selective fading becomes more severe in confined environments, extensive ray tracing simulations of small confined environments are conducted. A total of 4,600 environments were modelled, with each environment consisting of a rectangular box. The dimensions of the box are given as: $\text{rand}_1 \times \text{rand}_2 \times b$ where $\text{rand}_i$ are random variables with uniform distribution from the interval (1,2). In total, 100 different pairs of $\text{rand}_1$ and $\text{rand}_2$ are generated. The length parameter $b$ is swept in 45 steps from 0.25 m to 4 m, where the steps are logarithmically distributed.

The position of the transmitter and receiver is selected as follows: the RX is placed to a position $\{0.25b; 0.9b; 0.5b\}$. The TX selected varied in a square grid in the horizontal $x$-$y$ plane of $20 \times 20$ points spaced by 1 cm. The centre of the grid was at $\{0.75b; 0.65b; 0.4b\}$. The transfer functions are determined for the frequencies 1 - 11 GHz. Then the fade depth

$D_R^2 = \frac{2D^2}{\lambda}$ where $R$ is the distance between antennas, $D$ is the antenna diameter and $\lambda$ is the measurement wavelength (longest of the ones tested)

$^2$
scaling with bandwidth is determined at centre frequency of 6 GHz in the way as it was presented in [102-105]. The CIR for a given bandwidth is calculated for each position of the receiver.

The local area in this study is defined by maximum displacement of 4 cm in both directions, thus 81 measurement points. It must be noted that the selection of the local area is essential. It cannot be too large because while movement by 4 cm is negligible for \( b \) larger than 2 m in terms of change in path loss for the direct path, it is significant for the smallest \( b = 0.25 \) m. On the other hand, if the area is too small, the area will not contain the full variation of the path loss caused by the multipath superposition.

In selecting the reflection coefficient ‘\( r \)’, an estimated value of 0.9 was chosen, where a very high reflective environment is expected due to the metallic structure of the walls (i.e. PC Tower case). For the sake of simplicity, the reflection coefficient is assumed to be constant for the whole band, where in real scenarios this might not be the case, but this simplification reduces significantly the computational effort with no significant impact on the results.

Among all of that, more exhaustive ray-tracing methods could provide a more accurate estimate of the channel, but again these are computationally intensive and thus impractical for simulating very complex structures such as PCs. That means that, even though the obtained solutions are not fully exact, the channel behaviour can be still modelled in a realistic way.

4.3.1. Analysis of Simulations

The first simulation examines fade depth calculations for several rectangular cavities, or rooms, these are characterised by their volume (\( V = b^3 \)), and presented in Fig. 4.2.
Firstly, it can be appreciated in Fig. 4.2 that for smaller volumes of the rectangular cavities there is an increase in fade depth, which verifies the statement of previous section 4.2.2. Also, it is important to note the decrease of this factor as the bandwidth increases. For the case of $V = 0.03 \ m^3$, which roughly corresponds to the volume of standard PC Tower case, the fade depth for 500 MHz of bandwidth (i.e. wideband) is around 11 dB, which is much higher than the corresponding ones in ECMA UWB standards (0-6 dB) for similar volumes [116]. Therefore, the results suggest that for very small confined environments such as computers, new standards with increased fade margins might have to be developed to mitigate the issue of frequency selective fading, as it was confirmed by tests in [117].

The model for fade depth scaling is presented in [105, 107] and in this section it is used to study the dependencies on the room size in more detail. For the sake of clarity, the model from [85] is shortly introduced. The fade depth scaling with bandwidth can be modelled with the following formula:

$$FD = A + \frac{B}{1 + C \times BW}$$  \hspace{1cm} (4.4)
where $BW$ stands for the variable bandwidth; $A$, $B$ and $C$ are model parameters.

The model and the meaning of parameters is presented in Fig. 4.3, using data taken from [105, 107], which shows the measured fade depth as a function of bandwidth and the fit according to the model from Eq. (4.4).

![Fig. 4.3. Fade depth scaling model (data set is from [105, 107])](image)

The parameter $A$ represents the minimum fade depth for infinite bandwidth. The second parameter $B$ describes the difference in fade depth between narrowband and wideband channels. It can be understood as a penalty that narrowband channels have to pay in the form of fade margin that must be included in the link budget. Reference [105] identifies another important parameter: 1 dB breakpoint bandwidth. This is the bandwidth at which the fade depth increases to 1 dB above the minimum level given by parameter $A$ (see Fig. 4.3). It defines the bandwidth above which the channel behaves as a wideband channel with minimum influence from fading.
The resulting dependency of the minimum fade depth on the volume of a room as determined by simulation is presented in Fig. 4.4.

From Fig. 4.4, the minimum level of fading increases exponentially as the room volume is decreased. There are two data plots in Fig. 4.4. The blue dots represent the values obtained for all the 4,600 rooms sorted by their volume. The red dots are the best fit of the data based on minimum mean square error (MMSE) fitting. This fit is used to emphasize the trend of the data. Then, the equation of the fit is:

\[ A = 1.21V^{-0.292} \]  

(4.6)

The increase of the minimum fade depth for small rooms may be attributed to the fact that for the smallest room, the fixed local area of 81 points already contains the impact of path loss dependency on distance whereas this dependency is negligible for larger rooms.
Furthermore, for smaller rooms, larger bandwidth is required to reach the minimum fade depth.

The ray tracing model results vary. This is because the relative positions of transmitter and receivers to the walls, and other reflectors, are random, and therefore so too are the fade depth scaling curves. Parameter $A$ is used to quantify a random curve; hence it is a random variable also with mean and variance.

The dependency of the parameter $B$ on room volume is presented in Fig. 4.5

![Fig.4.5. Dependency of fade depth increase on room volume](image)

Apart from slight deviations from the trend for very small rooms (volumes below $1 \text{ m}^3$), this parameter is almost independent on the room volume with dependency given by:

$$B = 14.48V^{-0.009}$$

(4.7)

The dependency of the breakpoint bandwidth $BP(1dB)$ on the size of the room is presented in Fig. 4.6.
Fig.4.6. Dependency of bandwidth break point BP (1dB) on room volume

It can be seen in Fig.4.6 that the bandwidth required for minimizing the effects of fading significantly increases for confined environments. In our case of a PC box with a volume of $0.03 \ m^3 \ (10^{-1.5})$, the bandwidth necessary to minimise the effects of fading would be 6 GHz. However, this assumes an empty PC case, and the optimum bandwidth could be affected by items within the case. For the empty Aluminium case environment, the measurement results are discussed subsequently in Chapter 6.

The trend of the minimum mean square fit (MMSE) is given as:

$$BP(1dB) = 2.02V^{-0.351} \quad (4.8)$$

which corresponds well to the initial model expectation of minimum bandwidth being scaled proportionally to $V^{-0.33}$. 
4.4. Modal Frequency Selectivity

The preceding section examined frequency selective fading. However, confined environments can also act as a resonator, and this is associated with a second form of frequency selectivity, modal frequency selectivity, which does not occur in electrically large environments. Resonance can affect the performance of a communication system, the determining parameters being the relative ratios between the size of the environment, frequency used and bandwidth used [101], as discussed below.

4.4.1. Hypothesis of a Hybrid Resonator

The effect of size reduction implies an increase of the number of multipath components and a reduced delay between consecutive rays. Then, if the size of the environment is further reduced to the level when the dimensions are comparable to the individual wavelengths, the number of multipaths becomes so large that the environment acts as a resonator. This leads to an interesting ambiguity related to the physical size of an environment. On one side, there are environments large compared to the wavelengths (>10\(\lambda\)) where the wave propagation is well understood as a set of individual rays [26]. On the other hand, when these environments become smaller (<10\(\lambda\)) then they might act as resonators. Resonator theory is well understood in other fields (for example, electromagnetism [101]). Essentially, a cavity resonator is a hollow conductor blocked at both ends and along which an electromagnetic wave can be supported, and can be viewed as a waveguide short-circuited at both ends. In a resonator, the waves cannot propagate in the standard way. Instead, the transmitter (TX) pumps energy into the resonator, which stores it in the form of electromagnetic field and then the RX draws the energy out of the resonator. As a result, some positions or polarizations of the antennas can hinder proper channel communication; if the
terminals are located at the resonator null point or Node (N), little or no energy transfer occurs, with the converse occurring when terminals are located at the point of maximum interference (A = Antinode). A useful illustration of this is presented in Fig.4.7.

![Standing Waves Diagram](image)

**Fig.4.7. Example of different modes adopted by standing waves inside a cavity**

The behavior of the waves at points of minimum and maximum vibrations (nodes and antinodes) causes constructive interference and results in resonant standing waves. The term 'standing wave' is often applied to a resonant mode of an extended vibrating object, and is caused by constructive interference of two waves traveling in opposite directions. An important aspect of this phenomenon of ‘standing waves’ is that the wavefront changes phase upon reflection from a fixed surface. Under these conditions, the medium appears to vibrate in segments or regions and the fact that these vibrations are made up of travelling waves is not apparent - hence the term ‘standing waves’ [118].

‘Borderline’ environments will act as a hybrid between a resonator and a large environment with wave propagation. Understanding these two influences on the channel is essential, as they may have an impact on the design of future radio systems.
4.4.2. Theory of Cube Resonators

To examine resonator behaviour, an ideal lossless cubical resonator is studied with walls with a length, which size \( S = a \), and the dielectric inside the resonator is air. The resonator frequencies of such cubical resonator can be calculated using the well known relation [101]:

\[
f_s = c_0 \sqrt{\left(\frac{m}{2a}\right)^2 + \left(\frac{n}{2a}\right)^2 + \left(\frac{q}{2a}\right)^2} = \frac{c_0}{2} \sqrt{\left(\frac{m}{S}\right)^2 + \left(\frac{n}{S}\right)^2 + \left(\frac{q}{S}\right)^2}
\]

where \( m, n, q \) are integer mode descriptors, \( S \) is the size of the cubical resonator, \( f_s \) is the resonator frequency and \( c_0 \) is the speed of light in the air. Figure 4.8 shows the possible number of resonant frequencies in a cubic environment across the whole UWB band (3-11 GHz).

![Fig.4.8. Number of \( f_s \) inside a cube cavity for different \( a \) lengths](image)

Figure 4.8 is demonstrates the exponential increase in resonant modes with increasing cavity volume. The previous Fig.4.7 showed how difficult good channel communication becomes with decreasing environment size as fewer modes are excited inside the cavity. It
follows that the probability of an antenna being located in a resonator node is larger for smaller cavities.

Now, if $c$ and $S$ are transformed to the left-hand side, Eq. (4.9) reads as follows:

$$\frac{S}{\lambda_c} = \frac{1}{2} \sqrt{(m^2 + n^2 + q^2)}$$  \hspace{1cm} (4.10)

The Eq. (4.10) limits the number of resonator frequencies in the resonator cube. Figure 4.9 presents a graphical plot of the spacing of the individual resonances. For a resonator of relative size $S/\lambda_c$, all the arrows below the value of $S/\lambda_c$ represent modes that can be excited and the frequency distance between them. Arrows above the given size of the environment $S/\lambda_c$ cannot be excited as the resonator is too small for them. The number of excitable modes is represented as Dirac impulse lines.

**Fig.4.9. Distribution of the excitable modes relative to the scaled size of the confined environment**

It can be observed from Fig.4.9 that the number of excitable modes, once the relative size of the environment increases, increases, hence the frequency gap between consecutives modes is reduced. This is crucial for the impact on the performance of a communication
system operating in such environment. In an ideal lossless resonator, the electromagnetic field can only be excited at the resonator frequencies. The performance of a communication system depends on the mutual combination of its frequency and bandwidth. Thus, the problem in the communication system is stated as follows with possible solutions to solve it:

- **Problems:**
  - If the bandwidth and the frequency are such that the spectrum they represent falls between the mode lines (as in Fig. 4.9), then the environment does not act as a resonator, it cannot be excited and no communication can be established.
  - If however the bandwidth and the frequency are such that, the spectrum they represent contains one mode line, then the environment acts as a resonator, and can be excited. However there is a risk that either the TX and/or RX might adopt a mismatched polarisation or occupy a resonant node, and thus be unable to excite the electromagnetic field. As a result, there is a high risk that the communication will fail.

- **Solutions:**
  - By increasing the number of modes within the spectrum, the probability of the antennas occupying a resonator node or being incorrectly polarised decreases (i.e., the system demonstrates hybrid behaviour).
  - Changing from a small confined environment to a typical environment, (i.e., above $10/\lambda$) significantly increases the number of mode lines within the spectrum such that wave propagation can occur in a standard ray-like manor.

Thus, for a given environment size, these problems identify minimum bandwidth requirements ($BW_{\min}$) to enable effective communication, at least for certain antenna
positions and polarisations. The requisite bandwidth must be larger than the distance between resonances closest to the frequency of the system $f_s$. Thus, if we call $f_{s+1}$ the nearest higher resonance frequency, and $f_{s-1}$ the nearest lower resonant frequency, the $BW_{\text{min}}$ can be calculated as follows:

$$BW_{\text{min}} > f_{s+1} - f_{s-1}$$  \hspace{1cm} (4.11)

If we substitute now Eq.(4.10) in Eq.(4.11):

$$BW_{\text{min}} > \frac{c}{2S} \sqrt{(m_{s+1})^2 + (n_{s+1})^2 + (q_{s+1})^2} - \sqrt{(m_{s-1})^2 + (n_{s-1})^2 + (q_{s-1})^2}$$  \hspace{1cm} (4.12)

where $m_{s+1} + n_{s+1} + q_{s+1}$ and $m_{s-1} + n_{s-1} + q_{s-1}$ are the mode descriptors for the closest resonance frequencies above and below system frequency $f_s$ respectively. Fig.4.10 illustrates an example of the bandwidth $BW_{\text{min}}$ required to establish a communication in dependency on the system frequency for a fixed size of the environment, where $a = 0.5\text{m}$ and $a = 1\text{m}$.

Fig.4.10. Minimum bandwidth required to establish communication at selected frequencies for $a = 0.5\text{ m}$ (a), and $a = 1\text{m}$ (b)
Figure 4.10 does not present one curve; it rather presents three curves for each case. This is due to the fact that the distance between resonances is not monotonously decreasing. This is caused by limited number of the combinations of the three integer modal descriptor. This can be seen even as a ‘clustering’ of modal lines in Fig.4.9. It can be observed that for larger sizes of the environment (Fig.4.10.b) a smaller $BW_{\text{min}}$ is required in order to establish a communication, due to less frequency resonances being excited inside the case.

For a ‘general shape’ resonator, the form of Eq. (4.9) – (4.12) will be slightly more complex, although again, for effective communication the spectrum should include at least one modal line (seen in Fig. 4.9), and not fall between two modal lines. Although the positions of the mode lines will be different to those for an ideal lossless cubical resonator, the inverse relationship between the mean distance between the mode lines and the relative size of the resonator still holds true [101].

Similar losses would also occur in a general shape, although the modal lines, which are Dirac impulses in the lossless case, are replaced by resonance curves corresponding to the resonator’s quality factor (Q). For a high Q, the resonance curves will be narrow and high, and thus the behaviour will essentially be the same. A low quality factor results in greater losses, and the curves will be wider and lower and thus the channel performance would be attenuated.

4.5. Electromagnetic Simulations of Confined Environments

In view of the complexity of the PC case scenario, in which channel behaviour is affected by both the case and its components, in this section a more realistic model using a 3D electromagnetic simulator is considered. The confined environment of a PC Tower box and a rectangular Aluminium cavity is used to study both wave propagation and resonator
behaviour. The effect of variables such as the size and position of different simulated absorbing materials within the case, in addition to the location of the exciting field, are also studied.

4.5.1. Description of the Electromagnetic Models

A more exact model is constructed using a 3D electromagnetic simulator (CST MicroStripes). In this method, an accurate geometric model of a real computer tower case (44cm x 18cm x 42cm) and the chassis of the Aluminium enclosure (65cm x 30cm x 70cm) are built, their external and internal component dimensions being very similar to an actual PC set-up (section 3.2). The inner enclosure includes the power supply, drive enclosures, the Main Board (MB) and PCI peripheral cards as shown in Fig.4.11.a. The power supply and drive enclosures are represented with small metallic boxes, whereas the MB and PCB cards, being 6 cm apart, are each modelled as a pair of flat plates (relative permittivity $\varepsilon_r = 4.5$ and loss tangent$^3$ of 0.3) separated by a very thin metal core in between, modelling the ground plane (best way considered to simulate PCBs). Cards are separated by 6cm. Dimensions of the PC box and different parts are almost identical to the ones from the real environment (standard PC box).

The second model is a simple rectangular case made from aluminium which includes PCB cards (see Fig.4.11.b), similarly modelled to the PC box setup, but with a loss tangent of only 0.1 for each PCB card. The cards are stacked one above another at 8 cm intervals. The difference in loss tangent for each is applied because, in a real PC, various other components (in addition to the PCI cards and MB) also act as absorbers. Such items include cables, casing

\[ \tan \delta = \frac{\omega\epsilon'' + \rho}{\omega\epsilon'} \]

where $\omega$ is the angular frequency, $\rho$ is the conductivity, and permittivity ($\epsilon$) is defined as the measure of the resistance that is encountered when forming an electric field in a medium, and can have real and imaginary components such that $\epsilon = \epsilon' + j\epsilon''$. 

---

$^3$
plastics, venting, fans, etc; which, for the sake of simplicity of the model, and time of simulation (14h), are not included. Therefore, for the model to behave realistically (in terms of power decay), different loss tangent values were chosen for each environment which match the power decay observed from statistical data. Figure 4.11 shows both models implemented with the MicroStripes Simulator; the yellow box inside both diagrams represents the field of analysis.

The excitation type is an initial field excitation of 1V/m Electric field (E), located in between the PCB cards, to simulate the location where our TX antenna in real measurements would be located most of the time (see Fig.3.2). Both horizontal (direction of y-axis) and vertical polarisation (direction of z-axis) of the dipole are considered, where the excited field is broadband with frequencies ranging from 3-9 GHz. Examining the behaviour of higher frequencies proved impractical due to the processing time and computational power required to accommodate the significantly higher number of grids, this being the case even for the Aluminium case alone.
The following sections present different electric field distributions at varying frequencies, represented as the Root Mean Square (RMS) value of the electric field within the PC box and Aluminium cavity. The objective was to demonstrate well the modal frequency described in section 4.4 and compare it between the different environments.

**4.5.2. Wave Propagation inside the PC Box**

The results for different frequency regions and polarisations of the RMS electric field (E) of the region described in section 4.5.1 are presented in the following Fig.4.12. The x-y plane is located just above of the lower PCB card, with the other two planes approximating to the walls of the PC box. The resonator like behaviour of the channel is demonstrated by variation in the field strength, with a range of 20-30 dB seen between the lowest and highest frequencies (Fig.4.12). Spatial fading is also very clear for both polarisations, where fade depth [103-105] is slightly lower for higher frequencies (almost 1 dB difference between 3 GHz and 9 GHz), and it is not surprising that, as the relative size of the environment becomes larger, fading is reduced. The maximum standard variation ($\sigma$) of the RMS electric field is approximately 11 dB, giving an indication of wide energy distribution across the whole channel.

For low frequencies ($f = 3$ GHz and $f = 5$ GHz), the relative size of the environment is smaller; thus, the modal lines are not so dense. There is a higher risk that terminals will fall either between the modal lines or the risk of weak excitation due to antenna position/polarisation in a resonance node (N) that is not supported by the resonance. Of interest is the finding that a standing wave occurs above the floppy disk between 2 metallic walls, and therefore an antenna in this position could well fall in a resonant zero position. In contrast, the electric field variations in the region of the PCB cards are less marked.
Fig. 4.12. Electric field distribution of different frequency regions inside the PC Box

(a) Horizontal polarisation of the exciting dipole
(b) Vertical polarisation of the exciting dipole
The corresponding wavelength of the higher frequencies (f = 7GHz and f = 9 GHz), are relatively small compared to the environment. The two polarisations exhibit similar behaviour but the horizontal arrangement has lower mean field strength due to interactions with the PCI and MB surfaces. This behaviour is due to the radiation generated by the dipole; a different pattern would occur with polarisation in the x-direction. The resonator patterns with these wavelengths are periodic in the plane where the separation between the modes coincides with half of the wavelength.

The objective of these simulations is to attempt to demonstrate increased efficiency of a communication channel with decreasing wavelengths, where the probability of positioning the antenna in a resonant zero (node), or incorrect choice of antenna, is inversely proportional to the environment size. However, it is difficult to determine the optimum location of the antennas within the box in view of the many other absorbing and scattering components not included within the model but which exist in a PC box, and which would affect resonant behaviour in a wireless set-up.

4.5.3. Wave Propagation inside the Aluminium Case

The same procedure as for the previous analysis in section 4.5.2 is performed using an Aluminium box as described in section 4.5.1. Fig.4.13 shows the 3 dimensional RMS electric field distributions (yellow box) inside the Aluminium box for different frequencies and polarisations of the dipole. Being symmetrical about its vertical midpoint, only the bottom half of the Aluminium box is considered. The location of the dipole is between the 4th and the 5th PCB card, and the x-y plane is located adjacent to the 7th PCB to determine the effect of an electric field close to the PCB cards. With this outer casing model, which would contain no scattering components as described for a PC environment, a much better approximation to a ‘real’ environment, in terms of wave propagation, is anticipated.
Fig. 4.13. Electric field distribution of different frequency regions inside the Aluminium Case

(a) Horizontal polarisation of the exciting dipole

(b) Vertical polarisation of the exciting dipole
As expected, a similar trend is observed within the aluminium box in terms of resonance (Fig.4.12 vs. Fig.4.13), with a range of 20-30 dB in field strength variation across different TX positions. The fade depth in this scenario is slightly larger (by 3dB) than that observed in Fig.4.1 due to less internal scattering and higher internal reflectivity. However, again, the standard variation ($\sigma$) of the RMS electric field also decreases with frequency (~2.5 dB between lower and higher frequency). This is because the relative size of the environment becomes larger, where there is an exponentially decrease of minimum fade depth once the size of environment increases (see Fig.4.5). Thus, diversity in polarisation becomes less important in terms of fading if many modes are excited in one dimension. Furthermore, the effect of polarisation also becomes negligible for higher frequencies, where so many modes are excited in each dimension. This gives an idea of how diversity in polarisation becomes less important for fading mitigation once so many modes are excited in one dimension.

In the case of vertical polarisation for $f = 3$ GHz in Fig.4.13, a well-defined standing wave is noted in the direction of the dipole’s polarisation where the PCBs are located. An open waveguide [118] is created across the y-z plane in the gap between the walls and the PCBs, whose width is 10 cm, corresponding to wavelength width for this frequency ($f = 3$GHz). This demonstrates how parallel placement of PCB cards inside the structure can create waveguide behaviour within certain parts of the box, depending on the frequency broadcast by the dipole and its location and polarisation. By extrapolation, this phenomenon has potential for good parallel communication between cards, where a high capacity link could be established between all of them $i.e.$ terminals are placed in the optimum location - preferably on the edges of the cards, at least according to the findings from this study. This phenomenon will be verified in the later section of Chapter 5 and 6 by statistical data from measurement campaigns inside the cavity.
4.6. Conclusions

This Chapter has explored the phenomenon of frequency-selective fading, which degrades signal characteristics, in a confined environment. The communication channel has been shown to be a hybrid of a ray-like channel observed in large environments (>10λ) and a resonator-like channel in which communication can occur through coupling\(^4\).

The two-ray model predicted that in small confined environments the frequency selective fading will be a more severe issue. This model predicts that bandwidth required to resolve all multipaths is scaled proportionally to\(V^{-0.333}\) where \(V\) is the volume of the environment; ray tracing simulation predicts scaling proportional to\(V^{-0.293}\).

One of the main determinants of performance is bandwidth: for a narrowband system, there is a significant effect of the spatial variation of the field strength which can be up to 30 dB. Should either the receiver or transmitter be positioned in one of the resonant zeros, communication would be severely attenuated or nil. For a wideband system (>500 MHz), this is less problematic because such a system relies on frequency diversity – that is, spreading information over a larger bandwidth alleviates the impact of the resonator-like behaviour because more energy excites more modes.

In contrast, higher frequencies are associated with less fading inside a confined environment (with a relative increase in environment size-to-frequency ratio). The difference in the standard deviation of the RMS electric field of the channel was around 1-3 dB, and an interesting study would be to compare fading statistics of the simulated results with real measurements inside the PC Box and aluminium cavity (Chapter 6).

\(^4\)Coupling is defined as the desirable or undesirable transfer of energy from one medium to another medium
One approach to improving signal strength appears to be through optimal polarisation of the receivers and transmitters. By using antennas with dual or even triple polarisation would allow excitation of more modes than a single-polarised antenna, with a reduced likelihood that either TX or RX is positioned in a null point (resonator zero), as more mode lines are available as the number of polarisations is increased. In addition, this solution also does not compromise the spectral efficiency.

Finally, another alternative would be to engineer the environment with a view to minimising fading and resonance. Fading inside the Aluminium case appeared to be slightly bigger than in the PC Tower box (~3 dB). Therefore, the use of absorbers would mitigate against the number of multipaths, and the system would be less resonant. As a result, even the issue with inter-symbol-interference in wideband systems could be resolved or mitigated. Note however that as many multipaths are attenuated, only the energy of the LOS remains available for transmission, which paradoxically reduces the SNR and ultimately compromises the spectral efficiency.
Chapter 5: Frequency and Time Domain Analysis

5.1. Introduction

This Chapter presents analysis of the frequency and time response of the empirical data collected inside both confined environments (PC Tower and Aluminium case). This chapter is divided as follows. Firstly, the analysis of the frequency domain inside the PC Tower and then the Aluminium case (with its different versions) are presented; secondly, there is the time domain analysis which includes the channel impulse response (CIR) carried out again in both scenarios. Two different approaches to model the power delay profile (PDP) are presented and this is followed by the RMS delay spread investigation for each environment. Finally, the Ricean K-factor, confirming the dominant NLOS nature of the environments, is summarised.

5.2. Frequency Domain Analysis

The first analysis in this chapter corresponds to the frequency domain of the different enclosures. Empirical data is recorded with the VNA in this format, where each point (of a total of 1601) includes the magnitude and phase for the corresponding frequency. The bandwidth is 8 GHz (3-11 GHz), which corresponds to a frequency resolution of 5 MHz. Although higher resolution could have been achieved by splitting the bandwidth into defined bands for each measurement, and then joining them, this approach was not adopted due to time restraints.
Single point measurements are subject to strong variations due to fading effects. Therefore the frequency responses for all different cases are presented using the average value all points from the TX grid for each frequency point.

5.2.1. Frequency response inside the PC Tower Box

Figure 5.1 presents the different frequency responses inside the PC Tower for both polarisations, once the RX is located at its three different fixed positions (Rx-Device, RX-PCB and RX-MB). The objective is to show how the frequency response is affected by both polarisations and location of the antenna inside the PC Tower case.
Fig. 5.1. Frequency Responses for both polarisations inside the PC Tower case when the receiver is located in:
(a) the RX-Device
(b) the RX-PCB
(c) the RX-MB

It is apparent from Fig. 5.1 that the horizontal polarisation (TH-RH) presents a slightly better response in terms of mean power over the whole band. The mean power transmitted for the full-band for TH-RH is around -44 dB, whereas the mean power for TV-RV is -51 dB, both for RX-Device and RX-PCB. Only in the case of RX-MB these mean power values for each polarisation are slightly lower (~1.5 dB). The explanation for that might due to higher shadowing at the receiver when located in the proximities of the main board (MB). Both polarisations in all the cases have similar standard deviation of power of ~7.5 dB. It is an interesting finding from Fig. 5.1 that the actual distribution of the antennas inside the box does not affect significantly the overall mean power, these having very similar values for each case. This makes sense in part due to the fact that the difference in distance between the different RX positions is not large, hence the variance in path loss over distance ($PL(d)$) might not be very significant. A deeper study of this phenomenon is presented in Chapter 6.
The polarisation adopted by the antennas does, however, play a dominant role. Several factors could account for this. Firstly, with a change in antenna orientation, the gain and therefore radiation pattern changes. A change in power with antenna polarisation can excite different PC components lying in the path of transmission, which may themselves absorb part of the transmission energy. To confirm this, the frequency response inside the Aluminium cavity could be examined with differing antenna orientations (without a MB included to simplify the model). The other explanation for the difference of mean power between polarisations is related to the different modes excited inside the cavity due to its different size and shape once the polarisation is changed from horizontal to vertical. Due to the hybrid-resonance nature of the cavity, different standing waves are excited across the channel depending on the frequency selectivity. If the terminals are located in zones where the standing waves cause destructive interference (resonant zeros), part or no energy is received by the RX.

The most important characteristic to point out is the non-continuous decay of energy in TH-RH along the band, where in specific frequency areas there appears an abrupt increase of energy (peaks). This behaviour is easy to spot in Fig.5.1.a and Fig.5.1.b, where three peaks appear around specific frequencies. These peaks correspond to 5 GHz, 7.5 GHz and 10 GHz. Therefore, it appears that there is a constructive interference every 2.5 GHz, which in terms of wavelength is 12 cm. This distance corresponds to double the distance between the PCB cards \((d = 6\,\text{cm})\) and also the distance between the second PCB card and the bottom wall. Thus, it seems that the radiation patterns of the antennas horizontally polarised excite a strong waveguide \([118]\) in the z-axis. Furthermore, a Bragg’s diffraction phenomenon \([119]\) may occur due to the regular arrangement of the PCB cards. This could result in constructive interference every \(2d\) once the wave hits the structures with an angle of incidence of \(90^\circ\). Bragg’s Law \([119]\) is expressed as follows:
\[ n\lambda = 2d \sin \theta \]  \hspace{1cm} (5.1)

where \( n \) is an integer, \( \lambda \) is the wavelength of incident wave, \( d \) is the spacing between the PCBs, and \( \theta \) is the angle between the incident ray and the scattering planes. Thus, if the angle of incidence is 90°, meaning that the signal is incident perpendicularly on the structure (PCB), wavefronts of constructive interference appear every 2.5 GHz along the band. This discovery explains the association between frequency selectivity and PCB separation distance.

It would be of interest to investigate this effect within the new Aluminium case which simulated a possible Personal Server and in which the separation between PCBs is different (\( d = 8\text{cm} \)), in order to verify that such constructive interference occurs in a simpler structure in which the only scattering/absorbing objects are the parallel PCBs themselves.

**5.2.2. Frequency response inside the Aluminium Case**

The aim of this section is to verify the non-homogeneous frequency response, observed in the previous section 5.2.1, from a similar environment such as a rectangular Aluminium case. This time, however, the separation between the PCBs is different (\( d = 8\text{ cm} \)). Figure 5.2 shows the frequency response of both polarisations where the response is an average of all points inside the transmitter (TX) grid. The RX in Fig.5.2 is fixed on top of an adjacent parallel PCB card (‘First Level’) which corresponds to a very similar scenario presented inside the PC box when RX-PCB (see section 3.2.1).
Fig. 5.2. Comparison of frequency responses for both polarisations inside the Aluminium case containing the PCBs

This time the peaks in Fig. 5.2 for TH-RH are clearer, where the constructive interference now appears at different frequencies. These frequencies are around 4 GHz, 5.8 GHz, 7.6 GHz and 9.4 GHz. Thus, the interval is 1.8 GHz, corresponding to a wavelength of ~16cm, which is again double the distance between the cards ($\lambda = 2d$). The fact that this resonance starts at 4 GHz is related to the fact that the first resonance appears when $\lambda = 2d$. Although the inter-plate distance is 8 cm, there are different components integrated into each card which, depending where the antenna is located in the TX grid, might slightly reduce the distance between cards. In contrast, the trend followed by the TV-RV is similar to that found inside the PC, where a more homogeneous decay of energy along the band is seen. The explanation of this is similar to the one obtained from the PC Tower, where the radiation patterns of TV-RV do not interact in the same way with the devices present in the case.

The total mean power transmitted for TH-RH is slightly smaller (≈ -42 dB) than the one from PC Tower (≈ -44 dB), with a similar standard deviation of 8 dB. This time, however, the average difference in mean power between polarisations decreases substantially to only 1-2 dB, where the mean power for the TV-RV case is around (≈ -44 dB). Therefore, it
seems that the highly complex environment presented in the PC Tower case, as well as the change in size of the enclosure, might also play a substantial role in overall performance.

A higher number of frequency response spikes is also seen in the Aluminium case model (Fig.5.2) compared to the PC Box (Fig.5.1); apart from the absorbing and scattering effects of the 8 PCB cards, the Aluminium case has high internal reflectivity. Furthermore, a higher number of frequency modes are excited due to the higher volume of the cavity (see Fig.4.8), hence the number of frequency points. In order to evaluate these phenomena, Fig.5.3 shows a comparison of frequency responses between the three different sizes adopted by the Aluminium case, for TH-RH alone (empty and filled cavities). The inclusion of the results of TV-RV (as well as the ones from an extra absorber) were considered irrelevant in this section since the purpose of this last study was to examine the reduction of frequency resolution with case size.

![Fig.5.3. Comparison of frequency response for TH-RH for different volumes of the Aluminium Case when](image)

(a) Empty Case

(b) Full Case (inclusion of 8 PCB cards)
Figure 5.3 shows that, once devices are included within the cavity, the frequency response changes significantly along the bandwidth. Figure 5.3.b illustrates resonant behaviour every 1.8 GHz occurring as a result of device distribution and polarisation. When the case is empty (Fig.5.5.a), this resonant behaviour is absent.

A huge number of frequency spikes are detected in this scenario (‘Empty case’), where, decreasing the size of environment, does not really affect the overall behaviour of the frequency, in part due to the same polarisation of the antennas being present for each size of the case. However, once the PCBs are included inside the case (Fig.5.3.b), it is quite clear how the reduced volume affects the performance. The resonant peaks become less easy to identify, hence less resolution in frequency appears due to fewer modes being excited inside the cavity with the presence of the PCBs. This phenomenon becomes stronger once the volume of the aluminium cavity is reduced to 75% (‘1/4 Full case’), where the ratio between the volume and the surface area of the structures increases substantially. This indicates that the more populated the environment becomes, the less resonance occurs in the overall system.

Finally, path loss in terms of frequency ($PL(f)$) becomes very difficult to model due to the clear resonant behaviour appearing across the bandwidth, like the TH-RH case. In other words, the overall architecture inside these complex environments becomes crucial, where there is a strong correlation between the radiation patterns of the antennas and the distribution of the devices inside the PC Tower case. Authors in a very similar environment [11] modeled the $PL(f)$ as $f^{-2k}$ [11, 26, 48] with a decay factor $k$ of 1.47 for the far-field scenario. However, this frequency dependency model of the path loss ($PL(f)$) becomes inappropriate since the $PL(f)$ cannot be fitted to linear decay, especially for the TH-RH case. Therefore, path loss over frequency seems not to be a very useful parameter to model for this type of channel. It is known from [26] that the propagation loss of the channel is a function
of both transmitted frequency and distance between antennas. Chapter 6 analyses the distance-dependence of path loss \((PL(d))\) in more detail to check whether this particular parameter is suitable to model the channel behaviour.

5.3. Time Domain Analysis

This section is divided into different subsection described as follows:

i. The first two sections examine the different Average Power Delay Profiles (APDP) of the different measurement campaigns inside the PC Tower box and Aluminium case respectively.

ii. Secondly, simulations of the PDP, calculated from the electromagnetic models presented in section 4.5, are presented.

iii. Later, two different simple approaches are used in order to evaluate the APDP. The first is based in the reflection coefficient of the environment, trying to establish a correlation between the volume of the case and the different reflection coefficients ‘r’. The ray tracing model explained in section 4.3 is used in this section. The second approach treats the power decay as a geometric series for a given number of multipaths inside of a threshold.

iv. Finally, the RMS delay spread [48] is calculated and predicted by the geometric model explained in previous section (iii).

5.3.1. APDP Results of PC Tower Box

This first section presents different APDPs calculated inside the PC Tower case for different polarisations and location of the RX antenna. Figure 5.4 shows these different APDPs.
Fig. 5.4. APDPs comparison between both polarisations inside the PC Box when
(a) RX-Device
(b) RX-PCB
(c) RX-MB

This author considers it important to remind the reader in this section that APDP is calculated as follows [7]:

\[ APDP = \frac{1}{N M} \sum_{x=1}^{N} \sum_{y=1}^{M} |h(x, y, \tau)|^2 \]  

(5.1)
where $M$ and $N$ are the total number of $x, y$ points of the TX grid respectively, $|h(x, y, \tau)|$ is the channel impulse response (CIR) calculated at each point of the TX grid, and $\tau$ is the relative delay of the $i$th multipath as compared to the first arriving component (excess delay) [48].

A difference in mean power decay of 7 dB is detected between polarisations. Again, the reasons stated in previous section 5.2 might explain this behaviour, where the antenna orientation plays a dominant role.

Once the receiver (RX) is placed next to the Main Board (MB) (Fig.5.4.c), a significantly different behaviour appears between polarisations. Firstly, the first path arrives after 3 ns, which means the signal bounces around the case covering a distance of almost 1 m before reaching the receiver. In other words, this situation becomes a very high NLOS situation where the strongest path received does not correspond with to the LOS path. This is because in this experiment the RX was placed in a location where objects from the MB, such as the fan, were shadowing the signal completely. In contrast, a great deal of similarity is observed between Fig.5.4.a and Fig.5.4.b, where although the RX is located in totally different spots inside the PC Tower box, not very dramatic changes appear. This indicates that once the RX is not being shadowed completely by other objects, it does not really matter where to place the RX in terms of mean power decay.

Another important characteristic to note is the rapid decay of the signal with time in each scenario. Every case from Fig.5.5 presents linear decay on a logarithmic scale in the first 50-60 ns (exponential decay in a linear scale), where after a threshold of 45-50 dB from first arrival, no more relevant changes in power transmission appear. This is translated to an average decay of power of 50 dB/50 ns (1 dB/ns), if the slope is considered linear throughout the time. The slope of the APDP is believed to change if certain factors are modified, of which the most important are cavity size and population. In other words, either placing or
removing devices inside the confined environment, or modifying their volumes or shapes would significantly affect the APDP. Section 5.3.2 presents various APDP examples calculated in different scenarios inside the Aluminium case for different situations.

5.3.2. APDP Results of Aluminium Cavity

This section presents different APDPs from the empirical data measured inside the Aluminium case. Figure.5.5 shows a comparison between different APDP for different dimensions of the Aluminium case; this time only TH-RH is included in the graphs due to the small difference between both polarisations in terms of power decay.
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Fig.5.5. APDPs comparison between three different volumes of the Aluminium case when
(a) Empty case
(b) Full case
(c) Full case + Absorber

It is easy to appreciate the increase in the slope of APDP once the size of the cavity is reduced, especially when the cavity is filled with PCB cards (Fig.5.5.b) and with an absorber (Fig.5.5.c). This emphasises the effect these devices have inside the cavity in terms of power loss. The decay in power observed for the ‘Empty case’ scenario (Fig.5.5.a) is almost negligible (~5dB/50ns), where the power arrives from reflections practically without any attenuation due to high internal reflectivity. Only after 100ns is a slight change in the slope of the APDP between different sizes appreciated, where multipaths take a shorter time to reach the RX. This phenomenon is more abrupt with the presence of absorbers inside the cavity, such as PCBs and a 3M 3030 Absorber, where multipath components coming from reflections with these devices result in greater power loss. Internal topology of the case will also interfere with the received signal due to shadowing.

In terms of power decay, the ‘Full case’ scenario resulted in a decay of ~10dB/50ns and a slightly steeper slope once the absorber is placed inside. The difference is greater between the smallest version of the ‘Full case + Absorber’ and the ‘Empty case’, this being
more than 30 dB in power loss per unit time over the same period. This is because of the change in ratio between size and absorption for the larger versions of the case.

Particular attention is given to Fig.5.5.a, where a well-defined clustering\(^1\) is noted every 2 ns for the first 25 ns. This phenomenon is easy to recognise for a perfect resonator environment where very clear standing waves can be excited without the presence of any scatters/absorbers. However, once the environment is filled with different structures, fewer waveguides modes are excited, hence the presence of well-defined clusters is reduced. This phenomenon is further analysed in section 5.3.4.

5.3.3. APDP of Electromagnetic (EM) Simulations

This part shows the APDP of simulations of the electromagnetic (EM) models of the PC Box and Aluminium Case built in Microstripes\(^\text{TM}\). The aim of this part is to determine whether the simulated EM models follow the same behaviour in power decay as the ones calculated from empirical data.

Figure 5.6 presents the APDP of each environment both empty and then populated with different devices. In the case of the PC Box, the devices are the MB and two PCBs, and in the Aluminium Box, 8 PCBs. The description of the setup was previously given in section 4.5.1.

\(^1\) Cluster is defined as a group of the same or similar elements gathered or occurring closely together
Fig.5.6. Predicted Performance for Microstripes Simulator showing the different decay for
(a) Empty PC                  (c) Empty Aluminium Case
(b) Full Aluminium Case   (d) Full PC Box

As expected, without the MB and PCI cards, high internal reflection (Fig.5.6.a) results in little or no decay of signal power. Once the absorbing components are included (MB and PCBs), the slope of power increases to 0.9 dB/ns (Fig.5.6.b), being very close to the real APDP measured from empirical data (~1 dB/ns from Fig.5.5). A similar trend is experienced inside the Aluminium Case, in which highly reverberant behaviour is observed in Fig.5.9.c and almost no decay appears due to internal reflections. With the only potential irregularity and point of energy loss being the hole in the back wall required for antenna placement.
Interestingly, the same resonator pattern deduced from the empirical data (Fig.5.5a) appears in the first 25 ns every 2 ns. Once the PCBs cards are included in the cavity, a higher absorption of power is observed. This power decay of 0.2 dB/ns is again very similar with the real slope measured from empirical data (Fig.5.8.b), which presented a slope of 20dB/100ns. The difference in power decay curves with time between ‘Full case’ and ‘Full PC’ is due to the smaller dimensions of the PC, in which multipath reflections take a shorter time to arrive to the RX. Furthermore, the ratio between size and absorption is higher.

The aim of this section was to demonstrate how different components placed inside the cavities, with different absorbing properties (loss tangent), dramatically affect the overall system performance. This power decay study is not only important in terms of the analysis of the losses, but crucial for the design of structures intended to receive the information carried by the signal. On the other hand, these simulated APDP from EM models fit reasonably well with empirical data and therefore these models are considered to be reasonable simulations of the real environments.

5.3.4. Model Parameterization of the APDP

According to the Saleh-Valenzuela (SV) model [41] for indoor propagation, the impulse response (complex in baseband) is given in general as

\[ h(t) = \sum_{k,l} \alpha_{kl} e^{i\theta_{kl}} \delta(t - T_i - \tau_{kl}) \]  

(5.2)

where \( l \) is the cluster index, \( k \) denotes the \( k \)th ray of the \( l \)th cluster, \( \alpha_{kl} \) and \( \theta_{kl} \) are the multipath gain and phase of the \( k \)th path of the \( l \)th cluster component, respectively; \( \tau_{kl} \) is the delay of the \( k \)th path of the \( l \)th cluster relative to the \( l \)th cluster arrival \( T_i \). The cluster arrival time and the ray arrival time within each cluster are modeled as a Poisson distribution with
arrival rates $\Lambda$ and $\lambda$, respectively, with $\Lambda > \lambda$. The amplitudes of the multipath components $\alpha_{kl}$ follow a Nakagami-m distribution. The phase term $\theta_{kl}$ is uniformly distributed between 0 and $2\pi$. In the channel model, the number of clusters, $L$, is a Poisson-distributed random variable with probability density function (PDF) given by the model 802.15.4a [26], with mean $\bar{L}$:

$$pdf_L^'(l) = \frac{\bar{L}' e^{(-\bar{L})}}{L!} \quad (5.3)$$

Cluster inter-arrival times are exponentially distributed with cluster arrival rate of $\Lambda$ (5.4) and so is the intra-arrival time of the rays, $\lambda$, within each cluster (5.5).

$$p(T_j | T_{j-1}) = \Lambda e^{-\Lambda(T_j - T_{j-1})} \quad (5.4)$$

$$p(\tau_{kl} | \tau_{k(l-1)}) = \lambda e^{-\lambda(\tau_{kl} - \tau_{k(l-1)})} \quad (5.5)$$

Fig.5.7. Graphical representation taken from [120] of the Saleh-Valenzuela (SV) model [41]
The mean square values of the gain are calculated as follows

\[
\alpha_{kl}^2 = \alpha_{00}^2 e^{-T_l/\Gamma} e^{-\tau_{kl}/\gamma} 
\]  

(5.6)

where \(\alpha_{00}^2\) is the average power gain of the first ray of the first cluster, and \(\Gamma\) and \(\gamma\) are power-decay constants for the clusters and rays, respectively. Due to the discrepancy in the fitting for the indoor residential, and indoor and outdoor office environments, the IEEE TG4a proposed to model ray arrival times with mixtures of two Poisson processes [26].

The environments analysed in this thesis are also considered indoor environments, although their properties differ substantially from the typical indoor environments (>10 \(\lambda\)). Thus, analysis of the APDP inside the PC Tower case and Aluminium box becomes relevant to determine if the SV model is still appropriate. Firstly, Fig.5.8 shows an example of APDP calculated inside the ‘Empty Aluminium case’, considered to have almost perfect resonator behaviour. The power decay with time is expected to be very low in this scenario.
Figure 5.8 presents both modeled inter-cluster and intra-cluster exponential decay fitted of the APDP of the ‘Aluminium empty case’, both in linear (Fig.5.8.a) and semi-logarithmic scale (Fig.5.8.b). A very clearly different exponential decay in Fig.5.8.a is observed between clusters ($\Gamma = 80$ ns) and rays inside the cluster ($\gamma = 6$ ns). These clusters are selected manually by visual inspection [26]. Clustering identification employing statistical techniques such as clustering algorithms are inappropriate for these applications due to the higher difficulty to develop a robust algorithm for the automatic identification of cluster regions [26]. Therefore, the modeled intra-cluster exponential decay ($\gamma$) might not be a representative model of the channel. This parameter ($\gamma$) becomes even harder to identify once the cavity is populated due to a rapid decay of power with time, and also the hybrid resonator-ray like behaviour. An example of that is shown in Fig.5.9, where the APDP is calculated inside the PC Tower case when the receiver is at RX-Device.
Fig. 5.9. Normalised APDP of the PC Tower, (a) on a linear scale and (b) semi-logarithmic scale

One parameter of small enclosures under scrutiny is the density of multipaths resulting from the reduced environment size, and the effect this has on the ability of RX to distinguish between these different components within clusters. Furthermore, due to the rapid decay of power inside the cavities (less than 20 ns), the typical identification of clusters by visual inspection [26] becomes impossible. Figure 5.9 illustrates a single exponential model decay which represents the decay of the overall power (inter-cluster decay). This power decay in linear scale (Fig. 5.9a) is found to be 4.34 ns and is very close to the 5.44 ns and
3.49 ns values previously calculated in [10]. This author, like Karendal et.al [10], believes that a single exponential decay model is sufficient as a simpler approach to the APDP; thus

\[ APDP \propto e^{-\tau/\Gamma} \] (5.7)

Figure 5.9.b and Figure 5.8.b illustrate the power decay on a semi-logarithmic scale, which is presented as a linear decay. The values included inside the plot represent a power decay of 0.05 dB/ns for an empty aluminium box, and 1 dB/ns for the PC Box. These values of the modeled exponential decay correspond very well to the ones established by visualisation in sections 5.3.1 and 5.3.2.

The next section investigates two different linear approaches of the APDP in order to prove that this linear decay (exponential decay on a linear scale) is a sufficient and valuable approach to modelling the power decay, even when the cavity presents almost perfect resonance (‘Empty Case’ scenario).

5.3.5. Possible Approaches to Evaluate the APDP

Two different approaches are considered in this section with the aim of modelling the power delay profile. The main physical reasons for decay are reflectivity and enclosure size. The antennas themselves and their orientation also play an important role in this matter as shown in previous sections 5.3.1 and 5.3.2. In those sections, however, the polarisation adopted by the antennas was not taken into account.

Firstly, a study of reflectivity using simulations of the environments created by ray tracing (tiling model) is presented in addition to real measurements inside the aluminium cavity to try to explain the familiar linear decay profile (as seen on a semi-logarithmic scale). Secondly, a simple geometrical model is considered as a preferred approach to the APDP.
5.3.5.1 Reflectivity Approach

In this section a model based on the reflectivity of the environment is presented using the tiling algorithm explained in section 4.3. A very detailed description of the model used also appears elsewhere [113]. However, for these simulations, certain changes are included, related to power decay as the inverse of the square of the distance \((1/d^2)\) [115]. This expectation is also explained by the Friis equation [115].

As explained in Chapter 4, when an electromagnetic field is excited inside a small rectangular conducting chamber, the chamber can be considered as a resonant cavity [107]. As such, this cavity will support a number of modes depending on the position and frequency of excitation, and the physical properties of the walls. Such a resonator will support waveguides modes which form standing waves [118], these distributing energy throughout the chamber according to the modal distribution. These waves travelling along the case might create constructive or destructive (fading) interference [103-105]. As a result, the path loss (PL) can vary significantly even for small displacements, meaning that these variations cannot be explained by the variation in path loss with distance. Thus the only losses taken into account in this tiling model for ultra small environments are due to the variations of the given value of the reflectivity coefficient (‘r’), where PL due to distance is not considered.

In order to prove that assumption, a comparison between both hypotheses (the Friis Model - expectation of \(1/d^2\) fall-off power - and the Non-Friis Model), and experimental data from the ‘Empty Aluminium case’ are presented (Fig.5.10). A deterministic value of ‘r’ (0.985) is used to fit the linear decay (semi-logarithmic scale). This high r coefficient is reasonable because the aluminium case is almost perfectly reflective, with the only possible losses being due to the apertures in the walls of the server for locating the antennas. It is
known that the ‘r’ coefficient is inversely proportional with power decay; the less reflective
the environment becomes (small ‘r’ values), the more rapid loss in power is expected.

![Impulse response for r = 0.985](image)

**Fig.5.10. Comparison between different reflectivity model hypotheses and the APDP measured inside the ‘Empty Aluminium Case’**

Figure 5.10 shows that the prediction of the non-Friis model is the best fit of the two. This could be due to the formation of standing waves within these very small cavities, and that the (slow) power loss can only be due to internal reflections.

A simulation of this phenomenon is illustrated in Figure 5.11, where different reflection coefficients are given for the volume (in this case the volume of the PC Tower case).
Fig. 5.11. Predicted performance from ray tracing simulation, showing different APDP decays once the reflection coefficient decreases

It appears that in Fig 5.11 for the given volume of the PC Tower case (44 x 42 x 15 cm$^3$), the decay follows a pattern of ~7 dB decay per hundredth of ‘r’. This means that the decay of ~1 dB/ns (or 50dB/50ns) calculated in section 5.3.1, corresponds with a reflection coefficient of $r = 0.93$. Thus, the PC Tower box could be modeled as an empty reflective environment with an ‘r’ of 0.93. For a theoretical environment where $r = 1$ (‘perfect’ internal reflectivity) there is no power loss, and the decay profile is flat.

In the case of the Aluminium Box, the volume of our server is different (65 x 70 x 30 cm$^3$), and a different decay pattern will therefore be observed: for a given ‘r’ value, different power decays occur with different volumes. A graphical example of this phenomenon is presented in Fig. 5.12 for a given reflection coefficient of $r = 0.97$. 
Fig.5.12. Predicted decay of power for different internal volumes with a reflection coefficient ‘r’ of 0.97

This data shows that decay is quicker in smaller environments – for example, a decay of 5dB takes twice as long in a volume of 0.136 m$^3$ as it does in a volume a tenth of the size (0.012 m$^3$). Note, both take the same number of reflections to decay to the same magnitude (dB), but over a different time course. Thus, Fig.5.12 presents a graphical simulation of the variation in the power decay with volume (for a given ‘r’ coefficient).

A further observation is the variation in times of arrival of the first path. In the largest case (79.5 m$^3$), the first path arrives after 10 ns, corresponding to a distance of 3 m between the virtual source and the RX. In contrast, for the lower volume, the first path arrives after 2 ns, corresponding to a distance of 60 cm, this is due to a smaller path length in the smaller environment. This relatively simple model confirms the hypothesis that the higher the volume of a cubic case, the lower the decay in the magnitude of the power.

These results were then compared with actual data taken from measurements inside the ‘Empty Aluminium case’. Various empirical volumes were adopted (with a constant ‘r’
value) and the results were compared with simulated values for the same volumes. Figure 5.13.a shows the different APDP for each volume of the ‘Empty Aluminium case’ and its linear fits of power decay in the first 150 ns. Figure 5.13.b illustrates a comparison between the linear fits (semi-logarithmic scale) of the normalized APDP of the empirical data taken from Fig.5.13.a and the ray tracing model fits for the corresponding volume of each cubic case (dashed lines).

The actual difference between volumes in Fig.5.13 is not large, although is enough to demonstrate that the smaller the volume, the faster the power decay rate (higher decay constant). Figure 5.13.b shows a very similar trend between simulations with an $r = 0.985$ and the empirical results, making the tiling model a good approach for the ‘Empty’ cubic cases.

The model becomes less accurate once the cubic case is populated with different devices (e.g. MB, PCB cards, and cables). This is in part due to the decreasing ratio between cavity and card volume once the case gets smaller. Thus, the reflectivity nature of the cavity

![Figure 5.13](image_url)
changes considerably, making this model an inappropriate choice for this kind of scenario. An example of this phenomenon is shown in Fig.5.14, where the Aluminium case is now filled in with the 8 PCB cards (‘Full Case’).

![Impulse Response](image)

**Fig.5.14. Comparison of the APDP for each volume of the ‘Full case’ with:**

(a) linear fits to the data in semi-logarithmic scale

(b) the comparison of these normalised fits with the ray tracing model of power decay using inside identical volumes of the cubic cases (dashed lines)

Figure 5.14.a shows a similar trend to that observed in 5.13.a, where the lower the volume the steeper the slope of power. This time the difference between decays is higher compared to the one in Fig.5.13.a, due to the presence of absorbing materials (PCBs). Figure 5.14.b includes different ray tracing fits according to the different sizes of the case. This time, different values of ‘r’ are needed to model the empirical results of APDP. This is because each volume, populated with different devices (PCBs, MB, cables) with different physical properties will have a different impact on the channel.

In order to fit the APDP of the ‘Full Case’, a reflection coefficient of 0.97 is needed. In contrast, once the ‘Full case’ is reduced to a half size, the ‘r’ value needs to be decreased to 0.955 to achieve a satisfactory fit of the APDP to the empirical data. Therefore, once the cavity becomes populated with its different size versions, prediction of the reflection coefficient becomes very difficult.
Finally, this model is only appropriate for small empty resonator cases, where small volume variations do not affect the reflectivity. Once the case gets larger, this model becomes inappropriate since, at that point, path loss over distance is no longer irrelevant (i.e. ray-like behaviour).

5.3.4.2. Geometric Model Approach

The second approach considered to model the APDP consists of a simple geometric model in which the power decay is believed to follow a geometric series. A geometric series is one in which there is a common ratio between each element and the one preceding it [76]:

$$a + ar + ar^2 + ar^3 + .. + ar^{N-1} = \sum_{i=0}^{N-1} ar^i = a \frac{1-r^N}{1-r}$$

(5.8)

where $a$ is the first term of the series, $r$ is the common ratio and $N$ is the number of multipath components.

In order to evaluate these values the behaviour of the PDP from empirical data has to be evaluated in more detail. Hence the PDP is averaged (and normalised) from all the measurements made on the grid for all different RX positions and polarisations. Then, the mean and standard deviation of APDP and excess delay can be calculated. This study is presented in Fig.5.15.
Fig. 5.15. (a) Average and standard deviation of normalised APDP and (b) excess delay for the first 100 resolved multipaths

An almost perfect linear decay (on a semi-logarithmic scale) is observed in Fig. 5.15.a for the first 100 multipaths, indicating that the power decay does indeed follow a geometrical series, at least initially. The averaged power decay presents a normal distribution of 0.35 dB per multipath resolved, with a mean standard deviation of 2.5 dB. However, after about 100 resolved multipaths, power transmission is considered irrelevant. The excess delay appears...
normally distributed with a mean delay of 0.38 ns and with a mean standard deviation of 1 ns. For the sake of simplicity, a 0.38 ns/multipath constant value is taken as the delay between consecutive multipath. The same occurs with APDP, where decay (ζ) is 0.35 dB/multipath. Thus, the power decay in dB/ns units is calculated as follows:

\[
\text{power\_decay(dB/ns)} = \frac{\text{decay\_time\_cte(dB/mult)}}{\text{delay(ns/mult)}} = \frac{\zeta(dB/mult)}{\Delta \tau(ns/mult)} \tag{5.9}
\]

Then, the power decay inside the PC Tower case is 0.92 dB/ns, which is reasonably close to the calculated one of ~1 dB/ns. A graphical representation of the geometrical model of the power decay per multipath is presented in Fig. 5.16 giving a demonstration of the decay behaviour of the power on a semi-logarithmic scale:

![Graphical representation of the power decay per resolved multipath](image)

where \(P_0\) is the Power of the first path detected, which represents the first term of the series. Then the total power is the sum of the calculated detected multipaths until the threshold is reached, which in this case is translated to the first \(N = 100\) multipaths. Thus, the power is represented as follows:

\[
P_{\text{total}} = P_0 + (P_0 - \zeta) + (P_0 - 2\zeta) + (P_0 - 3\zeta) + \ldots + (P_0 - (N-1)\zeta) \tag{5.10}
\]
Now, for the sake of simplicity, the decay will be presented in linear scale by \( \gamma \), hence \( \gamma = 10^{\zeta/10} \) (dB transformation of the decay in log scale \( \zeta \)). Also, \( P_0 \) is considered to be 0 dB (normalised power). Then, Eq (5.10) can be written in linear scale as:

\[
P_{\text{total\_linear}} = 1 + \frac{\zeta}{10} + 10^{\left(-\frac{\zeta}{10}\right)^2} + 10^{\left(-\frac{\zeta}{10}\right)^3} + ... + 10^{\left(-\frac{\zeta}{10}\right)^{N-1}}
\]

Eq (5.11) follows the same geometric series patterns as shown in equation (5.8), where the common ratio \( r \) is represented by the constant linear decay \( \gamma = 10^{\zeta/10} \). The first term of the series \( a \) is considered to be unity. Thus, we can rewrite the equation (5.11) as follows:

\[
P_{\text{total\_linear}} = \sum_{i=0}^{N-1} ar^i = \sum_{i=0}^{N-1} (10^{-\frac{\zeta}{10}})^i = \sum_{i=0}^{N-1} (\gamma)^i = \frac{1-(\gamma)^N}{1-\gamma}
\]

(5.12)

where \( \gamma \) is the linear power decay per each detected multipath and \( N \) is the total number of multipaths. It is important not to forget that if our decay was expressed in terms of dB/ns, the decay might be multiplied by the constant delay 0.38 ns.

Once the total power is defined in equation (5.12), an interesting study would be to predict the increase of this power per multipath, or in other words, to analyse the number of multipaths necessary to approach the maximum value of the power. This type of analysis is very useful for future implementations of rake receivers [121]. Figure.5.17 presents a comparison of the normalised accumulated power calculated by the geometrical model and from empirical data from measurements inside the PC Tower.

116
Figure 5.17 illustrates how a very similar trend in terms of power accumulation is followed by the geometrical model in comparison with the real data. The ratio assumed for the geometrical model is 0.33 dB/mult (~1dB/ns), corresponding to the real scenario of the PC case. This discovery verifies the assumption of the APDP following a geometric model, where the prediction of a linear decay (on a semi-logarithmic scale) is confirmed by the model. The slight difference between both lines might be due to the fact that in order to normalise the geometric model, the power accumulated by each multipath is divided by its limit of the geometrical series. This limit is calculated as follows:

$$\lim_{i \to \infty} \frac{1 - \gamma^i}{1 - \gamma} = \frac{1}{1 - \gamma}$$  \hspace{1cm} (5.13)$$

where $\gamma$ is the linear power decay. Thus, the normalised accumulated power from the geometrical series is calculated as:
\[
\frac{\text{Power}_{\text{accumulated}}}{\text{Total}_{\text{Power}}} = \frac{1 - \gamma^{N-1}}{1 - \gamma} = 1 - \gamma^{N-1}
\]  

(5.14)

where the \text{Power}_{\text{accumulated}} comes from Eq (5.12) and the \text{Total}_{\text{power}} comes from the established limit of power in Eq (5.13), where the number of \( N \) multipaths is set to infinity.

To conclude this section it is important to bear in mind that from this model different investigation can be undertaken, such as investigating the ideal decay for a given volume, in order to simplify receiver architectures without losing too much energy. Prediction of the RMS delay spread and Ricean K-Factor for a given linear power decay would be very useful to know; hence they are presented at the end of this chapter.

### 5.3.6. RMS Delay Spread

The time dispersion of a channel is characterised in terms of the time delay spread, which depends on the location and composition of scatterers and the overall geometry of the propagation environment. The delay parameters are extracted directly from the power delay profile (PDP). The RMS delay spread \( (\tau_{\text{RMS}}) \) is the square root of the second central moment of the power delay profile [48]. As mentioned in Chapter 3, only the calculations of the RMS delay spread are presented in this section due to the fact it is considered sufficient in terms of the analysis of time dispersion. This parameter has been found to vary with distance [26], but due to the reduced distance between antennas within the enclosures, the mean value \( E\{\tau_{\text{RMS}}\} \) could be considered sufficient to characterise \( \tau_{\text{RMS}} \). However, Fig.5.18 shows the cumulative distribution function (CDF) of the RMS delay for each receiver location and polarisation in order to evaluate its variation.
Fig. 5.18. CDF of RMS delay Spread across the whole grid when the receiver is located at
a) RX-Device
b) RX-MB
c) RX-PCB

All cases in Fig. 5.18 present similar values between both polarisations, where the median difference is less than 1 ns. In terms of time dispersion difference between RX positions, the TH-RH case does not change significantly between scenarios. In contrast, in the TV-RV case in Fig. 5.18.c, there is a significant change of more than 1 ns in comparison with Fig. 5.18.a and Fig. 5.18.b. The possible explanation for this is the higher proximity of both antennas in this case (see Fig. 3.3.a). An average RMS delay spread is found to be around 4-5 ns, and it appears as though that polarisation does not have a dramatic effect. In practice, values of the $\tau_{rms}$ depend on the choice of noise threshold used to process the PDP [48]. If this noise threshold is set too low, noise could be processed as multipath, thus giving higher values of the parameter. The threshold established to calculate $\tau_{rms}$ is 35 dB, although it is reckoned that less than that would be enough to process the multipaths (20 dB) [26].

Subsequently, the values of the mean and standard deviation of $\tau_{rms}$ for all different scenarios (PC Tower case and Aluminium Box) were calculated and presented in Table 5.1.
As mentioned previously, the mean value for the calculated delay inside the PC box varies between 4-5 ns without substantial variations in mean and standard deviation (around 0.3 ns) between polarisations. The same trend is followed by the other cases, where the difference in values between polarisations is negligible. However, the difference in $\tau_{RMS}$ between scenarios is very significant: an example is when the mean value $E[\tau_{RMS}] = 39.47$ ns of the Aluminium empty box compared with a difference of more than 20 ns once this same scenario becomes populated with PCBs and absorber (12.16 ns). Once the size the enclosure is reduced, a substantial drop in delay also appears. It seems that the higher the resonance of the environment, the higher the value of $\tau_{RMS}$; hence, $\tau_{RMS}$ could be an indicator of resonance within these small enclosures. This makes sense since the values of $\tau_{RMS}$ depend on the actual slope of the power over time. Of special interested is the fact that once the size of the Aluminium is reduced (to a similar volume to a standard PC), with the inclusion of the PCBs and EM absorber, the value of the RMS delay becomes reasonably close to the one calculated

<table>
<thead>
<tr>
<th>RMS Delay spread ( (\text{ns}) )</th>
<th>Scenario</th>
<th>Horizontal Polarisation ( (\text{TH-RH}) )</th>
<th>Vertical Polarisation ( (\text{TV-RV}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std.</td>
<td>Mean</td>
</tr>
<tr>
<td>PC Box</td>
<td>RX-MB</td>
<td>4.818</td>
<td>0.339</td>
</tr>
<tr>
<td></td>
<td>RX-Device</td>
<td>4.248</td>
<td>0.308</td>
</tr>
<tr>
<td></td>
<td>RX-PCB</td>
<td>4.137</td>
<td>0.307</td>
</tr>
<tr>
<td>Aluminium Box (Full + Absorber)</td>
<td>Case</td>
<td>12.16</td>
<td>1.213</td>
</tr>
<tr>
<td></td>
<td>½ Case</td>
<td>7.078</td>
<td>0.537</td>
</tr>
<tr>
<td></td>
<td>¼ Case</td>
<td>4.916</td>
<td>0.463</td>
</tr>
<tr>
<td>Aluminium Box (Empty)</td>
<td>Case</td>
<td>39.47</td>
<td>0.643</td>
</tr>
<tr>
<td></td>
<td>½ Case</td>
<td>34.22</td>
<td>0.903</td>
</tr>
<tr>
<td></td>
<td>¼ Case</td>
<td>28.61</td>
<td>0.705</td>
</tr>
<tr>
<td>Aluminium Box (Full)</td>
<td>Case</td>
<td>19.69</td>
<td>0.643</td>
</tr>
<tr>
<td></td>
<td>½ Case</td>
<td>10.82</td>
<td>0.404</td>
</tr>
<tr>
<td></td>
<td>¼ Case</td>
<td>6.601</td>
<td>0.609</td>
</tr>
</tbody>
</table>

Table 5.1. Measured full-band UWB channel time dispersion statistics
inside the PC Tower case. Thus, similar power decays in both scenarios are expected to be found.

The different values of $\tau_{RMS}$ differ substantially across the various scenarios, and their validation becomes an important issue. Of note is the value calculated inside the PC Tower case. This has a mean $\tau_{RMS}$ of $\sim 4.5$ ns, which differs substantially from a mean $\tau_{RMS}$ of $\sim 23$ ns reported previously in a similar scenario [11]. Due to this significant difference between values of this parameter, the author believes that a prediction of $\tau_{RMS}$ for a given power decay (dB/mult) becomes substantially useful to check if the empirical values are logical. In order to verify this prediction, the RMS delay spread was calculated using the APDP geometric model presented in section 5.3.4.2. Figure 5.19 presents this prediction where the real values of $\tau_{RMS}$ from Table 5.1 are also included.

Fig.5.19. Predicted RMS delay spread from geometric model for a given power decay (dB/multpath). Red dots represent the different mean RMS delay values calculated from empirical data
Figure 5.19 shows the predicted exponential decay (on a semi-logarithmic scale) of the RMS delay spread for a given power decay (dB/mult) and the correlation with the real values calculated from measurement sets. A very good match between both trends is observed and the error between them is negligible; hence Fig.5.19 verifies the results calculated inside the cavities. Furthermore, it shows that the geometric model is a very good approach to modelling the APDP in these kinds of environments.

5.4. Ratio between Dominant Path and Reflections (Ricean K-Factor)

Considering that line-of-sight (LOS) paths are present inside the enclosures, the aim of this analysis is to give an idea of the nature of these confined environment. Low K values indicate that the majority of the received signals are reflected; high values indicate a free space path where only the direct components exist. Firstly, Fig.5.20 presents the different CDFs of the K-Factor inside the PC Tower box in order to evaluate its nature.

![CDF of Ricean K-Factor across the grid points when the receiver is located at](image)

(a) RX-Device  
(b) RX-MB  
(c) RX-PCB

Fig.5.20. CDF of Ricean K-Factor across the grid points when the receiver is located at

(a) RX-Device  
(b) RX-MB  
(c) RX-PCB
The first impression from Fig. 5.20 is that almost all situations have a mean K-Factor value of -10 dB. This corresponds to a transmission of only 10% of the total energy by the direct path, the remainder coming from multipath reflections. Furthermore, once the receiver antenna is located in RX-MB (Fig. 5.20.b), some of the values of K-Factor only transmit 5% of the energy by the LOS path. Again, this can be accounted for by the shadowing effect of components of the MB. Figure 5.20.a shows that only once the antennas are horizontally orientated (TH-RH), does a significant proportion (almost 25%) of the energy come from the direct path. The line-of-sight (LOS) nature gets stronger due to the bi-directional pattern of the antennas, especially once the TX adopts positions on the edge of the PCB cards where less shadowing between the antennas occurs. The actual analysis of the spatial distribution of the power transmitted is investigated in Chapter 6.

After the analysis of the Ricean K-Factor inside the PC box, it becomes apparent that this confined environment presents a highly non-line-of-sight (NLOS) nature, where an average of 90% of the energy comes from scattered paths. This conclusion indicates how reflective and scattering this environment truly is. Thus, if the antennas do not present a LOS configuration, the total energy received by the antenna relies entirely on multipath components (reflections). Ultimately, this presents certain challenges since complex receivers would have to be installed to detect all the indispensable reflected multipaths in order to capture the transmitted energy.

For this reason, the inclusion of absorbers inside these cavities becomes desirable. It is known that in order to increase the K-factor the $Q$ (Quality Factor) needs to be lowered by placing absorbers within the chamber [122]. This is because a higher number of absorbers decrease the number of reflections, and thus the LOS path becomes more valuable. In order to verify this phenomenon, Table 5.2 presents the different values of this parameter for all the different scenarios.
Table 5.2. Measured full-band UWB channel Ricean K-Factor statistics

<table>
<thead>
<tr>
<th>Ricean K-Factor (dBs)</th>
<th>Scenario</th>
<th>Horizontal Polarisation (TH-RH)</th>
<th>Vertical Polarisation (TV-RV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std.</td>
<td>Mean</td>
</tr>
<tr>
<td>PC Box</td>
<td>RX-MB</td>
<td>-9.779</td>
<td>1.825</td>
</tr>
<tr>
<td></td>
<td>RX-Device</td>
<td>-6.501</td>
<td>1.807</td>
</tr>
<tr>
<td>Aluminium Box (Full + Absorber)</td>
<td>Case</td>
<td>-9.561</td>
<td>3.343</td>
</tr>
<tr>
<td></td>
<td>½ Case</td>
<td>-12.24</td>
<td>1.229</td>
</tr>
<tr>
<td></td>
<td>¼ Case</td>
<td>-10.04</td>
<td>1.368</td>
</tr>
<tr>
<td>Aluminium Box (Full)</td>
<td>Case</td>
<td>-12.15</td>
<td>3.377</td>
</tr>
<tr>
<td></td>
<td>½ Case</td>
<td>-13.77</td>
<td>1.017</td>
</tr>
<tr>
<td></td>
<td>¼ Case</td>
<td>-11.89</td>
<td>1.172</td>
</tr>
<tr>
<td>Aluminium Box (Empty)</td>
<td>Case</td>
<td>-14.29</td>
<td>2.187</td>
</tr>
<tr>
<td></td>
<td>½ Case</td>
<td>-14.05</td>
<td>1.675</td>
</tr>
<tr>
<td></td>
<td>¼ Case</td>
<td>-14.49</td>
<td>1.758</td>
</tr>
</tbody>
</table>

Ricean K-Factor values for a perfect resonator (Aluminium Box Empty) are very low, especially for TV-RV, where an extremely NLOS nature is noted: less than 3% of the power comes from direct paths, and the actual environment size appears not to influence the K values. This reiterates how important multipath components become for energy transmission. In contrast, as the Aluminium box becomes populated with PCBs, there is, as expected, a reduction of the K-Factor. Special attention is drawn to the standard deviation of the results for the ‘Full case’ scenario (> 3 dBs), in which certain grid points transmit almost 15% of the energy by a LOS path, and others only just above 3%.

Results for the Aluminium Box including the EMC absorber AB-5050 (plus the PCBs), supports a previous report [122], in which the greater the number of absorbing materials, the higher the value of the K Factor. The actual increase is an average of 2 dB in respect of the scenario without the absorber, with a median value of -10 dB. The results
including the PCBs plus absorber are actually very similar to the ones calculated inside the
PC Box.

Finally, a comparison between the general trend of the Ricean K-factor predicted by
the geometrical model of the APDP and the empirical values from this factor is presented in
Fig.5.21.

![Graph showing predicted ratio between dominant path and reflections (Ricean K-Factor) from geometric model for a given power decay (dB/multipath). Red dots represent the different Ricean K-Factor values calculated from empirical data.](image)

This time the match between the predicted ratio between dominant path and
reflections (Ricean K-Factor) and the values from empirical data is less close, especially for
the cases in which there is lower power decay (i.e. higher resonance). One of the reasons is
the influence of antenna polarisation inside the cavities, where the radiation patterns of the
antennas is a factor which is not represented by the actual geometric model. This emphasises
the effect of antenna polarisation on the results, and finding the best approach to model this
type of environment becomes extremely complex. However, the maximum error is around 6
dB for the ‘1/4 Full Case’, which represents a difference of 1% in the power transmitted by LOS path. Thus, even in that case, the actual geometrical model describes the predicted Ricean K-Factor performance reasonably well.

5.5. Summary of Findings

This chapter has presented the frequency and time domain analysis of the measurement campaigns inside the PC Box and Aluminium case. Based on the analysis of the results, certain deductions can be made:

i. A difference in mean power received (~7 dB) is noted between different polarisations inside the PC Tower. In contrast, the difference of mean power inside a less complex Aluminium case is almost negligible. This gives an idea of the influence of antenna radiation patterns on the internal orientation of the electronic components (i.e. MB). However, positions of the RX inside the metallic structures did not affect significantly the mean power transmission once the RX is not adjacent to the MB.

ii. Frequency responses of the environments showed a resonator pattern along the band for horizontal polarisation (TH-RH), which this author believes is due to constructive interference created by a Bragg distribution [119] of the devices inside both cavities. This pattern disappears once polarisation of the antennas and/or the size of the environment are modified. This discovery explains the association between frequency selectivity and PCB separation distance. Results also showed that the more populated the environment becomes, the less resonance occurs in the overall system.

iii. Due to the reduced size of these enclosed environments and their internal reflectivity, very dense multipath reflections arrive in a very short period of time. Therefore, the
mean power decay depends very considerably on the actual size and reflectivity of the environment, it is steeper than the decay seen in a typical indoor environment, and it is reduced once the cavity becomes more resonant. Simulations of the power delay profile (PDP) of the environments modeled by MicrostripesTM fitted very well with real measurements.

iv. Reflectivity is fairly uniform across the different scenarios. Thus, ray tracing simulations, for a range of reflection coefficients, showed a good match to the actual PDP. They verified that the standard $1/d^2$ power decay over distance is no longer expected. However, inclusions of absorbing materials were not considered in these simulations, thus correlation between coefficient reflections and engineered enclosures became significantly complex.

v. Averaged power (APDP) follows very similar exponential decay to the model from [26]. However, density of clusters encountered in these environments is extremely high due to the reflectivity of the metallic surroundings and the small dimensions of the enclosures. Thus, differentiation of clusters and ray arrivals inside each cluster cannot be distinguished by visual inspection. This author believes that a simpler model than the one presented by [11, 26] can represent the APDP of these channels. This model is based on a geometric series where the ‘common ratio’ is the power decay. A geometrical fit was considered because the APDP decreases monotonically – and the power decay of each subsequent multipath could be treated as a ratio of the previous one. This model was found to predict, with some precision, the results from time dispersion and Ricean K-factor.

vi. Time dispersion was interpreted by the RMS delay spread. Because of the small distance between antennas, this parameter varies greatly, and the mean value is
sufficient to characterise it. This factor was noted to be in the order of nanoseconds due to the reduced size of the enclosures, where its values are correlated strongly with the power decay of the channel (i.e. resonance of the channel).

vii. Finally, The Ricean K-Factor showed the dominant non-light-of-sight (NLOS) nature of the environments. Only best scenarios presented a 25% energy transmission via direct ray whereas in the majority of the scenarios, no more than 10% of the energy arrived by LOS path. This show how important the selection of the antennas (radiation patterns) might be if the transmission relies on reflections or direct path. Ricean K-factor results in [122] show that K is not generally dependent only on the number of absorbers in a reverberating chamber but also on their configuration. Therefore, for future studies, is not only important how many absorbers one includes inside the confined environment, but actually where these are located.
Chapter 6: Power Loss and Capacity of the Channels

6.1. Introduction

This Chapter examines power loss and channel capacity of the confined environments of a PC Box and an Aluminium Resonator Cavity, and is divided as follows:

i. An in depth study of large scale fading (path loss) within the two small scale environments is performed.

ii. A more significant study of fading with reference to environment dimension is performed (small scale fading). In this section, spatial distribution (and standard deviation) of power is discussed. Simulation results from the fade depth model [105, 107] presented in chapter 4 are compared with the results from this empirical data.

iii. In the second half of the chapter the channel capacity is analysed. This is calculated for the whole bandwidth (3-11 GHz) with an assumed SNR of 25 dB at the source. At the beginning an aggregate capacity per multipath is compared to the overall data rate of SATA and PCI buses. This comparison is followed by an extended study of the ideal locations of the antennas inside both environments, where the spatial distribution of channel capacity for the full-band is presented for different scenarios inside the PC Box and Aluminium case. At the end of this part, a very interesting evaluation of the variation of the aggregate capacity once the aluminium case is engineered (change of size and absorber inclusion) is also included.

iv. A summary of the entire study is presented.
6.2. Path Loss over Distance

Path Loss (PL), defined as the division between the averaged received power and the transmitted power, depends on the distance \( d \) between TX and RX and the transmitted frequency \( f \). Path loss modelling can be simplified by assuming that frequency and distance act as independent variables with respect to the effect on PL \([26, 48, 97, 98]\): 

\[
PL(f, d) = PL(f)PL(d) 
\]  

(6.1)

The frequency dependence of the Path loss is given as \([26, 48, 97, 98]\):

\[
PL(f) \propto f^{-2k} 
\]  

(6.2)

where \( k \) is the decay factor. The analysis of \( PL(f) \) was already studied in section 5.2. Thus, this section only covers the distance dependence of the path loss, usually modelled as power decay law:

\[
PL(d) = PL(d_0)(\frac{d}{d_o})^{-n} 
\]  

(6.3)

where \( n \) is the path loss exponent and \( d_o \) is the reference distance in this research which is considered to be 1cm. This path loss exponent \( (n) \) depends on whether the propagating wave is NLOS or LOS and therefore varies according to the internal environment. LOS path loss exponents in indoor environments vary from 1 in a corridor \([123]\) to about 2 in an office environment. In contrast, NLOS \( n \) exponents typically range from 3-7 \([26]\). Figure 6.1 presents the different PL(d) once the receiver antenna (RX) is located in its three different locations inside the computer for both polarisations. A linear regression fit for PL is given for each case.
Fig. 6.1. Path loss (PL) comparison between both polarisations inside the PC Box with the receiver positioned at:

(a) RX-Device
(b) RX-PCB
(c) RX-MB
Although the TX always adopts the same locations in the grid, the distance between terminals is different as the RX is located at the three different points inside the PC. These distances, ranging between 6cm and no more than 28 cm, all represent a far-field scenario, (near-field being slightly less than 1 cm)\(^1\). That is the reason, in order to separate between near and far field, that 1cm was chosen as the reference distance \((d_0)\) in the PL\((d)\) analysis.

From inspection of Fig.6.1 a similar behaviour between polarisations is detected once the receiver antenna is located at the RX-Device and RX-PCB (Fig.6.1.a and Fig.6.1.b respectively). Furthermore, PL\((d)\) seems to have a slightly homogeneous difference between polarisations across the range of distances studied. The exception is when RX is at the MB (Fig.6.1.c), where the deviation between polarisations is substantially different. With TH-RH, a steeper averaged PL is observed than for the vertical polarisation case, thus the path loss becomes less negligible than in the other cases. A possible explanation is the highly shadowing effect by the elements on the MB, where once the TX is closer to the RX, higher possibilities of line-of-sight (LOS) nature might be identified due to the radiation pattern of the terminals.

The plots presented in Fig.6.1 are fitted by semi logarithmic linear regression as previously described [26], although this fit may not be appropriate for a complex internal environment. Figure 6.1.c in particular identifies waveguide behaviour which it is expected from the theory previously described (Chapter 4), where a semi-hybrid scenario is found inside the PC and waveguide modes can appear along the case due to the resonator-like behaviour. Previous authors have attempted to model the PL of a very similar scenario with a regression line and noted that not all points fitted onto the logarithmic linear regression line [9].

\[ R = \frac{2D^2}{\lambda_{\text{max}}} = \frac{2(2cm)^2}{10cm} = 0.8cm \]

\(^1\)
A more in depth study of the PL is also carried out inside the Aluminium box. Although it is recognised that simple linear regression is not adequate to model PL, Table 6.1 presents the values which would define the PL(d) from Eq.(6.3), on a logarithmic scale for different scenarios and both polarisations.

<table>
<thead>
<tr>
<th>Path Loss (dB)</th>
<th>Scenario</th>
<th>Horizontal Polarisation (TH-RH</th>
<th>Vertical Polarisation (TV-RV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>n</td>
<td>Std.</td>
</tr>
<tr>
<td>PC Box</td>
<td>RX-MB</td>
<td>0.49</td>
<td>4.27</td>
</tr>
<tr>
<td></td>
<td>RX-Device</td>
<td>0.24</td>
<td>3.50</td>
</tr>
<tr>
<td></td>
<td>RX-FOB</td>
<td>0.08</td>
<td>2.40</td>
</tr>
<tr>
<td>Aluminium Box (Full + Absorber)</td>
<td>Case</td>
<td>0.11</td>
<td>6.66</td>
</tr>
<tr>
<td></td>
<td>½ Case</td>
<td>0.1</td>
<td>7.23</td>
</tr>
<tr>
<td></td>
<td>¾ Case</td>
<td>0.23</td>
<td>7.29</td>
</tr>
<tr>
<td>Aluminium Box (Full)</td>
<td>Case</td>
<td>0.09</td>
<td>2.81</td>
</tr>
<tr>
<td></td>
<td>½ Case</td>
<td>0.09</td>
<td>2.80</td>
</tr>
<tr>
<td></td>
<td>¾ Case</td>
<td>0.37</td>
<td>6.61</td>
</tr>
<tr>
<td>Aluminium Box (Empty)</td>
<td>Case</td>
<td>0.07</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>½ Case</td>
<td>0.06</td>
<td>1.36</td>
</tr>
<tr>
<td></td>
<td>¾ Case</td>
<td>0.05</td>
<td>1.30</td>
</tr>
</tbody>
</table>

Table 6.1. Measured full-band UWB channel Path Loss

Table 6.1 shows that the path loss exponent $n$ is less than 0.5 for all scenarios. This agrees with a previous report [11] where $n$ is approximately 0.11 once both antennas are in the far-field. This value is significantly lower than any previously reported data [26], where the variation of PL(d) inside these small environments is almost flat. The explanation for this is likely to be due to reduced distance antennas inside the selected enclosed environments, and their highly reflective nature, where almost all the energy emitted is reflected back to the RX. Very little variation of $n$ (and therefore standard deviation) is observed between the different scenarios inside the Aluminium box, except for when the Aluminium box is at its
smallest and most cluttered version. Again, the difference could be due to the higher shadowing nature caused by the PCB cards and that the moving wall being located just next to the PCB cards (a higher NLOS scenario). In other words, now the signal does not have as much free-space to bounce around the case in respect to others situations, where bigger gaps formed between PCBs and front wall used to appear. In addition, fewer resonant modes are excited due to the dimensions and topography of the system, which is translated to a higher difference in power decay depending on the antenna separations.

A great difference in $n$ appears between both polarisations when RX-MB inside the PC Box. This author believes that this great variation might be due to the fact that, in this location, the RX is really blocked by different elements from the MB (i.e, fan), where the change of polarisation has a great impact in the PL exponent. This is an example where the linear fit of the PL does not appear to be a great approach to model this parameter.

Finally, PL(d) does not appear to obey the 802.15.4a standard model previously established [26] and the greatest influences appear to be antenna location and polarisation. Therefore, the normal relationship between PL and distance does not appear to hold true for this internal environment, where small scale fading appears to have a greater influence than large scale fading. As discussed in Chapter 4, in a small environment, minor antenna displacements towards, or into, resonant zeros can result in an abrupt change in energy.

6.3. Small Scale Fading Analysis

Power variation for small displacements of the TX within the grid is investigated using a small scale analysis. Malik et al define fade depth as three times the standard deviation of channel energy for a small spatial variation of the receiver/transmitter [103-105]. In order to calculate the fade depth it must be noted that the selection of the local area is essential. In order to remove the path loss effect, smaller areas of the grid are considered to
calculate the fading, where even a value of $4cm^2$ means a very small area, it becomes quite significant in our small environment. However, such an area must of course be large enough to contain the full variation of the energy caused by the multipath superposition.

6.3.1. Fade Depth Results

This section examines the fade depth calculations, derived from empirical data to determine its relationship between frequency, signal bandwidth, and environment size. Figure 6.2 presents the spatial distribution and standard deviation of power across the TX grid inside the PC Box for both low (3 GHz) and high (9 GHz) frequencies.

Fig. 6.2. Spatial distribution of Power inside the PC Box and its standard deviation when

(a) $f = 3$ GHz for horizontal polarisation
(b) $f = 3$ GHz for vertical polarisation
(c) $f = 9$ GHz for horizontal polarisation
(d) $f = 9$ GHz vertical polarisation
Figure 6.2 clearly demonstrates the difference in signal distribution between lower and higher frequencies. The wavelengths of low frequencies (Fig.6.2.a and Fig.6.2.b) are much larger than the elements in the channel, and the relative size of the environment becomes smaller. Consequently, the resonant modes are sparse in frequency and there is a higher risk that a particular frequency will fall either between the resonances or there will be a risk of weak excitation due to antenna position in a resonant zero. Furthermore, power enhancement appears to occur when the antenna is closer to the aluminium wall, where almost all the emitted power is reflected. The fact that there is a gap between the aluminium wall and the TX grid also somehow excites waveguide modes of the empty section.

In contrast, with high frequencies (the shortest wavelength being 3.3 cm for 9 GHz, Fig.6.2.c and Fig.6.2.d), the scenario is different as the wavelength gets relative smaller in comparison to the environment. Many nodes appear this time well scattered across the grid.

The highest standard deviation of energy (\( \sigma \)) occurs at the lower frequency (3GHz), where \( \sigma \) differs by \( \sim 1.5 \) dB between vertical and horizontal polarisations. Fade depth also decreases for larger frequencies, with a similar \( \sigma \) decrease of \( \sim 1.5 \) dB seen between low and high frequencies for both polarisations, evidence that fade depth [103-105] decreases for larger frequencies [107]. This result is close to the \( \sim 1 \) dB difference from simulations in section 4.5.2.

Table 6.2 shows the different values of \( \sigma \) for both PC Box and Aluminium Case as a function of signal frequency, these being 3 GHz, 5 GHz, 7 GHz and 9 GHz, as used in section 4.5.
Table 6.2 shows that, in all cases, there is an inverse relationship between the standard variation of power and signal frequency, that is, fading is attenuated with increasing frequency. Fade depth (3x $\sigma$) [103-105] is similar across the different scenarios, with a reduction of 1-2 dB only when the Aluminium case is empty. This is a paradoxical finding because the more populated the environment, the fewer the multipaths and the less the environment behaves as a resonator. A plausible explanation is that the chaotic environment of the enclosure actually creates substantial random signal propagation with constructive interference resulting due to the location of the PCBs. That being said, all results remain fairly similar with maximum variation of no more than 3.5 dB.

For a narrowband system, there is a significant risk that the spectrum is not able to excite the electric field due to the antenna position/orientation or due to resonator properties. This means the bit-error-rate increases significantly due to the decrease of the SNR. This is
the reason behind the high values of the standard deviation of the power from Table 6.2, where even increasing the central frequency, the fade depth of the power of the channel is still reasonably high (mean standard deviation of ~12 dB).

Fade depth becomes less significant in a wideband system (> 500 MHz) inherently relying on frequency diversity. Spreading information over a larger bandwidth alleviates the impact of resonator-like behaviour due to more energy exciting more modes. Figure 6.3 shows the decrease of fade depth once the bandwidth is increased for all different scenarios and polarisations of the antennas.

**Fig.6.3.** Decrease of Fade Depth of the PC Box with the increase of bandwidth inside

- (a) PC Box
- (b) Empty Aluminium Case
- (c) Full Aluminium Case
- (d) Full Aluminium Case + Absorber
A number of deductions can be made from the plots in Figure 6.3:

i. Variation of RX position (Fig.6.3.a) does not appear to affect massively the overall trend of fade depth, except for vertically polarised terminals which are associated with increased maxima values of fade depth for narrow bandwidths. This could be attributed to the influence of vertically orientated components within the MB.

ii. Fade depth maxima and minima differ substantially between different cases. Only with the empty aluminium box (Fig.6.3.b) does fade depth show little change between different scenarios with decreasing box dimensions. This finding becomes very important since the reduction of the empty environment seems not to affect dramatically the fade depth. Thus, diminishing the size of the Aluminium case (with a consequent reduction of resonant modes), does not cause a significant increase in fade depth.

iii. The fade depth values in this case match the simulated values (section 4.3.2) reasonably well, where fade depth was fitted by a model for enclosed environments. The volume for the Aluminium empty case is $0.136\ m^3$; thus, following the fade depth model calculated from ray tracing simulations, the different parameters are calculated as

\[
BP = 2.02V^{-0.351} = 4.07\text{GHz} \\
A = 1.21V^{-0.292} = 2.16dB \\
B = 10.51V^{+0.002} = 10.52 dB
\]

where these values are close to the empirical results of Fig.6.3.b. Unfortunately, once the box is populated by different devices (MB, PCBs, cables, absorbers), the fade depth model from chapter 4 does not fit well to the different empirical results. This model was created from ray tracing simulations (with ‘empty’ enclosures) with a reflection coefficient of 0.9. This time, the environments are much more dense and
complex, and fitting the general trend of fade depth becomes very difficult. This is especially noted in Fig.6.3.c and 6.3.d, where the Aluminium case is engineered to contain PCBs and Absorber, and the actual behaviour of fade depth between different sizes of the box and polarisations of the terminals becomes less predictable.

iv. For all cases, an inverse relationship is noted between fade depth and bandwidth and, for bandwidths greater than 500 MHz (wideband), fade depth decreases by about 50% when compared to narrowband. Note is made of Fig.6.3.d where, for the smallest version of the Aluminium case for TV-RV, fade depth reduction approaches 35 dB between maxima and minimum values (around 85% of fade depth). This abrupt difference might be due to the reduced size of the environment, where time arrivals between multipaths are heavily reduced, hence a higher probability of interference between wavefronts (see section 4.2.2) for narrowband than for broadband systems.

v. Smaller Aluminium case scenarios are associated with the worst fade depth values for narrow bandwidth, this is verified in Figure 6.3 a/b/c/d. Furthermore, simulations in Chapter 4 (Fig.4.6) indicated an optimum bandwidth of about 6 GHz to minimise the effects of fading, and this is supported by the results from this part of the study. However, the minimum fade depth is larger than expected from simulations (~5-10 dB), and the fade depth difference between narrowband and wideband is especially different (100% larger than expected).

6.3.2. Small Scale Fading Distribution

Previous authors have considered that the best distribution to fit the amplitude to all measurements of each TX/RX pair is the Nakagami-m distribution [10, 26], with other authors considering a lognormal distribution to be better than the various alternatives, these including Gamma, Nakagami-m, Normal, Rayleigh, Rician and Weibull distributions [9]. In
this study only the Nakagami-m and lognormal distributions are considered to use to fit the amplitudes, which are Nakagami-m and lognormal distribution. A common hypothesis test called Kolmogorov-Smirnov is performed to compare the considered distributions [51]. Figure 6.4 shows an example of data fitted to both distributions.

![Empirical CDF](image)

**Fig.6.4. CDF of normalised energy to average, fitted by Lognormal and Nakagami-m distributions**

For the majority of cases, a good fit was achieved with the Nakagami-m distribution. However, as it is appreciated from Fig.6.4, both fits are almost identical, where only once the CDF of the normalized energy is zoomed in, it is deducted that Nakagami-m distribution is actually a better fit than the lognormal one. Furthermore, the Nakagami-m distribution passed the Kolmogorov-Smirnov test in the vast majority of cases whereas lognormal distribution did not. This study confirms the findings of other authors [26], with the lognormal model for small scale distribution seeming less appropriate, as noted elsewhere [9].

Previous studies have evaluated the different values of the $m$ parameter and the $\omega$ parameter ($\Omega$) across time [10]. The published literature [103-105] describes an inverse relationship between bandwidth and fading due to the effect of multipaths, and an
increase in bandwidth therefore leads to a reduction in bit errors. The dependency of these values on actual bandwidth has been investigated, with complete signal loss reported for lower bandwidths, but a low risk of attenuation for larger bandwidths [124]. Figure 6.5 shows the impact of bandwidth on actual $m$ and $\Omega$ parameters for logarithmically-spaced bandwidths between 8 MHz - 7 GHz, with a centre frequency of 7 GHz for each scenario in the PC Box.

![Fig.6.5. Dependency of m and omega parameters on bandwidth](image)

(a) $m$ parameter  
(b) Omega Parameter
Figure 6.5 shows that for $m$ and omega, the respective values are similar across the different scenarios due to the short distance between antennas. These are random parameters and therefore with a lognormal distribution there are occasional dips in the trend, as previously reported [70]. Thus, for certain combinations of bandwidths, the parameters may diverge from the general trend for distance and centre frequencies.

Further analysis of the wideband region (bandwidth greater than 500 MHz) reveals that the $m$ values are greater than 1.2, and $\Omega$ values less than 1.15. Table 6.3 presents the different values of $m$ parameter and $\Omega$ for every case for the full-band UWB channel (3-11 GHz).

<table>
<thead>
<tr>
<th>Small Scale Fading</th>
<th>Scenario</th>
<th>Horizontal Polarisation (TH-RH)</th>
<th>Vertical Polarisation (TV-RV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$m$</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>PC Box</td>
<td>RX-MB</td>
<td>6.458</td>
<td>1.041</td>
</tr>
<tr>
<td></td>
<td>RX-Device</td>
<td>7.474</td>
<td>1.034</td>
</tr>
<tr>
<td></td>
<td>RX-PCB</td>
<td>10.02</td>
<td>1.025</td>
</tr>
<tr>
<td>Aluminium Box (Full + Absorber)</td>
<td>Case</td>
<td>3.609</td>
<td>1.055</td>
</tr>
<tr>
<td></td>
<td>½ Case</td>
<td>1.387</td>
<td>1.115</td>
</tr>
<tr>
<td></td>
<td>¼ Case</td>
<td>0.963</td>
<td>1.169</td>
</tr>
<tr>
<td>Aluminium Box (Full)</td>
<td>Case</td>
<td>8.018</td>
<td>1.026</td>
</tr>
<tr>
<td></td>
<td>½ Case</td>
<td>3.243</td>
<td>1.051</td>
</tr>
<tr>
<td></td>
<td>¼ Case</td>
<td>1.566</td>
<td>1.128</td>
</tr>
<tr>
<td>Aluminium Box (Empty)</td>
<td>Case</td>
<td>33.74</td>
<td>1.007</td>
</tr>
<tr>
<td></td>
<td>½ Case</td>
<td>34.40</td>
<td>1.007</td>
</tr>
<tr>
<td></td>
<td>¼ Case</td>
<td>23.03</td>
<td>1.011</td>
</tr>
</tbody>
</table>

Table 6.3. Measured full-band UWB channel Nakagami- $m$ and Omega statistics

From Table 6.3, it is apparent that the values for $\Omega$ are tightly clustered between 1 and 1.17. In contrast, variation of the $m$-parameter is significant across the different scenarios, ranging from 1.387 for a normal sized, full Aluminium box with absorber, to 34.4
for a half-sized empty box. Note is made of the results from an empty Aluminium box, which has a very high resonance. With increasing population of the enclosure, when optimum polarisation becomes critical for transmission, the $m$ parameter decreases in value.

### 6.4. Evaluation of the Channel Capacity

The section is divided into two studies. The first calculates the aggregate channel capacity inside both the PC Tower case and Aluminium case for a given SNR at the source (25 dB), and compares the results with actual data rates achieved by current PCs buses (SATA II and PCI bus) [12, 78, 79].

The second study analyses the spatial distribution of channel capacity across the grid for different internal locations of RX, with the objective of identifying areas of enhanced channel capacity, these being probable best locations for antenna placement.

### 6.4.1. Comparison with Standard Data Rates of PCs

Within a conventional PC enclosure there exist numerous interconnecting cables and line buses, a number of which connect the Mother Board (MB) to devices such as CD-ROM or floppy disk. These wired buses have a maximum data rate of 3 Gbps using the Serial Advanced Technology Attachment (SATA II) [12]. Closer inspection reveals other, finer cables, interconnecting the MB and Peripheral Cards (PCBs) with other subordinate microchips, with a standard date rate for 32-bit communication not exceeding 1Gbps [78,79]. Such necessary physical interconnections require a huge amount of space, where further improvements of data rate are limited by the confines of the casing (ever smaller casing being driven by demand). Unsurprisingly therefore, the study of wireless communications within such environments is attracting increasing research interest [7-11].
The results of the aggregate Shannon capacity [35, 99] for an SNR of 25 dB at source are presented in Fig.6.6. Two threshold lines are included at 1 and 3 Gbps representing the standard data rate for PCI Bus and SATA II respectively.

Fig.6.6. Aggregate channel capacity comparison between different scenarios inside

(a) The PC Tower box

(b) The Aluminium case
Figure 6.6.a presents the Shannon capacity results calculated inside the PC Box for each polarisation and fixed location of the RX, whereas Fig.6.6.b presents the channel capacity measured inside the Aluminium Box with eight PCB cards. Each detected multipath is the averaged channel capacity of the whole locations adopted by the TX. Both figures are divided into two subplots for a better resolution of the multipath components.

Figure 6.6 clearly indicates a significant difference in the aggregate capacity in the first 20 multipaths between both enclosures. For the case of the PC Box measurements (Fig.6.6.a), the number of multipaths needed to overcome the wiring standard data rates is 1-2 for the PCI bus rate, and 5-7 to achieve SATA II data rate. The scenario when the receiver is located at RX-Device for TH-RH appears to be the best, with the first path already achieving 1.5 Gbps. The explanation for this might be that an average better LOS nature is present in this case, where the first path corresponds with the maxima path. Vertical polarisation (TV-RV) in all cases appears to have the worst performance, presumably related to the absorbing influence of the MB and its vertically orientated components. The lowest channel capacity is observed when the RX is placed at the MB (especially if vertically orientated), where channel capacity decreases substantially, and more than twice the number of multipaths are required to achieve data rates similar to the other scenarios. Factors accounting for these results are likely to be the absorption by the (adjacent) MB, and the shadowing created by its surface elements (fan, electronics, etc). Indeed, the maximum capacity (2.2 Gbps) is achieved only after 50 multipaths, this contrasting with a maximum of 6.5 Gbps in the best scenario.

The Aluminium case scenario (Fig.6.6.b) differs considerably from the PC Box (Fig.6.6.a) in the first 20 multipaths in a number of regards:

i. In the former, the number of multipaths required to attain a data rate of 1 Gbps is up to 18 (TH-RH 2nd level), this is compared to the same data rate achieved with no
multipath for all of the scenarios in the PC Box, and an impressive 5.5 Gbps achieved with 18 multipaths for ‘TV-RV when RX-PCB’ (Fig. 6.6.a)

ii. Only once both terminals are vertically orientated, and separated by only 1 PCB card, is this result improved (and still underperforms significantly compared to the same set up in the PC Box).

iii. In terms of maximum possible capacity achieved (bit rate plateau with increasing multipaths), similar results are achieved, with the average maxima being approximately 5 Gbps.

iv. Finally, the optimum capacity of 5.9 Gbps is achieved once the separation between terminals is minimum (‘First level’) and they are vertically orientated.

Several deductions can be drawn from these observations. The first relates to enclosure size: the Aluminium box in this analysis has a larger volume and more reflective than the PC Box, and multipaths take longer to arrive to the RX. In addition, a higher number of multipaths are expected due to the ‘perfect’ internal reflectivity of the casing. This effect is most clear in the second subplot of Fig.6.6.b, where 5 times the number of multipaths is required to match the maximal channel capacity seen in Fig.6.6.a. The second observation is that the influence of RX location on overall maximum capacity is smaller for the Aluminium box than it is for the PC box. This is probably due to the irregular population of the PC box, which contains many different components (devices, absorbing materials, electronics, cables, etc). In a static environment, these can generate a highly random complex channel, with the actual location and orientation of the antennas markedly influencing the maximum data rate. The optimum location for antennas in a wireless UWB setup is studied in sections 6.4.2 and 6.4.3 that follow.
6.4.2. Optimum antenna location in PC Tower Box

The spatial diagram of the distribution of channel capacity across the TX grid (11x34 points in steps of 5 mm) for different RX locations inside the PC box is investigated in this section. Again, the calculated capacity uses the established SNR of 25 dB at source and the full-band (3-11GHz), avoiding small scale fading with the use of wide bandwidth (> 500MHz). The aim is to investigate the grid for areas of increased Shannon capacity to locate optimum antenna positioning.

Figure 6.7 and Figure 6.8 present this data, derived empirically for horizontal and vertical polarisation (TH-RH and TV-RV), with RX located at three different locations within the PC Box (see section 3.2.1). In each plot, higher points in the Y-axis (18-34 points) represent the locations where the TX is closer to the edge of the PCB, which is also closer to the RX fixed positions. Lower points (1-17 points) are those located closer to the back wall of the PC and represent locations further to the RX (see Fig.3.3).

The results clearly show that, as discussed in previous sections, TH-RH (Fig.6.7) has a better performance inside the PC than TV-RV (Fig.6.8). Only when the receiver antenna is at RX-PCB is the maximum Shannon capacity similar to that in TH-RH. Thus, in almost every case, and as expected, grid locations closer to the edge of the PCB show higher Shannon capacity values. This of course is due to the reduced distance between antennas, and that the line-of-sight (LOS) path is less obscured by other devices. Conversely, antenna placement at the rear of the PC results in a transmitted signal being absorbed and scattered by the MB and PCBs, with over 50% attenuation in channel capacity compared to the ‘RX-PCB’ setup.
Fig. 6.7. Spatial diagram of channel capacity for Horizontal polarisation in different scenarios inside the PC Box when
(a) RX-Device
(b) RX- MB
(c) RX-PCB

Fig. 6.8. Spatial diagram of channel capacity for Vertical polarisation in different scenarios inside the PC Box when
(a) RX-Device
(b) RX- MB
(c) RX-PCB
An interesting finding occurs when the receiver is at RX-PCB (Fig.6.7.c and Fig.6.8.c). Although locations of the TX antenna close to the edge of the PCBs (17-34 y-axis points) still give the best performance, polarisation of the antennas appears to have a relatively small influence on overall channel capacity. The reason could be a short path length, and it is recognised that multipath components cannot travel long distances across the PC box, where each one might suffer a reduction of its power due to absorption. Therefore, the situation when the RX is located on the PCB appears to be the optimum arrangement. In order to investigate this situation further, a more detailed study of antenna location on top of the PCBs is conducted inside the Aluminium box, with a similar distribution of the PCBs inside of it. The aim will be to extrapolate results from the measurements and compare them with the actual ones inside the PC Box.

6.4.3. Optimum antenna location in the Aluminium case

The Aluminium Case is built to simulate a personal server with eight PCB cards placed in parallel above one another at the rear wall (see Fig.3.4). This simulates parallel - communication between devices (microprocessors) in which the antennas would be integrated on the boards - being placed on top of the boards in the simulated model. Shannon capacity distribution is assessed across the TX grid to determine best antenna position.

6.4.3.1. One fixed Antenna

The first scenario contains bow-tie antennas placed on the top surface of a pair of adjacent PCBs one above another. In each respective measurement campaign, the RX is fixed while the TX is moved across the grid. Half of the actual board is used due to the symmetry along the x-y plane of the system, and 15x5 points, separated by 1cm, are plotted. Figure.6.9 and Figure.6.10 show the spatial diagrams of channel capacity computed over the whole bandwidth (3-11 GHz) for horizontal and vertical polarisation respectively.
Fig.6.9. Spatial diagram of channel capacity for TH-RH inside the Aluminium Case when Rx in different fixed positions (black circle)
(a) RX at back edge of PCB card (1,1)
(b) RX at back half of PCB card (5,1)
(c) RX at front edge of PCB card (15,1)

Fig.6.10. Spatial diagram of channel capacity for TV-RV inside the Aluminium Case when Rx is at different fixed positions (black circle) at a different level of the TX.
(a) RX at back edge of PCB card (1,1)
(b) RX at back half of PCB card (5,1)
(c) RX at front edge of PCB card (15,1)
Three plots are presented in each figure, where the RX (black circle) represents the different fixed locations adopted by the receiver. Point (1,1) corresponds to the back edge of the card, point (15,1) to the front edge, and (5,1) to the back half of the PCB (see Fig. 3.5.a). These locations are chosen for practical reasons, a bus antenna being easier to site in these positions than in the centre of the cards.

The maximum difference in channel capacity between the three fixed RX positions with TH-RH is relatively small (~ 1 Gbps), but rises to about 4 Gbps once the RX is moved to the front of the PCB with transmitter polarisation switched to TV-RV. However, an increase in Shannon capacity is seen for both polarisations when the RX is moved to the edges of the cards. This may be due to a higher available peak in the first path with a LOS path between the wall of the cavity and the edges of the PCB. In contrast, by moving the RX to position (5,1), a loss of energy occurs, due to a non-LOS (NLOS) arrangement with multipaths deflected between, and absorbed by, the cards. For example, with TV-RV polarisation, low data rates (~ 4.5 Gbps) are achieved when the RX is at the rear of the cards, but a two-fold rise in capacity to about 9 Gbps is seen when the RX is placed at the front of the cards. These examples clearly demonstrate the impact of antenna orientation and location on overall channel capacity, despite the fact that fading is minimal in small-environment wideband systems.

Finally, the areas of the TX grid on the adjacent PCB, where the fixed RX is located, usually present the highest values of channel capacity. Therefore, it seems the right choice to locate the terminals on the same location of the adjacent PCBs. Also, for architectural purposes, it makes more sense to integrate the terminals at the same location of each board. The next section (6.4.3.2) evaluates the channel capacity of the system once the terminals adopt the same location on top of different parallel PCB cards.
6.4.3.2. Both Antennas fixed above one another

Although the optimum antenna location appears to be on matching positions of the boards, the effect of increasing the number of boards between antennas remains unknown. This section therefore investigates the effect of increasingly distant antenna spacing on the spatial distribution of Shannon capacity. Separation of the antennas by one board is termed “First level” separation, two boards is referred to as “Second level”, and three boards “Third level”.

The results are shown in Figure 6.11 and Figure 6.12 for horizontal and vertical polarisations respectively, the RX being located on top of three different PCBs. This time the RX is moved across the RX grid, with the TX also variously positioned using the Positioning arm (see Fig.3.5.b). To limit the number of variables, the inter-antenna distances are kept unchanged at 8, 16 and 24 cm respectively for each of the three different levels, irrespective of their individual positions on the boards (see Fig.3.6).

From the spatial density plots in Fig.6.11 and Fig.6.12, the maximum channel capacity is achieved once both terminals are positioned close to the card edges, this arrangement allowing a line-of-sight (LOS) channel between the boards and the walls. In contrast, with antennas located at the back of the boards adjacent to the aluminium wall, a lower capacity is seen because without a LOS path, transmission can only occur via reflected multipath components.
Fig. 6.11. Spatial diagram of channel capacity for TH-RH inside the Aluminium Case when Rx is at three different levels.
(a) Rx at ‘First level’ (8 cm)
(b) Rx at ‘Second level’ (16 cm)
(c) Rx at ‘Third level’ (24 cm)

Fig. 6.12. Spatial diagram of channel capacity for TV-RV inside the Aluminium Case when Rx is at three different levels.
(a) Rx at ‘First level’ (8 cm)
(b) Rx at ‘Second level’ (16 cm)
(c) Rx at ‘Third level’ (24 cm)
Vertical polarisation has a slightly better performance than horizontal, where the maximum capacity is achieved at the “First level” (~ 9 Gbps). With increasing separation, a decrease in capacity is observed, probably due to absorption by the parallel boards which absorb part of the energy. Interestingly, there is almost no change in maximum channel capacity values with TH-RH antenna polarisation. This is most probably due to the fact that the peak radiation gain is in the z-axis, and waveguide modes can be excited in that direction without shadowing when the antennas are at the edge of the cards.

Thus, when the antennas are at the front or edges of the cards, the LOS nature increases the overall channel capacity. In addition, waveguide modes are excited between the vacant sections between walls and cards – this possibly accounting for the common maximum capacity in the three different scenarios. The lack of extra absorbers inside the cavity (apart from the PCBs themselves) accounts for the finding that similar maximum data rates are achieved for each card. Of course, in a more realistic scenario the actual position and distances between antennas have a significant impact (section 6.4.2).

Ideally, exact antenna placement would not influence channel capacity. The highly simplistic model described above contained only 8 PCBs positioned equidistant and in parallel on the rear wall. Since the walls are ‘perfectly’ reflective, the total energy (allowing for a small coefficient of absorption by the cards) will arrive at the receiving antenna both via LOS transmission and multipaths (allowing for any destructive interference between sets of multipaths). When, in a NLOS scenario, communication relies on multipath components, the fewer the number of multipaths for data transmission the better, and this is achieved by reducing the channel size and avoiding a reflective environment. Section 6.4.4 explores the relationship between channel capacity variation per multipath with environment size, and the influence of an EMC absorber on one of the cavity walls.
6.4.4. Channel Capacity of the Engineered Aluminium Case

This final investigation into channel capacity evaluates the relationship between environment size with and without an EMC absorber on the aggregate Shannon capacity (see Fig.3.7). Similarly, channel capacity is calculated for the full-bandwidth (3-11 GHz) and a SNR of 25 dB at source. This time the RX is always fixed at the ‘First level’ on the front edge of the card. This is because this author believes that, after all previous analysis, this location is the optimum one among the other locations presented in the study.

![Aggregated Shannon channel capacity, with the Aluminium Case being](attachment:channel_capacity_with_aluminum_case.png)

Fig.6.13. Aggregated Shannon channel capacity, with the Aluminium Case being
(a) Empty
(b) Populated with 8 PCBs
It was shown in section 6.4.1 that, with perfectly reflective walls, a very large number of multipaths (>250) are required to achieve the maximum capacity. Such a number is beyond the processing capacity of a rake receiver, for which more than 250 fingers would be required. Figure 6.13.a demonstrates the very significant number of multipath components needed to achieve maximum channel capacity inside an empty Aluminium box. The results from three different box sizes are included in the plot, each for both polarisations TH-RH and TV-RV. Figure 6.13.b shows the aggregate Shannon capacity once the empty Aluminium case is filled with the 8 PCBs cards, where an important change is expected in terms of the number of multipaths required to achieve its maximum value.

Maximal values of the Shannon capacity in Fig.6.13.a are, as expected, very high due to internal reflectivity (i.e., lack of internal absorbing material). An average maximum of at least 8 Gbps of Shannon capacity is seen with the empty box, with an increase of more than 30% when the case is populated with 8 PCBs (Fig.6.13.b), although an extra 100 multipaths are needed to achieve this maximum capacity. The difference in total channel capacity between the smaller and bigger case is due to the power threshold (i.e., related to the VNA limit). Only around 200 ns of transmission are recorded by the VNA (inverse of [bandwidth x freq. points]). Thus, in the empty case, not all the transmitted power has arrived to the RX once the VNA limit is reached, and, due to the high internal reflectivity and environment size, a longer transmission interval would be required for all power to be received. Although not essential to the objectives of this part of the study, this author believes that similar maxima channel capacities are achievable between empty case scenarios with a higher VNA limit.

Thus, Fig.6.13.a identifies a rapid increase in Shannon capacity with reduction of case size. This is because, with reduced size, the multipath components travel shorter distances to
reach the RX and a higher proportions of energy is carried by the same detected multipath for each case.

A number of observations are made from Fig.6.13.b. Firstly, the smaller the Aluminium case, the fewer multipath components are needed to achieve the maximum capacity. For example, the ‘1/2 Full Case’ requires about 150 multipaths, whereas in the ‘1/4 Full Case’ that number is halved. Thus, the smaller the enclosure, the overall multipath distance is lower, and the transmitted energy higher. Secondly, although similar maxima capacity are achievable despite halving the size of the case, once the size is further reduced to one quarter, the drop in total channel capacity is very significant. The decay in channel capacity for ‘1/4 Full Case’ is around 50% compared to the other cases and a decay of 200% in comparison to the one when no PCBs were included in the ¼ case (see Fig.6.13.a). The probable reason is that in the “Full Case” and “1/2 Full Case” there remains empty space between the front wall and the PCBs where waveguide modes can be excited. However, in the “1/4 Full Case”, the gap between this front wall and PCBs is less than 5cm and precludes signal propagation along this axis. Furthermore, the ratio of size to absorption between this “1/4 Full Case” and the other cases is much higher, translated to higher losses in energy.

Finally, from inspection of Fig.6.13, the different polarisations in the Aluminium box scenarios did not significantly affect overall channel capacity, in contrast to the PC Box. A possible explanation for this could be the absorbing effect of the actual MB covering one of the walls. This explanation can be verified by simulating a MB inside the Aluminium box by using an EMC absorber. Thus, Figure.6.14 compares the aggregated Shannon capacities for each size and polarisation including a $3M^{TM}$ AB-5050 absorber which covers the front wall of the metallic box (Z-Y plane). This absorber introduces a reflection loss of about 2.5 dB within the frequency range of interest.
Fig. 6.14. Aggregate channel capacity comparison between different sizes of the Aluminium Case (Case, \( \frac{1}{2} \) Case and \( \frac{1}{4} \) Case) corresponding to ‘Full Case’, ‘Full case + Absorber’ and ‘Empty case’, for horizontal (TH-RH) and vertical polarisation (TV-RV).
Every time the box becomes smaller, the actual percentage channel capacity loss increases when an absorber is present, as in the ‘1/4 Full case’ scenario, with a 4-5 times larger reduction compared to the same scenario without the absorber. This can be explained by the fact that a higher number of multipaths are absorbed due to a relative increase in the absorber-to-box size ratio. However, with the absorber in place, only 25-30 multipaths are needed to achieve the maximum total capacity compared to a much higher number (up to 100 multipaths) without the absorber, this offering some potential for the use of rake receivers which have a limit in processing power.

Another further observation from Fig.6.14 is the difference in aggregate capacity for the first multipath in each case. Capacity follows a similar trend in the first 10 multipaths before any reduction is appreciated between the Aluminium case ‘Full case’ and ‘Full case + Absorber’ scenarios for each polarisation. However, once the case is reduced by at least half, the aggregate capacity follows a completely different trend just after the first path is detected. This finding becomes quite important since the EMC Absorber is in effect closer to the terminals. The aim of its inclusion was to modify the aggregate capacity trend, so fewer multipaths would be required to achieve the maximum capacity, and this aim was clearly not met for the larger case scenario (‘Full case’). However, an effect was observed with decreasing distance between absorber and antennas (as the case size reduced), showing that in designing an UWB system, placement of these two elements (i.e. MB and antennas) can have a significant impact on channel capacity.

Finally, in terms of the effect of polarisation, a higher channel capacity reduction was expected where peak radiation gain is perpendicular to the absorber plane. However, in this study, no such observation was made, perhaps because of the suboptimal placement of the EMC absorber inside the case. This is mentioned in the final chapter, where recent work in this area is presented.
6.5. Summary of Findings

This Chapter has explored the issue of frequency-selective fading in small confined environments such as a standard PC Tower box and rectangular Aluminium case. Some of the findings can be summarized as follows:

i. Small scale fading was more significant than large scale fading (path loss), the latter being almost negligible inside a small confined environment. This may be due to the reduced size of the environment, where the mean power across the TX grid does not vary significantly with the distance between terminals. Therefore, path loss (PL) plays a small role in this type of channel, where waveguide modes become much more significant. PL only showed that the general trend of linear regression, adopted by other indoor models, is not appropriate due to its hybrid resonator behaviour, and that the actual mean power fit across the distances involved identified waveguide behaviour created by possible standing waves formed in the channel.

ii. In terms of small scale fading, a very high fade depth inside the small environment was found for narrowband signal (range between 20-40 dB). Simple comparisons of the experimental results showed that fading increases once the central frequency of the band decreases. This is because as the relative size of the environment becomes smaller, standing wave peaks become less dense. Thus, fading regions become larger in space, implying a much higher risk that the terminal locations will fall in a standing wave node for either polarisation. This phenomenon was demonstrated by electromagnetic simulations in Chapter 4.

iii. Wideband systems presented less standard deviation in power, which translates to more efficient signal transmission. Fade depth was reduced in almost all cases by more than 50% once the signal had a bandwidth higher than 500 MHz. Of interest
was the discovery that the actual integration of different devices and absorber did not substantially reduce fading, although in theory a more populated environment should result in fewer multipaths. A possible explanation is that the topography of the case created substantial random signal propagation, and thus other types of co-interference might be created due to the position of the PCBs.

iv. Nakagami-m distribution was considered the best fit for the amplitude [97] where lognormal distribution did not pass the Kolmogorov-Smirnov test. However, inspecting the results shows that this difference is negligible. The analysis on the impact of parameters $m$ and $\Omega$ revealed that, for bandwidth greater than 500 MHz (i.e. wideband), the values were $m > 1.2$ and $\Omega < 1.15$.

v. Evaluation of the Shannon capacity showed that a very few number of multipaths are necessary to achieve the same data rates as the standard ones (SATA II and PCI Bus). A vertical antenna orientation within the PC Box appeared to be a better option in terms of avoiding signal interactions with the vertically-distributed electronics in the MB, and positioning the antennas away from the MB was also desirable. A maximum ideal capacity of 6.5 GHz was found for a SNR of 25 dB at the source when RX was located on top of another PCB card. On the other hand, inside the Aluminium box, where no MB was present, a vertical polarisation had a slightly better performance in terms of maximum data rate. A study of the spatial distribution of the channel capacity indicated that, once the antennas are integrated on the PCB cards, locating them at the front edge of the cards was the better choice.

vi. Finally, engineering the environment (reduction of size and inclusion of absorber) helped to reduce the number of multipaths necessary to achieve the required capacity. However, the inclusion of absorbers meant a massive reduction in total energy, even 4-5 times in the smallest Aluminium box. Therefore, it becomes very important that
the actual selection of the number of absorbers inside small cavities is carefully considered as well as their position.
Chapter 7: Conclusions and Future Directions

This last chapter is divided into two parts. The first summarises the findings of the project and presents a précis of their significance. The second discusses current on-going studies and explores logical avenues for further investigation in the field of ultra-wideband (UWB) communications.

7.1. Summary of Findings

This thesis has explored theoretical and practical aspects of UWB communication inside ultra-small enclosed environments (<10λ) including a standard PC Tower Case and a rectangular Aluminium Case. Both simulated and empirical results of such enclosures have been analysed, and limitations of such a system addressed and possible solutions proposed. The high data-rate of short-range UWB channels has made UWB a promising technology in the fields of both wireless personal-area and wireless body-area networks (WBAN and WPAN respectively). Such wire-free transmissions, with the high bit rates of UWB channels, are well suited to very small enclosed environments. This writer believes that the work has brought new insights to the field, investigating the physical behaviour of UWB communications in a number of different small environments, in addition to exploring the relationships between bandwidth, cavity size, and frequency selectivity. The findings and contributions of this thesis can be summarized as follows:

7.1.1. Electromagnetic Interference (EMI) in the PC Tower case

Investigation into EMI within the PC Tower case identified the majority of spectral narrowband components to be of low frequencies, with the dominant one corresponding to interference from the microprocessor, at a frequency of 3.2 GHz. A very low decrease in
channel capacity was predicted due to EMI avoidance, suggesting that, with the correct SNR, EMI approaches insignificance.

7.1.2. Resonance

Simulations of wave propagation within a small enclosure verified the hypothesis of a hybrid resonator-like behaviour, where, depending on the wavelength of the signal, the environment could be treated as a resonator or modeled using a normal ray-like behaviour. This phenomenon was mainly due to the reduced volume ($V$) and high reflectivity present, where a very high density of multipath transmission in a short period of time was detected. This phenomenon was also explained with the help of a two ray model. The more populated the environment became the less resonance occurred in the overall system.

In the frequency domain analysis a repeated resonance nature for horizontal polarisation (TH-RH) was discovered, whereas for vertical polarisation (TV-RV), a more monotonic decrease in power was observed. This phenomenon was related to the correlation between radiation patterns of the antennas and the distribution of the PCBs. This author believes that the regularity in spacing of the cards results in a Bragg distribution [119], in which constructive interference, being every 2 GHz, coincides with double the inter-card distance. This discovery could significantly influence the optimum ultra-wide band frequency and inter-card separation in the planning of future PC Tower wireless communication systems. Future studies could calculate the actual reflection strength caused by this Bragg distribution.

Finally, the more modes excited inside the cavity the higher the probability that, in any of the three dimensions, the antennas would fall at an anti-node (A). Therefore, higher frequency selectivity suggests that better wireless communication could be established.
7.1.3. Influence of Polarisation on the Channel

Apart from the correlation between radiation patterns and distribution of PCBs (section 7.1.4), it was also found that a significant correlation existed between the internal orientation of the electronic components, which might influence dramatically the energy transmission, and the polarisation of the antennas. The explanation for that is the difference found between mean transmitted powers (~7 dBs) for each polarisation inside the PC Tower box. This difference was reduced significantly once a very similar experiment was carried put inside a less complex Aluminium case. Hence, this finding verified that complex structures inside the PC Tower (i.e. MB) were playing an important role in terms of absorption of energy. Also, different resonant modes will be excited depending of the sizes of the walls and the polarisation adopted by the antennas.

7.1.4. Relationship of Fade Depth to Volume, Bandwidth and Frequency

The fade depth model [105] predicted that frequency-selective fading is more severe inside this reduced indoor environment. This factor is expected to depend on bandwidth, frequency selectivity and volume of the enclosure; the analytical model showed that the bandwidth required to resolve all multipaths was scaled proportionally to $V^{-0.33}$, and ray tracing simulations of different rectangular environments predicted scaling proportional to $V^{-0.351}$. Thus, given the enclosure volumes used in this study, the required mean bandwidth to mitigate fading was found to be ~ 6 GHz. This result compared favourably with experimental data.

Simple comparisons of the experimental results showed that fading increases with decreasing central frequency of the band, where the difference in fade depth between low (3 GHz) and high (9 GHz) frequencies derived from simulated and empirical data was
approximately 1.5 dB. This is due to the relative size of the environment becoming smaller for lower frequencies (larger wavelength) and consequently wave peaks are not so dense. Thus, fading regions become larger in space, implying a much higher risk that the terminal locations will fall in a node of the standing wave pattern for either polarisation.

7.1.5. Small Scale Distribution Fitting

The Nakagami-m distribution was found to be the best distribution to fit small scale fading, following the standardised model of indoor environments from Molisch [26]. The analysis on the impact of parameters $m$ and $\Omega$ revealed that, for bandwidth greater than 500 MHz (i.e. wideband), the values were $m > 1.2$ and $\Omega < 1.15$.

7.1.6. Averaged Power Delay Profile (APDP)

The linear decay (in semi-logarithmic scale) of the Averaged Power Delay Profile (APDP) was approached by a geometric model, where the impulse response decreases monotonically. The APDP inside the static environment of the PC Box presented an amplitude decay of 1 dB/ns, a significantly rapid decay time compared to the common indoor environments [26]. This model was found to predict with significantly high precision the results from time dispersion and Ricean K-factor.

7.1.7. RMS Delay Spread

Root mean square (RMS) delay spread was found to be in the order of nanoseconds due to the reduced size of the enclosures, where its values decreased once the cavities were engineered, hence a strong dependency was identified with the power decay of the channel (i.e. resonance of the channel).
7.1.8. Direct and Indirect Power Transmission (Ricean K-Factor)

The Ricean K-Factor verified the dominant non-light-of-sight (NLOS) nature of the environments, where an average of less than 10% of the power is transmitted by direct paths. This percentage decreased substantially once absorbing structures were included within the cavities. However, the attenuation caused by PCBs and associated components so significantly degraded the cavity resonances that the reflections and the interference arising from this resonance was no longer a significant limitation on the communication channel. Thus, the inclusion of absorbing materials such as PCBs and EMC absorbers helped to mitigate the reflectivity of the environment. In contrast, the inclusion of these devices increased power-loss within the system.

7.1.9. Optimal Wireless Bus Position

A huge variation in power was shown for small displacements of the antennas inside the grid once the bandwidth selected for transmission was in the narrow band. However, optimal data capacity between terminals for ultra-wide bands was achieved by positioning the antennas at the front edge of the cards. In this location they were able to excite the relative unobstructed line of sight (LOS) paths in empty sections of the box. Future designs for this type of communication may require the inclusion of this empty space to provide the wireless bus facility with a uniform capacity between all terminals. A maximum Shannon capacity of ~6 Gbps for an SNR of 25 dB at the source was calculated for this situation.

7.1.10. Use of an EMC Absorber

Finally, the inclusion of an electromagnetic compatibility (EMC) absorber reduced the required number of multipaths for maximum data rate, with a location close to the antennas proving optimal. However, the value of an absorber in a reduced-size environment,
in which power loss is high *per se*, remains unclear. Sections 7.2.5 and 7.2.6 explore this matter in further detail and present avenues for future work.

### 7.2. Recent Developments and Future Research Directions

The final section of this work considers the future for this field of research, and discusses certain studies which are currently being pursued.

#### 7.2.1. Change of Polarisation

This author has identified the importance of antenna polarisation for data transmission in a UWB environment. However, other antenna orientations are possible, ‘planar polarisation’ (with opposing antennas co-planar with the PCBs) being one such example. In this orientation, very high power transmission can be achieved in the first LOS path. Preliminary measurements were conducted with an antenna located at the edge of each of two adjacent PCBs inside the Aluminium case. The measurement setup and calculated aggregate capacity is illustrated in Fig.7.1.

![Fig.7.1. (a) Planar co-polarisation adopted by the bow-tie antennas inside the aluminium box](image)

![Fig.7.1. (b) Calculated aggregate Shannon capacity per multipath](image)
Figure 7.1.b shows that 3 Gbps of channel capacity can be achieved in the first multipath alone, and already corresponds to 30% of the total capacity. Although the maximum capacity of 10 Gbps (with optimal antenna position and localisation) is carried in over 300 multipaths, a disproportionate quantum is transmitted in the first wavefront. This result compares with an equivalent maximum capacity of around 6 Gbps without planar polarisation (see Fig.6.13). Thus, although polarisation can profoundly affect channel capacity, the issue of numerous multipaths remains, and in a populated environment this will have a detrimental effect.

7.2.2. MIMO-UWB technology

Until about 2005, UWB investigations focused on single-antenna systems. In recent years, there has been an increasing interest in multiple transmitters and receivers as these arrangements allow beam-forming, increase the SNR at the receiver, and are more resistant to the effects of fading [125, 126]. Such set-ups include spatial multiple-input multiple-output (MIMO) and polarisation MIMO techniques, and these are discussed in detail elsewhere [127].

Figure 7.2 presents an example of measurements undertaken inside the Aluminium case when a linear array of two co-polarised TH-RH antennas (TX and RX) are located at the edge of two adjacent PCB cards. Because antenna-coupling effects become significant when the spacing between elements in the array is less than a half-wavelength [128], each array of antenna elements are spaced half of the maximum wavelength apart, that is, 5 cm at 3 GHz.
Three deductions can be drawn from Fig. 7.2 for future UWB applications. Firstly, the channel capacity is enhanced by multiple antennas (MIMO) compared to single transmitter/receiver arrangements (SISO). Secondly, spatial antenna distribution outperforms dual-polarisation diversity. Thirdly is the observation that Shannon capacity is increased (as expected, given the previous discussion) with higher SNR values. Thus, a typical 6 Gbps achieved for a SNR of 25 dB increases almost six-fold to 35 Gbps if the SNR limit is lifted to 40 dB. Thus, transmission is significantly influenced not only by polarisation diversity and quantity of antennae, but also by the SNR: with a modest SNR increase of 5 dB from 25 dB to 30 dB, the Shannon capacity of a single transmitter arrangement surpasses that of a 2x2 spatial MIMO (Fig 7.2).

7.2.3. Use of different UWB Antennas

One avenue for future research is the nature of UWB antennae themselves. For the requirements of the studies undertaken for this work, bidirectional planar antennas were
adequate. However, an improved *omni-directional* pattern could be achieved using discone antennas with a similar distribution of peak power across the channel [129]. In contrast, unwanted aberrant reflections could be avoided by using more highly directional transmitters, such as vivaldi antennas [91]. Since the small environment such as a computer is static, once the ideal location is established, this option may also have a role.

7.2.4. Electromagnetic Analysis of PC Components

The variously-sized electronics within the MB and PCB cards all significantly affect UWB signal, especially at those frequencies which correspond in size to such components, when the power can be fortified or degraded, depending on the nature of the interference and absorption. It would, therefore, be of interest to subject each constituent component to separate electromagnetic analysis to analyse their contribution to the overall capacity. Ideally this sort of investigation would be undertaken in a ‘free-space’ scenario such as an anechoic chamber. It would be also useful to calculate the real reflectivity of the aluminium case to have a deeper knowledge of the environment.

7.2.5. Receiver Architecture: Rake Design

Due to the geometry of the environments the location and separation of the antennas, and the placement of obstructing objects and the properties of material used inside, the electromagnetic signal traverses a multitude of paths whose lengths are usually unequal. This multipath propagation has a negative effect on the system performance and link budget, and one of the solutions, apart from channel coding, equalisation and spectral shaping, is optimising multipath resolution of the Rake receiver.

A rake receiver consists of a number of channels (‘rake fingers’), each with the function of tracking and selecting the power from the received multipath components. The output of the receiver is the sum of the instantaneous branch signals, and different combining
schemes have been proposed, such as selection combining (SC) and maximum ratio combining (MRC) [92, 121, 130-132]. Ideally, the rake receiver should have an equivalent number of fingers as the number of multipaths detected. Clearly such a complex solution is impractical and so a subset of available components within established thresholds are used instead. Figure 7.3.a presents the predicted number of multipaths necessary to achieve the total energy for a given power constant decay, and Fig.7.3.b shows the predicted loss of the total received energy once the power decay constant increases. The unit in Fig.7.3.b represents a perfect resonator environment.

Fig.7.3. Prediction of the normalised accumulated Power per multipath (a) and Total Power for different values of power decay slope (b)

Three different power decay profiles are shown in Fig.7.3, where 0.07 dB/multipath and 0.35 dB/multipath correspond to those for the Full Aluminium Case and PC Tower case respectively. The fewer the number of multipaths required for maximum transmission, the fewer the demands on the design of the rake receiver. Thus, the constant power decay profile of 0.35 dB/multipath (Fig.7.3.a) looks a better choice than 0.07 dB/multipath. However, the trade-off is a reduction in total energy received by 80 % (Fig.7.3.b). Future work will need to
investigate the influence of incorporating absorbers on power loss on maximum data rates for given power decay profiles and frequencies.

Finally, Malik described two different rake architectures: selective rake (S-Rake) and a partial rake (P-Rake) [121]. A P-Rake, has L fingers that track the first L paths of all the ‘x’ paths resolved, while an S-Rake selects the L best paths of all available. S-Rake requires fast adaptability, knowledge of instantaneous value of all multipaths and efficient channel estimation, and is therefore more complex than P-Rake. Figure 7.4 shows an example of comparison of both architectures (TH-RH), where the aim is to show the improvement achieved with an S-Rake receiver architecture, which has a higher complexity than P-Rake.

![Graph showing comparison of TH-RH and P-Rake-MRC, SRake-MRC](image)

**Fig. 7.4. Increase of the Shannon’s capacity with MRC Rake Combining**

As shown in Figure 7.4, to process a channel capacity of 4 Gbps, there is a difference of 2 fingers (i.e., multipaths) between the rakes, with the P-Rake appearing to be less effective. A question for future investigation is the optimum architecture of the rake receiver for evaluation of tracking peaks in the received signal.
7.2.6. Impact on WiMedia UWB Systems: Engineered Environment

An important new development aspect is the investigation of the impact of a commercial WiMedia UWB kit inside small confined environments. This UWB development kit is a Wisair\textsuperscript{TM} DV9110 controlled by Inoflex\textsuperscript{TM} FPGA board with firmware from HW Communications\textsuperscript{TM}. In essence, it generates and transmits packets and evaluates the packet error rate and achievable data. When used in a typical indoor environment (>10λ) its packet error rate is reported to be zero. Further details of its functionality are described elsewhere [87]. The aim of the measurement is to test this commercial kit inside a very small confined environment such as the Aluminium Box, once empty, and to include 3 M\textsuperscript{TM} AB-5050 absorbers (reflection loss of 2.5 dB). The system uses two small discone antennas [129], with a lower cut-off frequency of 2.5 GHz, and with two polarisations, vertical (TV-RV) along the z-axis and horizontal (TH-RH) along the y-axis. The location of the antennas is identical to the one showed in Fig.3.7 (section 3.3). The first measurements inside the empty aluminium box revealed a packet-error rate for both polarisations above 75%. This effectively precluded communication due to severe fading in such a confined environment, where the WiMedia standard does not possess sufficient counter-measures [87]. In this case TV-RV had better performance than TH-RH due to the LOS transmission. Subsequently, the measurements were repeated in a box that was enhanced by an absorber, covering one wall of the metallic box. This time, a significant improvement in packet-error rate appeared (>20%) and illustrated that a relatively poor absorber can still significantly reduce fading. Interestingly, the improvement was higher for horizontal polarisation (TH-RH), although remained poor without the absorber. This can be explained by the impact of antenna patterns [87], where the absorber does not remove reflections from the walls parallel to the XZ-plane for the vertical polarisation (TV-RV). These arrive shortly after the main direct path and may cause serious fading. An example of this phenomenon was presented in section 6.3.1, which showed that
the inclusion of the absorber did not reduce fading. To support this, another measurement was conducted where a second absorber was placed on one of the walls to reduce the impact of one of the dominant multipaths as illustrated in Fig. 7.5.

![Fig. 7.5. Positions of absorber when antennas are TV-RV. The attenuated rays are highlighted](image)

This time, two absorbers were sufficient to secure reliable communication for all data rates (packet error rate < 7%). It is known that if the energy of a multipath arriving early after the dominant path is reduced, the system performance can significantly improve. Thus, for future UWB wireless communication systems in a confined environment, the antenna gain should be orientated for a selected dominant path. Thus fading reduction is a function both of the number of absorbers, and their location.

### 7.2.7. Investigation of UWB Wireless Communication inside Non-Cubic Environments

Lastly, future work should aim to conduct similar campaigns in other forms of enclosed environments. Since the work of this Thesis investigated USB campaigns inside cubic structures, logically future work would analyse UWB behaviour inside non cubic structures. These may include spherical or cylindrical ones with the development of different antenna design and polarisations required for structures which may in future differ from the classic PC or server shapes in current use. Of particular importance is the analysis of waveguide modes in such ‘atypical’ environments, in which the rules for antenna location, orientation, and polarisation might be quite different to those reported in this study.
## Appendix A

### List of Abbreviations and Acronyms

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>UWB</td>
<td>Ultra Wide-Band</td>
</tr>
<tr>
<td>ISI</td>
<td>Intersymbol Interference</td>
</tr>
<tr>
<td>WPAN</td>
<td>Wireless Personal Area Network</td>
</tr>
<tr>
<td>MB</td>
<td>Mother Board (Main Board)</td>
</tr>
<tr>
<td>EIRP</td>
<td>Equivalent Isotropically Radiated Power</td>
</tr>
<tr>
<td>SATA II</td>
<td>Serial Advanced Technology Attachment 2</td>
</tr>
<tr>
<td>FCC</td>
<td>Federal Communications Commission</td>
</tr>
<tr>
<td>EMI</td>
<td>Electromagnetic Interference</td>
</tr>
<tr>
<td>PCB</td>
<td>Printed Circuit Board</td>
</tr>
<tr>
<td>PC</td>
<td>Personal Computer</td>
</tr>
<tr>
<td>VNA</td>
<td>Vector Network Analyzer</td>
</tr>
<tr>
<td>PDP</td>
<td>Power Delay Profile</td>
</tr>
<tr>
<td>RMS</td>
<td>Root Mean Square</td>
</tr>
<tr>
<td>PCI</td>
<td>Peripheral Component Interface</td>
</tr>
<tr>
<td>FB</td>
<td>Fractional Bandwidth</td>
</tr>
<tr>
<td>GPRIC</td>
<td>Ground Penetrating Radar Industry Coalition</td>
</tr>
<tr>
<td>ECC</td>
<td>Electronic Communications Committee</td>
</tr>
<tr>
<td>EC</td>
<td>European Commission</td>
</tr>
<tr>
<td>RSC</td>
<td>Radio Spectrum Committee</td>
</tr>
<tr>
<td>TEM</td>
<td>Transverse-Electromagnetic</td>
</tr>
<tr>
<td>EIRP</td>
<td>Equivalent Isotropically Radiated Power</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>ETSI</td>
<td>European Telecommunications Standards Institute</td>
</tr>
<tr>
<td>ECMA</td>
<td>European Computer Manufacturers Association</td>
</tr>
<tr>
<td>MB-OFDM</td>
<td>Multiband Orthogonal Frequency Division Multiplexing</td>
</tr>
<tr>
<td>DS-CDMA</td>
<td>Direct Sequence Code Division Multiple Access</td>
</tr>
<tr>
<td>PHY</td>
<td>Physical Layer</td>
</tr>
<tr>
<td>RF</td>
<td>Radio Frequency</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to Noise Ratio</td>
</tr>
</tbody>
</table>
MRI  Magnetic Resonant Imaging
CPU  Central Processing Unit
DoD  Department of Defence
RVC  Reverberating Chamber
LOS  Line-of-sight
NLOS  Non-Line-of-sight
RSC  Ratio Spectrum Committee
APDP  Average Power Delay Profile
CDF  Cumulative Distribution Function
CIR  Channel Impulse Response
DP  Direct Pulse
SC  Spread spectrum sliding Correlator
FS  Frequency Sweeping
TH-RH  Transmitter Horizontal- Receiver Horizontal
TV-RV  Transmitter Vertical- Receiver Vertical
TX  Transmitter Antenna
RX  Receiver Antenna
SV  Saleh-Valenzuela
Q  Quality Factor
TSA  Tapered-Slot Antenna
CMOS  Complementary Metal-Oxide-Semiconductor
RC  Reverberating Chamber
PL  Path Loss
AF  Attenuation Factor
MIMO  Multiple-Input Multiple-Output systems
SIMO  Single-Input Multiple-Output systems
RL  Return Loss
References


15. The Commission of European Communities, Commission Decision of 21 February 2007 on allowing the use of the radio spectrum for equipment using ultra wideband


35. L. Lundheim, “On Shannon and “Shannon’s formula”,” Department of Telecommunication, Norwegian University of Science and Technology (NTNU).


90. Malik W.Q, Christopher Stevens, and David J. Edwards, “Synthetic aperture analysis of multipath propagation in the ultra-wideband communication channel”, *Signal


