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Abstract

Formal Relationships in SequentialObject Systems
Eric Kerfoot, St Catherine’s College
D.Phil. Thesis, Trinity 2010

Formal specifications describe the behaviour of object-oriented systems precisely, with the intent to capture all properties necessary for correctness. Relationships between objects, and in a broader sense the relationship between whole components, may not be adequately captured by specifications. One critical component of specifications having a role in relationships are invariants which define a constraint between multiple objects. If an object’s invariant relies on external objects for its conditions, correct operations which abide by their specifications modifying these external objects may violate the constraint. Such an invariant defines a relationship between multiple objects which is unsound since it does not adequately describe the responsibilities which the objects in the relationship have to each other.

The root cause of this correctness loophole is the failure of specifications to capture such relationships adequately as well as their correctness requirements. This thesis addresses this shortcoming in a number of ways, both for individual objects in a sequential environment, and between concurrent components which are defined as specialized object types. The proposed Colleague Technique [29] defines sound invariants between two object types using classical Design-by-Contract [35] methodologies. Additional invariant conditions introduced through the technique ensure that no correct operation may produce a post-state which does not satisfy all invariants satisfied by the pre-state.

Relationships between objects, as well as their correct specification and management, are the subjects of this thesis. Those relationships between objects which can be described by invariants are made sound with the Colleague Technique, or the lightweight ownership type system that accompanies it. Behavioural correctness beyond these can be addressed with specifications in a similar manner to sequential systems without concurrency, in particular with the use of runtime assertion checking [11].
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Chapter 1

Introduction

Relationships between objects in running object-oriented programs represent critical aspects of an object’s functionality. Objects interact with each other, co-operate to complete tasks, and aggregate together to form data structures. These relationships define the means by which the modular components of systems are interlinked and made to function together. Many of the challenges relating to ensuring correct behaviour are rooted in incorrect relationships between objects. These problematic relationships can often be described in terms of the objects contracts, such that the relationship is described formally, but with conditions and constraints which can be violated.

The Design-by-Contract (DbC) approach specifies properties with invariants which in general should always hold for a running program. These are predicates stating correctness properties for the members of an object which must be true when that object is accessible to its clients. In effect they describe the form an object should have when it is free to interact with others it has relationships with, rather than strictly unvarying properties which must hold for any program state.

Method contracts describe the requirements and effects of method calls as precondition and postcondition predicates. The precondition defines the state the receiving object must be in before the method can be called, as well as requirements on arguments which the caller must satisfy. The postcondition states what effects on the method has on the state of objects, and what value it returns.

The correctness expectation of Design-by-Contract is that invariants and method conditions, if respected, ensure that objects always transition from one correct state to another, where an object’s correct state is defined by the invariant. If a method is called when its receiver’s invariant held and the precondition was established by the caller, then the method will perform an operation which ensures the receiver’s invariant holds upon completion, as well as satisfying the postcondition. At any point that the receiver is accessible to clients while this method executes, its invariant must be re-established before access is permitted. Thus an object is always in a correct state when accessible, and can only transition between correct states through the operations of methods.

An invariant typically defines properties which an object’s members must have, such that method definitions and clients rely on these properties for their correct operation. When the members are only modified by the object’s methods, only the object itself is responsible for ensuring the invariant always holds. If however members may be affected by external clients or the invariant relies on the members of external objects, then those external objects must also bear the responsibility of correctness. If this were not the case then an object could be modified in ways which are correct according to its own specifications, but which result in a state not satisfying the invariant of another
object depending upon it.

From a higher level perspective, invariants define correctness properties internal to individual modules. The expectation is that the composition of one module with any other will not affect whether or not these invariants hold for all relevant states of running programs. Given a module whose reachable states adhere to the invariant conditions when appropriate, if this is composed with another such that states not adhering to the conditions become reachable, then there is a soundness problem with those invariants.

In particular this describes a relationship problem, where one module may function correctly in isolation or in co-operation with certain others, but which then malfunctions when in the presence of other modules. One very important property of modules is that, once considered to be correct, they should remain so regardless of context. Otherwise compositionality will always be hampered by the threat of combining two modules which are composable at the language level, but whose co-operative behaviour leads to malfunction.

Returning to the object level, it is often desirable for the invariant of one object to depend on another object for its conditions. Such invariants are between members of the same module, and so are amongst those internal correctness properties. This creates an implicit relationship between the two objects which is critical to the program’s correctness.

For example, a Java [20, 21] iterator will certainly require basic correctness properties of the collection it traverses to hold over its lifetime. A simple property would require that the collection be no smaller than it was when the iterator was created. Consider an iterator class `ListIterator` whose instances traverse `List` instances:

```java
class List {
...  
  ensures size() == 0;
  public void empty();

  public int size() { ... }
  public ListIterator iterator() { ... }
}

class ListIterator {
  private List list;
  private int position, last;

  invariant position <= last;
  invariant list.size() >= last;

  ...}
```

In this example, the `ListIterator` instances are responsible for their own invariants, however the `List` instances they rely must on also ensure their state satisfies the given constraint. Expecting the methods of `ListIterator` to ensure its invariant is reasonable and modular, but expecting `List` methods to do the same without any further information is not. A `List` instance with no dependent iterators has no constraint to maintain, but this cannot be differentiated from another instance which is constrained, thus clients of either object cannot be expected to prevent operations which violate an iterator’s invariant.

The responsibility for maintaining the `ListIterator`’s invariant is easily enforced only in simple cases, like the example here where the last statement will obviously break the iterator’s invariant:

```java
List l = new List();
... // add some elements to the list
ListIterator i = l.iterator();
l.clear(); // l.size() becomes 0, breaking i’s invariant
```

Although this example includes no method call or other operation which does not abide by the given contracts, the invariant of the iterator can still be broken, but this can be easily identifier since the relationship between the two objects in question is immediate and known. A given module
using these types may be shown to ensure this relationship between all lists and dependent iterators, however the introduction of new types through module composition may allow for incorrect behaviour to result from ostensibly correct operations. Consider a Set type which uses a List object:

```java
class Set {
    protected List list;

    ensures this.list.size()==0;
    public Set(List list){
        this.list=list;
        list.empty();
    }
    ...
}
```

In isolation this class is correct in that the contracts of method calls are respected. However if the given list is depended upon by an iterator then this will result in a state not satisfying the iterator’s invariant. Whether Set is correct or not depends on the relationships between objects at runtime, thus no static analysis can show that it is always correct. Testing at runtime would be required to prove some measure of correctness, although this is still made difficult since the relationship between lists and iterators is implicit in the latter’s invariant and no information, and certainly no correctness obligations, are present in the list’s specification.

This problem is termed the Indirect Invariant Effect in [35], which captures the basic problem of one object’s invariant depending on another. This dependee object must abide by certain constraints to ensure the invariant of those dependent upon it, however clients may correctly modify it such that this constraint is not respected. The suggested solution is to include invariants in any object depended upon by the invariants of others which ensure it abides by these constraints. This is not in itself adequate since the relationship between depending and dependee objects must be constructed and maintained correctly for such added invariants to accomplish this goal. Furthermore, this reduces modularity by more tightly coupling two objects types, thus other approaches which impose constraint in other ways would be desirable alternatives.

### 1.1 Reasoning About Objects

Mutable state allows this problem to arise, where the state of multiple objects must be co-ordinated while being modified. If iterators relied on immutable lists rather than mutable ones, their invariants would always hold if they were initially established. No operation may change an immutable list such that it ceases to adhere to any invariant constraints, whereas a mutable list of course can be modified such that their state does not satisfy some invariant constraint. Therefore all state must be immutable in a similar manner to many purely functional languages [5, 25, 26, 36, 41, 43, 46, 53], or there must be some approach to ensuring mutation abides by the present constraints.

Global reasoning could be applied to analyze an entire program and verify that all relationship constraints are respected by all possible operations. This would require reasoning about what relationships may form, and what operations will respect all possible invariants. All uses of List instances, for example, would have to be shown to involve lists which have no dependent iterators or only allows operations which satisfy the iterators’ invariants.

This form of reasoning, either as a runtime testing framework or in conjunction with formal theorem proving, is extremely cumbersome and impractical for large programs. Either proofs are
far too large to be conducted, or else the non-determinism of certain choices implies that it cannot be known if a certain relationship may be formed or not. Invariants which state properties between objects can be recast as global invariants, which global reasoning must demonstrate are true after all operations. For example, the global invariant for lists and iterators is the following:

\[ \forall l : \text{List}, i : \text{ListIterator} \mid i.\text{list} == l \bullet l.\text{size}() >= i.\text{last} \]

Ensuring that this is true whenever the two objects are accessible by their clients is not a simple task, requiring strict control over how and when the list and its iterators are aliased. A method for example may accept a List instance and perform some operations on it. The global approach must recognize when a list with dependent iterators is used as an argument in such a method call. If there is a chance the method may modify the list contrary to the global constraint, the call must be disallowed.

Even if a module can be shown in this way to be correct where global constraints are always preserved, any newly introduced modules may create relationships which do not respect this invariant. With this approach the correctness of each module would have to be re-checked when they are composed into a final complete system, otherwise it cannot be known when two objects may become related in a way which leads to an invariant not being respected. A module is therefore never considered correct in isolation, only when it is integrated into a whole program and verified.

Classical local reasoning, that is ensuring the correctness of a program by checking that the object types it is composed of abide by their contracts, is not sufficient either. What local reasoning attempts to do is ensure the correctness of the entire module, or entire program, that each type is part of by analyzing its methods. Those methods which abide by their specifications and those of any other object they interact with are expected to never break invariants other than that of their receiver object. As shown in the example, all three object types abide by their contracts, yet still errors can manifest as invariant violations. The invariant of ListIterator can be broken either through variable assignments or method calls which violate no contract at the point of execution. Such an invariant is considered to be unsound for this reason; sound invariants are always maintained by correct operations when they complete, and are necessary for a local reasoning approach to ensure correctness.

The practical solution to this soundness problem is to apply local reasoning on individual object types with additional restrictions that ensure only sound invariants can be formulated. An object must have a particular and well-defined relationship with another to predicate its invariant upon it, such that these relationships are more closely controlled and more easily reasoned about. This allows types to be analyzed in isolation since the relationships between objects at runtime would not affect correctness. Using a sound local reasoning approach, if two object types related through an invariant such as List and ListIterator are defined correctly, the invariant will always hold irrespective of what other correct types such as Set are introduced.

If it were known that the instances of ListIterator were the sole clients of the instance of List their invariants relied upon, then no operation of any other object could violate their invariants. This is to say that the iterators encapsulate their lists, such that they are protected from adverse modification by being accessible to no other clients. Ownership type systems \([4, 14, 24, 37]\) have been used to enforce this constraining property statically, and allow local reasoning only about the correctness of ListIterator’s methods when considering if its invariant will always hold.

Normally the iterator pattern is predicated on the list and iterator being accessed by external clients, thus encapsulation cannot be employed with this example. These two objects co-operate as a
single module and so will both have many external clients to whom they provide services. They still rely on each other for their invariants, so making this relationship explicit makes the information necessary for correctness available to external clients.

Specifically this means defining the same constraint in both types, hence any operation that would break one partner’s invariant will also break that of the other. This ensures that no operation of one partner which violates the other’s invariant is considered correct. External clients must still perform correct operations, so modularity is retained in that modules can be composed correctly if their constituent contracts are respected. The advantage is that the relationship between iterator and list is first of all made explicit, and secondly protected by both partners having obligations to the other. This replaces the original situation where List is related to ListIterator implicitly and has no invariant constraints disallowing invalid states.

Local reasoning now involves reasoning about the two objects simultaneously, but is a reasonable approach albeit at the expense of closer coupling between the two types. The end result is a DbC approach where no operation can result in a state where invariants do not hold without a contract violation. This is the goal of the Colleague Technique whose mechanisms defined in this thesis allows this soundness between co-operating objects.

1.2 The CoJava Approach

This thesis presents the CoJava language which employs ownership and invariant techniques to ensure the relationships between objects, both passive and active, remain correct. CoJava is a subset of the Java language containing adequate features from the full language to be a useful and manageable subject for discussing these techniques. Invariant soundness in the CoJava sense means that, when a method is called and obeys its contract, any invariant that held before the call will continue to hold afterward. Without ownership and other techniques, this is not always so as the Indirect Invariant Effect demonstrates.

CoJava uses a simplified ownership scheme based on its specialized type system to enforce encapsulation. An object owns another if it is aliased through an owned reference, thus allowing the type system to statically enforce encapsulation. This type system is very lightweight in comparison to other definitions ([14, 37] to name a few) in that it relies on simpler type definitions, fewer concepts, has a more rigid definition of encapsulation, and is defined in simpler formal terms.

To allow two non-encapsulated objects to co-operate formally, the Colleague Technique is used to provide additional invariant support between partners. If an object b relies on a for its invariant, then a’s invariant must state the same constraint from its perspective. Additional support is included to ensure that these two objects always alias one another so long as the dependency exists. The CoJava Tool automatically generates the code to do this, and also calculates what the additional invariant for a should be.

Similar to the Friends Mechanism [8] devised for the Spec# Language [7], this technique relies on explicit bidirectional aliasing by the colleague objects and a means of generating additional contract support. Colleagues however does not require the explicit definition of ancillary invariants or conditions to ensure correctness. Another means to addressing the same problem is to employ ownership primarily but weaken its constraints in certain situations and introduce additional proof obligations [38].

These disparate techniques all share the common themes of formalizing the way objects cooperate with one another soundly and correctly. Collectively these relationships contribute to the
correct composition of modules by defining precisely how objects interact and therefore how modules are integrated together. CoJava’s techniques can be extended into the full Java language, or any other object-oriented language, with few major extensions required since the applied techniques are general in form. The following chapters will define CoJava, its mechanisms, and demonstrate their correctness and application to object-oriented systems.

The CoJava Tool has been developed which implements these concepts for the CoJava language. The tool demonstrates that such concepts are practical solutions to the problems of formalizing relationships between objects. Through type checking and code generation, the Colleague Technique and threaded objects are implemented as standard Java output. Combined with a runtime assertion checking technique based on AspectJ [32] aspects, the tool implements an effective software development methodology capable of compiling, running, and checking simple CoJava examples as well as larger complex systems.

The chapters of this thesis are broken down as follows:

Chapter ?? discusses challenges of specifying object systems in relation to relationships. This will include discussion on the application of ownership to enforce encapsulation, as well as the limitations of the type-based approach. Secondly, the challenges of specifying object relationships is delved into. The Colleague Technique is introduced at this point as the solution to the problem through examples.

Chapter ?? will define the sequential CoJava language by providing its abstract syntax, type and operation rules. This semantic description will be used in later chapters to prove properties about CoJava, specifically that encapsulation is a static property of the type system as defined by the rules. An overview of the Design-by-Contract methodology is given. CoJava concrete syntax uses a subset of JML [33, 34] for specification, and this section will outline those elements from JML used to specify CoJava.

Chapter ?? will define the CoJava ownership type system. This will detail how it is used to enforce encapsulation and build abstract data types whose internal components are insulated against damaging mutations. The specific properties ownership provides will be proved to always hold for well-typed programs, as well as allowing invariants to soundly rely on owned objects.

Chapter ?? introduces the Colleague Technique that allows two objects to soundly rely on each other for their invariant conditions. This technique involves specialized types and significant tool support, but as a consequence allows invariants that would otherwise be susceptible to adverse external mutations.
Chapter 2

CoJava

The CoJava language is defined in this chapter as a subset of the Java language [20, 21] which includes the features of interest. The language is defined as an extension to the Lightweight Java [50, 51] language whose type-safety has been proven using Isabelle/HOL [39] based on proof obligations generated by the Ott Tool [10].

CoJava represents a small sequential subset of Java. Functional subsets of Java have been defined in other work [19, 27, 45] as a basis for the formalization of certain concepts, however including statements allows a discussion on ownership and specification to include program state. This chapter will first outline Lightweight Java then define the extensions which create the CoJava language. These extensions do not affect the type-safety of Lightweight Java, thus CoJava also is type-safe.

2.1 Formalizing Java

The primary definition for Java is the official Java Language Specification [21]. Serving as the technical reference to the language, it describes Java in relatively informal language, although the full context free grammar is given. As a basis for proving formal properties of Java, such as type safety, this is not sufficiently precise nor useful in elegant mathematical proofs.

Proving type safety of Java quickly became an important topic soon after the language’s introduction. It was found early on that that user-defined class loaders indeed broke type safety [47]. Assuming this loophole is corrected then the Java type system can be shown to be type safe for subsets of the language of varying sizes [17, 18, 10, 52]. To prove type safety, these efforts have provided formal definitions for Java subsets which contain enough of Java’s type system that extending the proved property to the whole language is relatively straightforward.

The definitions for ownership type systems based on Java’s type system extend and modify this formal work, as seen in [11, 2, 3, 14, 37]. These definitions of subset languages aim to capture the operational semantics of Java while restricting aliasing in particular ways. Necessarily these describe the same runtime behaviour but impose constrained type requirements, such that certain constructs no longer type correctly.

The introduction of generics into Java [5, 10] presented a new challenge to type safety. Again definitions for subset languages are devised [27] for which type safety is proved. Extending this

\[http://www.cl.cam.ac.uk/research/pls/javasem/lj/\]
property to the full language is meant to be simple given that the subset language includes all of Java’s relevant type features. This can be further extended into generic ownership [15, 16] which aims to enforce the same encapsulation properties in the presence of generic types.

These research efforts have defined Java or Java subsets using Structural Operational Semantic [44] (small-step) or Natural Semantic [28] (big-step) rules. Such rules define the relationship between types, the type of expressions and other language constructs, and the runtime semantics of the language in terms of inference rules. For example, the transitive nature of Java types, where if type \( D \) subtypes \( E \) and \( C \) subtypes \( D \) then \( C \) subtypes \( E \), can be stated as a general rule:

\[
C \ll D \quad \quad \quad D \ll E
\]

\[
C \ll E
\]

Inference rules of this form can be used in derivations to prove properties of the language at hand. This is used to prove type safety by showing that no conclusion can be derived from the language’s rules stating that a well-typed operation has allowed a program to “go wrong”. For example, a value of type \( E \) cannot be assigned to a variable with type \( D \), therefore the rule defining assignment cannot be used to derive a valid operation that allows this.

Alternatively the semantics of Java could be defined with the denotational [48] style, which describe semantics in terms of functions over state, or axiomatic [23] semantics, which describe semantics as properties that hold before and after operations. These approaches are better suited for certain purposes, however operational semantics based on inference rules is well suited to proving properties about a language’s runtime behaviour. Abstract state machines [22] are suited for defining Java where the execution at runtime often diverges considerably from what the syntax of the code would indicate [9]. LJ lacks branching statements such as break or continue, allows return only in one place, and lacks exceptions except as definitions of terminal states arising from null pointer referencing. Thus the language’s runtime behaviour more closely matches the syntax, making state machines a less attractive means of definition.

Lightweight Java is defined in this chapter using operational semantic rules. Firstly the abstract syntax is defined, followed by rules describing the type information of a LJ program, subtyping, well-formedness, and variable translation. The last set of rules define statement reductions, which describe the computation of a LJ program in terms of small-step semantics. Through the use of the Ott Tool to generate proof obligations from LJ’s formal definition, the type-correctness of these rules has been proven mechanically with Isabelle/HOL.

### 2.2 Lightweight Java

The abstract syntax for Lightweight Java (LJ) is given in Figure 2.1, illustrating a core subset of Java which includes enough interesting behaviour for discussing semantics and correctness. The language itself is not practical to use nor give examples in, but the lack of features does not prevent certain programs being defined. Features of Java such as constructors, static members, inner and anonymous types, may add convenience to the language, but they and others are not essential to Turing-completeness. However inheritance, as a mechanism for re-use and abstraction, is so important to much of object-oriented system design and architecture that its presence is essential.

Only object types are present in the language. In pure object-oriented languages numbers, such as int, are represented with object types. Integer numbers can be defined with objects through Church Encoding [12, 13], therefore primitive types with their associated arithmetic operations can
be represented in LJ albeit in a cumbersome form. The literal number 3 can, for example, be thought of as representing (new Nat()).\texttt{succ()}.\texttt{succ()}.\texttt{succ()} in Java, where \texttt{Nat} is the natural number class with \texttt{succ()} defining the successor function.

The absence of certain features does mean that examples in the LJ language would be very cumbersome to define. The lack of loops means that recursive methods would be used instead, and the lack of local variables means that additional method arguments would have to be defined and then used as variables rather than input for the method call. Consequently, examples in this chapter will be mostly given in Java, but will include no concepts which cannot be defined in LJ. For example, the \texttt{Counter} class in LJ would be the following:

```java
class Counter {
    int value;
    int max;

    Counter init(int max) {
        this.value = new int();
        this.max = max;
        return this;
    }

    Counter inc(int temp) {
        temp = this.value;
        temp = temp.succ();
        this.value = temp;
        return this;
    }
}
```

Figure 2.1: Lightweight Java Abstract Syntax
Counter add(int n, int temp) {
    temp = this.value;
    temp = temp.add(n);
    this.value = temp;
    return this;
}

public int get() {
    return value;
}

A method init() is introduced to serve the purpose of a constructor. Methods which would normally return void instead return a reference to the current object. Since LJ methods must always return a value, either an instance of a Void type must be constructed and returned, or else this simple expedient used. Temporary variables, in the form of arguments, must be used to call methods of the attributes (succ() representing the next value and add() representing mathematical addition) owing to the limitations of the syntax. This definition is functionally equivalent to the Java version, given a correct class type to represent int.

Figure 2.2 defines the syntax for lists in the above syntax and that of the formal definition to follow. A list of $\iota$ type elements in represented as $\iota$. Such a list of a size $k$ is given as $\iota_k$. A list whose elements are composed of multiple components may be presented as $\iota_k \iota_k'$, in which case the list $\iota_k'$ is derived from this by taking the $\iota'$ component from each element. An empty list is represented as $[]$, whereas the absence of an atom $\iota$ is represented as $\emptyset$.

![Figure 2.2: Lightweight Java List Syntax](image)

The overline syntax is also used to define universal quantification and define lists through predicates. If a predicate $p$ holds for all elements of some list $\iota_k^k$, this can be stated as $\forall \iota : \iota_k^k \bullet p(\iota)$ or $\overline{p(\iota_k)}$.

Given a predicate $v$ which relates two atoms, $v(\iota, \iota')$, then $v(\iota_k, \iota_k')$ states that a list $\iota_k'$ is composed of each $\iota'$ such that $v(\iota, \iota')$ for every $\iota$ in $\iota_k^k$. This is equivalent to a list comprehension of the form $\{\iota : \iota_k^k | v(\iota, \iota') \bullet \iota'\}$.

### 2.2.1 Types, Type Environment, and State

Figure 2.3 gives the abstract syntax for types, the type environment function $\Gamma$, and the state functions $L$ and $H$. A type is composed of a context and a class identifier as $(\text{ctx}, \text{cld})$ or $\text{ctx.cld}$. The context portion is defined for now as empty but shall be used as an extension mechanism in LJ to define different categories of object types. It will be used in CoJava to define ownership types in...
conjunction with a modified notion of subtyping. A type $\tau$ is thus a context/identifier pair, no type at all ($\varnothing$), or a lookup in $\Gamma$ or $H$.

The following definitions describe $\Gamma$, $L$, and $H$:

**Definition 2.2.1 (Environment Function $\Gamma$)**

The function $\Gamma$ recalls the static type of variables. It maps variables to types: $TVar \rightarrow \tau$. $\Gamma[x \mapsto \tau']$ states the function override associating the variable $x$ with type $\tau'$.

**Definition 2.2.2 (Variable State Function $L$)**

The function $L$ recalls the state of variables, hence it relates variable names to values: $Var \rightarrow Val$. $L[x \mapsto v]$ associates the variable $x$ with the value $v$.

**Definition 2.2.3 (Heap Function $H$)**

The function $H$ represents the heap of a running program. It maps object references to a pair, the first element of which is the object’s runtime type, and the second is a map from attribute names to values: $oid \rightarrow (\tau, f \mapsto v)$.

- The function override $H[oid \mapsto (\tau, f_1 \mapsto v_1, \ldots, f_k \mapsto v_k)]$ introduces a new object referred to by oid with type $\tau$ and attributes $f_1$ to $f_k$.
- $H[(oid, f) \mapsto v]$ replaces the value of the attribute $f$ of the object oid with the value $v$ but otherwise does not change the state of the heap.
- The application $H(oid, f)$ yields the value of the attribute $f$ of the object oid. This is shorthand for $((H oid).2) f$, where .2 represents the second element of the pair.
- The application $H(oid)$ yields the runtime type of the object oid, hence is is shorthand for $(H oid).1$.

### 2.2.2 Configurations

A program configuration is the state of a running program, including the heap and variable state as well as the program statements to be executed. A normal configuration will have a sequence of statements representing the computation of the program to follow, whereas an exceptional configuration will state what exception was thrown. An exceptional configuration represents a terminal state of a program, since no progress in LJ is possible after an exception is encountered.

A definition of configurations is given here which represents a slight extension to that in LJ by introducing the concepts of initial and final states:
Definition 2.2.4 (Configurations \((P, L, H, \pi)\))

A program configuration is a tuple \((P, L, H, \pi)\) representing the state of a LJ program. \(P\) is the program being executed, \(L\) the state of variables in the program, \(H\) the heap of objects, and \(\pi\) the statement sequence representing the computation to follow.

Any configuration of the form \((P, L, H, Exception)\) is an exceptional terminal configuration indicating the program has encountered an error and is unable to progress.

2.2.3 Type Information

The following function definitions are used to reason about the type information in a program \(P\). They are used to discuss the notions of well-formedness and subtyping. The first of these simply
represent the information about class members, such as \texttt{class\_name(cld)} which represents the name for the class definition \texttt{cld}. Later functions represent the collected information about all the members inherited by a given class definition, such as collecting together all the attributes a class inherited as well as defined as new.

These functions recall the constituent parts of a class definition:

\begin{align*}
\textit{class\_name}(\textit{class\ dcl\ extends\ } cl \{ \overline{fd\ meth\_def} \}) &= dcl \\
\textit{superclass\_name}(\textit{class\ dcl\ extends\ } cl \{ \overline{fd\ meth\_def} \}) &= \overline{dcl} \\
\textit{class\_fields}(\textit{class\ dcl\ extends\ } cl \{ \overline{fd\ meth\_def} \}) &= \overline{fd} \\
\textit{class\_methods}(\textit{class\ dcl\ extends\ } cl \{ \overline{fd\ meth\_def} \}) &= \overline{meth\_def} \\
\textit{method\_name}(cl \ meth(\overline{vd})\{ \text{meth\_body} \}) &= \text{meth}
\end{align*}

Given a program \( P \), this predicate states that all the classes it defines have distinct names:

\[ P = cld_k^k \]
\[ \text{class\_name}(cld_k) = dcl_k^k \]
\[ \text{distinct}(dcl_k) \]
\[ \text{distinct\_names}(P) \]

Given a program, a context \( ctx \), and a class name \( dcl \), \texttt{find\_cld} represents the class definition in the program’s class list with that name, or no element (\( \emptyset \)) if no class with the name exists:

\[ P = cld : \overline{cld} \]
\[ cld = \textit{class\ dcl\ extends\ } cl \{ \overline{fd\ meth\_def} \} \]
\[ dcl \neq \overline{dcl} \]
\[ \text{find\_cld}(\overline{dld}, ctx, dcl) = ctxcld_{\text{opt}} \]
\[ \text{find\_cld}(P, ctx, dcl) = ctxcld_{\text{opt}} \]

\texttt{find\_type} defines the \( ctx.cld \) type definition, as well the type of the class hierarchy root, \texttt{Object}:

\[ \text{find\_type}(P, ctx, \texttt{Object}) = ctx.\texttt{Object} \]

Path length defines the path length in the inheritance tree from a type to \texttt{Object}:

\begin{align*}
(P, ctx, Object, 0) &\in \textit{path\_length} \\
\text{find\_cld}(P, ctx, dcl) &= (ctx', \textit{cld}) \\
\textit{superclass\_name}(\textit{cld}) &= \overline{cl} \\
(P, ctx', \textit{cld}, nn) &\in \textit{path\_length} \\
(P, ctx', dcl, nn + 1) &\in \textit{path\_length}
\end{align*}
The predicate \texttt{acyclic\_clds}(P) states that the inheritance relation between classes defined in P is acyclic, such that no class inherits in anyway from itself:

\[
\forall \text{ctx \ dcl} \bullet \text{find\_cld}(P, \text{ctx, dcl}) \neq \emptyset \Rightarrow (\exists \text{nn} \bullet (P, \text{ctx, dcl, nn}) \in \text{path\_length})
\]

\texttt{acyclic\_clds}(P)

\texttt{find\_path\_rec}(P, \text{ctx, cl, []}) represents a list of \texttt{ctxcld} pairs corresponding to the class definition for \textit{cl} and every supertype up to \texttt{Object}:

\[
\texttt{find\_path\_rec}(P, \text{ctx, Object, ctxcld}) = \texttt{ctxcld}
\]

\[
(\neg \texttt{acyclic\_clds}(P)) \lor \texttt{find\_cld}(P, \text{ctx, dcl}) = \emptyset
\]

\texttt{find\_path\_rec}(P, \text{ctx, dcl, ctxcld}) = \emptyset

\texttt{acyclic\_clds}(P)

\[
\texttt{find\_cld}(P, \text{ctx, dcl}) = (\text{ctx}', \text{cld})
\]

\[
\texttt{superclass\_name}(\text{cld}) = \text{cl}
\]

\[
\texttt{superclass\_name}(\text{cld}) = \text{cl}
\]

\[
\texttt{find\_path\_rec}(P, \text{ctx, cl, ctxcld} \cup [(\text{ctx}', \text{cld})]) = \texttt{ctxcld\_opt}
\]

\[
\texttt{find\_path\_rec}(P, \text{ctx, dcl, ctxcld}) = \texttt{ctxcld}\_opt
\]

\texttt{find\_path}(P, \text{ctx, cl}) is simply shorthand for \texttt{find\_path\_rec}(P, \text{ctx, cl, []}):

\[
\texttt{find\_path}(P, \text{ctx, cl, []}) = \texttt{ctxcld}\_opt
\]

\[
\texttt{find\_path}(P, \text{ctx, cl}) = \texttt{ctxcld}\_opt
\]

A second definition relates \textit{P} and a type to list of class definitions:

\[
\texttt{find\_path}(P, \text{ctx, Object}) = []
\]

\[
\texttt{find\_path}(P, \text{ctx, dcl}) = \texttt{ctxcld}\_opt
\]

\[
\texttt{find\_path}(P, \text{ctx, dcl}) = \texttt{ctxcld}\_opt
\]

\[
\texttt{find\_path}(P, \text{ctx, dcl}) = \texttt{ctxcld}\_opt
\]

Given a list of class definitions, \texttt{fields\_in\_path} represents the collection of the attribute names of all the class definitions:

\texttt{fields\_in\_path}([[]]) = []

\texttt{fields\_in\_path}((\text{ctx, cld}) : \text{ctxcld}[]) = \texttt{f'}

\[
\texttt{fields\_in\_path}((\text{ctx, cld}) : \text{ctxcld}[]) = \texttt{f'}
\]

\[
\texttt{fields\_in\_path}((\text{ctx, cld}) : \text{ctxcld}[]) = \texttt{f'}
\]

\texttt{fields} is the collection of all defined and inherited attributes for a given type \textit{\tau} in program \textit{P}:

\[
\texttt{fields}(P, \tau) = \emptyset
\]

\[
\texttt{fields}(P, \tau) = \emptyset
\]

\[
\texttt{fields}(P, \tau) = \emptyset
\]

\[
\texttt{fields}(P, \tau) = \emptyset
\]

\texttt{fields}(P, \tau) = \emptyset

\[
\texttt{fields}(P, \tau) = \emptyset
\]
**methods_in_path** represents the collected method definitions derived from the class definitions in the given list:

\[
\begin{align*}
\text{methods_in_path}([]) &= [] \\
\text{methods_in_path}(\text{cld}_k) &= \text{meth} \\
\text{methods}(P, \tau) &= \text{meth}
\end{align*}
\]

**methods** produces all the inherited and defined methods in the type \( \tau \) as defined by program \( P \):

\[
\begin{align*}
\text{find_path}(P, \tau) &= (\text{ctx}_k, \text{cld}_k) \\
\text{methods}(P, \tau) &= \text{meth}
\end{align*}
\]

Given a list of attribute declarations and an attribute name \( f \), **ftype_in_fds** attempts to determine the type of \( f \) as indicated by its entry in the list. If \( f \) is not in the list then **ftype_in_fds** results in \( \emptyset \), if the type \( f \) is supposed to have does not exist in \( P \) then the result is \( \bot \):

\[
\begin{align*}
\text{ftype_in_fds}(P, \text{ctx}, [ ], f) &= \emptyset \\
\text{find_type}(P, \text{ctx}, cl) &= \emptyset \\
\text{ftype_in_fds}(P, \text{ctx}, cl f : \text{fd}_k, f) &= \tau \\
\text{ftype_in_fds}(P, \text{ctx}, cl f : \text{fd}_k, f') &= \tau_{opt}
\end{align*}
\]

Given a list of types representing the inheritance hierarchy from the first to **Object** and an attribute name \( f \), **ftype_in_path** represents the type of \( f \) as it is declared in one of the class definitions, or \( \emptyset \) if no type can be found.

\[
\begin{align*}
\text{ftype_in_path}(P, [ ], f) &= \emptyset \\
\text{class_fields}(\text{cld}) &= \text{fd} \\
\text{ftype_in_fds}(P, \text{ctx}, \text{fd}, f) &= \bot \\
\text{ftype_in_path}(P, (\text{ctx}, \text{cld}) : \text{ctx}\text{cld}_k, f) &= \emptyset \\
\text{class_fields}(\text{cld}) &= \text{fd} \\
\text{ftype_in_fds}(P, \text{ctx}, \text{fd}, f) &= \tau \\
\text{ftype_in_path}(P, (\text{ctx}, \text{cld}) : \text{ctx}\text{cld}_k, f) &= \tau
\end{align*}
\]
\[
\begin{align*}
\text{class_fields}(\text{cld}) &= \overline{\text{fd}} \\
\text{ftype_in_fds}(\text{P}, \text{ctx}, \overline{\text{fd}}, \text{f}) &= \varnothing \\
\text{ftype_in_path}(\text{P}, \text{x}, \text{cld}, \text{f}) &= \tau_{opt} \\
\text{ftype_in_path}(\text{P}, (\text{ctx}, \text{cld}) : \overline{\text{x}} \text{x}, \text{f}) &= \tau_{opt}
\end{align*}
\]

\text{ftype} represents the type of the attribute \( f \) as declared in \( \tau \) or in one of its supertypes:

\[
\begin{align*}
\text{find_path}(\text{P}, \tau) &= \overline{\text{ctx}} \text{ld} \\
\text{ftype_in_path}(\text{P}, \overline{\text{ctx}} \text{ld}, \text{f}) &= \tau' \\
\text{ftype}(\text{P}, \tau, \text{f}) &= \tau'
\end{align*}
\]

Given a list of methods and a method name, \texttt{find_meth_def_in_list} is the definition for the method with that name as given in the list, or \( \varnothing \) if the method is not in the list:

\[
\text{find_meth_def_in_list}([], \text{meth}) = \varnothing
\]

\[
\text{meth}_\text{def} = \text{cl} \{ \text{meth}_\text{body} \}
\]

\[
\text{find_meth_def_in_list}(\text{meth}_\text{def} : \overline{\text{meth}_\text{def}}^k, \text{meth}) = \text{meth}_\text{def}
\]

\[
\text{meth}_\text{def} = \text{cl} \{ \text{meth}'(\overline{\text{vd}}) \} \{ \text{meth}_\text{body} \}
\]

\[
\text{meth} \neq \text{meth}'
\]

\[
\text{find_meth_def_in_list}(\overline{\text{meth}_\text{def}}^k, \text{meth}) = \text{meth}_\text{def}_{opt}
\]

\[
\text{find_meth_def_in_list}(\text{meth}_\text{def} : \overline{\text{meth}_\text{def}}^k, \text{meth}) = \text{meth}_\text{def}_{opt}
\]

Given a list of types representing the inheritance hierarchy from the first to \texttt{Object} and a method name \texttt{meth}, \texttt{find_meth_def_in_path} represents the definition of the method with this name as declared in one of the classes in the list, or \( \varnothing \) if no definition can be found:

\[
\text{find_meth_def_in_path}([], \text{meth}) = \varnothing
\]

\[
\text{class_methods}(\text{cld}) = \text{meth}_\text{def}
\]

\[
\text{find_meth_def_in_list}(\text{meth}_\text{def}, \text{meth}) = \text{meth}_\text{def}
\]

\[
\text{find_meth_def_in_path}((\text{ctx}, \text{cld}) : \overline{\text{ctxfld}}^k, \text{meth}) = (\text{ctx}, \text{meth}_\text{def})
\]

\[
\text{class_methods}(\text{cld}) = \text{meth}_\text{def}
\]

\[
\text{find_meth_def_in_list}(\text{meth}_\text{def}, \text{meth}) = \varnothing
\]

\[
\text{find_meth_def_in_path}(\overline{\text{ctxfld}}^k, \text{meth}) = \text{ctxmeth}_\text{def}_{opt}
\]

\[
\text{find_meth_def_in_path}((\text{ctx}, \text{cld}) : \overline{\text{ctxfld}}^k, \text{meth}) = \text{ctxmeth}_\text{def}_{opt}
\]
Given a type and a method name, `find_meth_def` represents the method definition for the method with that name as defined in the given type or one of its supertypes:

\[
\begin{align*}
\text{find_path}(P, \tau) &= \emptyset \\
\text{find_meth_def}(P, \tau, \text{meth}) &= \emptyset \\
\text{find_path}(P, \tau) &= \text{ctxcld} \\
\text{find_meth_def_in_path}(\text{ctxcld}, \text{meth}) &= \text{ctxmeth_def}_{\text{opt}} \\
\text{find_meth_def}(P, \tau, \text{meth}) &= \text{ctxmeth_def}_{\text{opt}}
\end{align*}
\]

\[
\begin{align*}
\text{mtype} \text{ represents the type of the method } \text{meth} \text{ as declared in } \tau \text{ or one of its supertypes:}
\end{align*}
\]

\[
\begin{align*}
\text{find_meth_def}(P, \tau, \text{meth}) &= (\text{ctx}, \text{meth_def}) \\
\text{meth_def} &= \text{cl}\ \text{meth}(\text{cl}\_\text{var}_k)\{\text{meth_body}\} \\
\text{find_type}(P, \text{ctx}, \text{cl}) &= \tau_k' \\
\pi &= \tau_k \rightarrow \tau' \\
\text{mtype}(P, \tau, \text{meth}) &= \pi
\end{align*}
\]

### 2.2.4 Subtyping

The subtyping relation \(\prec\) is defined as a partial order on types. When a class inherits from another, then any type derived from that class is a subtype of that derived from the superclass. The following rules define the relation.

All types are subtypes of `ctx.Object`, where `ctx` is the same context as that for \(\odot\)

\[
\begin{align*}
\text{find_path}(P, \tau) &= \text{ctxcld} \\
\tau &= \text{ctx.cld} \\
P \vdash \tau \prec \text{ctx.Object}
\end{align*}
\]

Given a type \(\tau\) and a list of types representing the inheritance path from \(\tau\) to `ctx.Object`, \(\tau\) is a subtype of each type in that list. In this way \(\prec\) is defined as a transitive relation, since if \(\tau \prec \tau'\) and \(\tau' \prec \tau''\) then \(\tau'\) and \(\tau''\) will be in the list of types, hence \(\tau \prec \tau''\) will be true. Since \(\tau\) is also in the path, then this implies that \(\tau \prec \tau\) is also true.

\[
\begin{align*}
\text{find_path}(P, \tau) &= (\text{ctx}_k, \text{cl}_k)^k \\
\text{class_name}(\text{cl}_k) &= \text{dcl}_k^k \\
(\text{ctx}', \text{dcl}') &\in (\text{ctx}_k, \text{cl}_k)^k \\
P \vdash \tau \prec \text{ctx}'.\text{dcl}'
\end{align*}
\]

\(^2\)This is an addition to the original LJ rule since `Object` was not originally associated with a context
Given two lists of types of equal length where each type in one subtypes that in the same position of the second list, then the first list is defined as a subtype of the second:

\[
\tau = \tau_k
\]
\[
\tau' = \tau'_k
\]
\[
P \vdash \tau_k \prec \tau'_k
\]
\[
P \vdash \tau \prec \tau'
\]

If two optional types are in fact types and not \(\emptyset\) which are related through subtyping, then the optional variable is related through subtyping as well:

\[
\tau_{opt} = \tau
\]
\[
\tau_{opt}' = \tau'
\]
\[
P \vdash \tau \prec \tau'
\]
\[
P \vdash \tau_{opt} \prec \tau_{opt}'
\]

\textbf{null} is a subtype of all types:

\[
\tau_{opt} = \tau
\]
\[
P, H \vdash \textbf{null} \prec \tau_{opt}
\]

If the heap records that an \textit{oid} has a particular runtime type which is a subtype of \(\tau_{opt}\), then the \textit{oid} itself also is defined as subtype of \(\tau_{opt}\):

\[
P \vdash H(\textit{oid}) \prec \tau_{opt}
\]
\[
P, H \vdash \textit{oid} \prec \tau_{opt}
\]

### 2.2.5 Well-formedness

Well-formedness covers the criteria for well-formed sets of types, correct type hierarchy, and well-typedness. A well-formed program, heap, or variable store must meet certain conditions relating to correct types and configuration. It is assumed that a program can only be executed if it is well-formed, and no permissible operation will render anything ill-formed.

A variable store \(L\) is well-formed if it is finite and stores values whose type correspond to the type of the variable:

\[
\text{finite}(\text{dom}(L))
\]
\[
\forall x \in \text{dom}(\Gamma) \cdot P, H \vdash L(x) \prec \Gamma(x)
\]
\[
P, \Gamma, H \vdash L
\]

A heap \(H\) is well-formed if it is finite and every attribute stores a value which is a subtype of the attribute’s type:
\textbf{finite}(\text{dom}(H))
\forall \text{oid} \in \text{dom}(H) \bullet
\exists \tau \mid H(\text{oid}) = \tau \bullet
\forall f : \text{fields}(P, \tau) \bullet P, H \vdash H(\text{oid}, f) \prec \text{ftype}(P, \tau, f)
\hline
P \vdash H

An exceptional configuration is well-formed if the program, heap, and variable store are all well-formed:
\hline
\vdash P \\
\vdash H \\
P, \Gamma, H \vdash L \\
\Gamma \vdash (P, L, H, \text{Exception})
\hline

An normal configuration is well-formed if the program, heap, variable store, and statements to reduce are all well-formed:
\hline
\vdash P \\
\vdash H \\
P, \Gamma, H \vdash L \\
P, \Gamma, H \vdash s_k \\
\Gamma \vdash (P, L, H, s_k^k)
\hline

A statement block is well-formed if each statement is well-formed:
\hline
P, \Gamma \vdash s_k^k \\
P, \Gamma \vdash \{s_k^k\}
\hline

A variable assignment is well-formed if the type of the value to assign is a subtype of that of the variable:
\hline
P \vdash \Gamma(x) \prec \Gamma(\text{var}) \\
P, \Gamma \vdash \text{var} = x; \\
\hline

A variable assignment of an attribute is well-formed if the type of the attribute is a subtype of that of the variable:
\hline
\Gamma(x) = \tau \\
\text{ftype}(P, \tau, f) = \tau' \\
P \vdash \tau' \prec \Gamma(\text{var}) \\
P, \Gamma \vdash \text{var} = x.f; \\
\hline

An attribute assignment is well-formed if the type of the variable is a subtype of that of the attribute:
Γ(x) = τ
\text{ftype}(P, \tau, f) = \tau'
\text{WF}_{\text{AttrAssign}}
P, \Gamma \vdash x.f = y;

A conditional statement is well-formed if the values \(x\) and \(y\) to be compared are related through subtyping, and that the statements are well-formed:

\[
P \vdash \Gamma(x) \prec \Gamma(y) \lor P \vdash \Gamma(y) \prec \Gamma(x)
\]
\text{WF}_{\text{If}}
\[
P, \Gamma \vdash s_1
\]
\[
P, \Gamma \vdash s_2
\]
\[
P, \Gamma \vdash \text{if} (x == y) \ s_1 \ \text{else} \ s_2
\]

An object creation statement is well-formed if the class name \(cl\) corresponds to an existing type, which is also a subtype of that of the variable:

\[
\text{find_type}(P, ctx, cl) = \tau
\]
\[
P \vdash \tau \prec \Gamma(\text{var})
\]
\text{WF}_{\text{New}}
\[
P, \Gamma \vdash \text{var} = \text{new}_{ctx} \ cl();
\]

A method call is well-formed if the type of each argument is a subtype of that of the argument variable they are being substituted for, and if the return type of the method is a subtype of that of the variable:

\[
\gamma = \var_k^k
\]
\[
\Gamma(x) = \tau
\]
\text{WF}_{\text{MethCall}}
\[
\text{mtype}(P, \tau, meth) = \var_k^k \rightarrow \tau'
\]
\[
P \vdash \tau' \prec \Gamma(\text{var})
\]
\[
P, \Gamma \vdash \text{var} = x.\text{meth}({\gamma});
\]

A method is well-formed if its arguments have unique names and existing types, each statement is well-formed, its declared return type exists and the type of the return value is a subtype of it:

\[
\text{distinct}(\text{var}_k^k)
\]
\text{WF}_{\text{Meth}}
\[
\text{find_type}(P, ctx, cl_k) = \tau_k^k
\]
\[
\Gamma = [\text{var}_k^k \mapsto \tau_k^k][\text{this} \mapsto ctx.dcl]
\]
\[
P, \Gamma \vdash s'_l
\]
\[
\text{find_type}(P, ctx, cl) = \tau
\]
\[
P \vdash \Gamma(y) \prec \tau
\]
\[
P \vdash_{ctx.dcl} cl \ \text{meth}(\var_k^k) \{ \text{return} \ y; \}
\]

A well-formed type definition must inherit from an existing type \(\tau\), have unique attribute names which are disjoint from all those inherited through \(\tau\), have attributes with defined types, and have
well-formed methods with unique names such that any method with the same name as one inherited from \( \tau \) (ie. a method override) also has the same type:

\[
\text{find}_\text{type}(P, ctx, cl) = \tau
\]

\[
\text{ctx.dcl} \neq \tau
\]

\[
\text{distinct}(\mathcal{F}_j)
\]

\[
\text{fields}(P, \tau) = \mathcal{F}
\]

\[
\mathcal{F}_j \perp \mathcal{F}
\]

\[
\text{find}_\text{type}(P, ctx, cl_j) = \tau_j
\]

\[
P \vdash_{\text{ctx.dcl}} \text{meth}_\text{def}_k
\]

\[
\text{method}_\text{name}(\text{meth}_\text{def}_k) = \text{meth}_k
\]

\[
\text{distinct}(\text{meth}_k)
\]

\[
\text{methods}(P, \tau) = \text{meth}'_l
\]

\[
\text{mtype}(P, \text{ctx.dcl}, \text{meth}'_l) = \pi'_l
\]

\[
\text{mtype}(P, \tau, \text{meth}'_l) = \pi'_l
\]

\[
\text{meth}'_l \in \text{meth}_k \Rightarrow \pi_l = \pi'_l
\]

\[
P \vdash_{\text{ctx}} (\text{dcl}, cl, \mathcal{F}_j; \text{meth}_\text{def}_k)
\]

A well-formed class in a program \( P \) must be a member of that program’s class list and have a well-formed type definition:

\[
P = \text{cld}
\]

\[
\text{class dcl extends cl } \{ \mathcal{F}_d \text{ meth}_\text{def} \} \in \text{cld}
\]

\[
P \vdash (\text{dcl}, cl, \mathcal{F}_d, \text{meth}_\text{def})
\]

\[
P \vdash \text{class dcl extends cl } \{ \mathcal{F}_d \text{ meth}_\text{def} \}
\]

A well-formed program must define distinct class names, contain only well-formed classes whose type hierarchy is acyclic, and have a well-formed initial statement \( s \):

\[
P = \text{cld}_k
\]

\[
\text{distinct_names}(P)
\]

\[
P \vdash \text{cld}_k
\]

\[
\text{acyclic_clds}(P)
\]

\[
\vdash P
\]

### 2.2.6 Variable Translation

The following variable translation rules are used to ensure that variable names remain distinct during reduction operations. \( \theta \) is a function mapping old variable names to new ones. The judgment \( \theta \vdash s \sim s' \) states that \( s' \) is the translated version of an initial statement \( s \) with old variable names replaced with new as \( \theta \) dictates.
Definition 2.2.5 (Variable Translation Function $\theta$)

$\theta$ is a function from variables to variables: $x \rightarrow y$. An override of the function is given as $\theta[x \mapsto y]$ in which the variable $x$ is mapped with $y$ in addition to any other mappings present in $\theta$.

\[
\frac{\theta \vdash s_k \rightsquigarrow s'_k}{\theta \vdash \{s_k^k\} \rightsquigarrow \{s'_k^k\}}
\]

\[
\frac{\theta(var) = var'; \ \theta(x) = x'}{\theta \vdash var = x; \rightsquigarrow var' = x'}
\]

\[
\frac{\theta(var) = var'; \ \theta(x) = x'}{\theta \vdash var = x; \rightsquigarrow var' = x'}
\]

\[
\frac{\theta(x) = x'; \ \theta(y) = y'}{\theta \vdash if (x == y) s_1 else s_2 \rightsquigarrow if (x' == y') s'_1 else s'_2}
\]

\[
\frac{\theta(var) = var'}{\theta \vdash var = \mathbf{new}_{ctx} cl(); \rightsquigarrow var' = \mathbf{new}_{ctx} cl();}
\]

\[
\frac{\theta(var) = var'; \ \theta(x) = x'}{\theta \vdash var = x.meth(y_k^k); \rightsquigarrow var' = x'.meth(y'_{k}^k)}
\]

2.2.7 Statement Reductions

Statement reductions represent the computation of a LJ program. Each rule defines how a statement is eliminated from the list of statements to reduce, and how this affects the heap and variable store. The result is a transition from a normal configuration to a normal or exceptional configuration. When erroneous runtime conditions are encountered, the result is a exceptional configuration, otherwise the result is a normal configuration.

\[
(P, L, H, \{s_k^k\}, s_l^l) \rightarrow (P, L, H, \pi_k^k s_l^l)
\]

\[
L(x) = v
(P, L, H, var = x; \pi_l^l) \rightarrow (P, L[var \mapsto v], H, \pi_l^l)
\]

\[
L(x) = \mathbf{null}
(P, L, H, var = x.f; \pi_l^l) \rightarrow (P, L, H, \mathbf{NPE})
\]
\[
L(x) = \text{oid} \\
H(\text{oid}, f) = v \\
\frac{}{(P, L, H, x.f = y; \overline{s}) \rightarrow (P, L[x \mapsto v], H, \overline{s})} \quad \text{SR\_AssignAttr}
\]

\[
L(x) = \text{null} \\
\frac{}{(P, L, H, x.f = y; \overline{s}) \rightarrow (P, L, H, \text{NPE})} \quad \text{SR\_AttrAssignEx}
\]

\[
L(x) = \text{oid} \\
L(y) = v \\
\frac{}{(P, L, H, x.f = y; \overline{s}) \rightarrow (P, L, H[(\text{oid}, f) \mapsto v], \overline{s})} \quad \text{SR\_AttrAssign}
\]

\[
L(x) = L(y) \\
\frac{}{(P, L, H, \text{if } (x == y) s_1 \text{ else } s_2 s'_l) \rightarrow (P, L, H, s_1 s'_l)} \quad \text{SR\_IfTrue}
\]

\[
L(x) \neq L(y) \\
\frac{}{(P, L, H, \text{if } (x == y) s_1 \text{ else } s_2 s'_l) \rightarrow (P, L, H, s_2 s'_l)} \quad \text{SR\_IfFalse}
\]

\[
\text{find\_type}(P, \text{ctx}, \text{cl}) = \tau \\
\text{fields}(P, \tau) = T^k \\
\text{oid} \notin \text{dom}(H) \\
H' = h[\text{oid} \mapsto (\tau, f \mapsto \text{null}^k)] \\
\frac{}{(P, L, H, \text{var} = \text{new\_ctx cl}(); \overline{s}) \rightarrow (P, L[\text{var} \mapsto \text{oid}], H', \overline{s})} \quad \text{SR\_New}
\]

\[
L(x) = \text{null} \\
\frac{}{(P, L, H, x.meth(y); \overline{s}) \rightarrow (P, L, H, \text{NPE})} \quad \text{SR\_MethEx}
\]

\[
L(x) = \text{oid} \\
H(\text{oid}) = \tau \\
\text{find\_meth\_def}(P, \tau, \text{meth}) = (\text{ctx}, \text{cl meth}(\text{cl}_k \text{var}_k^k)\{s'_l \text{ return } y; \}) \\
\text{var}_k^k \perp \text{dom}(L) \\
\text{distinct}(\text{var}_k^k) \\
x' \notin \text{dom}(L) \\
x' \notin \text{var}_k^k \\
L(y_k) = v_k \\
L' = L[\text{var}_k^k \mapsto v_k^k][x' \mapsto \text{oid}] \\
\theta = [\text{var}_k^k \mapsto \text{var}_k^k][\text{this} \mapsto x'] \\
\theta \vdash s'_l \Rightarrow s''_l \\
\theta(y) = y' \\
\frac{}{(P, L, H, \text{var} = x.meth(y); \overline{s}) \rightarrow (P, L', H, \overline{s'}, \text{var} = y'; \overline{s})} \quad \text{SR\_Meth}
\]
2.3 CoJava Extensions

CoJava is based on the above definition of Lightweight Java with a number of extensions:

- Ownership is introduced through the extension of the context mechanism and slight changes to
  the well-formedness rules. The context mechanism must also be extended to apply to attributes
  and argument variables for this to be possible.

- Design-by-Contract specification is introduced as predicates describing class invariants and
  method conditions. This requires a new syntax and semantics for predicate expressions which
  these specification elements require to describe logical properties. Additionally, a Boolean
  type with True and False subtypes is introduced to describe these conditions in terms of true
  or false.

2.3.1 Ownership

Ownership enforces encapsulation through the type system. By constraining what operations with
owned types are permitted and relationship between owned and non-owned types, an object can
control what clients access those objects it owns. The set of owned objects forms a series rooted
acyclic digraphs when considering the aliasing relationship as edges between nodes. An owned object
can only be accessed by objects higher up in the digraph which are its owners. The assumption of
hierarchy is important to structural assumptions about the owned objects and about the meaning
of encapsulation.

The restrictions which impose these properties are summarized here:

- Owned values cannot be assigned to non-owned variables and attributes, or vice versa. This
  ensures that owned objects can only be accessed through owned variables.

- Methods with owned arguments can be called only when the receiver is this. This prevents
  external clients from creating cycles in the ownership structure.

- Owned attributes can only be assigned to when the receiver is this. This also is necessary to
  prevent the formation of cycles.

- Methods returning owned references and owned attributes can only be accessed through an
  owned receiver. Since owned objects are only accessible through owned references, a client
  cannot access an object’s owned objects.

- Within the method of a class dcl, this is typed as the owned version of dcl. This prevents an
  owned object from exposing a non-owned reference to itself to its clients.

The context construct in LJ is intended to be used for extensions to the language. Ownership
can be represented with this by introducing two contexts representing regular and owned types: reg
and owned. The ctx definition in Figure 2.3 is thus modified to reflect this:

\[
ctx ::= \quad \text{Context} \\
| \quad \text{Regular types with no context} \\
| \quad \text{Owned types}
\]

The syntax of LJ is also modified to include context with attribute, argument and method
definitions. Figure 2.4 gives the syntax for CoJava with the added context values, as well as the
local variable statement. With the changes to the definition of attributes \((fd)\), arguments \((vd)\), and method signatures \((meth\_sig)\), a few of the type information functions and rules must be altered.

\[
\begin{align*}
P &::= (\text{cld}, s) & \quad & \text{– Program} \\
C, cl, dcl &::= & \quad & \text{– Class names} \\
ctx &::= & \quad & \text{– Base class Object} \\
cld &::= & \quad & \text{– Class name} \\
cl &::= & \quad & \text{– Context} \\
dcl &::= & \quad & \text{– Regular types with no context} \\
dcl &::= & \quad & \text{– Owned types} \\
\text{extends} &::= & \quad & \text{– Class definition} \\
\text{meth} &::= & \quad & \text{– Attribute definition} \\
fld &::= & \quad & \text{– Method definition} \\
\text{meth\_body} &::= & \quad & \text{– Method signature} \\
vd &::= & \quad & \text{– Variable definition} \\
fld &::= & \quad & \text{– Method body} \\
\text{meth\_def} &::= & \quad & \text{– Statements} \\
\text{meth\_sig} &::= & \quad & \text{– Block Statement} \\
vd &::= & \quad & \text{– Assign variable to variable} \\
meth &::= & \quad & \text{– Assign attribute to variable} \\
meth &::= & \quad & \text{– Assign variable to attribute} \\
\text{meth\_body} &::= & \quad & \text{– Conditional statement} \\
s &::= & \quad & \text{– Object creation} \\
\text{meth\_body} &::= & \quad & \text{– Method call} \\
\{\pi_{k}^k\} &::= & \quad & \text{– Declare new variable} \\
var = x; &::= & \quad & \text{– Term variables} \\
var = x.f; &::= & \quad & \text{– Regular variables} \\
x.y = y; &::= & \quad & \text{– Ref. to current object} \\
\text{if} (x == y) s \text{ else } s' &::= & \quad & \text{– Ref. to current object} \\
\text{var} = \text{new}_{ctx} cl(); &::= & \quad & \text{– Ref. to current object} \\
\text{var} = x.met(\overline{y}); &::= & \quad & \text{– Ref. to current object} \\
\text{ctx} cl var; &::= & \quad & \text{– Ref. to current object} \\
\text{TVar}, x, y &::= & \quad & \text{– Ref. to current object} \\
\end{align*}
\]

Figure 2.4: CoJava Abstract Syntax

The functions defining lists of attribute and path names must be amended to incorporate the extra \(ctx\) component:

\[
\begin{align*}
\text{class\_fields}(cld) &= \text{ctx}_{j} cl_{j} f_{j}; \\
\text{fields\_in\_path}(\text{ctx} cld_{2} \ldots \text{ctx} cld_{k}) &= \overline{f} \\
\overline{f} &= f' \land \overline{f} \\
\text{fields\_in\_path}((\text{ctx}, cld) \text{ctx} cld_{2} \ldots \text{ctx} cld_{k}) &= \overline{f}' \\
\text{class\_methods}(cld) &= \overline{\text{method\_def}_{i}} \\
\text{method\_def}_{i} &= \text{ctx}_{j} cl_{i} \text{method}_{i}(vd_{i})\{\text{meth\_body}_{i}\} \\
\text{methods\_in\_path}(cld_{2} \ldots cld_{k}) &= \text{meth} \\
\text{meth} &= \text{meth}_{i} \land \text{meth} \\
\text{methods\_in\_path}(cld cld_{2} \ldots cld_{k}) &= \text{meth}
\end{align*}
\]
ftype_in_fds(\(P, ctx, f\)) finds the type of \(f\) in the given list of attributes. The definition must be changed to ensure that the given context \(ctx\) matches that of the attribute with name \(f\) as well as to take into account the added context part of attribute definitions.

\[
\text{find_type}(P, ctx, cl) = \varnothing
\]

\[
\text{ftype_in_fds}(P, ctx, ctx' cl f \land fd_2 \ldots fd_k, f) = \bot
\]

\[
\text{find_type}(P, ctx, cl) = \tau
\]

\[
ctx = ctx'
\]

\[
\text{ftype_in_fds}(P, ctx, ctx' cl f \land fd_2 \ldots fd_k, f) = \tau
\]

\[
f \neq f'
\]

\[
\text{ftype_in_fds}(P, ctx, fd_2 \ldots fd_k, f') = \tau^\bot_{opt}
\]

\[
\text{ftype_in_fds}(P, ctx, ctx' cl f \land fd_2 \ldots fd_k, f') = \tau^\bot_{opt}
\]

The second two deduction rules for \text{find_meth_def_in_list} must reflect the added \(ctx\) component:

\[
\text{meth_def} = ctx cl \text{meth}(\overline{\text{id}})\{\text{meth_body}\}
\]

\[
\text{find_meth_def_in_list}(\text{meth_def \ meth_def_2 \ldots \ meth_def_k, meth}) = \text{meth_def}
\]

\[
\text{meth_def} = ctx cl \text{meth}'(\overline{\text{id}})\{\text{meth_body}\}
\]

\[
meth \neq meth'
\]

\[
\text{find_meth_def_in_list}(\text{meth_def_2 \ldots \ meth_def_k, meth}) = \text{meth_def}_{opt}
\]

\[
\text{find_meth_def_in_list}(\text{meth_def \ meth_def_2 \ldots \ meth_def_k, meth}) = \text{meth_def}_{opt}
\]

Lastly, \text{mtype} is changed to reflect the changes to method return and argument types:

\[
\text{find_meth_def}(P, \tau, meth) = (ctx', \text{meth_def})
\]

\[
\text{meth_def} = ctx cl \text{meth}(\overline{ctx_k} \overline{cl_k} \overline{var_k})\{\text{meth_body}\}
\]

\[
\text{find_type}(P, ctx, cl) = \tau'
\]

\[
\text{find_type}(P, ctx_k, cl_k) = \tau^1_k
\]

\[
\pi = \tau^1_k \rightarrow \tau'
\]

\[
\text{mtype}(P, \tau, meth) = \pi
\]

The definition of subtyping need not be changed since a critical property of contexts is preserved. A type \(ctx.cld\) is a subtype of \(ctx'.cld'\) only if \(ctx = ctx'\) and the class \(cld\) inherits from \(cld'\) (or are the same class). This implies that an owned type is not a subtype or a regular type, thus for example \text{owned}.cld \prec \text{reg}.cld' is never true. This ensures that owned objects are always only aliased through owned references since the rules for assignment prevent an owned value from being assigned to a non-owned variable.
For example, WF.AssignVar defining the well-formedness of the statement \( \text{\texttt{var = x;}} \) requires that the type of \( x \) be a subtype of that of \( \text{\texttt{var}} \). If \( \text{\texttt{var}} \) is declared as owned but \( x \) is not, then the statement is not well-formed and a non-owned variable cannot refer to an owned object. This same restriction prevents the other assignment statements from creating owned and non-owned references to the same object.

Modifications must be made to the well-formedness rules to prevent owned attributes from being accessed, and methods with owned return type from being called, when the receiver is non-owned. The rules must also prevent owned attributes of objects from being assigned to, or methods with owned arguments from being called, when the receiver is not \textit{this}.

Two new predicates are first introduced which state whether a given type is owned or non-owned:

\[
\tau = (ctx, cld) \\
\text{\texttt{owned}}(\tau) \\
\tau = (ctx, cld) \\
\text{\texttt{reg}}(\tau)
\]

The following rules replace those previously defined in this chapter:

\[
\begin{align*}
\Gamma(x) &= \tau \\
\text{\texttt{ftype}}(P, \tau, f) &= \tau' \\
P \vdash \tau' \times \Gamma(\text{\texttt{var}}) \\
\text{\texttt{owned}}(\tau') &\Rightarrow \text{\texttt{owned}}(\tau) \\
P, \Gamma \vdash \text{\texttt{var = x.f;}} \quad &\text{WF.AssignAttr}
\end{align*}
\]

The added constraint \( \text{\texttt{owned}}(\tau') \Rightarrow \text{\texttt{owned}}(\tau) \) requires that the type of \( x \) must be owned if that of \( f \) is owned. If \( x \) were not owned but \( f \) was, then \( x \)'s internal representation would be exposed once the statement was executed.

\[
\begin{align*}
\Gamma(x) &= \tau \\
\text{\texttt{ftype}}(P, \tau, f) &= \tau' \\
P \vdash \Gamma(\text{\texttt{y}}) \times \tau' \\
x \neq \text{\texttt{this}} &\Rightarrow \text{\texttt{reg}}(\tau') \\
P, \Gamma \vdash \text{\texttt{x.f = y;}} \quad &\text{WF.AttrAssign}
\end{align*}
\]

The added constraint \( x \neq \text{\texttt{this}} \Rightarrow \text{\texttt{reg}}(\tau') \) prevents assigning to \( f \) if it is owned and \( x \) is not \textit{this}. Disallowing such operations prevents non-owning clients of \( x \) from creating cycles in the ownership hierarchy.

\[
\begin{align*}
\overline{y} &= \overline{m}^k \\
\Gamma(x) &= \tau \\
\text{\texttt{methtype}}(P, \tau, \text{\texttt{meth}}) &= \overline{\tau}^k \\
P \vdash \Gamma(\overline{y}) \times \overline{\tau}^k \\
P \vdash \tau' \times \Gamma(\text{\texttt{var}}) \\
x \neq \text{\texttt{this}} &\Rightarrow \text{\texttt{reg}}(\overline{\tau}^k) \\
\text{\texttt{owned}}(\tau') &\Rightarrow \text{\texttt{owned}}(\tau) \\
P, \Gamma \vdash \text{\texttt{var = x.meth(\overline{y});}} \quad &\text{WF.MethCall}
\end{align*}
\]
The same constraint introduced in WF_ASSIGNATTR above is present for method calls, requiring that the receiver \( x \) have an owned type if the method returns an owned value. In an identical way this prevents non-owning clients from accessing objects owned by \( x \). Additionally, if the receiver is not the \( \text{this} \) value then no arguments may have owned type. This is stated as \( x \neq \text{this} \Rightarrow \text{reg}(\tau_k^k) \), meaning that each argument type \( \tau_k \) must be regular type if \( x \) is not \( \text{this} \).

Next the well-formedness definition for methods themselves must be changed to reflect the requirement that \( \text{this} \) must always have an owned type:

\[
\text{distinct}(\text{var}_k^k) \quad \text{WF\_METH} \\\\text{find\_type}(P, \text{ctx}_k, \text{cl}_k) = \tau_k^k \\
\Gamma = [\text{var}_k^k \mapsto \tau_k^k][\text{this} \mapsto \text{owned}, \text{dcl}] \\
\Gamma, \Gamma(\text{y}) \prec \tau \\
P, \Gamma \vdash \text{sl} \\
\text{find\_type}(P, \text{ctx}, \text{cl}) = \tau \\
P, \Gamma \vdash \text{ctx}', \text{dcl} \quad \text{ctx, cl meth (ctx}_k^k, \text{cl}_k^k, \text{var}_k^k) = \{ \text{return } \text{y}; \}
\]

The definition of \( \Gamma \) is altered such that it maps \( \text{this} \) to the type \( \text{owned, dcl} \), which is the owned type defined by the class \( \text{dcl} \) in which this method is considered to be well-formed. By requiring that the type of the returned value \( y \) be a subtype of the method’s return type \( \tau \), a method with an owned return type cannot return a non-owned reference, or vice versa. This redefinition takes into account the added \( \text{ctx} \) component to the return type and argument types. The judgment on well-formedness is also in terms of the class \( \text{dcl} \) which the method is defined for, but in a context \( \text{ctx}' \) different from those used in the rule.

### 2.3.2 DbC Specification

Specifying Java programs with JML or other Design-by-Contract approaches involves defining contracts for classes and their members. Besides invariant or condition predicates, more complex properties such as pure methods are defined with added keywords. For example, the Counter Java class given in Figure 2.3.2 is annotated with CoJava to define its class invariant and the contracts on its methods:

This example demonstrates the definition of a class invariant, pre- and postconditions for methods, and modifiers such as /\* @pure @/\* which define properties not described by contracts. Invariants and conditions may be defined as predicates which must be satisfied at certain stages of execution for a class to be considered correct, but purity and other properties imply more complex concepts.

Specifying CoJava programs require predicates to be introduced to the language:

Predicates are expressions with boolean values. The type \( \text{Boolean} \) is introduced with two subtypes, \( \text{True} \) and \( \text{False} \):

\[
\text{Type, } \tau ::= \quad \text{– Type} \\
\text{ctx, Object} \quad \text{– Supertype of all types} \\
\text{ctx, Boolean} \quad \text{– Boolean type} \\
\text{ctx, True} \quad \text{– Type representing true} \\
\text{ctx, False} \quad \text{– Type representing false} \\
\text{ctx, dcl} \quad \text{– Class identifier}
\]
class Counter {
  protected /* spec,public */ int value, max;

  //@ invariant value>=0 & value<=max;

  //@ requires max>=0;
  //@ ensures value==0 & this.max==max;
  public Counter(int max) { value=0; this.max=max; }

  //@ requires value<max;
  //@ ensures value==\old(value+1);
  public void inc() { value=value+1; }

  //@ requires (value+n)>=0;
  //@ requires (value+n)<=max;
  //@ ensures value==\old(value+n);
  public void add(int n){ value=value+n;}

  //@ ensures result==value;
  public /* pure */ int get() { return value; }
}

Figure 2.5: Counter Java+JML Example

A new rule defines that True and False are subtypes of Boolean:

\[ P \vdash \text{ctx.Boolean} < \text{ctx.Boolean} \]
\[ P \vdash \text{ctx.True} < \text{ctx.Boolean} \]
\[ P \vdash \text{ctx.False} < \text{ctx:Boolean} \]

An invariant predicate is well-formed in the context of a class, since it refers to the members of that class. A contract predicate is well-formed in the context of a method defined for a class, since it refers to that method’s arguments as well as the class’s members. Well-formedness must thus always be stated in terms of a class \( \tau \) and method \( \text{meth} \), denoted by the judgment \( \vdash_{\tau,\text{meth}} \). An invariant predicate is not stated in terms of a method, so \( \vdash_{\tau,\emptyset} \) is a valid judgment for invariant validity. Given this, the following rules define well-formedness for predicates:

\[
\frac{P, \Gamma \vdash_{\tau,\text{meth}} pr}{P, \Gamma \vdash_{\tau,\text{meth}} pr'} \quad \text{WF\_AND}
\]

\[
\frac{P, \Gamma \vdash_{\tau,\text{meth}} pr \land pr'}{P, \Gamma \vdash_{\tau,\text{meth}} pr} \quad \text{WF\_AND}
\]

\[
\frac{P, \Gamma \vdash_{\tau,\text{meth}} pr \lor pr'}{P, \Gamma \vdash_{\tau,\text{meth}} pr} \quad \text{WF\_OR}
\]

\[
\frac{P, \Gamma \vdash_{\tau,\text{meth}} pr \implies pr'}{P, \Gamma \vdash_{\tau,\text{meth}} pr \implies pr'} \quad \text{WF\_IMPL}
\]
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\[
pr ::= \begin{array}{l}
pr \& \& pr \\
pr \mid \mid pr \\
pr \implies pr \\
\forall (ctx cl var; pr; \; pr') \\
\exists (ctx cl var; pr; pr') \\
old(pr) \\
prv == prv \\
this.meth(prv) \\
w.meth(prv') 
\end{array}
\]

\[
prv ::= \begin{array}{l}
this.z \\
w \\
result 
\end{array}
\]

Figure 2.6: CoJava Predicate Syntax

\begin{align*}
\text{find_type}(P, ctx, cl) &= \tau \\
\Gamma &= \Gamma'[\text{var} \mapsto \tau] \\
P, \Gamma \vdash_{\tau, \text{meth}} pr \\
P, \Gamma \vdash_{\tau, \text{meth}} pr'
\end{align*}

\text{WF}_\text{FORALL}

\begin{align*}
P, \Gamma' \vdash_{\tau, \text{meth}} \forall (ctx cl var; pr; pr') \\
P, \Gamma' \vdash_{\tau, \text{meth}} \exists (ctx cl var; pr; pr') \\
P, \Gamma' \vdash_{\tau, \text{meth}} old(pr) \\
P, \Gamma' \vdash_{\tau, \text{meth}} \text{pure}(prv) \\
P, \Gamma' \vdash_{\tau, \text{meth}} \text{pure}' \\
P \vdash \tau' \prec \tau'' \lor P \vdash \tau'' \prec \tau'
\end{align*}

\text{WF}_\text{EXISTS}

\text{WF}_\text{OLD}

\text{WF}_\text{EQ}

Only methods which do not change the state of the program can be called in predicates, that is they must be pure. The predicate \text{pure}(ctx, cld) (explained subsequently) gives the list of method names for methods in the class \text{ctx.cld} which meet this criteria. Method calls in predicates use this predicate to enforce the purity requirement:
meth' ∈ pure(ctx, cld)

\( mtype(P, \tau, meth) = ctx'.{Boolean} \)  
\( P, \Gamma \vdash \tau, meth \ prov_k \)

\( P, \Gamma \vdash \tau, meth \ this.meth'(prov_k^k) \)

\( find_{meth\_def}(P, \tau, meth) = (ctx', meth\_def) \)

\( meth\_def = cl\ method\{body\} \)
\( ctx_j, cl_j, w \in ctx_k \ cl_k \ var_k \)
\( meth' \in pure(ctx_j, cl_j) \)
\( mtype(P, ctx_j, cl_j, meth') = ctx'.{Boolean} \)
\( P, \Gamma \vdash \tau, meth \ prov_k \)

\( P, \Gamma \vdash \tau, meth \ w.meth'(prov_k^k) \)

Judgments about predicate values are also in terms of their type \( \tau' \):

\( ftype(P, \tau, z) = \tau' \)

\( P, \Gamma \vdash \tau, meth, \tau' \ this.z \)

\( find_{meth\_def}(P, \tau, meth) = (ctx', meth\_def) \)

\( meth\_def = cl\ method\{body\} \)
\( ctx_j, cl_j, w \in ctx_k \ cl_k \ var_k \)
\( meth' \in pure(ctx_j, cl_j) \)
\( mtype(P, ctx_j, cl_j, meth') = ctx'.{Boolean} \)
\( P, \Gamma \vdash \tau, meth \ prov_k \)

\( P, \Gamma \vdash \tau, meth, \tau' \ w \)

\( result \mapsto \tau' \in \Gamma \)

\( P, \Gamma \vdash \tau, meth, \tau' \ result \)

Evaluating a predicate to determine it’s truth value does not change the state of a program. Predicates are evaluated in terms of two heaps, one representing the state before a method is executed and one after, and a variable store representing the arguments of the method associated with contracts. Both of these heaps are the same when evaluating invariants and preconditions, but postconditions require two distinct heaps since they discuss the relationships between the states. Predicates are normally evaluated in terms of the second heap, except for predicates within \( old \) predicates which are evaluated in terms of the first.

The judgment \( H, H', L \vdash pr \) states that, given the heaps \( H \) and \( H' \) and the variable store \( L \), the predicate \( pr \) evaluates to a value with type \( True \), meaning that the predicate describes a property which is true for the given states. For values, \( H, H', L \vdash prv = v \) states that the attribute or argument \( prv \) evaluates to the value \( v \). The following rules define the conditions required for a predicate to be evaluated to true for given states:

\( H, H', L \vdash pr \)
\( H, H', L \vdash pr' \)

\( H, H', L \vdash pr \& \& pr' \)
\[
H, H', L \vdash pr \lor H, H', L \vdash pr' \\
H, H', L \vdash pr \parallel pr'
\]

\[
H, H', L \vdash pr \Rightarrow H, H', L \vdash pr'
\]

\[
H, H', L \vdash \forall oid : \text{dom}(H) \cup \text{dom}(H') \mid H, H', L[var \mapsto oid] \vdash pr \bullet H, H', L[var \mapsto oid] \vdash pr'
\]

\[
H, H', L \vdash \forall oid : \text{dom}(H) \cup \text{dom}(H') \mid H, H', L[var \mapsto oid] \vdash pr \bullet H, H', L[var \mapsto oid] \vdash pr'
\]

\[
H, H', L \vdash \exists oid : \text{dom}(H) \cup \text{dom}(H') \mid H, H', L[var \mapsto oid] \vdash pr \bullet H, H', L[var \mapsto oid] \vdash pr'
\]

\[
H, H', L \vdash \text{old}(pr)
\]

\[
H, H', L \vdash \text{prv} = v \\
H, H', L \vdash \text{prv}' = v' \\
v = v'
\]

\[
H, H', L \vdash \text{prv} == \text{prv}'
\]

\[
L[this] = oid \\
x \notin \text{dom} L \\
var \notin \text{dom} L \\
y_k \notin \text{dom} L^k \\
H, H', L \vdash \text{prv}_k = v_k \\
L' = L[x \mapsto oid][var \mapsto \text{null}][y_k \mapsto v_k^k] \\
(P, L', H, var = x.\text{meth}(v_k^k);) \longrightarrow (P, L'', H'', \varnothing) \\
L''(var) = oid' \\
H''(oid') = \text{True}
\]

\[
H, H', L \vdash \text{this.meth}(\text{prv}_k^k)
\]

\[
L[w] = oid \\
x \notin \text{dom} L \\
var \notin \text{dom} L \\
y_k \notin \text{dom} L^k \\
H, H', L \vdash \text{prv}_k = v_k \\
L' = L[x \mapsto oid][var \mapsto \text{null}][y_k \mapsto v_k^k] \\
(P, L', H, var = x.\text{meth}(v_k^k);) \longrightarrow (P, L'', H'', \varnothing) \\
L''(var) = oid' \\
H''(oid') = \text{True}
\]

\[
H, H', L \vdash w.\text{meth}(\text{prv})
\]
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\[
L(\text{this}) = \text{oid}
\]

\[
H(\text{oid}, x) = v
\]

\[
H, H', L \vdash \text{this}.x = v
\]

\[
L(w) = v
\]

\[
H, H', L \vdash w = v
\]

\[
\text{result} \in \text{dom } L
\]

\[
H, H', L \vdash \text{result} = L(\text{result})
\]

Java is specified with JML annotations added within comments embedded in the code as shown in the \textit{Counter} example. The alternative approach is to define a series of functions which relate CoJava constructs to the predicates and annotations which specify them:

- \textbf{inv}(\tau) = \text{pr} relates a type to the predicate defining its invariant.
- \textbf{pre}(\tau, \text{meth}) = \text{pr} and \textbf{post}(\text{ctx}, \text{cld}, \text{meth}) = \text{pr} relates a type and the named method defined by that type to that method’s pre- and postconditions, respectively.
- \textbf{pure}(\tau) = \text{meth} equals the list of methods in the \tau which are defined as pure, that is having no side-effects.

Additional functions will be later defined to describe other properties and annotations. Consider the \textit{Counter} class as an example of how these functions define specifications, starting with the CoJava version of the class:

The invariant for this type would thus be defined by \textbf{inv}(\text{ctx.Counter}), which would evaluate to \textbf{this.value} \geq 0 \&\& \textbf{this.value} \leq \textbf{this.max} (noting that operators are shorthand for \textit{Boolean}-returning methods of \textit{int}). Similarly the precondition for method \textit{inc}() would be defined by \textbf{pre}(\text{ctx.Counter, inc}) and would equal \textbf{this.value} < \textbf{this.max}. The full specification for \textit{Counter} is given here:

\[
\text{inv(\textit{ctx.Counter}) = this.value}! = \text{null} \&\& \textbf{this.max}! = \text{null} ==> \
\textbf{this.value} \geq 0 \&\& \textbf{this.value} \leq \textbf{this.max}
\]

\[
\textbf{post}(\textit{ctx.Counter, init}) = \textbf{this.max} == \text{max}
\]

\[
\textbf{pre}(\textit{ctx.Counter, inc}) = \textbf{this.value} < \textbf{this.max}
\]

\[
\textbf{post}(\textit{ctx.Counter, inc}) = \textbf{this.value} = \textbf{this.value} + 1
\]

\[
\textbf{pre}(\textit{ctx.Counter, get}) = (\textbf{this.value} + n) \geq 0 \&\& (\textbf{this.value} + n) \leq \textbf{this.max}
\]

\[
\textbf{post}(\textit{ctx.Counter, get}) = \textbf{result} == \textbf{old(this.value + n)}
\]

\[
\textbf{pure}(\textit{ctx.Counter}) = [\text{get}]
\]

With these functions representing the specification for a class and the defined evaluation of predicates, a definition of program correctness can be given. When a correct method is called with a receiver whose invariant holds and arguments satisfying the precondition, the state of the program will satisfy the receiver’s invariant and the method’s postcondition. The judgment
class Counter {
    int value;
    int max;

    Counter init(int max) {
        this.value=0;
        this.max=max;
        return this;
    }

    Counter inc() {
        int v;
        v = this.value;
        this.value = v + 1;
        return this;
    }

    Counter add(int n){
        int v;
        v = this.value;
        this.value = v + n;
        return this;
    }

    int get() { return this.value; }
}

Figure 2.7: Counter CoJava Example

$P, \text{inv}, \text{pre}, \text{post}, \text{pure} \vdash_{\tau} \text{meth}$ states that the method $\text{meth}$ defined in type $\tau$ fulfills this definition of correctness given the program $P$, the type environment $\Gamma$, and its specification:

\[
\text{find\_meth\_def}(P, \tau, \text{meth}) = (ctx, \text{meth\_def})
\]

\[
\text{meth\_def} = ctx' \ cl \ \text{meth}(ctx_k \ cl_k \ var_k)\{\text{meth\_body}\}
\]

\[
\Gamma = \{x \mapsto \tau, \text{var} \mapsto ctx', \text{cl} \mapsto \tau, y_k \mapsto ctx_k.cl_k^k\}
\]

\[
P, \Gamma \vdash \text{var} = x.\text{meth}(y_k^k);
\]

\[
\Gamma' = \Gamma[var_k \mapsto ctx_k.cl_k^k]
\]

\[
P, \Gamma \vdash_{\tau,\text{meth}} \text{inv}(\tau)
\]

\[
P, \Gamma' \vdash_{\tau,\text{meth}} \text{pre}(\tau, \text{meth})
\]

\[
\forall H, H', L, L' \mid (P, L, H, \text{var} = x.\text{meth}(y)); \ \pi_i^i \longrightarrow (P, L', H', \pi_i^i) \bullet
\]

\[
H, H, L[\text{this} \mapsto L(x)] \vdash \text{inv}(\tau) \land
\]

\[
H, H, L[\text{this} \mapsto L(x)][\text{var}_k \mapsto L(y_k^k)] \vdash \text{pre}(\tau, \text{meth}) \Rightarrow
\]

\[
H', H', L'[\text{this} \mapsto L(x)] \vdash \text{inv}(\tau) \land
\]

\[
H, H', L'[\text{this} \mapsto L(x)][\text{var}_k \mapsto L'(y_k^k)][\text{result} \mapsto \text{L'(var)}] \vdash \text{post}(\tau, \text{meth})
\]

$P, \text{inv}, \text{pre}, \text{post}, \text{pure} \vdash_{\tau} \text{meth}$

This defines the criteria which a method definition must meet if it is to be considered correct in terms of its specification. Assuming that all methods meet this definition of correctness, all object invariants will hold in a running program if all method calls meet the precondition requirements, and if attributes are always assigned values satisfying the receiver’s invariant. This ensures that any op-
eration which affects the state of an object must respect the appropriate specifications. Consequently objects can only transition from one state satisfying the invariant to another such state.
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