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This thesis presents the investigation of magnetism in a selection of low-dimensional systems and its relation to other physical properties, such as superconductivity. The techniques employed are muon spin rotation and pulsed magnetic field magnetisation. The ability of muons to directly probe the local field is used to study SrFeAsF, which is a parent compound of the high-temperature superconducting pnictides. This revealed that the magnetic and structural transitions are separated in this system. I then demonstrate the coexistence of magnetism and superconductivity in NaFeAs for the first time. This discovery is of great interest since the interplay between magnetism and superconductivity is thought to play an important role for high-temperature superconductivity.

I further investigate the effect of partially replacing Fe with Co in NaFeAs. I study the ordering and spin reorientation in the Mott insulator Sr$_2$IrO$_4$, which has been suggested as a possible high-temperature superconductor. The complex magnetism observed in this system is contrasted to that in related iridates Ca$_4$IrO$_6$, Ca$_5$Ir$_3$O$_{12}$ and Sr$_3$Ir$_2$O$_7$. By combining pulsed-field magnetization and low magnetic field experiments with $\mu$SR on a series of coordination polymers, I am able to determine the size and direction of the magnetic exchange interaction. I demonstrate how it is possible to adjust the interactions by altering the molecular architecture of these Cu-based spin-$\frac{1}{2}$ compounds. This is a significant contribution since it will lead to the targeted design of magnetic systems that can be utilized to experimentally test fundamental theories of magnetism.
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Introduction

During the last two decades solid state chemists and crystal growers have produced low-dimensional magnets with many interesting properties, such as the layered cuprate high-temperature superconductors or transition-metal compounds, some of which are described in this thesis. In such systems the interaction is not equal in all directions but is confined mainly along a chain or within a plane. Due to the combination of low-dimensionality, strong interactions and quantum fluctuations these materials exhibit a multitude of interesting phenomena, such as the Haldane gap or the spin-Peierls transition [10].

We define a low-dimensional magnetic system to be a material, characterized by anisotropic exchange interactions that lead to quasi-two-dimensional (Q2D) or quasi-one-dimensional (Q1D) magnetism. Q2D systems usually consist of layered structures in which the exchange coupling is much stronger than between the layers, whereas Q1D systems are mostly built out of chains which are only weakly coupled to each other, but exhibit strong exchange interactions within the chains [135].

The effect of reduced dimensionality is believed to be an important ingredi-
ent in systems such as the high temperature copper oxides and iron-arsenides. Although some families, such as the 122 pnictides, have more three-dimensional electronic structures, the low dimensionality in most of these systems is still thought to be of importance and the superconducting compounds studied in this thesis (see Chapter 3) exhibit two-dimensional magnetism.

The interplay between the magnetism and superconductivity under investigation in the high temperature superconductors is also one of the reasons that makes the iridate compound Sr$_2$IrO$_4$, (presented in Chapter 4) particularly interesting. The quasi-two dimensional magnetism in this material is intriguing due to its similarity to the cuprate superconductor La$_2$CuO$_4$ and its contrasting behaviour compared to the more conventional iridates which exhibit three dimensional magnetism.

Coordination polymers have attracted much attention because they are, in principle, easier to treat theoretically than three-dimensional (3D) systems. These self-organising materials are based on the complex chemistry of carbon, and can be created with an increasing degree of control. They are ideal for the study of the quantum theory of magnetism, magnetic exchange and the dependence on dimensionality, as well as furthering our understanding of the competition between magnetism and superconductivity.

I principally used two techniques for the study of the these compounds: muon spin rotation and pulsed magnetic field magnetisation experiments. Muons are positively charged particles which, in our experiments, are implanted inside the sample. They are used as a local probe of internal fields and make it possible to follow an order parameter as a function of temperature. In addition they are very sensitive to weak fields, which makes them perfect for the study of molecular
magnetic materials and superconductors,

The investigation of condensed matter materials generally involves the use of extreme conditions, such as low temperatures, high pressures and high magnetic fields. Pulsed magnets provide the highest possible non-destructive field in the world – 97.4 T at the National High Magnetic Field Laboratory in Los Alamos, New Mexico – and thus play an important role in condensed matter research. In this thesis I will use pulsed magnetic field experiments to bring molecular magnetic materials to magnetic saturation and use the high-field magnetisation experiments to demonstrate the effect of varying the dimensionality. The thesis is structured as shown in the thesis outline on the following page.
Thesis Outline

Chapter 2: Experimental techniques  The main techniques of muon spin rotation ($\mu$SR) and pulsed magnetisation experiments are described in detail, including an overview of the facilities, the theoretical background and experimental considerations.

Chapter 3: Magnetism in Fe-based superconductors  The magnetic transition in the pnictide parent compound SrFeAsF and the magnetism in NaFeAs are investigated using $\mu$SR. The study includes the effect of partially replacing Fe with Co in NaFeAs.

Chapter 4: Magnetism in iridate compounds  Exotic magnetism in the iridium oxide Sr$_2$IrO$_4$ is presented and compared to the more conventional iridates Ca$_4$IrO$_6$, Ca$_5$Ir$_3$O$_{12}$, Sr$_3$Ir$_2$O$_7$.

Chapter 5: Low-dimensional coordination polymers  A combination of pulsed field magnetisation experiments, $\mu$SR and low field susceptibility measurements are employed to investigate the interaction strengths and effect of various changes of molecular architecture on the magnetism in coordination polymers.

Chapter 6: Conclusion  Overview of the results obtained in the different chapters and conclusions drawn from them.
2

Experimental techniques

2.1 Introduction

This chapter contains a description of the experimental techniques that have been employed to obtain the results presented in this thesis. The experimental work was performed using two types of techniques, microscopic measurements in the form of muon-spin rotation (μSR) and bulk measurements which include magnetisation in pulsed magnetic fields, as well as susceptibility and heat capacity measurements. I give an explanation of μSR, detailing the properties and the production of muons as well as the stopping and decay processes involved. The experimental geometries and methods are described along with the limitations that have to be considered. Furthermore the magnets used to achieve high magnetic fields and the technique utilised to perform magnetisation measurements in these magnets is described. This chapter also contains a brief explanation of the principles involved in heat capacity and susceptibility measurements which were performed using the Superconducting QUantum Interference Device (SQUID) and the Physical Property Measurement System (PPMS).
2.2 Muon Spin Rotation - $\mu$SR

$\mu$SR is a technique that is based on the implantation of spin-polarised muons in matter. Its sensitivity to extremely weak fields makes it interesting for the investigation of structure and dynamics on the atomic scale. Muons are a local probe of internal fields, and are essentially used as sensitive magnetometers \[11\]. The principle of this technique is that the implanted muons in the system pre-cess in the low magnetic field in the material. As we shall see, muons can be implanted with 100% spin polarisation and in this respect the technique is different from Electron Spin Resonance (ESR) and Nuclear Magnetic Resonance (NMR), although all three are local-probe techniques. The spatial and temporal characteristics of internal fields can be studied by measuring the change of the spin polarisation of the muons, making it possible to investigate problems in solid state physics that otherwise could not be addressed \[9\].

The muon

<table>
<thead>
<tr>
<th>q</th>
<th>S</th>
<th>m</th>
<th>$\mu$ ($\mu_b$)</th>
<th>$\gamma/2\pi$ (MHz T(^{-1}))</th>
<th>$\tau_\mu$(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>e</td>
<td>-e</td>
<td>1/2</td>
<td>$m_e$</td>
<td>-1.0011</td>
<td>2802 x 10(^{-3})</td>
</tr>
<tr>
<td>$\mu$</td>
<td>+e</td>
<td>1/2</td>
<td>207 $m_e$</td>
<td>4.88 x 10(^{-3})</td>
<td>135.5</td>
</tr>
<tr>
<td>n</td>
<td>0</td>
<td>1/2</td>
<td>1840 $m_e$</td>
<td>-1.713 x 10(^{-3})</td>
<td>183.3</td>
</tr>
</tbody>
</table>

Table 2.1: Properties of electron, muon and neutron: charge, spin, mass, magnetic moment, gyromagnetic ratio and lifetime.

The properties of the muon are listed in Table 2.1 alongside the properties of an electron and a neutron. It is the particularity of these properties that makes $\mu$SR such a useful technique for condensed matter physics. Muons are elementary spin $- \frac{1}{2}$ particles that have a mass between that of an electron and a
2.2 Muon Spin Rotation - $\mu$SR

**Figure 2.1:** Range of fluctuation rates that can be measured with different techniques.

**Figure 2.2:** Larmor precession frequencies for electron, muon and proton [7].

Muon spin rotation (MuSR) is a technique that allows for the measurement of fluctuation rates in a wide range, from $10^4$ to $10^{12}$ Hz. This time-window bridges the gap between NMR and neutron scattering as illustrated in Figure 2.1.

In contrast to NMR, which is used for studying nuclear magnetic resonance, MuSR utilizes muons as spin probes. Muons, being negative charged particles with a spin of $\frac{1}{2}$, do not experience quadrupolar interactions, unlike nuclei with spin $S > \frac{1}{2}$, where such interactions can lead to broadening and weakening of observed resonances. The lifetime of a muon is 2.19 $\mu$s, which is comparatively long for a condensed matter process, enabling the measurement of fluctuation rates in the range of $10^4$ to $10^{12}$ Hz. This time-window bridges the gap between NMR and neutron scattering as illustrated in Figure 2.1.

Muons can be either negatively or positively charged, but only the positive muon is of interest for most muon-spin rotation experiments. This is because this technique is based on the implantation of the muon at a specific site in the studied material. A negatively charged muon is attracted to the atomic nuclei and thus is not very sensitive to the magnetic properties of the system. However, the positive muons are attracted to negative charge density, such as large areas of...
electron density. So they are implanted at interstitial sites in inorganic materials or bond on to organic molecules [7]. Most importantly the large gyromagnetic ratio of the muon, which is proportional to its magnetic moment, results in a technique that is extremely sensitive and can detect fields down to $10^{-5}$ T.

**Production of a muon beam**

Muon spin rotation experiments are only possible in synchrotrons and cyclotrons. They provide high energy protons ($\sim 600$ MeV) that are necessary for the production of muons. These protons are set to collide with a target (in most cases graphite), which contains protons and neutrons, which then create pions:

$$p + p \rightarrow p + n + \pi^+$$  \hspace{1cm} (2.1)

$$p + n \rightarrow n + n + \pi^+$$ \hspace{1cm} (2.2)

$$p + n \rightarrow p + \pi^-,$$ \hspace{1cm} (2.3)

where $p$, $n$ and $\pi^\pm$ are a proton, a neutron and a positive or negative pion, respectively. Although there exist different techniques for muon production, for the one most commonly used the pions decay into muons $\mu^\pm$ and neutrinos, $\nu_\mu$ and $\bar{\nu}_\mu$, while at rest in the surface layer of the target via the reactions:

$$\pi^+ \rightarrow \mu^+ + \nu_\mu$$ \hspace{1cm} (2.4)

$$\pi^- \rightarrow \mu^- + \bar{\nu}_\mu.$$ \hspace{1cm} (2.5)

The muons are 100% spin polarised, because the spin of the neutrino is antiparallel to its momentum; it has negative helicity; and the decaying pion has zero
spin. Therefore the spin of the muon has to be anti-parallel to its momentum, resulting in a spin-polarised particle \cite{54}. The orientation of the muon spin can be rotated by 90° if it proves to be favorable for the experiment, using electric and magnetic fields, which are oriented perpendicular to each other as well as to the muon beam.

The high energy (4 MeV) muon beam produced is then guided to the sample through a combination of steering and focussing quadrupole magnets Contaminating uncharged and negatively charged particles in the beam are separated off by a system of opposing electric and magnetic fields \cite{8,54}.

Following implantation in the sample, the muons rapidly lose energy down to a few hundred eV, due to stopping processes such as ionization of atoms, scattering with electrons and series of electron capture and loss, whilst still retaining their polarisation \cite{7}.

Muon decay

The positive muon which has been implanted in the sample decays with a lifetime of 2.19 \( \mu s \) into a positron an electron-neutrino and a muon-antineutrino:

\[
\mu^+ \rightarrow e^+ + \nu_e + \bar{\nu}_\mu. \quad (2.6)
\]

The decay occurs via weak interaction and violates parity, which means that the positrons produced in this reaction are emitted along the muon spin direction at the time of decay with an angular distribution given by:

\[
N(\theta) = N_0(1 + \alpha \cos \theta), \quad (2.7)
\]
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![Angular distribution of positrons emitted when the muon decays.](image)

**Figure 2.3:** Angular distribution of positrons emitted when the muon decays. The emission distribution depends on the positron energy [68].

where $\theta$ is the angle between the muon spin and the direction in which the positron is emitted. The asymmetry factor $\alpha$ reflects the positron energy $\epsilon$ with $\alpha = 1$ for maximum energy and $\alpha = -\frac{1}{3}$ for $\epsilon = 0$. $\alpha$ takes the value of $\frac{1}{3}$ when all possible energies are averaged as shown in Figure 2.3 [68]. The detection of the positrons enables us to measure the polarisation of the muons at the moment of their decay.

**Experimental procedure**

The spin of the muon precesses in a magnetic field (internal or external) at the Larmor frequency $\omega = \gamma B$, where the gyromagnetic ratio of the muon is $\gamma = ge/2m\mu = 2\pi \times 135.5$ MHz T$^{-1}$. The spin of the implanted muons will therefore precess in direct proportion with the magnetic field at the implanted muon site. Information on the effect of the field experienced by the muon spin in the sample is gained by recording the angle and time dependence of the positron emission.
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using scintillating detectors which are arranged around the sample.

There are essentially two different geometries for $\mu$SR, as shown on Figure 2.5. In the longitudinal-field (LF) configuration the external magnetic field is applied parallel to the muon beam and the initial muon spin direction. For this geometry the detectors are at the front and the back of the sample and measure the rate at which the muon loses its initial polarisation. This experiment can also be performed in zero field, in which case the evolution of the muon polarisation only depends on local magnetic fields inside the sample.

In the most basic configuration the time evolution of the spin polarisation can be studied by obtaining the normalized difference of the counts in forward and backward detectors, which is defined by the asymmetry function

$$A(t) = \frac{N_F(t) - aN_B(t)}{N_F(t) + aN_B(t)},$$

(2.8)

where $a$ describes the difference in efficiency of the two detectors [8]. $A(t)$ is proportional to the muon polarisation along the $z$-axis, $p_z(t)$, which is the quantity of interest for this technique. As shown in Figure 2.4, $p_z(t)$ can be defined as follows:

$$p_z(t) = \cos^2 \theta + \sin^2 \theta \cos(\gamma B t),$$

(2.9)

The samples that are measured in this thesis are polycrystalline. Since the direction of the local field will only affect the amplitude of the frequencies and not the actual value (which only depends on the magnitude of the field), it means that we can take a “powder average”:

$$p_z(t) = \frac{1}{3} + \frac{2}{3} \cos(\gamma B t).$$

(2.10)
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Through $\frac{1}{3}$ of the sample the local field will be parallel to the initial muon spin component, leading to the so-called “$\frac{1}{3}$ - tail” in the data of powdered samples in the ordered state.

For the transverse-field geometry (TF) the external magnetic field is applied perpendicular to the muon beam and the muon spin direction. The detectors are placed around the beam, rather than intersecting it. This set-up is used to measure the precession frequencies of the muon spin as well as the broadening and dephasing observed in these.

For each set-up detectors at the right and at the left of the sample can also be added, in order to cover a larger solid angle. The raw positron spectra and asymmetry for both configurations is shown on Figure 2.6.

There are two different kinds of muon sources: continuous wave, in which the muons arrive in the sample one by one; and pulsed, in which the muons arrive in large numbers [3, 54]. In my project I have used both a continuous wave source (Paul Scherrer Institut, Switzerland) and a pulsed source (ISIS-UK).
The swiss muon source at the Paul Scherrer Institut is the world’s most intense continuous-beam muon source. It is powered by a 590 MeV cyclotron with a proton current of 2 mA. It has seven different beamlines for muon measurements, with a range of different instruments. Muon energies range from 0.5 keV to 60 MeV. A muon arrives at the sample at time intervals of on average 10 μs. The arrival of the muon in the sample is detected, providing a start time for every event. Any second muon is prevented from entering the system before the first muon has decayed, so that the emitted positron can be ascribed to a specific muon. Continuous wave sources provide the means to achieve a high time resolution, which is interesting for the study of large magnetic fields and fast relaxation. However, this technique is restricted by the lifetime of the muon, which leads to a high background and a limited time-window.

The pulsed muon source at ISIS, Rutherford Appleton laboratory, provides the most intense pulsed muon beam in the world. It is powered by a synchrotron, which produces a proton current of 180 μA at 800 MeV. At a frequency of 50 Hz a double pulse of protons is created by the synchrotron. 2 to 3 % of the beam is used to produce muons which are then distributed to the different muon beamlines,
using a fast electrostatic kicker. Muons arriving in pulses lead to a higher count rate, but the experiment has to be adapted to the limitation resulting from the pulse width. The first event defines the start of the data collection. The $t_0$ is defined as the time when the centre of the pulse arrives at the sample and $t_{\text{offset}}$ describes the time after $t_0$ at which reliable data can be recorded. These different values have to be kept in mind whilst analysing the data.

Pulsed muon sources enable us to measure long-lived muons (1% of muons live longer than 10 $\mu$s, 0.01% of muons live longer than 20 $\mu$s), resulting in very low background and a large time-window, which hence makes it very interesting for studies of the shape of the relaxation. But in contrast to continuous wave, pulsed

---

**Figure 2.6:** Raw positron spectra and associated asymmetry for transverse and longitudinal field configurations [18].
muon sources have a low time resolution and are limited to lower fluctuation rates. Combining both systems makes it possible to measure a large range of condensed matter phenomena.

I worked on various instruments to obtain the results presented here: GPS, LTF and DOLLY at the Paul Scherrer Institut and MuSR, EMU, ARGUS and HIFI at ISIS. Much of the work was performed primarily on GPS and MuSR, which is why I describe both of these instruments here.

The General Purpose Surface-Muon Instrument (GPS) in PSI is set-up for both LF and TF measurements with five positron detectors. The configuration consists of one muon detector (M), five positron detectors (forward (F), backward (B), up (U), down (D), right (R)), a backward veto detector ($B_{\text{veto}}$) and a forward veto detector ($F_{\text{veto}}$). The veto detectors discriminate against events not originating in the sample. The sample is cooled in a top-loading continuous-flow $^4$He cryostat and fields of up to 0.6 T can be applied parallel to the beam.

The general purpose MuSR instrument in ISIS consists of 64 detectors. A rotation through 90° makes it possible to measure either in longitudinal field or transverse field configuration. The system works with variable-temperature cryostats that reach temperatures down to 40mK and fields up to 2500 G can be applied.

# 2.3 Magnetisation in pulsed magnetic fields

## Pulsed magnetic fields

The need for high magnetic fields in condensed matter research is considerable. High magnetic fields are provided by electromagnets, using two different methods.
2.3 Magnetisation in pulsed magnetic fields

The DC method uses extremely high DC currents that flow in highly conducting materials to create magnetic fields up to 45 Tesla. These fields are limited by the power they are dissipating, by the cooling provided by high pressure water supplies around the coils and in the case of superconducting magnets by the critical current density and temperature [27, 41]. Resistive magnets reach fields of 33 T and superconducting magnets can provide fields up to 20 T. Combining both superconducting and resistive coils in one magnet makes it possible to optimize heat dissipation and stress levels, to achieve higher fields. The Hybrid magnet at NHMFL in Tallahassee produces DC fields up to 45 T.

Pulsed magnetic fields play an important role in high-field research, as they make it possible to create much higher fields than the DC magnets. The highest field in the world provided by non-destructive magnets is 97.4 T and is generated by a system of two coils, with a long and a short pulse respectively, in the National High Magnetic Field Laboratory (NHMFL), Los Alamos [66].

The work presented here has been obtained using mostly the pulsed field facility in Oxford, the Nicholas Kurti Magnetic Field Laboratory (NKMFL), which provides fields up to 55 T and the pulsed magnets at the NHMFL in Los Alamos which reach 65 T. The properties of the systems are detailed in Table 2.2. The method with which the pulsed fields are generated in the two facilities is principally the same. The pulsed magnets consist of a coil of highly conducting and mechanically strengthened wire and are capacitor bank driven. The high voltage capacitor bank is rapidly discharged through the coil, which induces a magnetic field pulse. The coil has to be kept cooled to liquid nitrogen temperatures as the electric energy discharged into the coil is released not only in the form of magnetic energy but also in the form of heat. After each magnetic pulse the
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<table>
<thead>
<tr>
<th></th>
<th>NHMFL (Los Alamos)</th>
<th>NKMFL (Oxford)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Peak field</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>capacitor bank driven</td>
<td>50 T – 70 T</td>
<td>55 T</td>
</tr>
<tr>
<td>ac power driven</td>
<td>40 T – 60 T</td>
<td>—</td>
</tr>
<tr>
<td>capacitor and ac power</td>
<td>80 – 100 T</td>
<td>—</td>
</tr>
<tr>
<td><strong>Pulse duration</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>capacitor bank driven</td>
<td>20 – 800 ms</td>
<td>10 – 100 ms</td>
</tr>
<tr>
<td>ac power driven</td>
<td>2 s</td>
<td>—</td>
</tr>
<tr>
<td>capacitor and ac power</td>
<td>20 ms</td>
<td>—</td>
</tr>
</tbody>
</table>

**Table 2.2:** Properties of the pulsed magnetic field systems used in this thesis. The there are a variety of different magnets at the NHMFL.

coil heats up and its resistivity increases. It is then allowed to cool back down to liquid nitrogen temperatures. The time-interval between two pulses depends on the cooling time of the coil and increases with peak field. The resistive magnets that are employed for this technique can withstand stress of 1 - 3 GPa. The stress increases with the square of the field strength \[27\].

The short time duration of the pulses means that fast electronics need to be used to read out data during a measurement. In addition, pulsed magnets generally have very small bores, which limits the size of the mechanical instrumentation that can be inserted into the magnet.

The typical shape of a pulse generated in the NKMFL, with a duration limited to \( t \leq 100 \) ms is shown in Figure 2.7. The stress created by the field on the material limits its strength to about 60 T.

**Magnetisation**

Pulsed magnetic fields are employed to measure various characteristics of materials, such as magnetic, transport and optical properties. This thesis concentrates
2.3 Magnetisation in pulsed magnetic fields

Figure 2.7: Typical pulse shape for measurements in the Nicholas Kurti Magnetic Field Laboratory (NKMFL), Oxford. The inset shows the cross-section of a typical magnet built by the magnet laboratory in Oxford [32].

on studies of the magnetisation in pulsed fields. Magnetisation $M$ is defined as the magnetic moment of a material per unit volume and can be expressed by relating it to induction $B$ and magnetic field $H$:

$$B = \mu_0(H + M). \quad (2.11)$$

When all the magnetic moments are aligned in the direction of the external field the magnetisation saturates and is labelled $M_{\text{sat}}$. The value and evolution of magnetisation with field and temperature changes, depending on the type of material [2], and studying the shape and magnitude of magnetisation makes it possible to extract information on the nature of the magnetic interactions present in the sample.
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**Figure 2.8:** View of the magnetisation probe. The B-dot and compensation coil are wrapped around the outside.

**Figure 2.9:** Top-view of the magnetisation probe. The sample position is controlled from here.

**The experiment**

For the experiments included in this thesis, magnetisation was measured with a compensated coil magnetometer shown in Figure 2.8. In such a system the rate of change of magnetic field is measured via the voltage induced in a simple coil and integrated to obtain the field profile. The instrument takes advantage of the high rate at which the field changes in pulsed magnets.

The magnetic field induces a magnetisation in the sample. This is picked up as an induced voltage by a coil that surrounds the sample, which is given by

\[ V = \frac{dM}{dB} \times \frac{dB}{dt}. \]  

(2.12)

In order to obtain accurate values of the sample magnetisation the additional voltage from the self-induction of the measurement coil must be minimised. For this reason the coil is made out of two counter-wound coils that are connected in series and have a total of \( \sim 1500 \) turns. The areas of the two coils have to be as similar as possible in order for the pick-up voltage of the empty coil to be close
2.3 Magnetisation in pulsed magnetic fields

to zero.

The remaining signal induced in the coil by external field change is then accounted for by a single-turn “compensation” coil. The voltage of the measurement coil and the voltage of the compensation coil are balanced out to give zero in a 10 T pulse signal when the sample is not located in the pick-up coil.

The sample is mounted inside a small ampule (Figure 2.10 and Figure 2.11), which is then attached to a probe that makes it possible to insert and extract the sample while the magnetometer is in place from the top of the probe (see Figure 2.9).

The experiment is executed by taking a background measurement in which the sample is removed from the coils. This background signal contains an in phase component due to the difference in area of pick up and compensation coil, which can be removed by a circuit for fine compensation. The remaining out of phase component, resulting from for example eddy currents, is subtracted from the measurement with the inserted sample at the same compensation and same peak field.

The field is measured by a so-called “B-dot” coil, which is attached to the probe in proximity to the sample. A voltage $V \propto \frac{dB}{dt}$ is induced in the “B-dot”. The voltage change is recorded and by integrating $\frac{dB}{dt}$ a time profile of the field is obtained. Combining the $\frac{dM}{dt}$ data (Eqn. 2.12) and the signal from the B-dot coil and integrating, results in data of the form of $M$ vs $B$. These can then be calibrated using low-field susceptibility data to obtain absolute values of magnetisation at high fields. As the measured signal is proportional to $\frac{dM}{dB}$ it is very sensitive to steep changes in magnetisation and is most effective for measurements that exhibit such features as for example metamagnetic transitions [64].
2.4 Low-field magnetic susceptibility, heat capacity and steady-field magnetisation

Magnetic susceptibility and magnetisation up to 7 T

Low-field magnetic susceptibility is measured to obtain a basic characterization of the magnetic properties of a sample in advance of pulsed field measurements. It is a bulk measurement that provides information such as the size of the average magnetic moment, the temperature and nature of the magnetic transitions and can potentially shed light on type and strength of coupling. Magnetic susceptibility measurements were performed using a Quantum Design Magnetic Property System (MPMS). The instrument is an automated, computer-controlled system that enables temperature control over a range of 1.8 K to 400 K and magnet control up to 7 T (produced by a superconducting magnet), as well as measurement and sample-handling control. It provides the means to measure the magnetic...
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Figure 2.12: SQUID detection coils and the typical signal shape from which the magnetisation is extracted. The detection coils consist of a superconducting wire which forms three sets of coils: 1 - single turn, clockwise; 2 - two turns, counterclockwise; 3 - single turn, clockwise. This system is used to reduce the noise caused by the fluctuations in the large magnetic field of the superconducting magnet.

moment of a sample in function of temperature and field.

The core of this instrument is a Superconducting QUantum Interference Device (SQUID), which acts as a very sensitive magnetometer and consists of a superconducting current loop with a pair of Josephson junctions. The SQUID is connected to a set of superconducting detection coils and they form a closed superconducting loop. The technique is based on the effect created by a sample being moved through the detection coils. The change in sample position leads to a change in the flux of the coils and this leads to a change in the persistent current in the circuit. Since the SQUID output voltage is proportional to the current in the loop, a measurement of this voltage can be used to infer the magnetic moment in the sample.

The sample is mounted in a gel capsule held inside a plastic drinking straw.
This is then inserted coaxially inside the detection coils and the sample position adjusted to obtain the ideal signal in function of position, which is of the form $\frac{\sin x}{x}$. Both the coil configuration and the sample response are shown in Figure 2.12. To achieve satisfactory results the sample has to be much smaller than the detection coils, but big enough to create a good signal. For the measurement, the sample is then moved to different positions where several readings of the SQUID voltage are taken and averaged. Fitting the data to one of three different models that are included in the instrument software ("full scan", "linear regression", "itinerant regression") makes it possible to extract the magnetic moment at different temperatures and field strengths and thus give a measure of magnetic susceptibility.

**Heat capacity**

The Physical Property Measurement System (PPMS) is an automated instrument similar to the MPMS. A multifunctional probe with a series of different sample platforms makes it very versatile. It can perform a variety of material property measurements as a function of field (up to 14 T) and temperature (0.4 K – 400 K). These include heat capacity, thermal transport, DC and AC magnetometry, resistivity and AC transport. For the experiments presented here the heat capacity option was used.

Heat capacity measurements give information on the entropy change of a sample as a function of temperature and thus make it possible to extract information on the lattice, electronic and magnetic properties. The results obtained from heat capacity allow a direct comparison between experiment and theory, making them a valuable tool in condensed matter physics. The heat capacity is measured as a
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![Image of heat capacity puck and schematic of sample platform with mounted sample.](image)

**Figure 2.13:** Heat capacity puck and schematic of sample platform with mounted sample.

The function of temperature at constant pressure:

\[ C_p = \left( \frac{\partial Q}{\partial T} \right)_P, \]  

(2.13)

where \(dQ\) is the change in heat energy in the system. To realise the experiment the sample goes through heating and cooling periods of a fixed time duration. The temperature profile of the sample is monitored to extract the thermal response and thus the heat capacity. The sample is mounted on a quartz platform with a thin layer of apiezon grease. A thermometer and heater are attached to the platform and two small wires provide electrical contact as well as a well-defined thermal link. Samples between 1 mg – 200 mg are measured with this system. The sample has to be relatively flat to allow good thermal contact and ensure that the time to reach thermal equilibrium is relatively small.

The “addenda” is produced for calibration, by measuring the response of the puck and grease without a sample. After each measurement, the provided software fits the whole temperature range to model the relaxation of the sample, sample platform and bath:
\[ C_{\text{total}} \frac{dT}{dt} = -K_W(T - T_B) + P(t). \] (2.14)

\( C_{\text{total}} \) in this expression describes the heat capacity of sample and platform, \( K_W \) represents the thermal conduction of the wires, \( T_B \) is the temperature of the bath and \( P(t) \) is the heater power.

## 2.5 Participants involved in experiments

The results in this thesis stem from collaborative work with institutions and facilities across the world.

- The electron spin resonance (ESR) described in Chapter 5 was performed by Ross McDonald and Oscar Ayala-Valenzuela both at the NHMFL, Los Alamos National Laboratory.

- Quantum Monte Carlo Simulations used in Chapter 5 were done by Pinaki Sengputa, at the School of Physical and Mathematical Sciences, Nanyang Technical University, Singapore.

- Crystal synthesis and related crystal structure measurements were performed by three different research groups: the Solid State Chemistry Research group at the Inorganic Chemistry department, Oxford University, produced the pnictide compounds described in Chapter 3; the iridates analysed in Chapter 4 were grown by Prof. Gang Cao at the Center for Advanced Materials at the University of Kentucky;
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the organic chemists Jamie Manson at the Eastern Washington University and John Schlueter at Argonne National laboratory synthesised the various coordination polymers described in Chapter 5.

- Magnetic susceptibility measurements, pulsed field magnetisation experiments and muon spin rotation were performed by myself, the principle researcher, in collaboration with the following people: Stephen Blundell, Paul Goddard, Tom Lancaster, Andrew Steele, Jack Wright and Saman Ghannadzadeh in the Correlated Electrons Group, Oxford University; Peter Baker and Francis Pratt at ISIS, Rutherford Appleton Laboratory; John Singleton at the NHMFL, Los Alamos National Laboratory.
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Fe-based superconductors

3.1 Introduction

Since the observation of high-temperature superconductivity in the cuprates in 1986 scientists have been trying to understand the mechanism at work in these systems. Until recently, high-temperature superconducting behaviour was confined to systems containing copper oxygen planes, so that it seemed that the presence of copper atoms was of key importance.

In 2008 Hosono et al. observed superconductivity in fluorine doped LaFeAsO \[80\]. LaFeAsO\(_{1-x}F_x\) with \(x = -0.11\) reached a \(T_c\) of 26 K. It is composed of FeAs layers, in which the Fe is arranged in a square planar lattice. These alternate with LaO layers along the c-axis. Nobody had foreseen that a \(T_c\) so high could be reached in a material containing a ferromagnetic element such as Fe. This surprising discovery has led to a frenzy of research activity in the condensed matter community. A range of new materials containing Fe-As layers has been found and \(T_c\) is now as high as 56 K \[38\]. The fascination with these compounds lies in the fact that, like the cuprates, they are unconventional, non-BCS superconduc-
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Two decades after the discovery of high-temperature superconductivity in the cuprates, this new class of superconductors could bring new insights into the mechanism of high-temperature superconductivity [67].

In this chapter I first introduce Fe-based superconductors, describing general properties and characteristics and their importance in the context of condensed matter research. I then present a study of the magnetism in the pnictide parent compound SrFeAsF. I go on to describe the interplay and coexistence of magnetism and superconductivity in the superconductor NaFeAs and will present the phase diagram of Co-doped NaFeAs.

3.2 Overview of Fe-based superconductors

Similar to the cuprate superconductors, all pnictide superconductors have a layered structure. Where the cuprates are built of Cu-O planes the central building block in the pnictides is layers of FeAs, in which the Fe finds itself in a square planar lattice arrangement, tetrahedrally coordinated by As or Te as shown in Figure 3.1. Superconductivity is thought to be associated with these layers [69, 80], which alternate with spacer layers along the c-axis.

To date, five different structure types have been identified. The simplest one, the 11 system, FeSe or FeTe, contains no spacer layers, whereas the other groups all have one or more. The other four systems are: the 111 system, AFeAs, with \( A = \text{Li or Na} \), the 1111 system, \( M\text{FeAsO} \), with \( M = \text{rare earth} \) and \( M'\text{FeAsF} \), with \( M' = \text{Ca, Sr} \), the 122 system, \( R\text{FeAs} \), with \( R = \text{Ca, Sr, Ba or Eu} \) and the more complicated \( \text{Sr}_3\text{Sc}_2\text{O}_5\text{Fe}_2\text{As}_2 \).

The generic phase diagrams of both cuprates and pnictides are shown in Fig-
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Figure 3.1: (a) The five different structure types of the pnictide superconductors. The common FeAs/Se layer, found in all groups, is highlighted by the shaded region. (b) View of one single FeAs block showing its tetragonal unit cell and the same block viewed from above showing the spins of the Fe-atoms forming the antiferromagnetic phase [69].

The parent compounds are non-superconducting and optimal, bulk phase superconductivity is induced by changing the electron count [16], applying an external hydrostatic pressure [70], or making an isoelectronic chemical substitution which adjusts the structure (essentially applying a “chemical pressure”) [57] leading to a dome-like superconducting region in the phase diagram.

In contrast to the antiferromagnetic Mott insulating cuprates, the pnictides are bad metals at low temperatures. The formation of the Cooper pairs in both systems is of unconventional nature and spin fluctuations are thought to be the origin for d-wave pairing in the cuprates and s-wave pairing in the pnictides [60]. The difference in the pairing symmetries can be related back to the complicated nature of the multiple Fermi Surfaces in the Fe-based superconductors [6].

Both the cuprates as well as the pnictides undergo a magnetic transition at
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Figure 3.2: Every compound has its own particular phase diagram, but they show similarities that can be summarized in a generic phase diagram that only has to be slightly altered to adapt to the various compounds. These are the generic phase diagrams for the cuprates (a), and the Fe-based superconductors (b). Both the cuprates and the pnictides exhibit the typical superconducting dome on electron or hole doping. In some types of Fe-based compounds superconductivity emerges at very high doping levels. Antiferromagnetic order at stoichiometric phase is also observed in both types of high-$T_c$ s, although the order does not seem to be driven by the same mechanism. The phases corresponding to the pseudogap in the cuprates and the nematic order in the pnictides are specific differences between the systems. [6]

Low temperatures (in the range of 100 - 200 K). In the Fe-based superconductors this is accompanied by a structural transition, from tetragonal to orthorhombic, which is either simultaneous or precedes the magnetic transition, depending on the compound. The magnetic order is found to be a stripe-like antiferromagnetic order and coexistence between magnetic and superconducting phases is found in certain families [26, 34, 59].

Whether the magnetic transition is driven by the structural transition and what is driving the latter is an important issue for the understanding of the magnetic order in these materials. As in the case of the cuprates the interplay between magnetism and superconductivity seems to be of importance in the Fe-based superconductors. In addition the magnetic order arises from the Fe d-band
electrons, which are the same electrons that seem to form the superconductivity \[60\].

Magnetism has been thought to be antagonistic to superconductivity in BCS-type superconductors. But since the discovery of high-temperature superconductivity in cuprates, magnetism seems to be playing an important role in unconventional superconductors, not only in high-\(T_c\) systems but also in heavy fermions, ruthenates and organic and molecular superconductors. Trying to find answers to the questions of how magnetism and superconductivity interact, and to what extent magnetism is a crucial ingredient for unconventional superconductivity could give us important insights into the mechanism of high-temperature superconductivity.

### 3.3 Two-dimensional magnetism in SrFeAsF

**Introduction**

SrFeAsF was discovered in 2008 as a new parent compound of pnictide superconductors. It is part of the 1111 family of fluoroarsenide systems, which are isostructural with the oxopnictides, \(M\text{FeAsO}\). These were the first Fe-based systems in which superconductivity was observed. In the fluoroarsenides the oxygen is replaced by fluorine and the rare earths are replaced by either Sr, Ca or Eu to achieve charge neutrality.

Superconductivity can be induced by doping in two different ways. You can either dope on the Sr site with a rare earth such as Pr, Nd or Sm; or on the Fe site with Co. The highest \(T_c\) achieved so far is 56 K in SrFeAsF doped with Sm, a value comparable to the transition temperatures observed in the \(M\text{FeAsO}\)
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family [4].

Figure 3.3: (a) Crystal structure of SrFeAsF [82]. (b) Evolution of (220)$_T$ reflections with temperature as shown in Ref. [93]. The structural phase transition is clearly revealed by the splitting of tetragonal (220)$_T$ into orthorhombic (400)$_O$ and (040)$_O$ reflections.

At 300 K the parent compound SrFeAsF has the tetragonal space group $P4/nmm$ and crystallizes in the ZrCuSiAs-type structure. It is made of tetragonally arranged FeAs layers that are separated by divalent metal fluoride layers, as shown in Figure 3.3. At 2 K the system has an orthorhombic structure with the $Cmcm$ space group.

Measurements of resistivity and magnetisation exhibit an anomaly at $T_{an} = 173$ K, which has been attributed to a smooth structural phase transition from tetragonal to orthorhombic. As explained above in a large number of pnictide parent compounds such a transition has been found to be linked to a certain extent to the antiferromagnetic ordering transition of the material. Furthermore band-structure calculations suggest an onset of spin density wave antiferromagnetism at low temperatures in SrFeAsF, driven by nesting between electron and hole.
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pockets or by magnetic exchange coupling between the local moments [93].

Figure 3.4: (a) Magnetisation vs temperature in the parent compounds SrFeAsF shows an anomaly at $T_{\text{an}} \sim 173$ K and a linear temperature dependence above that temperature, which is attributed to short range correlations; graph adapted from [39]. (b) Resistivity vs temperature for Sr$_{1-x}$Sm$_x$FeAsF at $x = 0$, $x = 0.2$ and $x = 0.5$; Graph adapted from [91].

On doping with either Sm [91] or Nd [23] superconductivity is induced. Resistivity data obtained by Wu et al. for Sr$_{1-x}$Sm$_x$FeAsF is shown in Figure 3.4. At a doping of $x = 0.2$ the anomaly that is seen in the parent compound is slightly suppressed but still existent. At the same time the low temperature resistivity changes behaviour from an upturn, semiconducting type behaviour in the parent compound to a decreasing resistivity in the doped material. Further doping to $x = 0.5$ leads to the onset of superconductivity at 56 K and the disappearance of the anomaly. There is a clear link between the suppression of $T_{\text{an}}$ and the onset of superconductivity.

This type of behaviour has been studied intensely in the 1111-type $M$FeAsO compounds, LaFeAsO, NdFeAsO, PrFeAsO and CeFeAsO. All these materials exhibit a structural transition at $T_S \sim 150$ K and a transition to long range antiferromagnetic order at about 20 K below $T_S$, with a very small magnetic moment.
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on the Fe-site. These features are suppressed by doping and eventually disappear with the onset of superconductivity, apart from a phase in which magnetism and superconductivity seem to coincide in SmFeAsO$_{1-x}$F$_x$.

In contrast the 122-type compounds generally have coincidental structural and magnetic transitions, for example SrFe$_2$As$_2$ with $T_{S,N} = 205$ K, and the magnetism has a more three-dimensional nature in these materials compared to the single-layer FeAs compounds.

The identification of the nature of this transition and the coincidence of $T_N$ and $T_S$ in this compound gives valuable information on the type of magnetism, on the effect doping has on structure, magnetism and superconductivity and on their interdependence. In this section I present the results of DC susceptibility, heat capacity and $\mu$-SR measurements on the parent compound SrFeAsF.

**Susceptibility and $\mu$SR of SrFeAsF**

The SrFeAsF sample was synthesized by Lee Kerslake and Dr. Simon Clarke at the Chemistry department in Oxford. It is a two-step process similar to that described in Ref [82]. The samples that were produced for this project were studied with X-ray diffraction and were found to be made of 97 % SrFeAsF with an impurity of SrF$_2$. The lattice parameters agreed with other publications with $a = 4.00059$ Å, $c = 8.9647$ Å and $V = 143.478$ Å [82].

The DC susceptibility measurements were executed on a SQUID magnetometer. Initially the magnetic moment of a sample was measured as a function of magnetic field at 300 K and it was established that there were no significant ferromagnetic impurities in the sample. The distinct shape of a ferromagnetic material in a magnetic field means that the presence of ferromagnetic impurities
Figure 3.5: (a) Susceptibility vs temperature of SrFeAsF at a field of 0.1 T. Possible features can be made out at $T = 175$ K, at 125 K, 75 K and 50 K, but none of them are sufficiently clear to identify a transition. The first of these coincides with the structural transition temperature. The inset shows magnetisation vs field at 300 K. (b) Heat capacity vs temperature with a small peak at $T_S$ and a fit to the heat capacity.
would result in a deviation from the linear behaviour, due to the saturation of the ferromagnetic contribution at a critical field, which is not observed here. We proceeded to measure the susceptibility against temperature in a field of 1000 Oe, which enabled us to identify a broad feature at 175 K, that can be identified as the anomaly that was observed in previous publications and has been attributed to the structural and magnetic transitions. Other possible features are at 125 K, 75 K and 50 K, but none of them are sufficiently clear to identify a transition. The feature at about 50 K is probably due to a small amount of adsorbed $\text{O}_2$ apparent because of the small sample moment.

The heat capacity was measured in the PPMS using the relaxation-time approach described in Section 2.3. We observe a monotonically increasing heat capacity as expected from the electronic and phonon contributions, with the total amplitude of the lattice modes close to that expected from the Dulong-Petit law. A feature is observed at $T = 175$ K. To have a closer look at this feature the background is subtracted, so that only the contributions from the magnetic and structural transitions remain.

The lattice background is estimated by fitting the following function to the data:

$$C(T) = \gamma T + A_D C_D(T, \theta_D) + A_E C_E(T, \theta_E).$$  \hspace{1cm} (3.1)

The first term describes the electronic contribution, where $\gamma$ is the Sommerfeld coefficient. The second and third terms describe the lattice contributions, where $D$ and $E$ denote the Debye and Einstein contributions respectively. Including the Einstein as well as the Debye term was shown to give a better fit compared to fitting only with the Debye term \[5, 83\]. The resulting fit is comparable to
other oxypnictide compounds without rare earth magnetic moments \cite{61} and we were able to extract the following components $\gamma = 3.44(7)$ mJ mol$^{-1}$ K$^{-2}$, $A_D = 56.6(5)$ J mol$^{-1}$ K$^{-1}$, $\theta_D = 237(1)$ K, $A_E = 52.2(4)$ J mol$^{-1}$ K$^{-1}$, and $\theta_E = 407(3)$ K. Both the original data and the fit are depicted in Figure 3.5.

![Figure 3.6](image)

**Figure 3.6:** Contribution to heat capacity from the transitions after subtraction of the background due to electronic and lattice terms.

Figure 3.6 shows the contribution that has been attributed to the magnetic and structural transition after the subtraction of the background fit. Note that the 0 T and the 10 T data are almost identical with an entropy change between 100 K and 185 K of 0.5 J mol$^{-1}$ K$^{-1}$ No distinct feature that would point to the transitions being at different temperatures such as was observed in LaFeAsO \cite{61} is visible. But the overall entropy change is at a similar value, whereas it is a lot smaller than the entropy change at the coinciding transition temperatures of SrFe$_2$As$_2$ \cite{44}.

Although no clear feature can be observed for the magnetic transition it is possible that the peak associated with $T_N$ is masked by the built-up of 2D correlations, which would lead to a large “hump” at temperature above $T_N$, such as described in more detail in Chapter 5 \cite{75}. Whether a peak is visible depends
on the ratio $\alpha = J_\perp/J$ where $J$ stands for the exchange interaction within the layers and $J_\perp$ for the exchange interaction between the layers. $\alpha$ can be used as a measure of the two-dimensionality of a material. The lower the value of $\alpha$ the more two-dimensional the magnetism. Simulations of localized spin-1/2 Heisenberg models as a function of $\alpha$ show no anomaly at $T_N$ for $\alpha \leq 0.05$, giving an approximate upper bound for this ratio in SrFeAsF.

The magnetism was then further investigated with $\mu$SR. The experiments were performed in GPS at the Paul Scherrer Institute (See Chapter 2.2 for more details). The sample in this case was a pressed powder pellet of 1 cm diameter inside a silver packet on a silver backing plate. This arrangement makes it possible to easily subtract the time and temperature independent background of the silver. The measurement was taken from 300 K down to 10 K. At high temperatures an exponentially relaxing signal is observed, which is typical for the paramagnetic phase of a material. Significantly, no change in the signal is observed between the data above and below $T_{an}$ which shows that there is no magnetic transition coincidental with the structural transition.

In addition at temperatures above the transition a so-called ‘F-$\mu$-F’ signal is typically observed in compounds that contain fluorine. This signal is associated with the muon forming ‘hydrogen’-type bonds with neighbouring fluorine atoms. No ‘F-$\mu$-F’ signal was seen in SrFeAsF, which is probably because the magnetic transition temperature is too high for the muon to be sufficiently bonded to the fluorines.

On cooling the signal becomes oscillatory a clear sign of magnetic order. Figure 2.8 shows the asymmetry data for $T = 10$ K, 116 K and 140 K. The observation of two precession frequencies in the magnetically ordered phase in-
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Figure 3.7: Asymmetry in muon polarisation at 10 K, 116 K and 140 K for SrFeAsF [4]

dicates that there are two muon stopping sites. We were able to describe the asymmetry data using the fitting function:

\[
A(t) = A_{bg} e^{-\lambda t} + A_3 e^{-\lambda_3 t} + \sum_{i=1,2} A_i e^{-\lambda_i t} \cos(2\pi \nu_i t). \tag{3.2}
\]

The first term describes the background depolarisation of the muons that stop outside the sample, the second is the exponential relaxation of the muon spins aligned with the local field direction at the stopping sites and the two damped frequencies are described by the last term. This function was used to fit all data from 10 K up to 120 K. The oscillatory components disappear above that temperature. After preliminary fits showed that the frequencies stayed proportional to each other through all temperatures up to \(T_N\), the fits were repeated with the setting of \(\nu_2 = 0.09 \nu_1\), resulting in the graph shown in Figure 3.8.

The muon precession frequencies are proportional to the internal field at the
muon site and scale with the ordered moment, so can be considered to be an effective order parameter for the system. Therefore fitting extracted frequencies as a function of temperature to the phenomenological function

\[ \nu(T) = \nu(0)[1 - (T/T_N)^\alpha]^\beta, \]  

(3.3)

makes it possible to estimate the transition temperature and the critical parameters \( \alpha \) and \( \beta \), leading to \( T_N = 122 \) K, \( \alpha = 3.0(3) \), \( \beta = 0.22(3) \).

![Figure 3.8](image)

**Figure 3.8:** The two precession frequencies \( \nu_1 \) and \( \nu_2 \) were fitted in proportion with \( \nu_2 = 0.09 \nu_1 \). The red line represents the fit to Eqn. 3.3 [4].

The values have been confirmed in a recent publication by Xiao et al. [93], with a similar fit to the temperature dependence of integrated intensity of (103) magnetic Bragg reflection.

These results show that the magnetic transition clearly occurs at a much lower
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temperature than the structural phase transition. The separation of $T_N$ and $T_S$ in SrFeAsF is of the order of 50 K, which is greater than any that has been observed in the oxopnictides. There are evident similarities with previous measurements in LaFeAsO. In both compounds the transition is very sharp and the lower frequency persists all the way to $T_N$ and becomes over-damped when it is approaching the transition. In addition $\nu_1$ takes about 85% of the signal in SrFeAsF which is a similar value to the one found in LaFeAsO [61].

The value of $\beta$ is also interesting as it is close to the number 0.23 [81], which suggests a 2D XY ordering parameter. This combined with the fact that $T_N$ is not detected in heat capacity measurements adds weight to the suggestion that the interactions in this compounds are of 2D nature [4].

In summary, I have shown that the structural and magnetic transitions for SrFeAsF do not coincide, but are 50 K apart. While the $\mu$SR measurements show that the magnetic environment within the FeAs planes is very similar to that in oxynictide compounds, I note that the magnetic ordering transition is not as clear in the magnetisation and heat-capacity measurements. The heat-capacity and $\mu$SR measurements, in particular the lack of a heat-capacity anomaly at $T_N$ and the low value of $\beta = 0.22$, both suggest far more two-dimensional magnetic interactions. This is consistent with the expectation that the interplanar exchange mediated by a fluoride layer will be weaker than that mediated by an oxide layer.
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Introduction

NaFeAs is a pnictide superconductor of the 111-class. It is isostructural with LiFeAs, which was shown to be a bulk superconductor in its undoped, stoichiometric form with a $T_c$ of 18 K. It is a general feature of many of the iron-based superconductors that, when the compounds are stoichiometric, the compounds are itinerant antiferromagnets with a structural distortion at $T_S$ (where $T_S \geq T_N$). When these compounds are doped either on the iron site, or on the sites in the intervening layers, or when a hydrostatic pressure is applied, the magnetic ground state is suppressed and superconductivity emerges as described above. Apart from LiFeAs there are only a few more exceptions, such as FeSe which have superconducting ground states when stoichiometric, which makes the 111 compounds very interesting for the investigation of the interplay between magnetism and superconductivity.

![Structure of NaFeAs](image)

**Figure 3.9:** Structure of NaFeAs [71]. Fe is tetrahedrally coordinated by four As ions; Na lies in a five coordinate square-based pyramidal site between the FeAs layers.

Both LiFeAs and NaFeAs have the PbFCl-structure type. They are made of anti-PbO type FeAs layers, with Na located between the layers.
The As in NaFeAs forms a distorted tetrahedral arrangement around the Fe-ions as can be seen in Figure 3.9 [71]. At low temperatures NaFeAs goes through a structural transition from the tetragonal $P4/nmm$ space group to the orthorhombic $Cnmm$ (∼60 K in the stoichiometric phase). Figure 3.10 shows data that have been taken with high resolution neutron scattering as described in Ref. [72].

**Superconductivity and magnetism in NaFeAs**

Stoichiometric NaFeAs was produced by Dinah A. Parker in the inorganic chemistry department of Oxford University by the reaction of stoichiometric quantities of elemental reagents. The lattice parameters of $a = 3.9494(2)$ Å and $c = 7.0396(8)$ Å were determined by X-ray diffraction. The diffraction data did not indicate more than 1% - 2% Na deficiency, with the Fe-content fixed, which confirms that this material is not doped.

DC susceptibility measurements on NaFeAs taken in fields of 50 Oe show evidence for superconducting behaviour with an onset of diamagnetism, below 9 K. Similar results were obtained by Chu et al., confirming our observation [25]. Zero-field cooled and field-cooled measurements were taken to estimate the superconducting volume fraction and the results are shown in Figure 3.11. We observe a broad transition in temperature and, surprisingly, the value of susceptibility at the base temperature of 2 K is 10% of the value expected for a sample with 100% superconducting volume fraction.

In order to ascertain to what extent the result was modified by the addition of signal coming from a possible iron impurity, the magnetisation of the sample was measured at 300 K. The deviation from the linearity can be used to extrap-
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Figure 3.10: Structure distortion in NaFeAs: (a) and (b) show the splitting of the tetragonal 112 reflection into the orthorhombic 022 and 202 reflections. (c) Evolution of the orthorhombic 022/202 reflections in NaFe$_{0.995}$Co$_{0.005}$As at high resolution. At 46 K the orthorhombic and tetragonal models give fits of comparable quality. (d) Temperature dependence of the distortion for NaFe$_{1-x}$Co$_x$As. The error bars lie within the points except when the presence of the distortion is marginal (adapted from Ref. [72]).
olate the amount of metallic Fe contained in the sample, which was found to be 0.08 % by mass of metallic Fe. But correcting the susceptibility data using this information still could not explain the small value of the diamagnetism in NaFeAs.

![Figure 3.11](image.png)

**Figure 3.11:** Field-cooled and zero-field-cooled susceptibility of NaFeAs. The inset shows the magnetisation of the same sample at 300 K. The two colours represent the results for two different samples. The deviation from the linear behaviour gives an estimate of the Fe-impurity in the sample.

At the time at which these measurements were first taken, magnetism had not been observed in NaFeAs. LiFeAs does not exhibit magnetic order [13]. Hence it was important to determine whether there was any sign of magnetism in the isostructural NaFeAs. Since macroscopic techniques such as transport and susceptibility were not able to detect any anomaly in the properties that could be related to magnetic or structural phase transition, it made NaFeAs an ideal candidate for the investigation with $\mu$SR.
\[ A(t) = \sum_{i=1,2} A_i e^{-\lambda_i t} \cos(2\pi\nu_i t). \]  

The fitted frequencies were plotted as a function of temperature and using Eqn. 3.3 the transition temperature \( T_N = 45.0(2) \) K and critical exponent \( \beta = 0.20(2) \) were extracted. These results are consistent with AFM order with a primarily two-dimensional character.

The higher of the two frequencies makes up 80\% of the signal, similar to what has been observed in LaFeAsO and SrFeAsF (see Section 3.3). This suggests that the ordering moment of the Fe atom is of the order of 0.1–0.2 \( \mu_B \), which explains why it is difficult for other techniques to pick up the magnetism in NaFeAs. The
Figure 3.12: (a) Muon decay asymmetry spectra below (2 K) and above (50 K) the magnetic ordering transition (45 K). (b) Precession frequencies as a function of temperature, along with a fit to Eqn 3.3.
measurements reported here were the first clear evidence of magnetism in NaFeAs. Transverse field $\mu$SR was then used to probe the superconducting region. A magnetic field applied perpendicular to the initial muon-spin direction produces a vortex lattice in the superconducting phase of type-II superconductors. This vortex lattice will produce a broadening in the oscillation signal picked up by the muons. In this un-doped NaFeAs sample transverse field measurements did not show any broadening of the spectra that could be caused by superconductivity. This shows that the superconducting volume fraction is limited to 20% [71], which agrees with our susceptibility measurements and the results obtained by Chu et al. [25].

The results show that NaFeAs, which is stoichiometric within the uncertainty of the neutron diffraction measurements, is not a bulk superconductor, in apparent contrast to LiFeAs. The $\mu$SR experiment probes the bulk of the sample, demonstrating that magnetic order occurs throughout most of its volume below 42 K, and places an upper limit of about 20% on the superconducting volume fraction. The magnetic phase has since been observed with neutron diffraction [58] and in magnetometry measurements [21]. The moment on the iron site was found to be $\mu_B = 0.09(4)$ by de la Cruz et al. and $\mu_B = 0.075(15)$ by Wright et al. [90]. The magnetometry measurements reported here and by others show, however, that there is a portion of the sample (about 10%) which is superconducting at low temperatures. This demonstrates the microscopic coexistence between magnetic and superconducting states within the stoichiometric NaFeAs system, analogous to the behaviour observed in SmFeAsO$_{1-x}$F$_x$. 
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The phase diagram of Co-doped NaFeAs

The evolution from magnetic order to superconductivity and the interplay and competition between both states is one of the important issues that we are trying to resolve when studying pnictide compounds. The coexistence of superconductivity and magnetism in NaFeAs makes it particularly interesting for the investigation of the evolution of structural, magnetic and superconducting transition, with doping. Phase diagrams for Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ [26], CaFe$_{1-x}$Co$_x$AsF [59], CaFeAsO$_{1-x}$F$_x$ [95] and SmFeAsO$_{1-x}$F$_x$ [44] have been found in previous publications and are shown in Figure 3.13.

In this section I present the effect of doping with Co and Ni on the Fe-site of NaFeAs and by combining diffraction, susceptibility and μSR results a phase diagram for this particular compound is obtained [1]. The doped samples were prepared with the same technique as before, with ground transition metal added into the procedure. Magnetometry measurements were carried out using 30 mg samples on a SQUID magnetometer under zero-field cooled and field cooled conditions in a measuring field of 5 mT. The evolution of the low temperature magnetic susceptibility with composition is shown in Figure 3.14 and it is clear that small doping away from the stoichiometric compound leads to a fast increase in the superconducting volume fraction, up to 100 %, as well as an increase in $T_c$ to a maximum of $T_c = 21$ K.

The comparison of the effect of Co and Ni doping can give us valuable information on the parameters that control the superconductivity in this compound. Co-doping will add one additional electron per atom, whereas Ni at the same doping level will give double the number of added electrons. As can be seen in

\[^1\text{The work in this section is also part of the DPhil of Jack Wright. [90]}\]
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Figure 3.13: Phase diagrams of (a) $\text{Ba(Fe}_1-x\text{Co}_x\text{)}_2\text{As}$ [26], (b) $\text{CaFe}_{1-x}\text{Co}_x\text{AsF}$ [59], (c) $\text{CaFeAsO}_{1-x}\text{F}_x$ [95] and (d) $\text{SmFeAsO}_{1-x}\text{F}_x$ [34]. They all have a similar superconducting dome and magnetic order at low doping levels.
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Figure 3.14 similar behaviour and $T_c$ dependence is observed for doping levels with similar amounts of electrons.

![Graph showing effect of doping NaFeAs with Co and Ni.](image)

**Figure 3.14:** Effect of doping NaFeAs with Co and Ni. The data at 5 % Co-doping is plotted on both graphs, showing that the critical temperatures for samples for 5 % Co-doping and 2.5 % Ni-doping are practically the same [72].

The isoelectronic compounds NaFe$_{0.95}$Co$_{0.05}$As and NaFe$_{0.975}$Ni$_{0.025}$As as well as NaFe$_{0.9}$Co$_{0.1}$As and NaFe$_{0.95}$Ni$_{0.05}$As are almost identical. This is a clear indication that electron count and band filling are key parameters, controlling superconductivity.

To probe the magnetism in Co-doped NaFeAs, the samples were measured in the GPS instrument at the Paul Scherrer Institute. Asymmetry spectra of a series of doped compounds at 1.5 K are shown in Figure 3.15. Similar results as before were observed for all samples with doping $x \leq 0.0125$, evidence for long-range magnetic order at these doping levels. The asymmetry was fitted using the two-component function 3.4. With increasing $x$ the oscillations become less distinct and are heavily damped until they vanish at $x \geq 0.0125$. This shows that doping
leads to smaller internal fields and a more inhomogeneous field distribution.

Figure 3.15: Comparison of the zero-field $\mu$SR asymmetry spectra for NaFe$_{1-x}$Co$_x$As, measured at 1.5 K. With increasing $x$ the frequencies decrease until only a fast relaxing component remains as an indication of magnetic order, which eventually also dies away. At $x = 0.02$ the signs of order have completely disappeared [90].

Doping levels between $x = 0.015$ and $x = 0.02$ lead to a fast-relaxing component at early times that dies away as $x$ increases. These data are best fitted to a relaxation function:
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\[ A(t) = A_{\text{slow}} e^{-\sigma^2 t^2} + A_{\text{fast}} e^{-\lambda t}. \quad (3.5) \]

The first term fits a slowly-relaxing Gaussian function that can be attributed to the magnetism of statically disordered moments, probably of nuclear origin, and the second term is a fast exponential relaxation component. This fast relaxing component is most likely associated with magnetic fluctuations of electron spins, which quickly dephase muons. The fact that these two contributions are summed suggests that only a fraction of the muons are dephased by the electronic fluctuations. This could be explained by the occurrence of regions within the sample with some degree of inhomogenous magnetism, for \( x \geq 0.0125 \). The fast relaxation component decreases with increasing \( x \) in this region, which implies that the extent of the magnetically fluctuating regions decreases as \( x \) increases.

Using Eqn. 3.4 to fit the frequencies and then Eqn. 3.3 makes it possible to extract critical parameters and the magnetic transition temperatures for a range of doping levels. The fits obtained in this way are shown in Figure 3.16.

Combining all the results obtained from synchrotron X-ray diffraction, SQUID magnetometry and \( \mu \)SR makes it possible to compile the phase diagram for Co doped NaFeAs as shown in Figure 3.17. \( T_c \) increases with doping, reaching an optimal value of \( T_c = 21 \) K, whereas \( T_S \) and \( T_N \) decrease with doping and eventually disappear. The structural transition, which occurs before the magnetic transition, persists to higher doping levels than the antiferromagnetic transition. The coexistence of magnetism and superconductivity persists up to doping levels of \( x = 0.0125 \) and then evolves into a phase in which superconductivity exists in parallel with inhomogeneous magnetism.
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![Figure 3.16](image.png)

**Figure 3.16**: High frequency vs temperature for a range of doping levels. The blue line sections show where the sample superconducts and the shade of blue indicates the volume fraction obtained from SQUID magnetometry [90].

This evolution is linked to the increase of the superconducting volume fraction from 10% for stoichiometric NaFeAs to 100%. Compared to phase diagrams of other pnictide compounds the phase diagram of Co-doped NaFeAs is compressed along the x-axis, with optimal doping at $x = 0.015$ (for example in $\text{Ba(Fe}_{1-x}\text{Co}_x\text{)}_2$ the optimal doping is $x = 0.065$). Therefore there will be smaller structural and electronic changes made to the stoichiometric system upon doping and this will reduce the effect of inhomogeneous doping in this system.

In conclusion, the parent compound NaFeAs lies just within a superconducting dome that can be traversed by the addition of 0.1 electrons per Fe atom and shows coexistence of antiferromagnetism and superconductivity over a region less than 0.025 electrons per Fe wide. Since the structural effects of Co and Ni doping are very similar I am able to demonstrate the determinative role of electron count in controlling the physics of iron-arsenide layers. While there are similarities with the phase diagrams of more complex iron-arsenide systems, the position of
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Figure 3.17: Phase diagram of Co-doped NaFeAs. Undoped NaFeAs shows a coexistence of antiferromagnetism and superconductivity. A structural transition precedes the magnetic transition and it persists to doping levels at which the antiferromagnetism has disappeared and has turned into inhomogeneous magnetism. The superconducting fraction increases with decreasing magnetism as well as the superconducting transition temperature, with optimal doping of $x = 0.015$ and a $T_c = 21$ K. [90]
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the parent compound is special in this case as coexistent superconductivity and magnetism is found without extrinsic doping. It is clear that there is a direct competition of magnetism and superconductivity in this compound where the strengthening of the superconducting order parameter and the increasing volume fraction is seen directly to depress the magnetic and structural order parameters at low temperature.
4

Complex iridates

4.1 Introduction

Transition metal oxides are an important class of materials because they have a wide variety of optical, electrical, dielectric, magnetic, and thermal properties. They have attracted widespread interest in recent years, driven partly by the observation of high temperature superconductivity in cuprates, colossal magnetoresistance in manganites and p-wave superconductivity in ruthenates \[29, 42\].

A wide variety of behavior can be expected since the transition metal ion can be any one of the 3d, 4d or 5d series and the possible crystal architectures that can be synthesized include chains, ladders, square layers, triangular layers, kagome layers, pyrochlore lattices and many more. The 5d series has received the least attention but the spatially extended nature of the 5d orbitals makes them rich in novel physical phenomena.

The particular extension of the orbitals means that the electrons behave more like free electrons, which reduces the effect of electron correlations (Coulomb interaction $U$) significantly. It also leads to the hybridization of the 5d-2p orbitals
of the transition metal and the oxygen octahedron that surrounds it, resulting in large crystal field splitting \[18\]. The strong electron-lattice coupling can lead to a distortion of the bonding lengths and angles between the transition metal and the oxygen.

Spin-orbit coupling is also strong, due to the large atomic number \( Z \). Spin-orbit coupling is proportional to \( Z^4 \), which means that in heavier elements it becomes more and more important. In these materials it reaches energies in the order of 0.1-1 eV, approaching that of the Coulomb interaction (\( U \sim 1 - 3 \) eV), which is significantly reduced due to the extension of the orbitals. These competing energy scales are at the heart of the novel physical phenomena that often deviate from conventional expectations.

The iridium ion is a particularly attractive candidate for study because \( \text{Ir}^{4+} (5d^5) \) is an \( S = \frac{1}{2} \) species and iridates display a wide variety of unusual characteristics. \( \text{Na}_4\text{Ir}_3\text{O}_8 \) \[96\] is an insulating quantum spin liquid, \( \text{Na}_2\text{IrO}_3 \), a \( J_{\text{eff}} = 1/2 \) frustrated AF Mott insulator on honeycomb lattice \[78\] and the pyrochlore iridates \( A_2\text{IrO}_3 \) (\( A = \text{Na} \) or \( \text{Li} \)), possibly exhibit a quantum spin Hall effect \[77\] and are thought to be the realization of the Kitaev spin liquid \[43\].

Like the ruthenates (4d electrons), many of the iridates also defy the notion that 5d transition-metal oxides should be much more conducting than their 3d counterparts because of the reduced electron correlations. Many of the iridates known to date have an insulating ground state, on the verge of a metallic state, and display exotic magnetism with high magnetic ordering temperatures, but small magnetic moments, such as \( \text{BaIrO}_3 \), which is weakly ferromagnetic at high temperatures with a moment of \( \mu = 0.03 \mu_B/\text{Ir} \).

This is one of the reasons why it is difficult to gain information on the micro-
scopistic ordering in these compounds. In addition, Ir is a strong neutron absorber, which makes neutron scattering virtually impossible. A further difficulty is the extremely small size of the crystals that can be grown. Muon spin rotation is therefore an invaluable tool for the investigation of iridates.

In this chapter I present $\mu$SR results for the compounds Ca$_4$IrO$_6$, Ca$_5$Ir$_3$O$_{12}$, Sr$_2$Ir$_2$O$_7$, Sr$_2$IrO$_4$. The basic characteristics of these compounds are shown on Table 4.1. Sr$_2$IrO$_4$ is particularly interesting as it is a $J_{\text{eff}} = 1/2$ spin-orbit entangled Mott insulator and has been suggested as a possible high temperature superconductor [86].

Ca$_4$IrO$_6$ and Ca$_5$Ir$_3$O$_{12}$ are antiferromagnetically ordered at low temperature but exhibit weak ferromagnetism due to spin canting [18, 85]. Ca$_5$Ir$_3$O$_{12}$ exhibits a more complex partial spin ordering due to the presence of both Ir$^{4+}$ and Ir$^{5+}$ ions [18]. These two compounds have a large value of the ratio $\theta/T_N$ where $\theta$ is the Curie-Weiss temperature, demonstrating the presence of competing interactions.

| space group | $\mu_{\text{eff}}$ ($\mu_{\text{B}}$/f.u) | $\theta$ (K) | $T_N$ (K) | $|\theta/T_N|$ |
|-------------|---------------------------------|-------------|-----------|----------------|
| Ca$_4$IrO$_6$ | R3c | 1.76 | $-54$ | 13.95(6)* | 3.8(2)* |
| Ca$_5$Ir$_3$O$_{12}$ | P62m | 1.5 | $-280$ | 7.84(7)* | 35.7(1)* |
| Sr$_3$Ir$_2$O$_7$ | I4/mmm | 0.69 | $-17$ | 285 | 0.06 |
| Sr$_2$IrO$_4$ | I4$_1$/acd | 0.33 | 251 | 230.4(3)* | 1.08(2)* |

Table 4.1: Principle characteristic of the four compounds. The values annotated with (*) are results from the $\mu$SR study presented here.

Sr$_3$Ir$_2$O$_7$ is a weak ferromagnet showing complicated crossovers in its magnetic behaviour that have not yet been explained at the microscopic level [19]. Sr$_2$IrO$_4$ is a Mott insulator driven from the metallic state by the spin-orbit coupling to a $J_{\text{eff}} = \frac{1}{2}$ state [49, 50]. It is also a weak ferromagnet, shows a novel magnetolectric...
state with a thus far unexplained magnetic transition\textsuperscript{22, 53} and has even been suggested as a candidate for high-temperature superconductivity if doped\textsuperscript{86}.

In order to study systematically the dependence of local magnetic properties on crystal architecture we have used muon spin rotation ($\mu$SR) to investigate the microscopic magnetism and the critical behavior of each of these compounds. The nature of the muon spin rotation technique makes it very sensitive to the local magnetic environment, and especially to short-range magnetic order.

The results presented in this chapter find a comparatively conventional development of the internal magnetic field in Ca$_4$IrO$_6$ with some more complex features in Ca$_5$Ir$_3$O$_{12}$. Compared to these, the results for Sr$_3$Ir$_2$O$_7$ and Sr$_2$IrO$_4$ reveal very different behavior. Two magnetic transitions are evident in the data for Sr$_3$Ir$_2$O$_7$, while in the Mott insulator Sr$_2$IrO$_4$ we observe the development of spin reorientation at low temperature.

### 4.2 Experimental methods

Small crystallites of the materials were made by Prof. Gang Cao at the Center for Advanced Materials at the University of Kentucky.

Zero-field $\mu$SR measurements\textsuperscript{17} were made using the General Purpose Surface-muon spectrometer at the Swiss muon source. Each sample was wrapped in 25 $\mu$m silver foil and mounted on a silver backing plate. As described in Chapter 2.2 the observed property in the experiment is the time evolution of the muon-spin polarisation, which is proportional to the positron asymmetry function A(t) and depends on the local magnetic field B at the muon stopping site.

In these polycrystalline samples the internal magnetic field will be randomly
orientated with respect to the initial muon polarisation. Because of this we can expect that in a fully ordered magnet $\frac{2}{3}$ of the signal will be due to oscillations about the magnetic field perpendicular to the muon spin and $\frac{1}{3}$ will be relaxations due to the magnetic fluctuations parallel to the muon spin direction \[7\].

### 4.3 \(\text{Ca}_4\text{IrO}_6 \text{ and } \text{Ca}_5\text{Ir}_3\text{O}_{12}\)

The structure of \(\text{Ca}_4\text{IrO}_6\) is depicted in Figure 4.1. It has a rhombohedral structure, in which 1D chains of \(\text{IrO}_6\) octahedra alternate with \(\text{CaO}_6\) trigonal prisms \[18, 74\]. In contrast, \(\text{Ca}_5\text{Ir}_3\text{O}_{12}\) has a triangular lattice and a hexagonal structure \[33, 85\] and, unusually amongst iridates, in addition to \(\text{Ir}^{4+} (S = \frac{1}{2})\) it also includes \(\text{Ir}^{5+} (S = 0) \[30, 40\] ions. In spite of these differences both structures lead to the formation of spin chains perpendicular to a triangular lattice promoting the occurrence of frustration.

![Figure 4.1: Crystal structure of (a) \(\text{Ca}_4\text{IrO}_6\), showing the rhombohedral structure and the 1D chains of \(\text{IrO}_6\) octahedra. \[31\]; and (b) \(\text{Ca}_5\text{Ir}_3\text{O}_{12}\), projected on the \(ab\) plane and its chain arrays along the \(c\) axis. \[18\]](image)
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Both compounds are insulators (below 300K for Ca$_5$Ir$_3$O$_{12}$) and exhibit anti-ferromagnetic order. The transition temperature for Ca$_4$IrO$_6$ was reported [18, 74] to be in the range of 12–16 K. Ca$_5$Ir$_3$O$_{12}$ is found to order into an antiferromagnetic state below 7.8 K [18, 85].

Example data for Ca$_4$IrO$_6$ above and below the transition are shown in Figure 4.2(a). The measurements were taken over the whole range of temperature in order to identify the transition temperature and study the magnetic order in the compound. Ca$_4$IrO$_6$ shows conventional behaviour. In the paramagnetic phase, the signal is described by a single exponential relaxation and below $T_N$ we observe two well-defined precession frequencies along with a fast relaxing component at early times. The data in this regime may be parameterised using the equation:

$$A(t) = A_1 \exp(-\lambda_1 t) \cos(2\pi \nu_1 t) + A_2 \exp(-\lambda_2 t) \cos(2\pi \nu_2 t) + A_3 \exp(-\Lambda t) + A_{bg}$$

(4.1)

where $A_i$ are the amplitudes of the components, $\lambda_i$ are the corresponding relaxation rates, $\nu_i$ are the precession frequencies, and $\Lambda$ is the relaxation rate of the fast-relaxing component. The constant $A_{bg}$ accounts for muons stopped outside the sample as well as the expected one-third contributions arising from muon-spin components directed parallel to the local magnetic field.

Preliminary fits showed little change with temperature of $A_1$, $A_2$, $A_3$, $\lambda_1$ and $\lambda_2$ below the transition and it was possible to obtain satisfactory fit to the data by fixing these parameters to temperature-independent values (4.02%, 1.37%, 11.2%, 5.03 MHz and 1.55 MHz respectively) and allowing $\nu_1$ and $\nu_2$ to vary in
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Figure 4.2: (a) Raw data for Ca$_4$IrO$_6$ above and below the magnetic phase transition. The low temperature data are fitted with two oscillating components as described by Eqn. (4.1). (b) Precession frequencies for the ordered state.

A fixed proportion $\nu_2/\nu_1 = 0.53$ (a ratio determined to better than 4% accuracy by first allowing them to vary independently). In addition, the large relaxation rate $\Lambda$ was found to scale with $\nu_1^2$ and reaches 22 MHz at 1.5 K. We deduce that there are two independent muon sites which experience a quasistatic local field (leading to the oscillatory components) and a further site at which the muon spin relaxes in a manner dominated by the magnitude of the local field (leading to the fast-relaxing component). The fast-relaxing component observed below the magnetic ordering temperature probably reflects a class of muon site at which the local field is large but where some degree of spatial or temporal disorder exists.

The results of fitting the frequencies $\nu_1$ and $\nu_2$ in fixed proportion are illustrated in Figure 4.2 (b).

The fitting extracted frequencies as a function of temperature to the phenomenological function:

$$\nu_1(T) = \nu_1(0)[1 - (T/T_N)^\alpha]^\beta,$$  \hspace{2cm} (4.2)
yields values for the following parameters: $T_N = 13.85(6) \text{ K}$, $\nu_1(0) = 8.29(3) \text{ MHz}$, 
$\alpha = 4.2(3)$, and $\beta = 0.37(1)$, and this value of $\beta$ is consistent with a typical three-dimensional magnetic order parameter as it is close to the number 0.36 [8].

![Figure 4.3](image_url)

**Figure 4.3:** (a) Raw data for $\text{Ca}_5\text{Ir}_3\text{O}_{12}$ above and below the magnetic phase transition. The data below the transition is fitted shown with a single frequency (green) and a five frequency (blue) fit. (b) Precession frequency extracted from a single frequency fit to the $\text{Ca}_5\text{Ir}_3\text{O}_{12}$ data. [39]

The form of the raw data in $\text{Ca}_5\text{Ir}_3\text{O}_{12}$ is more complicated. It still shows a typical paramagnetic trace at high temperatures and oscillations below the transition, but data obtained from the precession of the muons at low temperatures combines a larger number of components.

Though dominated by a single primary oscillation frequency, fitting with additional frequency components with smaller amplitudes (and frequencies ranging from 0.8–4 MHz) improved the quality of the fit using up to four or five frequencies. Figure [4.3](image_url) shows the data above and below the transition together with a fit to the low temperature data using one and five frequencies for comparison. While the five frequency fit clearly succeeds in describing the data over a significantly longer time, the parameters of the smaller amplitude oscillations
are not well defined and the frequencies could not be followed through to higher temperatures.

The single frequency fit achieves a satisfactory and consistent parametrisation of the largest amplitude oscillating component across the temperature range measured. These results indicate the existence of several magnetically inequivalent muon stopping sites, which suggest a more complicated magnetic structure in Ca$_5$Ir$_3$O$_{12}$ compared to Ca$_4$IrO$_6$. This could stem from the inclusion of both Ir$^{4+}$ and Ir$^{5+}$ ions in Ca$_5$Ir$_3$O$_{12}$.

The data set was analysed by fitting just to the frequency component with the largest amplitude, the precession frequency of which is shown in Figure 4.3 and reaches $\approx 1.3$ MHz as $T \to 0$. This precession frequency was fitted to Eqn. (4.2), yielding $T_N = 7.84(7)$ K, $\nu(0) = 1.30(2)$ MHz, $\alpha = 2.8(5)$ and $\beta = 0.40(6)$ and, similarly to Ca$_4$IrO$_6$, these parameters are also consistent with three-dimensional behavior.

4.4 \textbf{Sr$_2$IrO$_4$ and Sr$_3$Ir$_2$O$_7$}

Sr$_3$Ir$_2$O$_7$ and Sr$_2$IrO$_4$ are of particular interest, since their crystal structure are close to the ruthenates Sr$_3$Ru$_2$O$_7$ and Sr$_2$RuO$_4$. The latter has been studied in great detail since superconductivity has been observed in Sr$_2$RuO$_4$, but not in Sr$_3$Ru$_2$O$_7$. In addition, the single layer iridium perovskite Sr$_2$IrO$_4$ is the analogue of the high $T_C$ cuprate La$_2$CuO$_4$. They are structurally identical, but with stronger spin orbit coupling in the Ir(5d) compared to the Cu(3d). It has been suggested that doping could induce superconductivity in Sr$_2$RuO$_4$, similar to the cuprates. Sr$_3$Ir$_2$O$_7$ and Sr$_2$IrO$_4$ are both antiferromagnetic with transition tem-
Figure 4.4: Crystal structures of (a) Sr$_3$Ir$_2$O$_7$ with the Ir-O bilayers [19]; and (b) Sr$_2$IrO$_4$ with single Ir-O layers [28]. Both have Sr-O interlayers and the rotated octahedra are shown for both compounds.
temperatures $T_N$ at 285 K Ref. [19] and 240 K [17], respectively. Both compounds contain Ir$^{4+}$ ($S = \frac{1}{2}$) ions. In both compounds, a weak ferromagnetic moment is observed suggesting that they are canted antiferromagnets [49, 51, 65].

Sr$_3$Ir$_2$O$_7$ belongs to the Ruddlesden-Popper series Sr$_{n+1}$Ir$_n$O$_{3n+1}$ with $n = 2$ and is constructed out of Ir-O bilayers with Sr-O interlayers [19], as shown in Figure 4.4. Field cooled magnetization data picked up three anomalies, a kink at $T^* = 260$ K, a steep downturn at $T_D = 50$ K and the magnetization becoming negative below about 20 K [19]. These features were not observed in the zero-field-cooled magnetization data, implying a strong spin disordering or a random orientation of magnetic domains that persists through $T_N$. The transitions at $T^*$ and $T_D$ could also be identified in resistivity data, but so far there is no explanation for the comprehensive magnetization and transport behavior [19].

The results of our $\mu$SR experiments on Sr$_3$Ir$_2$O$_7$ are summarised in Figure 4.5 where the muon decay asymmetry for 1.5 K, 150 K and 260 K are presented. The presence of a fast relaxing component observed at short times can be taken to be a signature of magnetic order, but oscillations with a single precession frequency are only observed between 20 K and 160 K. In this temperature interval we fitted the data using

$$A(t) = A_1 \exp(-\lambda_1 t) \cos(2\pi \nu_1 t) + A_2 \exp(-\Lambda t).$$  (4.3)

The disappearance of the precession signal below 20 K is unusual and corresponds to the temperature at which the magnetization was observed to become negative [19]. We note that it was not possible to fit the frequency to Eqn. (4.2) since the oscillations are only observed outside the critical region.
Figure 4.5: Data for Sr$_3$Ir$_2$O$_7$ in the three different phases of the material. The data in the intermediate phase was fitted with an oscillating component $\nu$ (blue squares) and a relaxing component $\Lambda$ (red circles) [Eqn. (4.3)]. The relaxation $\Lambda$ (red circles) can be observed over the whole range of temperatures [35].
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Sr$_2$IrO$_4$ is the $n = 1$ member of the Ruddlesden-Popper series (i.e. it has the K$_2$NiF$_4$ structure) and is therefore constructed out of single Ir-O layers with Sr-O interlayers [28] shown in Figure 4.4. The balance of energies plays a very important role for the properties of this material. The extended orbits that lead to large crystal field energies result in the splitting of the $5d^5$ states into a lower $t_{2g}$ and higher $e_g$ orbital state separated by $10Dq$.

The wide $5d^5$ that is created that way is expected to lead to a more metallic and less magnetic state than can be observed in 3d, 4d and 4f compounds. since the electronic correlations (parameterised by $U$) are weak. Suprisingly Sr$_2$IrO$_4$ is found to be an insulator(see Figure 4.7), which seems to suggest unrealistically high coulomb interaction.

This is where the strong spin-orbit coupling comes in. It acts on the $t_{2g}$ configuration resulting in a filled $J_{eff} = \frac{3}{2}$ quadruplet band and a half-filled $J_{eff} = \frac{1}{2}$ doublet band. The large crystal field also results in the $J_{eff} = \frac{1}{2}$ being higher than the $J_{eff} = \frac{3}{2}$ since the $J_{eff} = \frac{1}{2}$ is branched off from the $J_{\frac{3}{2}}$ manifold.

The narrow bandwidth of the upper $J_{eff} = \frac{1}{2}$ band that is created this way then leads to a Mott insulating state, even though the electronic correlations (parameterised by $U$) are weaker than in more familiar Mott insulators, such as the underdoped cuprates. Sr$_2$IrO$_4$ can therefore be thought of as a spin-orbit induced Mott insulator [45, 49, 63, 87]. Figure 4.6 illustrates this model.

In addition, a metamagnetic transition occurs at 0.2 T, well below 240 K [50]. Figure 4.8 shows magnetization and heat capacity data by Chikara et al. [22] who have recently discovered another magnetic transition at 100 K, which is thought to be a reorientation transition of the spins.

The data obtained for Sr$_2$IrO$_4$ show much richer behavior than the data for
Figure 4.6: Combined effect of crystal field splitting and spin orbit coupling on Sr$_2$IrO$_4$ and the resulting $J_{\text{eff}} = \frac{1}{2}$ Mott insulating ground state: The extended orbitals lead to crystal field splitting. The energy diagrams for the 5d$^5$ lower $t_{2g}$ configuration (a) without spin-orbit coupling and Coulomb interaction; (b) with an unrealistically large Coulomb interaction but no spin-orbit coupling; (c) with spin-orbit coupling but no Coulomb interaction; and (d) with spin-orbit coupling and coulomb interaction. (e) level splittings of 5d$^5$ by the crystal field and spin orbit coupling, [10].
Sr$_3$Ir$_2$O$_7$. The $\mu$SR spectra at three different temperatures are shown in Figure 4.9. Above the magnetic ordering transition there is no oscillatory signal and, as is generally the case in paramagnets, the data are well described by an exponential relaxation. Between $T_N$ and 20 K the data could be parameterised using one oscillation component and one exponentially relaxing component. Below 100 K, the relaxation rates $\Lambda$ and $\lambda_1$ both increase, the former quite sharply, and below 20 K a second frequency needs to be included for a satisfactory fit.

The values obtained with this fitting procedure are plotted in Figure 4.10. The higher of the two frequencies has a smaller amplitude and also has the smaller linewidth while the lower frequency is rather similar in magnitude to that observed in Sr$_3$Ir$_2$O$_7$, suggesting a rather similar muon site within the perovskite block in both compounds. As the temperature decreases in Sr$_2$IrO$_4$ the precession signal appears to evolve continuously in frequency, amplitude and relaxation rate,
Figure 4.9: Raw data for Sr$_2$IrO$_4$ above and below the magnetic phase transition. The low temperature data was fitted with one relaxation component and two oscillating components [Eqn. (4.1)], whereas for the data above 20 K we used a relaxing component and only one oscillating component [Eqn. (4.3)] [35].

transforming into the lower frequency component seen in Figure 4.10. The new component which appears below 20 K represents additional amplitude.

The temperature interval in which the relaxation rates are growing upon cooling, just before the second frequency appears, is shown as a shaded region in Figure 4.10. Using the procedure that was described before, the single precession frequency was fitted with Eqn. (4.2) in the temperature region from 20 K up to $T_N$ and yields $T_N = 230.4(3)$ K, $\nu(0) = 2.93(1)$ MHz, $\alpha = 0.98(4)$ and $\beta = 0.21(1)$. Fitting just the data points close to $T_N$ to the form $\nu(T) / (1-T/T_N)$ yields $T_N = 228.2(1)$ K and $\beta = 0.19(1)$ (see Figure 4.11 and inset). Both these estimates of $\beta$ are consistent with a two-dimensional magnetic order parameter [8].
Figure 4.10: Fitted frequencies, amplitudes, linewidths and relaxation of Sr$_2$IrO$_4$.

The amplitudes and linewidths corresponding to the different components have been differentiated by color. The shaded region marks the temperature interval in which the relaxation rates increase on cooling, before the single precession frequency splits into two.
4.5 Conclusion

The results are summarised in Figure 4.12 and Table 4.2, where the asymmetry spectra at the base temperatures are shown for the four samples as well as the evolution of frequencies with temperature. The results of these experiments confirm the occurrence of antiferromagnetic order in Ca₄IrO₆ and Ca₅Ir₃O₁₂ and provide very accurate measurements of the Néel temperature in each case. The more complex nature of the muon signal in Ca₅Ir₃O₁₂ as compared with that in Ca₄IrO₆ can be attributed to the larger number of magnetically inequivalent muon stopping sites. The presence of both Ir⁴⁺ and Ir⁵⁺ in Ca₅Ir₃O₁₂ means that the electronic moments are more dilute and this is consistent with the smaller magnitude of the internal field measured by the muons, almost half that found for Ca₄IrO₆.
Figure 4.12: Muon spin precession spectra at base temperature for the four compounds, as well as the evolution of the frequencies with temperature. There are very obvious differences between the compounds, can be seen at a first glance. Ca$_4$Ir$_1$O$_6$ shows very conventional behaviour with two frequencies appearing below the ordering transition temperature. Ca$_5$Ir$_3$O$_{12}$ is more complex: the data is fitted ideally with 5 different frequencies, but only a single frequency can be followed through to higher temperature and its magnitude is lower than both the frequencies of Ca$_4$Ir$_1$O$_6$. Sr$_3$Ir$_2$O$_7$ is very different with a frequency below 200 K and then increasing slightly until disappearing below 20 K. The most interesting behaviour is observed in Sr$_2$IrO$_4$, where a single frequency below the transition splits into two frequencies at 20 K.
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<table>
<thead>
<tr>
<th></th>
<th>$T_N$ (K)</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\nu_1(0)$ (MHz)</th>
<th>$\nu_2(0)$ (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ca$_4$IrO$_6$</td>
<td>13.95(6)</td>
<td>4.2(3)</td>
<td>0.37(1)</td>
<td>8.29(3)</td>
<td>4.39(4)</td>
</tr>
<tr>
<td>Ca$_3$Ir$<em>3$O$</em>{12}$</td>
<td>7.84(7)</td>
<td>2.8(5)</td>
<td>0.40(6)</td>
<td>1.30(2)</td>
<td>–</td>
</tr>
<tr>
<td>Sr$_3$Ir$_2$O$_7$</td>
<td>285</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Sr$_2$IrO$_4$</td>
<td>230.4(3)</td>
<td>0.98(4)</td>
<td>0.21(1)</td>
<td>2.93(1)</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 4.2: The critical parameters extracted from $\mu$SR for all four compounds.

Sr$_3$Ir$_2$O$_7$ and Sr$_2$IrO$_4$ exhibit much more surprising and complicated behaviour. In Sr$_3$Ir$_2$O$_7$ a single frequency was observed between 20 K and 160 K. The disappearance of precession below 20 K and above 160 K cannot be explained. The change below 20 K does not correlate with any previously identified magnetic transition but corresponds to the temperature at which the field-cooled magnetization becomes negative.

Although the high temperature behavior of Sr$_2$IrO$_4$ is conventional, with the appearance of one frequency below the transition temperature at 260 K, the low temperature behavior is very unusual. Cooling below around 100 K induces a marked change in behavior resulting in the development of a second precession signal which fully establishes below 20 K. It has previously been suggested [22] that a reorientation transition occurs at 100 K in this material, and this is compatible with our data and correlates with a change in the Ir–O–Ir bond-angle. In this model, the magnetic structure changes due to a temperature-induced change in couplings, and this causes two structurally equivalent muon sites to experience increasingly distinct local fields which lock in below 20 K. This development of a reoriented phase may be gradual (occurring over the shaded region of Figure 4.10) which could result from the balance of competing energies and could be at the root of the magnetoelectric behavior [22].
5

Low-dimensional coordination polymers

5.1 Introduction

A purely 1D or 2D system will not show long-range magnetic order at any temperatures above $T = 0$ K. But experimental realisations of these systems, only approximate the purely 2D and 1D models and will invariably possess some degree of 3D (interlayer or interchain) coupling, which leads to order at finite temperatures. The short range correlations that build up above the ordering transition will have a reducing effect both on the ordered moment and the entropy change that is associated with the magnetic transition, making it difficult to measure these systems with conventional methods \[37\].

Many inorganic low-dimensional materials have exchange energy scales of order $J = 1000$ K thus requiring magnetic fields of up to 1000 T in order to successfully perturb the system. The molecular materials that are introduced in this chapter have exchange energies of $J \sim 10$ K, so that the phase diagram is accessible with typical laboratory magnetic fields of 10 T - 60 T. We can also take
advantage of the fact that the shape of the magnetisation $M(B)$ curve at low temperatures is determined by the precise dimensionality as well as the anisotropy of the systems and can thus be used to extract information on the exchange anisotropies.

In this chapter, I present how the coupling strengths and the type of magnetism in low-dimensional materials can be determined using a combination of magnetic susceptibility at low fields, magnetisation in pulsed magnetic fields, muon spin rotation and theoretical models. I introduce coordination polymers, which are molecular materials that enable the targeted design of magnetic system and are utilised as testing grounds to experimentally test fundamental theories of magnetism.

These materials are self-organizing systems, in which a magnetic ion is linked by molecular groups or ligands, forming chains and layers. They are produced by Jamie Manson at the Eastern Washington University and John Schlueter at Argonne National laboratory. The synthesis consists of mixing the ingredients together in a water or ethanol solution with only a small amount of intervention required for the rest of the process. A high level of control over the molecular architecture can be achieved through the adjustments of initial synthesis ingredients and conditions. These adjustments can consist of a change of magnetic anion centres, of bridging ligands or of coordinated molecular groups that will have an effect on the magnetic behaviour.

In this chapter I consider materials based on Cu$^{2+}$ 3d$^9$, which exhibit the Jahn-Teller effect. In a regular octahedral environment, the tetragonal distortion lifts the degeneracy between the $d_{x^2−y^2}$ and $d_{z^2}$ orbitals, with the $d_{z^2}$ orbital lower or higher in energy depending on the tetragonal elongation or compression respec-
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In most cases octahedra containing copper ions are tetragonally elongated and are found to have a $d_{x^2-y^2}$ ground state, through which the magnetism is mediated.

I will first give an introduction to the magnetism in Q1D and Q2D spin-$1/2$ Heisenberg antiferromagnetic systems and the method utilised to study them. The next part of this chapter will introduce the family of Q2D molecular magnets [Cu(Y$_2$(pyz)$_2$)$_2$]X to show how slight changes to the molecular architecture lead to a change of the exchange interactions. I will then proceed to show how by changing the chemical composition the dimensionality of these materials can be switched from Q2D to Q1D whilst maintaining a similar value of the largest exchange constant. I conclude by describing a series of different Q1D systems.

5.2 Overview of low-dimensional magnetism

The magnetism of a system is determined by the interaction between the spins, which in the case of these low-dimensional, spin-$1/2$ materials is assumed to be purely Heisenberg-like. Therefore they can be described using the following Q2D (or Q1D) antiferromagnetic Hamiltonian:

$$H = J \sum_{(i,j)_\parallel} S_i \cdot S_j + J_\perp \sum_{(i,j)_\perp} S_i \cdot S_j - h \sum_i S_i^z$$  \hspace{1cm} (5.1)

where $J$ represents the strength of the intra-layer (chain) coupling and $J_\perp$ the coupling between layers (chains). The terms $\sum_{(i,j)_\parallel} S_i \cdot S_j$ and $\sum_{(i,j)_\perp} S_i \cdot S_j$ describe the summations over the nearest neighbours parallel and perpendicular to the planes (chains), respectively. The last term is associated with the Zeeman energy in a uniform magnetic field $B$ with $h = g\mu_B B$. 
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Table 5.1: List of compounds that are referred to in this thesis and their main characteristics. The critical field $B_c$ was extracted from pulsed-field magnetisation, $g$ was evaluated from single-crystal electron paramagnetic resonance (EPR) and when that was not available from high-temperature magnetic susceptibility. The in-plane exchange energy $J$ is calculated using Eqn. 5.2; Néel temperatures $T_N$ were measured using $\mu$SR. The exchange anisotropy $\alpha$ was estimated using Eqn. 5.3 and Eqn. 5.4. The last column indicates the dimensionality of the system. The compounds annotated with (*) have been taken from a previous study [37].
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At the critical field the following expression is valid for spin-$\frac{1}{2}$ systems:

$$g\mu_B B_c = nJ + n_\perp J_\perp.$$  \hspace{1cm} (5.2)

In this case $n$ is the number of exchange bonds linked to the coupling $J$ and $n_\perp$ is the number of exchange bonds linked to the coupling $J_\perp$. Thus for a quasi-two dimensional magnet $n = 4$ and $n_\perp = 2$ and for a quasi-one dimensional system $n = 2$ and $n_\perp = 4$.

In the highly anisotropic systems described here, we can assume that the exchange anisotropy $\alpha = J_\perp/J \ll 1$ and so using the value for the critical field obtained with magnetisation experiments, and given a value for $g$ it is possible to deduce the exchange energy $J$. In addition, as described above, the shape of the magnetisation depends on the nature of the anisotropy. Low-temperature quantum Monte-Carlo simulations for the Q1D and Q2D cases for different anisotropies that were calculated by Pinaki Sengupta [37] are shown in Figure 5.1.

It is also possible to estimate the magnetic dimensionality, exchange anisotropy as-well as the $g$-factor from the temperature dependence of the low-field magnetic susceptibility. In quasi-low-dimensional systems spin correlations begin to build up above the transition temperature and thereby affect the thermodynamic properties of the system. This results in a broad maximum (a “hump”) in the susceptibility and the heat capacity.

These correlations also reduce the entropy of the system, so that when the weak interchain or interplane interactions force the system to long range order, the resulting entropy change is rather small because the spins have already become correlated. The peak with which the ordered transition can be identified is masked
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Figure 5.1: Monte-carlo simulations calculated by Pinaki Sengputa for the (a) Q1D and (b) Q2D case. The technique used for the calculations is described in more detail in Ref \[37\]. The graphs are plots of $M/M_{\text{sat}}$ vs $B/B_C$ for a range of different anisotropies $\alpha = J_{\perp}/J$. The $\alpha = 1$ line is identical in both graphs.
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in many of these systems by the much larger “hump” resulting from the spin correlations above $T_N$. Local probes, such as $\mu$SR, do not suffer from the same drawbacks as thermodynamic techniques because they directly sense the static ordered field which only occurs once 3D long range order sets it. Thus $\mu$SR can be used to determine the critical temperature in highly anisotropic materials.

Combining the transition temperature from $\mu$SR, the primary exchange energy extracted from pulsed magnetic fields, the results of quantum Monte-Carlo simulations allows us to determine the exchange anisotropy $J_\perp/J$. For quasi-one-dimensional Heisenberg antiferromagnets the following expression holds [94]:

$$\alpha = \frac{J_\perp}{J} = \frac{T_N}{4c \sqrt{\ln\left(\frac{A}{T_N}\right)} + \frac{1}{2} \ln \ln\left(\frac{A}{T_N}\right)} \times \frac{1}{J}. \quad (5.3)$$

The parameters $c$ and $\lambda$ are constants, $c = 0.233$ and $\lambda = 2.6$. And for quasi-two-dimensional Heisenberg antiferromagnets in the limit of $0.001 \leq \frac{J_\perp}{J} \leq 1$ the relationship is better described by [94]:

$$\alpha = \frac{J_\perp}{J} = e^{(2.43 - 2.29J/T_N)}. \quad (5.4)$$

It is important to note that since Eqn. 5.4 is a function that will rapidly vary with $J/T_N$, so that only slight changes in any of these parameters will lead to a large change in $J_\perp/J$.

The different results presented here combine these techniques to paint a complete picture of the low dimensional molecular polymers that are under investigation.
5.3 Exchange interaction and anisotropy of the coordination polymers $[\text{Cu(HF}_2\text{)(pyz)}_2\text{]}X$

In this section we consider a series of coordination polymers of the form of $[\text{Cu(HF}_2\text{)(pyz)}_2\text{]}X$. Figure 5.2 shows the crystal structure of these systems. They are made of four-fold symmetric $[\text{Cu(pyz)}_2]^{2+}$ planes that are connected along the $c$-axis by weak HF$_2$ links, resulting in a pseudo-cubic structure. The $X$-counterions are placed at the body-centred positions of each cube. The strong super-exchange interaction between the neighbouring Cu$^{2+}$ ions is mediated through the pyrazine ligands and thus Q2D magnetism is created in these systems.

![Crystal structure of the $[\text{Cu(HF}_2\text{)(pyz)}_2\text{]}X$ family.](image)

**Figure 5.2:** Crystal structure of the $[\text{Cu(HF}_2\text{)(pyz)}_2\text{]}X$ - family. $X$ represents the non-coordinated counterion which can be any of the following: PF$_6$, SbF$_6$, AsF$_6$, BF$_4$, ClO$_4$ and TaF$_4$. The Cu-ions are bridged by pyrazine ligands and form a layers that are interconnected by HF$_2$ links. The strong magnetic exchange $J$ lies within the planes, a small exchange interaction $J_{\perp}$ between the layers leads to ordering at low temperatures.

In a previous study by Goddard et al [37], a range of samples was studied with
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two classes of counterion: the octahedral PF$_6$, SbF$_6$, AsF$_6$ and tetrahedral BF$_4$ and ClO$_4$. They showed that the exchange interaction $J$, transition temperature $T_N$ and anisotropy $J_\perp/J = \alpha$ are almost identical for systems that have the same type of counterion; $J = 13$ K, $T_N = 4.3$ K, $\alpha = 10^{-3}$, and $J = 7$ K, $T_N = 1.9$ K, $\alpha = 10^{-2}$ for the octahedral and tetrahedral class respectively.

In this section, I present the results for the sample [Cu(HF)$_2$(pyz)$_2$]TaF$_6$ in the same series of coordination polymers. This data is included in a detailed $\mu$SR study of these Q2D materials by Steele at al [79]. The magnetic ordering transitions were extracted with $\mu$SR. The results of zero-field $\mu$SR experiments, at 2.3 K, on the GPS system at PSI, are shown in Figure ??.

![Figure 5.3](image)

**Figure 5.3:** (a) Muon Spin Rotation asymmetry spectra of [Cu(HF)$_2$(pyz)$_2$]TaF$_6$ for $T_N$, along with the fit to Eqn. 5.5; (b) frequencies as a function of temperature. There are no data points for the second frequency because it was held in fixed proportion to the first. [79]

The sample exhibits oscillations at temperatures below 5 K, which are strongly indicative of long-range order throughout the bulk of the material. The data is fitted with the following expression:
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\[ \text{[Cu(HF$_2$)(pyz)$_2$]}X \]

\[ A(t) = A_1 \exp(-\lambda_1 t) \cos(2\pi \nu_1 t) + A_2 \exp(-\lambda_2 t) \cos(2\pi P\nu_1 t) + A_3 \exp(-\Lambda t). \] (5.5)

In Eq. 5.5, \( A_i \) represents the amplitudes of each of the components, the first two terms describe the frequency components from the muons that stop inside the sample and the third describes the contribution from the muons that either stop in the silver sample holder and cryostat tails or have a spin that lies parallel to the local field. There are two muon stopping sites in the sample, resulting in the two frequencies, which vary in proportion, \( \nu_2 = P\nu_1 \) at all temperatures to achieve the most satisfactory fit. The parameter \( P \) was identified by fitting the asymmetry at the lowest temperature, where Eqn. 5.5 fits the data most accurately.

The evolution of the precession frequencies is shown in Figure 5.3 b) and fitting these results to the phenomenological function Eqn. 3.3 yields a transition temperature of \( T_N = 4.22(1) \) K and \( \beta = 0.25(1) \). This is in agreement with the previous results, which found the ordering temperature of the \([\text{Cu(HF}_2)(\text{pyz})_2]X\) systems with an octahedral \( X \) counterion to be of the order of \( T_N \approx 4.3 \) K [37, 79].

The magnetic behaviour of the material was studied via low-temperature pulsed-field magnetisation measurements up to 60 T, using the system described in Section 2.3. Single crystals were available for this particular sample, which made it possible to perform the measurement with the field applied perpendicular as well as parallel, to the layers. The results of magnetisation measurements
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$[\text{Cu}($HF$_2$)$_2($pyz)$_2]X$

Figure 5.4: a) Magnetisation $M(B)$ at 0.5 K, 1.5 K and 4 K for the field applied parallel to the layers and $M(B)$ at 0.5 K for the field applied perpendicular to the layers. The shift of $B_c$ is due to the g-factor dependence. b) Normalized magnetisation $M/M_{\text{sat}}$ versus field $B$ for $[\text{Cu}($HF$_2$)$_2($pyz)$_2]$TaF$_6$, $[\text{Cu}($HF$_2$)$_2($pyz)$_2]$PF$_6$ and $[\text{Cu}($HF$_2$)$_2($pyz)$_2]$ClO$_4$. The critical fields of the $X=$TaF$_6$, PF$_6$ compounds are almost identical, whereas the $X=$ClO$_4$ compounds has a much lower $B_c$. c) Data for $[\text{Cu}($HF$_2$)$_2($pyz)$_2]$TaF$_6$ as well Quantum Monte Carlo simulations for $\alpha = J_\perp/J_1/16$ are plotted in reduced units $M/M_{\text{sat}}$ and $B/B_c$.

for $[\text{Cu}($HF$_2$)$_2($pyz)$_2]$TaF$_6$ are shown in Figure 5.4. When $T \ll T_N$, the magnetisation is concave at low fields with a sharp change at a critical field $B_c$, at which the magnetisation saturates and takes the constant value $M_{\text{sat}}$.

At different field orientations, the value of $B_c$ changes. When the field is applied parallel to the layers, $B_c$ is higher than when the field is applied perpendicular to the layers. This agrees with previous results on this family of compounds [37] and has been shown to be a result of the g-factor anisotropy. The nor-
5.3 Exchange interaction and anisotropy of the coordination polymers $[\text{Cu(HF}_2\text{)(pyz)}_2\text{]}\text{X}$

normalized magnetisation ($M/M_{\text{sat}}$) is plotted against field $B$ for $[\text{Cu(HF}_2\text{)(pyz)}_2\text{]}\text{TaF}_6$, $[\text{Cu(HF}_2\text{)(pyz)}_2\text{]}\text{PF}_6$ and $[\text{Cu(HF}_2\text{)(pyz)}_2\text{]}\text{ClO}_4$ in Figure 5.4 b). Both octahedral types show identical behaviour whilst the critical field is much smaller in $\text{ClO}_4$ and confirms that this material fits in with the previous study by Goddard at al [37].

The shape of the magnetisation conforms with one expected for a Q2D Heisenberg antiferromagnet. In Figure 5.4 c) the data is compared to the results of the low-temperature quantum Monte-Carlo simulations based on the Hamiltonian described by Eqn.5.1 for the Q2D case. The data agrees well with Q2D model with $\alpha \sim 1/16$. The model is based on the assumption that $T = 0$. Since the data was taken at finite temperatures there will be slight deviations particularly around the critical field.

The critical field $B_c$ (taken to be the mid-point of the transition in $\text{d}M/\text{d}B$) can be extracted from the data, and was found to be $34.29(1)$ T for the field applied perpendicular to the layers and $38.20(4)$ T for the field applied parallel to the layers. Eqn. 5.2 becomes $g\mu_B B_c = 4J + 2J_{\perp}$ in the case of Q2D materials. Since we do not have electron spin resonance or susceptibility data to determine the value of $g$, we use an average critical field $B_{c\text{Av}}$ to calculate the value of $J$, which is defined as $B_{c\text{Av}} = (2B_{c\parallel} + B_{c\perp})/3$, since there are two different directions for which the field is applied parallel to the planes and one field direction in which it is applied perpendicular to the planes. This results in $B_{c\text{Av}} = 36.8(5)$ T.

Assuming that $\alpha = J_{\perp}/J \ll 1$ and that the $g$-factor is $g \sim 2.1$ from similar compounds [37], enables us to extract $J = 12.36(7)$ K. The results of magnetisation and $\mu$SR data can be combined[94] using Eqn. 5.4 to give an additional estimate of exchange anisotropy $\alpha$ in $[\text{Cu(HF}_2\text{)(pyz)}_2\text{]}\text{TaF}_6$: evaluating $J_{\perp}/J$ yields
5.3 Exchange interaction and anisotropy of the coordination polymers

\[ \text{[Cu(HF}_2\text{)(pyz)}_2\text{]}X \]

\( J_\perp/J = 0.01(4) \). This is a result which is very close to the other compounds with octahedral counterions (Table 5.1).

In summary, it is possible to show that \( \text{[Cu(HF}_2\text{)(pyz)}_2\text{]}\text{TaF}_6 \) fits in with the trend observed in the \( \text{[Cu(HF}_2\text{)(pyz)}_2\text{]}X \)-family. \( \text{[Cu(HF}_2\text{)(pyz)}_2\text{]}\text{TaF}_6 \) has a transition temperature of \( T_N = 4.22(1) \) K comparable to the other systems with octahedral counterions, in which \( T_N = 4.3 \) K. \( J = 13 \) K, \( \alpha = 1 \times 10^{-3} \).

In addition the primary exchange interaction is roughly double the value found in the tetrahedral compounds, in keeping with observed previous observations. A more complete picture could be obtained with electron spin resonance and susceptibility measurements, which would enable us to estimate the \( g \)-factor and confirm the value of \( J \).

The doubling of the exchange interaction as well as the change in anisotropy is a puzzling observation in these materials since there is little variation in the Cu-Cu distance within the layers across the family of compounds and the counterions sit in body centered positions and thus might not be expected to have a direct effect on the layers from which the magnetism originates. It has been suggested that the effect observed here is correlated with the configuration of the pyrazine ligands, through which the strong exchange is mediated. The geometry of the larger octahedral counterion such as \( \text{TaF}_6 \) lets the pyrazine rings stand upwards almost perpendicular to the layers, whereas the ligands are tilted at an angle of \( \sim 30^\circ \) in the compounds with the smaller tetrahedral counterions.

It is plausible to think that both the change in exchange interaction strength and the angle of the pyrazine ligands result from the same effect. One possible way of understanding the effect is by taking into account the exchange interactions from the next-nearest-neighbours within the Cu-pyz-planes. In such a model the
next-nearest-neighbour antiferromagnetic interactions reduce the effective inter-layer exchange extracted from magnetic measurements to \( J_{\text{eff}} = J_1 - J_2 \), where \( J_1 \) is the nearest-neighbour exchange and \( J_2 \) the next-nearest-neighbour exchange. Whereas \( J_1 \) is affected only by the pyrazine ligands, \( J_2 \) will be mediating superexchange through the coordinated counterions, which explains why a change in the class of counterion will result in a similar change of effective exchange interaction strength.

5.4 Magnetism of \([\text{Cu}(\text{Y})_2(\text{pyz})_2](\text{ClO}_4)_n\)

In the previous section I have presented how the type of counterion placed at the body-centred site in the pseudo-cubic system of the \([\text{Cu}(\text{HF}_2)(\text{pyz})_2]X\) family, will have a determining effect on the magnetism and particularly on the strength of the primary exchange interaction. In this section I will further investigate this family of compounds by concentrating on the \(X=\text{ClO}_4\) class. Figure 5.5 shows the crystal structure of \([\text{Cu}(\text{HF}_2)(\text{pyz})_2]\text{ClO}_4\), \([\text{Cu}(\text{py-O})_2(\text{pyz})_2](\text{ClO}_4)_2\), \([\text{Cu}(4-\text{phpy-O})_2(\text{pyz})_2](\text{ClO}_4)_2\) and \(\text{Cu}(\text{pyz})_2(\text{ClO}_4)_2\).

The four systems have similar structures, based on 2D square lattices of Cu-pyz-Cu. Strong exchange interaction between the Cu-ions is mediated through the pyrazine bridges. In the original system [Figure 5.5(a)], \(F\cdots H \cdots F\) form bridging ligands via the strong H-bond and lead to a pseudo-cubic structure with the ClO\(_4\) counter-ions places at the axial sites.

The structure is significantly altered when the ligands between the layers are replaced by non-bridging py-O [Figure 5.5 (b)] and 4-phpy-O [Figure 5.5 (c)]. Although the magnetic layers stay intact the substitution with py-O, leads to
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**Figure 5.5**: Crystal structures of (a) $[\text{Cu}(\text{HF})_{2}(\text{pyz})_{2}]\text{ClO}_{4}$, (b) $[\text{Cu}(\text{py-O})_{2}(\text{pyz})_{2}](\text{ClO}_{4})_{2}$, (c) $[\text{Cu}(4-\text{phpy-O})_{2}(\text{pyz})_{2}](\text{ClO}_{4})_{2}$, (d) $\text{Cu}(\text{pyz})_{2}(\text{ClO}_{4})_{2}$. Cu=blue; C=black; N=light-blue; Cl=green; O=red; F=dark-green; H=pink. All four systems are based on Cu-pyz layers that mediate the dominant exchange interaction. In (a) $\text{F} \cdot \cdot \cdot \text{H} \cdot \cdot \cdot \text{F}$ hydrogen bonds form bridging ligands. The layers of the three other systems are separated by non-bridging ligands that lead to staggering. Whereas the ClO$_4$ molecules are placed at the axial sites in (a), (b) and (c), they bond to the Cu-pyz planes in (d) through an O-Cu bond.
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A larger separation between the layers and staggering. In addition, the amount of non-coordinated ClO\(_4\) molecules in between the layers doubles. These effects become even more pronounced in the system in which the non-bridging ligand is 4-phpy-O.

In \(\text{Cu(pyz)}_2(\text{ClO}_4)_2\) (Figure 5.5d) the ClO\(_4\) molecules are non-bridging ligands with Cu-O bonds. It has layers that are much closer to each other and staggering is also observed. A comparison of the crystal structure details for all the \([\text{Cu}(Y)_2(\text{pyz})_2](\text{ClO}_4)_n\) compounds studies is given in Table 5.3.

To get an understanding of the magnetism in these systems, the magnetisation at high fields was examined. Magnetisation was measured up to 60 T and the normalized magnetisation \(M/M_{\text{sat}}\) for \([\text{Cu(HF}_2)(\text{pyz})_2]\text{ClO}_4\), \([\text{Cu(py-O)}_2(\text{pyz})_2](\text{ClO}_4)_2\), \([\text{Cu(4-phpy-O)}_2(\text{pyz})_2](\text{ClO}_4)_2\) and \(\text{Cu(pyz)}_2(\text{ClO}_4)_2\) is plotted in Figure 5.6.

The shape of the magnetisation of all four systems is indicative of Q2D antiferromagnetic interactions. The results of \(M/M_{\text{sat}}\) versus \(B\) for \([\text{Cu(HF}_2)(\text{pyz})_2]\text{ClO}_4\), \([\text{Cu(py-O)}_2(\text{pyz})_2](\text{ClO}_4)_2\) and \([\text{Cu(4-phpy-O)}_2(\text{pyz})_2](\text{ClO}_4)_2\) are almost identical. \(\text{Cu(pyz)}_2(\text{ClO}_4)_2\) saturates at a much larger field. The critical field, which is again defined as the midpoint of the transition in \(dM/dB\) can be extracted and is found to be 20.9(4) T for \([\text{Cu(HF}_2)(\text{pyz})_2]\text{ClO}_4\), 20.7(4) T for \([\text{Cu(py-O)}_2(\text{pyz})_2](\text{ClO}_4)_2\), 20.8(3) T for \([\text{Cu(4-phpy-O)}_2(\text{pyz})_2](\text{ClO}_4)_2\) and 51.8(3) T for \(\text{Cu(pyz)}_2(\text{ClO}_4)_2\).

The magnitude of the coupling constants \(J\) can be deduced by assuming \(J_{\perp} \ll J\) and using the g-values from a Curie-Weiss fit to high temperature susceptibility data (see below) and the quasi-two-dimensional form of Eqn. 5.2:

\[g\mu_B B = 4J + 2J_{\perp}.\]
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Figure 5.6: Magnetisation data for [Cu(HF₂)(pyz)₂]ClO₄, [Cu(py-O)₂(pyz)₂](ClO₄)₂, [Cu(4-phpy-O)₂(pyz)₂](ClO₄)₂, Cu(pyz)₂(ClO₄)₂. The first three samples have very similar critical fields, while the fourth sample saturates at a much higher field.

This yields exchange energies $J = 6.8(1)$ K, $J = 6.8(4)$ K, $J = 6.9(6)$ K and $J = 17.1(4)$ K for [Cu(HF₂)(pyz)₂]ClO₄, [Cu(py-O)₂(pyz)₂](ClO₄)₂, [Cu(4-phpy-O)₂(pyz)₂](ClO₄)₂ and Cu(pyz)₂(ClO₄)₂ respectively.

The values for [Cu(HF₂)(pyz)₂]ClO₄, [Cu(py-O)₂(pyz)₂](ClO₄)₂ and [Cu(4-phpy-O)₂(pyz)₂](ClO₄)₂ are within error of each other, which suggests that the primary exchange interaction $J$ within the layers is unchanged by the substitution of the interlayer links and the resulting changes in crystal structures. In contrast the critical field of Cu(pyz)₂(ClO₄)₂ is a lot larger, indicating a much larger coupling within layers of this system compared to the others.
The magnetic susceptibility was measured for \([\text{Cu(HF}_2\text{)(pyz)}_2\text{]}\text{ClO}_4\), \([\text{Cu(py-O)}_2\text{)(pyz)}_2\text{]}\text{ClO}_4\) and \([\text{Cu(4-phpy-O)}_2\text{)(pyz)}_2\text{]}\text{ClO}_4\). The data were obtained with SQUID magnetometer, described in Chapter 2.4. The data were measured from 2 K to 300 K in a field of 0.1 T. The \(g\)-factor of these materials can be estimated by fitting the reciprocal magnetic susceptibility, \(\frac{1}{\chi}(T)\), to the Curie-Weiss law:

\[
\frac{1}{\chi} = \frac{(T - \theta)}{C}
\]

\[
C = \frac{N\mu_0^2\mu_B^2}{3k_B}g^2S(S + 1)
\]

The resulting \(g\)-factors are listed in Table 5.4. The data was taken on powder samples and these usually give higher \(g\)-factors than the free electron values of 2.0032 but are typical of \(\text{Cu}^{2+}\). Susceptibility data are plotted as function of temperature in Figure 5.7. The Inset shows the results of the Curie-Weiss fits.

The data sets are different for the four samples, but all exhibit the hump at \(T \sim J\), which is expected for an anisotropic antiferromagnet. The isolated two-dimensional model described in Woodward et al. [89], that is based on the low dimensional Heisenberg Hamiltonian of Eqn. 5.1 is in good agreement with the data. The Woodward model describes the susceptibility accurately for a range of \(T \geq 0.15\ J\). At lower temperatures the data will diverge from the model as the transition to 3D order is approached. The model predictions can be expressed in the following way:

\[
\chi = C/T[1 + \sum_{n=1}^{5} a_n(-J/T)^n]/(1 + \sum_{n=1}^{5} b_n(-J/T)^n)]
\]
Figure 5.7: Results of temperature-dependent susceptibility measurements data for \([\text{Cu(HF}_2\text{)(pyz)}_2]\text{ClO}_4\), \([\text{Cu(py-O)}_2\text{pyz)}_2]\text{ClO}_4\), \([\text{Cu(4-phpy-O)}_2\text{pyz)}_2]\text{ClO}_4\), \([\text{Cu(pyz)}_2]\text{ClO}_4\). The red lines represent the susceptibility fits to the quasi-two-dimensional antiferromagnetic model according to Woodward et al. \[89\]. The data for \([\text{Cu(pyz)}_2]\text{ClO}_4\) are taken from Ref \[92\].
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<table>
<thead>
<tr>
<th>$n$</th>
<th>$a_n$</th>
<th>$b_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.998586</td>
<td>-1.84279</td>
</tr>
<tr>
<td>2</td>
<td>-1.28534</td>
<td>1.14141</td>
</tr>
<tr>
<td>3</td>
<td>0.656313</td>
<td>-0.704192</td>
</tr>
<tr>
<td>4</td>
<td>0.235862</td>
<td>-0.189044</td>
</tr>
<tr>
<td>5</td>
<td>0.277527</td>
<td>-0.277545</td>
</tr>
</tbody>
</table>

Table 5.2: Parameters $a_n$ and $b_n$ as listed in Ref [88]. They were determined using a standard nonlinear, least-squares-fitting algorithm.

The parameters $a_n$ and $b_n$ are listed in Table 5.2 have been determined by Woodward et al. [88] using a standard nonlinear, least-squares-fitting algorithm and $C$ is defined as in Eqn. 5.7.

Based on these expressions it is possible to estimate values of $g$ and the intralayer exchange interaction $J$ by fitting the susceptibility data from 300 K down to temperatures just below the hump. The red lines in Figure 5.7 represent the fits and the results for $g$ and $J$ are listed in Table 5.4. The primary exchange interactions $J$ are similar (6.96(4) K, 7.61(3) K, 7.8(5) K) in the three first cases but substantially different (17.4(3) K) in the fourth sample. Note that there is a stronger similarity between the samples containing pyridine-N-oxides and that the $J$ for the HF$_2$-bonded sample is lower. These results suggest that $J$ is sensitive to the axial ligand. Cu(pyz)$_2$(ClO$_4$)$_2$ where $J$ is on the order of -17 K, seems to behave very differently to the other three.

Although the results do not fully agree with the values obtained from magnetisation measurements, the difference can be explained by the techniques used to determine the coupling strengths. In magnetisation data, it is more difficult to identify the slight difference in the critical field $B_c$, in the case where the magnitudes of the exchange interactions are very close. In addition the extraction of $J$ from susceptibility data is based on a fit from a series of roughly 100 data-points,
whereas the exchange energy is determined from magnetisation data based on a single point.

Finally we examine the magnetic order in these systems. Previous data include a μSR study of Cu(pyz)$_2$(ClO$_4$)$_2$ by Lancaster et al. [55], in which they observe the existence of 3D long-range magnetic order throughout the bulk of the sample at temperatures below $T_N=4.21(1)$ K. Muon spin rotation measurements were performed on the Q2D magnets [Cu(HF)$_2$(pyz)$_2$]ClO$_4$ and [Cu(4-phpy-O)$_2$(pyz)$_2$](ClO$_4$)$_2$ at the MUSR and ARGUS instruments at ISIS. Powder samples were mounted on silver backing plates, wrapped in 12.5 µm silver foil and placed in a cryostat.

The asymmetry spectra $A(t)$ from the two compounds are shown in Figure 5.8. At temperatures below a critical $T_N$ the asymmetry spectra can be described by two frequencies. This suggests that a significant number of muons are stopping at two sites with a constant internal field, giving rise to a coherent precessions of the ensemble of muon spins, which is indicative for long-range magnetic order.

It is possible to describe the asymmetry spectra of both [Cu(HF)$_2$(pyz)$_2$]ClO$_4$ and [Cu(4-phpy-O)$_2$(pyz)$_2$](ClO$_4$)$_2$ with the following expression:

\[
A(t) = A_1 \exp(-\lambda_1 t) \cos(2\pi \nu_1 t) + A_2 \exp(-\lambda_2 t) \cos(2\pi P \nu_1 t) + A_3 \exp(-\lambda_3 t) + A_{bg}.
\]

The three first terms in this equation are components resulting from muons stopped in the sample and the fourth term stems from the background of muons.
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<table>
<thead>
<tr>
<th>Compound</th>
<th>Cu - Cu intralayer (Å)</th>
<th>Cu - Cu interlayer (Å)</th>
<th>tilt angle (°)</th>
<th>staggering angle (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Cu(HF}_2\text{pyz}_2\text{ClO}_4)n$</td>
<td>6.863</td>
<td>6.689</td>
<td>64</td>
<td>0</td>
</tr>
<tr>
<td>$\text{Cu(4-phpy-O}_2\text{pyz}_2\text{ClO}_4)n$</td>
<td>6.833</td>
<td>17.922</td>
<td>51.9, 66.1</td>
<td>3.45</td>
</tr>
<tr>
<td>$\text{Cu(pyO}_2\text{pyz}_2\text{ClO}_4)n$</td>
<td>6.88</td>
<td>13.1835</td>
<td>52.8, 47.8</td>
<td>12.3</td>
</tr>
<tr>
<td>Cu(pyz)$_2$(ClO$_4)n$</td>
<td>6.914</td>
<td>8.096</td>
<td>60.5</td>
<td>22.27</td>
</tr>
</tbody>
</table>

**Table 5.3:** Distances between atoms of interest for the magnetic exchange, as well as tilt and staggering angles of the four samples. The tilt angle is defined by how far the pyrazine tilts relative to the $|ab|$-plane and the staggering angle describing the shift of the layers, the angle to which the Cu of the upper plane is moved away from being placed perpendicularly above the Cu of the lower plane.

| Compound                        | $B_c$ (T) (from M(B)) | $g$           | $J$ (K) (from $\chi(T)$) | $J$ (K) (from M(B)) | $J_\perp$ (K) | $T_N$ (K) | $|J_\perp/J|$ |
|---------------------------------|-----------------------|---------------|--------------------------|---------------------|---------------|-----------|-------------|
| $\text{Cu(HF}_2\text{pyz}_2\text{ClO}_4)n$ | 20.9(5)               | 1.98(2)       | 6.96(4)                  | 6.8(2)              | 0.024         | 1.91(1)   | 4 × 10$^{-3}$ |
| $\text{Cu(4-phpy-O}_2\text{pyz}_2\text{ClO}_4)n$ | 20.8(5)               | 2.1(1)        | 7.61(3)                  | 6.8(4)              | 0.0046        | 1.63(1)   | 6 × 10$^{-4}$ |
| $\text{Cu(pyO}_2\text{pyz}_2\text{ClO}_4)n$ | 20.7(5)               | 2.03(1)       | 7.8(5)                   | 6.9(6)              | -             | -         | -           |
| Cu(pyz)$_2$(ClO$_4)n$           | 51.8(3)               | 2.0(2)        | 17.4(3)                  | 17.1(4)             | 0.013         | 4.2       | 8 × 10$^{-4}$ |

**Table 5.4:** Values for the critical field $B_c$, $g$-factor, exchange energies $J$ and $J_\perp$, magnetic transition temperatures and exchange anisotropy for $\text{Cu(HF}_2\text{pyz}_2\text{ClO}_4$, $\text{Cu(py-O}_2\text{pyz}_2\text{ClO}_4)n$, $\text{Cu(4-phpy-O}_2\text{pyz}_2\text{ClO}_4)n$, $\text{Cu(pyz}_2\text{ClO}_4)n$, as presented in this thesis.
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Figure 5.8: $\mu$SR Asymmetry spectra for (a) $[\text{Cu}(\text{HF}_2)(\text{pyz})_2]\text{ClO}_4$ and (c) $[\text{Cu}(4\text{-phpy-O})(\text{pyz})_2]\text{ClO}_4$ at 0.3 K. Both samples show oscillations at this temperature indicating that they are in the ordered state. The data of both samples was fitted with Eqn. [5.9]. The results of the fitting as a function of temperature are plotted in panel (b) and (d).
with spins parallel to the local field and spins stopping in the sample holder and cryostat tails. For \([\text{Cu}(4\text{-phpy-O})_2(\text{pyz})_2](\text{ClO}_4)_2\) the background is constant. However in \([\text{Cu}(\text{HF}_2)(\text{pyz})_2]\text{ClO}_4\) a better fit is achieved by letting the background slightly relax and thus setting it to \(A_{bg} = A_0 \exp(-\Lambda t)\).

The two frequencies \(\nu_1\) were fitted in fixed proportion \(\nu_2 = P\nu_1\) to one another. Both samples have a stopping site that gives rise to a relaxation. However the relaxation component is much smaller in \([\text{Cu}(4\text{-phpy-O})_2(\text{pyz})_2](\text{ClO}_4)_2\). This is most probably an artefact of a reduced time resolution from the muon pulse, which means the fast relaxation cannot be resolved in this material.

The magnitude of the oscillation is clearly lower in \([\text{Cu}(4\text{-phpy-O})_2(\text{pyz})_2](\text{ClO}_4)_2\) compared to \([\text{Cu}(\text{HF}_2)(\text{pyz})_2]\text{ClO}_4\). There are several reasons why this might be. We can exclude the possibility that only a small region of the sample undergoes a magnetic transition, due to an impurity phase, since this is not indicated in the susceptibility data. Most probably a range of similar muon sites may be present with a large distribution of frequencies and possibly the presence of dynamics washing out any clear oscillations in large fractions of the spectra and instead resulting in a relaxation.

The frequencies for both samples are extracted as a function of temperature and a fit to eqn 3.3 yields transition temperatures of \(T_N = 1.91(1)\) K and \(1.63(1)\) K and exponents \(\beta = 0.27(2)\) and \(0.25(2)\) for \([\text{Cu}(\text{HF}_2)(\text{pyz})_2]\text{ClO}_4\) and \([\text{Cu}(4\text{-phpy-O})_2(\text{pyz})_2](\text{ClO}_4)_2\) respectively. The values of \(\beta\) are typical of Q2D systems.

Using eqn 5.4 we evaluate the magnitude of \(\alpha = J_\perp / J\). In the three materials that we have been able to identify transition temperatures for, the exchange energies are \(4 \times 10^{-3}\) K, \(6 \times 10^{-4}\) K and \(8 \times 10^{-4}\) K for \([\text{Cu}(\text{HF}_2)(\text{pyz})_2]\text{ClO}_4\), \([\text{Cu}(4\text{-phpy-O})_2(\text{pyz})_2](\text{ClO}_4)_2\) and \([\text{Cu}(\text{pyz})_2]\text{ClO}_4\) respectively, suggesting that the
interlayer exchange coupling is one order of magnitude larger in [Cu(HF$_2$)(pyz)$_2$]ClO$_4$ compared to the two other samples that were studied with $\mu$SR. This was to be expected since the layers are bridged by HF$_2$ and form a pseudo-cubic lattice.

In summary, I have presented the results of a series of measurements on [Cu($Y$)$_2$(pyz)$_2$](ClO$_4$)$_n$ systems, where $Y$ is either HF$_2$, pyO, 4-phpy-O, or omitted. The results of low field magnetic susceptibility, pulsed field magnetisation and $\mu$SR are summarized in Table 5.4.

From the crystal structure it might be expected that these system all have similar magnetic properties. They all contain two-dimensional square lattices of Cu-pyz-Cu. The magnetic behaviour of these materials results from the $3d_{x^2-y^2}$ orbital of the Cu which lies in the CuN$_4$ plane of the CuN$_4$F$_2$ octahedron, so that the spin exchange interactions between neighbouring Cu ions occur through the pyrazine ligands. These form magnetic planes that are stacked in layers to form the crystals. The interlayer exchange is assumed to be much weaker, since the interlayer links lie on the 4-fold rotational axis of the $3d_{x^2-y^2}$ and thus the orbital of the links can not overlap with it.

Assuming this is the case in these materials we would expect similar magnitudes of primary exchange interactions $J$, but a variation in the interlayer interactions $J_\perp$ and also different exchange anisotropies due to the change from bridging to non-bridging ligands and the variation of inter-layer distance and staggering of the layers. This is observed in [Cu(HF$_2$)(pyz)$_2$]ClO$_4$, [Cu(py-O)$_2$(pyz)$_2$](ClO$_4$)$_2$ and [Cu(4-phpy-O)$_2$(pyz)$_2$](ClO$_4$)$_2$. The three materials have very similar exchange couplings within their layers, but exhibit differing exchange anisotropies. [Cu(HF$_2$)(pyz)$_2$]ClO$_4$ is found to be the least anisotropic of the systems, since its layers are bridged compared to the other compounds.
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In the system where ClO$_4$ forms a non-bridging ligand instead of being a non-coordinated counterion, [Cu(pyz)$_2$]ClO$_4$, a much larger primary exchange interaction is observed, and although the anisotropy is still low, the magnetic transition temperature is higher than in the other three systems.

One possible way this difference can be explained is by considering the reduced effective intralayer exchange $J_{\text{eff}} = J_1 - J_2$ as described in Section 5.3. This effect has been suggested as an explanation of the inelastic neutron scattering experiments in [Cu(pyz)$_2$]ClO$_4$ [84]. By comparing data with series expansion calculations they estimate $J_1 = 17.61(2)$ K and $J_2 = 0.02 J_1$, which gives a $J_{\text{eff}}$ that agrees with our susceptibility and magnetisation experiments. It is likely that $J_1$ will be the same in all systems presented in this chapter. However it is conceivable that in the systems in which the ClO$_4$ molecules are counterions placed in the interstitial sites $J_2$ is larger because, the ClO$_4$ molecules will mediate superexchange, in contrast to [Cu(pyz)$_2$]ClO$_4$, where ClO$_4$ is a non-bridging-ligand and is not placed in the interstitial sites. A larger $J_2$ would lead to a reduction of $J_{\text{eff}}$. In this model the value of $J_2$ would be of the order of 0.6$J_1$.

5.5 Tuning the dimensionality of coordination polymers

In the previous sections I introduced coordination polymers as materials in which particular parameters can be changed whilst keeping others constant. This has been demonstrated in the systems based on Cu-pyz-Cu planes in which the exchange coupling is adjusted by adapting the crystal structure. It was shown that the coupling is affected by the substitution of both the non-coordinated anions
as well as the bridging ligands between the layers. In this section I will show how the dimensionality can be switched from Q2D to Q1D whilst maintaining the coupling strength. This is achieved by designing a specific Q2D material and then choosing to inhibit exchange along one crystal direction.

Figure 5.9: Crystal structure of the planar material [Cu(pyz)$_2$(pyO)$_2$](PF$_6$)$_2$. (a) 2D Cu-pyrazine network in the ab-plane. (b) View along the a-axis showing the staggering between adjacent Cu-pyrazine layers and the arrangement of the non-bridging PF$_6$ counterions. Cu = brown, C = grey, N = blue, O = red, P = orange, F = green. Hydrogen ions have been omitted for clarity.

Figure 5.9 shows the crystal structure of the orthorhombic compound [Cu(pyz)$_2$(pyO)$_2$](PF$_6$)$_2$. This is a similar compound to [Cu(pyz)$_2$(pyO)$_2$](ClO$_4$)$_2$, which was described in the previous section. Similar to the other systems described in this chapter, it is made out of Cu ($s = \frac{1}{2}$) ions that are linked by pyrazine (pyz) molecules, forming 2D square layers. These layers are separated by non-bridging pyO molecules, which keeps the planes far apart and also leads to a staggering of the planes as shown in Figure 5.9 (b). These characteristics result in very small
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exchange coupling between the layers and strong intralayer exchange through the Cu-pyz-Cu links.

To create a compound that is formed out of chains instead of layers the recipe on which they are based has to be changed. Instead of using a 3:1 pyz to pyO ratio for the procedure the ratio is changed to 2:1. The following steps in the synthesis are very similar for both compounds. The change in the initial ingredients results in the production of \([\text{Cu(pyz)(pyO)}_2(\text{H}_2\text{O})_2](\text{PF}_6)_2\).

The structure of this new compound is shown in Figure 5.10. The pyz-links have only formed along one direction (b-axis), resulting in a system of chains to which non-bridging pyO are connected with water molecules in the interstitial sites.

In both these compounds the magnetism is based on the \(\text{Cu}^{2+}\) ions. In the material that is based on planes the ions have an octahedral symmetry with a tetragonal distortion along the c-axis. This means that the unpaired spin of the \(d^9\) configuration occupies the \(d_{x^2-y^2}\) orbital, leading to a higher electronic overlap in the Cu-pyz direction with strong superexchange mediated through the pyrazines. Electron Spin Resonance (ESR) performed by Ross D. MacDonald at the NHMFL provides values for the g-factor, which are listed in Table 5.14 alongside the other values resulting from this study. They confirm this model, by showing that the g-factor is lower parallel to the planes compared to perpendicular to the planes.

The chain-like material is more complicated, but ESR was able to find that the highest electronic orbital overlap is along the Cu—pyz direction and along the Cu—pyO direction, implying that the involved orbital is also \(d_{x^2-y^2}\). Since the Cu—pyO are not bridging it is likely that the exchange is mediated through the chains.
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Figure 5.10: Crystal structure of the chain-like material \([\text{Cu(pyz)(pyO)}_2(\text{H}_2\text{O})_2](\text{PF}_6)_2\). Compositionaly this material is related to the planar material in Figure 5.9 but with one half of the pyrazine bridging ligands replaced by non-bridging water molecules. (a) 1D Cu-pyrazine chains in the ab-plane. (b) View along the chains showing the arrangement of the pyridine N-oxide and H\(_2\)O ligands as well as the non-coordinated PF\(_6\) counterions. Cu = brown, C = grey, N = blue, O = red, P = orange, F = green, H = white. Hydrogen ions other than those in the water molecules have been omitted for clarity.
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Previous heat capacity measurements have not been able to identify a magnetic transition \[^{52}\]. As explained in Section \[^{52}\] \(\mu\)SR experiments are likely to be more sensitive and so such measurements were made on both samples on the LTF instrument at the Swiss Muon Source. Powder samples were mounted in vacuum grease on a silver plate and inserted into a dilution refrigerator. The asymmetry spectra \(A(t)\) of both samples are shown in Figure \[^{511}\]. \([\text{Cu(pyz)}_2(\text{pyO})_2](\text{PF}_6)_2\) exhibits oscillations below 1.7 K, which are indicative of long-range order. This sample shows similar results to \([\text{Cu(pyz)}_2(\text{pyO})_2](\text{ClO}_4)_2\) (Section \[^{54}\]). However only one frequency is observed and, due to the resolution of the continuous muon source, a fast relaxing component is picked up in addition to the slow one that was also observed in the \(\text{ClO}_4\) compound that had been measured at the pulsed muon source.

The asymmetry can be fitted with the following adapted function of Eqn. \[^{59}\]

\[
A(t) = A_1 \exp(-\lambda_1 t) \cos(2\pi \nu_1 t) + A_2 \exp(-\lambda_2 t) + A_3 \exp(-\lambda_3 t) + A_{bg}.
\] (5.10)

The evolution of the frequency was extracted using this function and then fitted using eqn \[^{3}\], giving \(T_N=1.71(2)\) and \(\beta=0.22(2)\).

The data for \([\text{Cu(pyz)(pyO)}_2(\text{H}_2\text{O})_2](\text{PF}_6)_2\) do not exhibit any resolvable frequencies, but only a monotonic relaxation of the muon spin polarisation at all measured temperatures on top of a non-relaxing background, described by the
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Figure 5.11: Example muon-spin relaxation ($\mu$SR) spectra measured on planar [Cu(pyz)$_2$(pyO)$_2$(PF$_6$)$_2$(a)]. Data at different temperatures are offset for clarity. Inset: Evolution of the precession frequency with temperature. Long-range magnetic order is observed below 1.71 K. $\mu$SR spectra measured on chain-like [Cu(pyz)(pyO)$_2$($H_2$O)$_2$](PF$_6$)$_2$ (b). Inset: The evolution of the amplitude $A_{||}$ (left) and relaxation rate $\lambda$ (right) with temperature indicates the onset of long-range magnetic order below about 0.27 K.
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following expression:

\[ A(t) = A_0 \exp(-\lambda t) + A_\parallel. \]  \hfill (5.11)

Although no frequencies are observed a transition to magnetic order can still be identified. Both \( A_\parallel \) and \( \lambda \) suddenly increase below 0.27 K. This increase can be related to the transition from a system dominated by dynamic fluctuation to a state of quasi static magnetic order. The fluctuating field above the transition will contribute to the relaxing component and thus \( A_\parallel \) will be a relatively low component coming from muons stopping outside the sample. Below the transition 1/3 of the muon spins will be parallel to the local field and this additional constant contribution will be included in \( A_\parallel \), and so a sudden increase in \( A_\parallel \) is indicative of long-range order.

The increase of the relaxation, results from the fact that \( \lambda \) is expected to vary as a function of \( \langle B^2 \rangle \). At the onset of magnetic order the ordered moment and thus \( \langle B^2 \rangle \) will increase and this will be reflected in the relaxation. Based on the evolution in temperature of both of these components, the transition temperature was found at \( T_N=0.27(1) \) K.

To identify the type of magnetism low-temperature magnetisation measurements up to 60 T were utilised. The data were taken, as described in Chapter 2.3. Figure 5.12 a) shows the results of magnetisation data measured with the field applied parallel to the ab-plane. The shape of both data sets suggest that they are low-dimensional antiferromagnets. The planar material has a similar concave curve as the materials described at in the previous sections, which is typical of a Q2D system. The curvature of the chain-like compound is much more pronounced, which as explained above, is a sign of Q1D order, where for an ideal
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Figure 5.12: (a) Normalized pulsed field magnetisation of the planar \([\text{Cu(pyz)2(pyO)2}(\text{PF6})2]\) at \(T = 1.5\) K, and chain-like \([\text{Cu(pyz)(pyO)2(H2O)2}(\text{PF6})2]\) at \(T = 0.5\) K. (b) The results of Quantum Monte Carlo simulations of the low temperature magnetisation for 3D, 2D, and 1D antiferromagnets. The lines are the pulsed field data scaled by the saturation field. (c) The relation between the exchange anisotropy and the ratio of critical temperature and primary exchange energy in Q1D and Q2D antiferromagnets deduced from QMC simulations.
system, \( dM/dB \) is known to diverge at the saturation field \([12]\).

It is of interest to note that the chain-like material exhibits magnetisation data that resemble Q1D order although the data were taken at 0.5 K, which is above the magnetic transition temperature \( T_N = 0.27 \text{ K} \). This is due to the short range correlations that build up above the transition and give rise to the broad maximum in thermodynamic measurements at \( T \sim J \). At 0.5 K the correlations have grown to such extent that a non-local probe, such as pulsed-field magnetisation, cannot distinguish between the two states.

In Figure 5.12 the data close to the critical field are shown alongside the quantum Monte-Carlo simulations for 3D, 2D and 1D antiferromagnets. The magnetisation data for the planar sample are in agreement with the 2D \( J_{\perp}/J = 0 \) model and the data for the chain-like sample agree with the 1D \( J_{\perp}/J = 0.02 \). A deviation from the model can be observed close to the saturation field due to the fact that the modeling is done for a system at \( T = 0 \) whereas the data are taken at finite temperatures.

The critical fields \( B_c \) can be extracted and are found to be 23.7(8) T for the planar sample and 12.8(4) T for the chain-like sample. We can then use Eqn. 5.2, \( g\mu_B B_c = nJ + n_{\perp}J_{\perp} \), with \( n = 4 \) and \( n_{\perp} = 2 \) for the 2D case and \( n = 2 \) and \( n_{\perp} = 4 \) for the 1D case. So, assuming \( J_{\perp} \ll 1 \) eqn 5.2 becomes \( g\mu_B B_c = nJ \).

By combining this information with the values of \( g \) provided by ESR, I estimate the primary exchange couplings to be \( J = 8.10(3) \text{ K} \) for the planar compound and \( J = 8.8(2) \text{ K} \) for the chain-like compound.

Susceptibility was measured to obtain another estimate of the primary exchange coupling, the g-factor and the dimensionality of the systems. Magnetic susceptibility measurements were taken on the PPMS over the whole tempera-
Figure 5.13: Results of temperature-dependent susceptibility measurements. Data points are the powder magnetic susceptibilities for both materials, red lines are fits to the low-dimensional models of Woodward and Johnston.
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<table>
<thead>
<tr>
<th>( n )</th>
<th>( a_n )</th>
<th>( b_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.053837836</td>
<td>0.44616216</td>
</tr>
<tr>
<td>2</td>
<td>0.097401365</td>
<td>0.32048245</td>
</tr>
<tr>
<td>3</td>
<td>0.014467437</td>
<td>0.13304199</td>
</tr>
<tr>
<td>4</td>
<td>0.0013925193</td>
<td>0.037184126</td>
</tr>
<tr>
<td>5</td>
<td>0.0001139344</td>
<td>0.00026467628</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>0.00026467628</td>
</tr>
</tbody>
</table>

Table 5.5: Parameters \( a_n \) and \( b_n \) as listed in Ref [88]. They were determined using a standard nonlinear, least-squares-fitting algorithm.

The table range at a field of \( B = 0.1 \) T. Figure 5.13 shows the data for the planar and chain-like systems, which are very different but both exhibit the typical broad hump in \( \chi_{mol}(T) \) at \( T \sim J \) that is observed in highly anisotropic systems.

Fits from 300 K to temperatures just below the hump to low-dimensional models were in good agreement with the data. For the Q2D case the model according to Woodward et al. described in Section 5.4 using Eqn. 5.8 gave a satisfactory fit to the data with \( g = 2.21 \) and \( J = 8.10(1) \). For the chain like compound the model by Johnston et al. [46] was used for the fitting, with a similar function:

\[
\chi = \frac{C}{T[1 + \sum_{n=1}^{5} a_n(T/J)^n]/(1 + \sum_{n=1}^{6} b_n(T/J)^n)]}
\] (5.12)

The parameters \( a_n \) and \( b_n \) are listed in Table 5.5 and \( C \) is defined in Eqn. 5.7. The fit with this expression gives values of \( g = 2.11 \) and \( J = 8.58(1) \) K for the chain-like compound.

I have previously introduced how the size of the transition temperature \( T_n \) and the primary exchange interaction \( J \) can be related to the anisotropy in low-dimensional systems. Eqn. 5.4 describing this relationship for the 1D and 2D case was developed by Yasuda et al. [91] and is plotted in Figure 5.12 (c). The circles
in this graph represent the results for the samples presented in this section. The exchange anisotropy for the planar Q2D material is $J_{\perp}/J = 1 \times 10^{-4}$ and for the chain-like Q2D material $J_{\perp}/J = 1 \times 10^{-2}$. These values agree with the estimates made from the simulations of magnetisation shown in Figure 5.12 (b).

<table>
<thead>
<tr>
<th></th>
<th>Q2D</th>
<th>Q1D</th>
<th>technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_N$ (K)</td>
<td>$1.71 \pm 0.02$</td>
<td>$0.27 \pm 0.01$</td>
<td>$\mu^+\text{SR}$</td>
</tr>
<tr>
<td>$B_\xi$ (T)</td>
<td>$23.7 \pm 0.8$</td>
<td>$12.8 \pm 0.4$</td>
<td>$M(B)$</td>
</tr>
<tr>
<td>$J$ (K)</td>
<td>$8.1 \pm 0.3$</td>
<td>$8.8 \pm 0.2$</td>
<td>$\chi(T)$</td>
</tr>
<tr>
<td>$g_{xy}$</td>
<td>$8.10 \pm 0.01$</td>
<td>$8.58 \pm 0.01$</td>
<td>$\chi(T)$</td>
</tr>
<tr>
<td>$g_z$</td>
<td>$2.04 \pm 0.01$</td>
<td>$2.06 \pm 0.01$</td>
<td>$\chi(T)$</td>
</tr>
<tr>
<td>$g_z$</td>
<td>$2.26 \pm 0.01$</td>
<td>$2.32 \pm 0.01$</td>
<td>EPR</td>
</tr>
<tr>
<td>$J_{\perp}/J$</td>
<td>$1 \times 10^{-4}$</td>
<td>$1 \times 10^{-2}$</td>
<td>QMC</td>
</tr>
</tbody>
</table>

Figure 5.14: Magnetic properties of $[\text{Cu(pyz)}_2(\text{pyO})_2](\text{PF}_6)_2$ (Q2D) and $[\text{Cu(pyz)}(\text{pyO})_2(\text{H}_2\text{O})_2](\text{PF}_6)_2$ (Q1D) determined using $\mu\text{SR}$ (muon-spin rotation), $M(B)$ (pulsed-field magnetisation), $\chi(T)$ (low-field magnetic susceptibility), ESR (electron-spin resonance), and QMC (quantum Monte Carlo calculations). For the Q2D (Q1D) material the g-factors $g_{xy}$ and $g_z$ are measured with the magnetic field within the planes (chains), and parallel to the c-axis (perpendicular to the Cu–pyO bond), respectively.

These results give a complete picture of the two closely related magnetic systems $[\text{Cu(pyz)}_2(\text{pyO})_2](\text{PF}_6)_2$ and $[\text{Cu(pyz)}(\text{pyO})_2(\text{H}_2\text{O})_2](\text{PF}_6)_2$. The chains that form in the Q1D systems are very similar to the Cu-pyz chains that form the planes in the $a$ and $b$ directions in the Q2D system. Although they have different structures and compositions their primary nearest neighbour exchange is almost identical. The planar material has a critical field that is twice as large as the critical field of the chain-like material, resulting from the fact that there are twice as many nearest neighbours in the Q2D system.

In addition the Q2D system is very strongly anisotropic, comparable to the most 2D materials identified (23), some of which have been described above (See Table 5.1 for a comparison). The anisotropy is most probably a result of the
staggering and the large separation between the layers in the system.

In comparison the Q1D system is less anisotropic, although its $T_N/J$ is smaller, since it exhibits no staggering of the chains and has a shorter distance between the chains, approximately half the interlayer separation in the Q2D material.

In conclusion I show how a reduction of dimensionality can be achieved without significantly perturbing the magnitude of the primary interaction strengths. These results combined with the possibility to change the interaction strength whilst retaining the dimensionality, as presented in the previous sections, demonstrate how it is possible to take deliberate control over the magnetic properties of polymeric systems.

5.6 Halogen-halogen bonds in Spin-$\frac{1}{2}$ Heisenberg antiferromagnets

I will now introduce a series of systems, with closely related properties. Just like the other materials presented in this chapter Cu$X_2$(pyz) and Cu$X_2$(pyO)(H$_2$O)$_2$, where $X = \text{Cl}^{4+}$ and Br$^{5+}$, are self-organising systems. However these compounds have the distinction that they contain halogens ($X$) which interact with the Cu ions to form Cu-$X\cdots X$-Cu bonds.

The importance of intermolecular halogen contacts in molecular systems has been increasingly studied in recent years [62]. These intermolecular interactions are important for the design of functional materials and play critical roles in conducting and magnetic systems. A large antiferromagnetic exchange of 234 K has been observed in Cu(2,5-me$_2$pyz)Br$_2$ [15], which leads to new possibilities to use the halogen$^-$-superexchange pathway as a tool in generating new magnetic
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systems.

The crystal structure of both systems with $X=\text{Br}$ are shown in Figure 5.15. The Cl-analogue systems are isostructural. Cu$X_2$(pyz) consists of Cu-$X \cdots X$-Cu bi-bridged chains that are linked through bridging pyrazine molecules resulting in a Q2D rectangular lattice with two possible exchange pathways $J_1$ and $J_2$.

The crystal structure of CuBr$_2$(pyO)(H$_2$O)$_2$ is very similar. It is characterised by chains of Cu-$X \cdots X$-Cu. However the pyrazine ligands have been substituted by pyO so that weak OH$\cdots$O hydrogen bonds form between the water molecules and pyO oxygen.

In contrast to the other materials described in this chapter the Cu$^{2+}$ ion displays a Jahn-Teller elongation with the axial bonds towards the oxygen atoms of the pyzO reveal that two of the lobes of the magnetic $d_{x^2-y^2}$ orbital of the Cu$^{2+}$ ions in CuX$_2$(pyO)(H$_2$O)$_2$ are pointing along the direction of the Cu-$X_2$-Cu bonds, so that magnetic Q1D chains form through Cu-$X \cdots X$-Cu paths in CuX$_2$(pyO)(H$_2$O)$_2$. The other two lobes point in the direction of the Cu-O bonds of the H$_2$O molecules. The bridging pyO-ligands serve as links between the chains.

The magnetic exchange via Cu-$X \cdots X$-Cu is thought to occur as a result of spin delocalization from the Cu ions to the halogen atoms. This was shown to be true for materials based on Br. Since the magnetism is mediated through the halogen contacts in both of the systems presented here, the substitution of Cl for Br is expected to have a large effect on the exchange interactions.

Previous $\mu$SR studies revealed that the CuX$_2$(pyz) compounds go through a transition to antiferromagnetic order at 3.2 K (Cl) and 3.6 K (Br). Keith et al. and Butcher et al. have fitted susceptibility data with the rectangular
Figure 5.15: Crystal structure of (a) CuBr$_2$(pyz) and (b) CuBr$_2$(pyO)(H$_2$O)$_2$. In (a) the dashed lines indicate Cu-Br interactions. The dashed red lines in diagram b) illustrate how the hydrogen bonds link the Cu-pyz-Cu chains into layers. Halogen contacts along the c-axis link these planes into a 3D structure. Cu = brown, N = blue, C = black, Br = green, O = red, H = light-blue. Hydrogen bonds are omitted in (a). [73]
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lattice antiferromagnetic Heisenberg model to determine the spin exchanges $J_1 = 28.4(5)$ K and $J_2 = 7.3(5)$ K for $X = \text{Cl}$, and $J_1 = -46(1)$ K and $J_2 = 9(1)$ K for $X = \text{Br}$.

Initial insights into the magnetism exhibited by these compounds were gained by measuring the magnetic susceptibility in the Quantum Design SQUID. Data from 2 K to 300 K were taken in a field of 0.1 T for the two Cu$X_2$(pyO)(H$_2$O)$_2$ samples. High temperature susceptibility for CuBr$_2$(pyz) and CuCl$_2$(pyz) was not measured in this case since its susceptibility is known [14, 47]. The $g$-factor was estimated by fitting the reciprocal magnetic susceptibility, $\frac{1}{\chi}(T)$, to the Curie-Weiss law Eqn. 5.6. This led to the following parameters: $g = 2.135(1)$ and $g=2.101(2)$ for CuCl$_2$(pyO)(H$_2$O)$_2$ and CuBr$_2$(pyO)(H$_2$O)$_2$ respectively.

![Figure 5.16](image)

**Figure 5.16:** Susceptibility data for and Cu$X_2$(pyO)(H$_2$O)$_2$ ($X=\text{Cl},\text{Br}$). The inset presents reciprocal magnetic susceptibility and fits to the Curie-Weiss function (Eqn. 5.6)

The magnetic susceptibility of the two samples is shown in Figure 5.16 (Inset
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Figure 5.17: (a) Magnetisation data for CuCl$_2$(pyO)(H$_2$O)$_2$ at three different temperatures. (b) Normalised magnetisation against field for both CuCl$_2$(pyO)(H$_2$O)$_2$ and CuCl$_2$(pyz). (c) Normalised magnetisation against normalised field and quantum Monte Carlo simulations for Q1D model.

The best fit to the data of Cu$X_2$(pyO)(H$_2$O)$_2$ ($X$=Cl,Br) was achieved using the 1D Heisenberg antiferromagnetic model for $S=\frac{1}{2}$ with eqn 5.12 and the extracted values for the the primary exchange interaction were found to be $J = 11.5(3)$ and $J=46.9(4)$ respectively. The use of the 1D chain model is justified by the observation that the $J$ values estimated solely from the form of the susceptibility fits are very close to those estimated from the pulsed-field magnetisation as described below.

The magnetisation was measured as a function of magnetic field up to 60 T. Figure 5.17 shows the data at three different temperatures for CuCl$_2$(pyO)(H$_2$O)$_2$, alongside the data for CuCl$_2$(pyz) (Figure 5.17 b)). The strong upward curvature
at lower fields, and approach to saturation at almost 90° in both systems is indicative of one-dimensional magnetism. In the case of CuCl$_2$(pyO)(H$_2$O)$_2$ and CuCl$_2$(pyz), the magnetisation saturates at a field of 16.1(3) T and 52.0(5) T. As described above in a Heisenberg chain, at a critical field Eqn. 5.2 holds: $g\mu_B B_c = 2J + 4J_\perp$. We assume that $J_\perp \ll J$ and, in the case of CuCl$_2$(pyO)(H$_2$O)$_2$ using the measured value of $B_c$, we obtain $J = 11.5(2)$ K, similar to the estimate derived from susceptibility.

CuCl$_2$(pyz) has antiferromagnetic rectangular lattice with two exchange pathways that are orthogonal to each other, the primary exchange $J_1$ and a second exchange $J_2 = mJ_1$. The Q1D model and the Q2D model have an AF square magnetic lattice corresponding to $m = 0$ and $m = 1$ respectively. Eqn. 5.2 in such a system becomes $g\mu_B B_c = 2(J_1 + J_2) + 2J_\perp$ so that the saturation field yields $(J_1 + J_2) = 35.5(6)$ K. Plugging in the previously reported values of $J = 28.4(5)$ and $J_2 = 7.3(5)$ results in $J_1 + J_2 = 35.7(5)$, in agreement with the value obtained from the critical field.

CuBr$_2$(pyO)(H$_2$O)$_2$ and CuBr$_2$(pyz) have stronger exchange couplings and therefore their critical saturation field is inaccessible with the 60 T magnet. We therefore used the 100 T magnet at the NHMFL in order to achieve saturation. Figure 5.18 shows the data obtained CuBr$_2$(pyO)(H$_2$O)$_2$ and CuBr$_2$(pyz) up to 85 T. The data was taken in the multi-shot 100 T magnet at the NHMFL by John Singleton. To reach such high fields the magnet is built out of generator-driven outsert and capacitor driven inserts. Due to this set-up the data at fields in excess of 60 T from the 100 T magnet are integrated and calibrated against the lower field data from the traditional 60 T magnets that we had measured previously. Therefore the magnetisation shown in Figure 5.18 is an amalgamation of the data.
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Figure 5.18: Magnetisation data for CuCl$_2$(pyz) and CuCl$_2$(pyO)(H$_2$O)$_2$ and CuBr$_2$(pyO)(H$_2$O)$_2$ and CuBr$_2$(pyz). The two Br compounds have higher critical fields than the Cl compounds and so the data was taken in the multi-shot 100 T magnet at the NHMFL.

from both experiments.

CuBr$_2$(pyO)(H$_2$O)$_2$ has a critical field of $B_c = 66.7(5)$ T, leading to an exchange interaction of $J = 45.3(6)$ K, which agrees with the susceptibility data. In an analogous fashion CuBr$_2$(pyz) saturates at a higher magnetic field of 77.2(4) T, leading to exchange energies of $J_1 + J_2 = 56.3(5)$ K, which agrees with the exchange interactions of $J_1 = 49(1)$ and $J_2 = 9(1)$ extracted from susceptibility data. The exchange energies in the Br systems are a lot higher that in the Cl compounds and since the crystal structure are basically the same, it is reasonable to assume that $J_\perp$ will not have significantly altered and the Br materials should be more anisotropic than the Cl analogues.

No magnetic transitions are apparent in the susceptibility data and so muon spin rotation was used to investigate the materials. Zero field $\mu$SR was measured in ARGUS at the ISIS fascility. The asymmetry spectra for CuCl$_2$(pyO)(H$_2$O)$_2$,
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Figure 5.19: (a) Muon spin rotation asymmetry spectra for CuCl$_2$(pyO)(H$_2$O)$_2$ at 0.98 K and 1.95 K. (b) Evolution of the precession frequency with temperature. (c) Steplike transition in the Gaussian relaxing term as a function of temperature [73].

are shown in Figure 5.19. Above 1.1 K the asymmetry is purely relaxing and is described by a Gaussian relaxation function. Below 1.1 K oscillations appear in the signal, which are indicative of long-range magnetic order.

The muon signal can be described by a frequency term, a Gaussian relaxing term, characteristic of muons which experience a random distribution of local magnetic fields and a non-relaxing term that allows for background contributions:

$$A(t) = A_1 \exp(-\lambda_1 t) \cos(2\pi \nu_1 t)$$
$$+ A_2 \exp(-\lambda_2 t)^2$$
$$+ A_{bg}.$$ 

The magnetic ordering temperature is most clearly extracted from the discontinuous change in the amplitude of the Gaussian component of the signal seen at $T_N$. 
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This is shown in Figure 5.19(c) where we see a step-like transition at $T_N = 1.06(1)$ K. In addition, as previously discussed, the precession frequency is an effective magnetic order parameter for this system, whose behavior may be parameterised through fitting to the phenomenological function Eqn. 3.3 allowing us to extract parameters $T_N = 1.0(1)$ K and $\beta = 0.28(1)$ describing the magnetic transition.

![Figure 5.20](image)

**Figure 5.20:** Muon spin rotation data for CuBr$_2$(pyO)(H$_2$O)$_2$. (a) No oscillations are observed in the signal but the asymmetry spectra become more exponential at higher temperatures. (b) The crossover apparent in $\delta$ could be a sign of a magnetic transition or the approach to magnetic order at lower temperatures.  

The $\mu$SR spectra for CuBr$_2$(pyO)(H$_2$O)$_2$ are shown in Figure 5.20. Again, the high temperature ($T \gg 1$ K) spectra have a Gaussian form as in the case of CuCl$_2$(pyO)(H$_2$O)$_2$. The spectra change their form below $T = 1$ K and become more exponential in character. Exponential relaxation is often the result of dynamic fluctuations of the local magnetic field at the muon site. The fact that there is no change in the apparent baseline of the relaxation strongly suggests that this is not a crossover to a static magnetic state. The crossover probably results from the fluctuations not being resolved at higher temperatures due to the limitations of the ISIS muon beam. The fluctuations then slow down until
they reach a regime where they are within the muon time window.

In order to parameterise the crossover, the spectra were fitted to a stretched exponential function:

\[ A(t) = A_1 \exp(-\lambda_2 t)^\delta + A_{bg}, \]  \hspace{1cm} (5.13)

where the final term accounts for those non-relaxing muons which stop in the sample mount or cryostat tails. The evolution of \( \delta(T) \) is shown in Figure 5.20 where we see that quite a sharp crossover takes place at 0.98 K.

It is not clear whether this observed crossover is a sign of magnetic ordering which takes place around 1 K or due to the fact that such an ordered state occurs at a lower temperature, which could not be measured as the cryostat was limited to temperatures \( T \geq 0.26 \) K. It is puzzling that the low temperature magnetic behavior that we probe with \( \mu \)SR should be so different for these two materials. The low transition temperatures explain why the critical field transition in these compounds is rounded off, as the magnetisation measurements were taken at temperature above the transition.

Combining the results from \( \mu \)SR presented here for the Cu\( X_2(pyo)(H_2O)_2 \) compounds with the magnetisation and susceptibility data makes it possible to extract exchange anisotropies for these systems. Based on Eqn. 5.3 from Q1D systems \( J_\perp/J \) is 0.04(1) for CuCl\(_2\)(pyO)(H\(_2\)O)\(_2\). We know that the ordering transition of CuBr\(_2\)(pyO)(H\(_2\)O)\(_2\) has to be \( T_N \ll 0.98 \), which puts a limit on the exchange anisotropy of \( J_\perp/J \ll 0.009(1) \).

Both CuCl\(_2\)(pyz) and CuBr\(_2\)(pyz) are based on a rectangular exchange lattice and so Eqn. 5.3 cannot be used to determine the exchange anisotropy in these

---
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<table>
<thead>
<tr>
<th>Compound</th>
<th>$B_c$ (T)</th>
<th>$g$</th>
<th>$J$ (K)</th>
<th>$T_N$ (K)</th>
<th>$J_1/J$</th>
<th>$J_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CuCl$_2$(pyO)(H$_2$O)$_2$</td>
<td>16.1(3)</td>
<td>2.135(1)</td>
<td>11.5(2)</td>
<td>1.06</td>
<td>0.04(1)</td>
<td>-</td>
</tr>
<tr>
<td>CuCl$_2$(pyz)</td>
<td>52.0(5)</td>
<td>2.21(1)</td>
<td>28.4(3)</td>
<td>3.2</td>
<td>-</td>
<td>7.3(5)</td>
</tr>
<tr>
<td>CuBr$_2$(pyO)(H$_2$O)$_2$</td>
<td>66.7(5)</td>
<td>2.101(2)</td>
<td>46.2(2)</td>
<td>$\leq 0.98$</td>
<td>$\leq 0.009(1)$</td>
<td>-</td>
</tr>
<tr>
<td>CuBr$_2$(pyz)</td>
<td>77.2(4)</td>
<td>2.21(2)</td>
<td>46(1)</td>
<td>3.6</td>
<td>-</td>
<td>9(1)</td>
</tr>
</tbody>
</table>

Table 5.6: Main properties of the compounds discussed in the text. The critical fields $B_c$ were extracted from pulsed field magnetisation, $g$-factors from Curie-Weiss fits to the inverse susceptibility, the primary exchange interaction $J$ was calculated using Eqn. 5.2, transition temperatures were determined using $\mu$SR, and the exchange anisotropy was estimated with Eqn. 5.3. $J_1$ is the secondary exchange interaction in the Q2D rectangular lattice and was determined by Ref [47] and Ref [13].

In summary, I have presented the magnetism of the two systems Cu$X_2$(pyO)(H$_2$O)$_2$ and Cu$X_2$(pyz) ($X$=Cl,Br). The presence of chains in Cu$X_2$(pyO)(H$_2$O)$_2$ leads to Q1D magnetism. The same chains are present in Cu$X_2$(pyz) ($X$=Cl,Br) however an additional exchange pathway through the pyrazine ligands leads to the formation of a rectangular spin lattice in Cu$X_2$(pyz) in contrast to the more one-dimensional Cu$X_2$(pyO)(H$_2$O)$_2$. The substitution of Br for Cl has a similar effect in both systems. The exchange interactions are substantially higher in the Br-compounds. The strength of the exchange interactions is a function of the $X$–$X$ distance, Cu–$X$–$X$ angle, and the electronic nature of the halide ion, which explains why in this system the substitution of Cl by Br leads to such a big change in the exchange interactions.

Here we have confirmed that the dominant spin exchange involves superexchange through the halogen $\cdots$ halogen contacts. These can effectively be used to design new materials with significant super-superexchange.
5.7 Q1D magnetism in Cu(2.5-me$_2$pyz) (CH$_3$SO$_3$) (NO$_3$) (H$_2$O) and 
[Cu(2.3-me$_2$pyz) (CH$_3$SO$_3$) (H$_2$O)$_2$](CH$_3$SO$_3$)

<table>
<thead>
<tr>
<th></th>
<th><a href="CH$_3$SO$_3$">Cu(2,3-me$_2$pyz)(CH$_3$O$_3$O$_3$) (H$_2$O)$_2$</a></th>
<th>Cu(2,5-me$_2$pyz)(CH$_3$SO$_3$) (NO$_3$) (H$_2$O)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu-N (Å)</td>
<td>2.037, 2.038</td>
<td>2.041, 2.049</td>
</tr>
<tr>
<td>Cu-O$_{ax}$ (Å)</td>
<td>2.211</td>
<td>2.263</td>
</tr>
<tr>
<td>Cu-O (Å)</td>
<td>1.956</td>
<td>1.951</td>
</tr>
<tr>
<td>Cu-Cu (Å)</td>
<td>6.828</td>
<td>6.859</td>
</tr>
<tr>
<td>Cu-NN (°)</td>
<td>176.5, 176.9</td>
<td>176.04, 175.2</td>
</tr>
<tr>
<td>N-Cu-N (°)</td>
<td>174.00</td>
<td>164.53</td>
</tr>
<tr>
<td>O-Cu-O (°)</td>
<td>163.2</td>
<td>177.03</td>
</tr>
<tr>
<td>$J$ (K)</td>
<td>7.8</td>
<td>6.4</td>
</tr>
<tr>
<td>$B_c$ (T)</td>
<td>11.7</td>
<td>9.56</td>
</tr>
</tbody>
</table>

Table 5.7: Inter-atomic distances and angles, alongside the critical field and primary exchange interaction for 1 and 2.
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[Cu(2.3-me$_2$pyz) (CH$_3$SO$_3$) (H$_2$O)$_2$](CH$_3$SO$_3$)

In this section I present two very similar Q1D compounds, which are both chain-like systems that have five-coordinate Cu$^{2+}$ centres. In spite of their similarities they exhibit a small but significant difference in their primary exchange energies.

Figure 5.21 shows the crystal structures of [Cu(2,3-me$_2$pyz)(CH$_3$SO$_3$)(H$_2$O)$_2$] (CH$_3$SO$_3$) 1 and Cu(2,5-me$_2$pyz)(CH$_3$SO$_3$)(NO$_3$)(H$_2$O) 2. Both systems form chains of Cu$^{2+}$ ions bridged by pyrazine chains to which two methyl (CH$_3$) groups are linked to either the second and third or the second and fifth carbon atom respectively.

There are non-bridging ligands in both samples. In 1, one non-bridging ligand is CH$_3$SO$_3$ and two are H$_2$O, in both one oxygen coordinates directly to the copper. In addition another CH$_3$SO$_3$ acts as non-coordinated molecule. In 2
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**Figure 5.21:** View of the Cu–pyz–Cu chains formed in a) 1 and b) 2. Cu = red, N = blue, C = black, S = green, O = yellow. The hydrogens are omitted since they do not play a role in the magnetism.
there is only one H$_2$O non-bridging ligand, another non-bridging ligand CH$_3$SO$_3$ as before, and an additional NO$_3$ that also forms a non bridging-ligand. In both compounds the Cu-ions are five-coordinate, with the remaining bonds are made up by two and one H$_2$O molecules respectively for 1 and 2. Various structural parameters are tabulated in Table 5.7.

A first insight into the magnetism of these materials was obtained by measuring the magnetic susceptibility in the Quantum Design SQUID. Measurements were taken over the whole range of temperatures for for both samples.

The susceptibility data as a function of temperature are plotted in Figure 5.22a). They exhibit the broad hump seen in all the samples presented in this chapter.

**Figure 5.22:** (a) Susceptibility of 1(blue) and 2(black). (b) and (c) show the inverse susceptibility for 1 and 2 respectively. The data (b) and (c) were fitted with the Curie-Weiss function and (a) with the Q1D Heisenberg model. The fits are shown in red.
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The g-factors for both samples were evaluated by fitting the high-temperature inverse susceptibility with the Curie-Weiss function Eqn 5.6, resulting in $g = 2.2(1)$ for 1 and $g = 1.99(1)$ for 2. The value for 1 is not as well defined due to the limited temperature range in this sample, resulting in the deviation from the linearity of $\frac{1}{\chi}$ having a stronger effect on the fitting. The values still agree with what would be expected for such a system although g for 2 is relatively low.

The susceptibility as a function of temperature was fitted with the Johnston model for Q1D Heisenberg spin-$\frac{1}{2}$ antiferromagnets (Equ. 5.12. The fits are in good agreement with the data down to temperatures just below the hump, with $g = 2.2(2)$ and $J = 7.86(2)$ for 1 and $g=1.9(1)$; $J=6.30(2)$ for 2.

Magnetisation experiments in pulsed fields were performed to get another estimate of the dimensionality and exchange interactions in the two compounds. The data was taken in fields up to 60 T at the NHMFL. The results of data measured at 1.5 K are shown in Figure 5.23.

Figure 5.23 a) shows $M/M_{sat}$ against reduced field $B/B_c$ of both data sets. It is clear that both data sets exhibit a very similar curvature. Quantum Monte Carlo simulations plotted alongside the data in the Figure show that the Q1D model describes the data best.

The reduced magnetisation is plotted as a function of fields in Figure 5.23 b). The critical fields of the two compounds are close but clearly different, with $B_c = 11.4(3)$ T for 1 and $B_c = 9.5(3)$ T for 2. Using these values in combination with the g-values obtained in the Curie-Weiss fits, in Eqn 5.2 results in a primary exchange value of $J = 7.9(2)$ T and $J = 6.2(2)$ T for 1 and 2 respectively. These values agree with the exchange magnitudes extracted for these compounds through the fits of magnetic susceptibility to the Q1D model.
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Figure 5.23: Magnetisation measurements of 1 (red) and 2 (black). a) Reduced magnetisation $M/M_{\text{sat}}$ against reduced field $B/B_c$ of both data sets and the Q1D model. b) Magnetisation as a function of field for both samples.

There is no available $\mu$SR data that would give us information on the magnetic ordering transition in these two compounds.

Using Eqn. 5.3 the exchange anisotropy of 1 and 2 can be estimated based on the transition temperature of $T_N$. Assuming that the transition of both samples is at $T \leq 2$ K, then the exchange anisotropy in this system can be thought to be $J/\perp J \leq 0.21(3)$.

In summary, these results confirm that these closely related compounds are Q1D magnetic systems in which the magnetism is mediated through Cu chains. The chains on which both materials are based are very similar. Although we do not have electron spin resonance data we can assume that the magnetism is mediated along the chain axis. In spite of these similarities 1 and 2 exhibit close but still significantly different primary exchange coupling.
A closer examination of the parameters in Table 5.7 provides an explanation for this observation. The obvious reason for different exchange couplings would be a variation in Cu···Cu separation. However the distance between two Cu centres is practically identical in both compounds.

Two differences between the two compounds that can be identified is that the Cu centre in the compound 1 is more symmetric, with Cu-N bonds being essentially identical, and that the N-Cu-N bond angle is more linear. The small difference in exchange coupling strength, could arise from the stronger antiferromagnetic interactions being mediated by the more linear bond. This would be in keeping with the semi-empirical Goodenough, Kanamori and Anderson rules of superexchange [8].

It would be of great interest to investigate these compounds with $\mu$SR, in order to obtain reliable estimates of the transition temperatures. The results would then make it possible to compare the exchange anisotropies in those systems to find out to what extent the change in the non-bridging ligands affects $J_\perp$.

## 5.8 Conclusion

I have shown how the techniques of $\mu$SR, high field pulsed magnetisation, low field experiments, ESR and Quantum Monte Carlo Simulations can be combined to investigate coordination polymers in order to take advantage of the benefits provided by each of the techniques.

Specific changes in the molecular architecture will lead to specific changes in the magnetism of these systems and the understanding of these effects in the materials presented in this thesis has given us valuable insights into how they
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function and how their properties can be controlled. I have highlighted that we have the capacity to produce Q1D and Q2D systems, and also to tune the exchange coupling strengths. In addition I have demonstrated that we can preselect the exchange anisotropy without perturbing the magnitude of the primary interaction strengths and thus take control over the magnetic properties of polymeric systems. Thus these compounds represent a promising approach to magnetic crystal engineering of systems that exhibit higher ordering temperatures and other cooperative phenomena.
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Conclusion

In this thesis I have presented the study of a number of magnetic materials that exhibit fascinating physical phenomena due to their low-dimensionality. The following conclusions summarise the findings of the experiments that were based on muon spin rotation and pulsed magnetic field experiments.

In Chapter 3 I describe an investigation of Fe-based superconductors, a new family of high temperature superconductors, that provide a breadth of possibilities for study leading to a better understanding of this phenomenon, in particular concerning the comparison and contrast with the cuprate superconductors. The interplay between magnetism and superconductivity in these materials is expected to be an essential contribution to understanding high temperature superconductivity.

A recurring question in these systems is whether the magnetic and structural transitions coincide, since this could give valuable information on what drives the magnetism in these materials. Although the occurrence of a structural and magnetic transition in the parent compound SrFeAsF is well established through earlier research, I identified that there is a 50 K difference between the two tran-
sitions. This does not exclude the possibility that there is an interplay between the two transitions, however it shows that the magnetic transition is not directly driven by the structural changes in SrFeAsF. In addition heat-capacity and $\mu$SR reveal that the magnetism is more Q2D in SrFeAsF compared to the oxopnictide parent compound LaFeAsO (a).

In contrast to SrFeAsF, the pnictide NaFeAs is superconducting at stoichiometric composition and we demonstrate that the electron count has a determinative role on the physics of the 111 pnictide systems (g). In this thesis I present a significant contribution by providing the first observation of magnetism in the stoichiometric compound (c). The magnetic moment is very small so that it was not detected in early neutron studies. However it was subsequently verified by Li et al. [58]. This magnetic phase is coexistent with superconductivity.

We were able to show the coexistence of antiferromagnetism and superconductivity in these compounds up to doping levels of 0.025 electrons per Fe. In a similar way to SrFeAsF the antiferromagnetic order has a primarily two-dimensional character, highlighting the importance of the low-dimensionality in these materials. The combination of $\mu$SR and susceptibility measurements made it possible to obtain a phase diagram for Co-doped NaFeAs, revealing the clear competition between magnetism and superconductivity where the strengthening of the superconducting order parameter and the increasing volume fraction is seen directly to depress the magnetic and structural order parameters at low temperature (m).

In Chapter 4 I presented a $\mu$SR investigation of four different iridium oxide systems $\text{Ca}_4\text{IrO}_6$, $\text{Ca}_5\text{Ir}_3\text{O}_{12}$, $\text{Sr}_3\text{Ir}_2\text{O}_7$, $\text{Sr}_2\text{IrO}_4$ (j). The $J_{eff} = 1/2$ spin-orbit entangled Mott insulator $\text{Sr}_2\text{IrO}_4$ is particularly interesting and has even been suggested as a possible high temperature superconductor if appropriately
doped [30]. Although the $\mu$SR data obtained on $\text{Ca}_5\text{Ir}_3\text{O}_{12}$ is more complex with a large number of muon sites both the results of $\text{Ca}_4\text{IrO}_6$ and $\text{Ca}_5\text{Ir}_3\text{O}_{12}$ are as expected for conventional ordered magnets. They exhibit 3D antiferromagnetic order and their Néel temperatures were determined from the data.

The results for $\text{Sr}_3\text{Ir}_2\text{O}_7$ and $\text{Sr}_2\text{IrO}_4$ are much more complicated. In $\text{Sr}_3\text{Ir}_2\text{O}_7$ a single muon precession frequency was observed between 20 K and 160 K. The disappearance of a precession signal below 20 K and above 160 K is mysterious. The change below 20 K does not correlate with any previously identified magnetic transition but corresponds to the temperature at which the field-cooled magnetisation becomes negative.

The high temperature behavior of $\text{Sr}_2\text{IrO}_4$ as determined in $\mu$SR is conventional, with the appearance of one frequency below the transition temperature at 260 K and is clearly quasi-two-dimensional. However the low temperature behavior is very unusual with the development of a second precession signal. We have presented the potential explanation for this through the occurrence of a reorientation transition at low temperatures, which correlates with a change in the Ir–O–Ir bond-angle. This development of a reoriented phase is probably gradual and results from the balance of competing energies changing with temperature. This reorientation of the spins to a lower symmetry state could be at the root of the magnetoelectric behavior [22]. Ge et al. [36] observe a reduction in magnetic anisotropy $M_a/M_c$ and propose that an emerging c-axis spin component generates a noncollinear spin structure and frustration at low temperatures. They suggest that this could explain the three different phases observed in the $\mu$SR data and the occurrence of the reorientation transition.

The unconventional behaviour of both $\text{Sr}_3\text{Ir}_2\text{O}_7$ and $\text{Sr}_2\text{IrO}_4$ in contrast to
Ca$_4$IrO$_6$ and Ca$_5$Ir$_3$O$_{12}$ is most probably a combined effect of the dimensionality and the competing energy scales in these systems.

In Chapter 5 I demonstrated how the coupling strengths and the type of magnetism in coordination polymers can be determined using a combination of magnetic susceptibility at low fields, magnetisation in pulsed magnetic fields, muon spin rotation and theoretical models. I presented a series of Cu-based systems, which are linked by molecular groups or ligands, forming chains and layers. I present how it is possible to make adjustments to the molecular architecture that will have a direct effect on the magnetic properties of the system. This enables the targeted design of magnetic systems that can be utilised as testing grounds to experimentally evaluate fundamental theories of magnetism (b, f, n).

It was possible for us to identify that the substitution of non-coordinated molecules $X$ that share the same symmetry will affect the exchange interactions and anisotropy in the Q2D [Cu(HF)$_2$(pyz)$_2$]$X$ compounds in the same way. The octahedral class of counterion will lead to almost double the exchange interaction and a more anisotropic system than a tetragonal counterion.

We then presented a case in which the counterion becomes a non-bridging ligand, resulting in a material in which there was no non-coordinated molecule. In this system the primary exchange coupling is substantially enhanced. This effect was explained by introducing a reduced effective intralayer exchange $J_{\text{eff}} = J_1 - J_2$ where $J_2$ is mediated through the non-coordinated molecules. This model explains why a change in the class of counterion would affect the exchange interaction $J_{\text{eff}}$, as well as why the coupling is stronger when there is no non-coordinated molecule, resulting in a reduced value of $J_2$.

It was also shown that the dimensionality of these materials can be tuned from
Q2D to Q1D (n), without significantly perturbing the magnitude of the primary interaction strengths, demonstrating that it is possible to take deliberate control over the dimensionality of these polymeric systems. We also demonstrated that changing the system so that the dominant spin exchange involves superexchange through halogen ⋯ halogen contacts, enables us to design systems with important superexchange, which can be significantly changed by the substitution of one halogen to another. Finally I also presented two Q1D materials with very similar structures and show that a change in the symmetry of the system has a direct effect on the coupling strengths.

We have demonstrated how the combination of $\mu$SR, high field pulsed magnetisation, low field experiments, ESR and Quantum Monte Carlo Simulations provide a powerful technique for the study of coordination polymers. Some of the results presented here would benefit from $\mu$SR and ESR that we were not able to do so far. In addition new coordination polymers will give new insights into the mechanisms at work here.

This thesis as part of these ongoing projects contributes to the understanding of the materials presented here, which has the potential to further our fundamental knowledge of condensed matter physics, and pave the way for great advances in technology.
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