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ABSTRACT

Risk factors for depression have long been identified. However, it remains unclear what are the mechanisms whereby these risk factors lead to depression. Therefore the current research examined cognitive and neurophysiological functioning in a sample of high risk vs. low risk never-depressed young adults. Risk for depression was defined by high neuroticism (N) scores on the Eysenck Personality Questionnaire (EPQ). Results indicated that, compared to low N volunteers, high N volunteers show widespread negative biases across emotional processing tasks, including self-referent words categorization and memory, facial expression recognition, and emotion potentiated startle. The neural substrates of these negative biases were further illustrated by our brain-imaging experiments using fMRI. In these studies, high N is associated with increased neural signals for negative self-referent personality attributes and fearful facial expressions in a distributed network known to be involved in emotional processing, including the fusiform-amygdala circuitry, anterior cingulate, and the superior parietal cortex. By contrast, these neurocognitive biases did not seem to be accompanied by impairments in more global executive function or disturbances in biological response to stress measured by awakening salivary cortisol. Consistent with the idea that emotional processing biases represent key mechanisms underlying vulnerability to depression, our final longitudinal study showed that depression symptoms in high N volunteers were well predicted (up to 91%) at an 18 month follow up by a combination of these negative biases and stressful life events. Taken together, the current investigations therefore suggest that neurocognitive biases in emotional processing are trait vulnerability markers for depression prior to illness onset.
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CHAPTER ONE

Research Background

1.1 GENERAL INTRODUCTION

Depression is a serious mood disorder that affects nearly all aspects of normal functioning, with the core features as persistent dysphoric mood and/ or anhedonia (i.e. inability to experience pleasure), which coexist with disturbances of motivated and psychomotor behaviour, sleep, appetite, energy and libido, and in some occasions suicide. Sadly, it is a relatively common mental health problem with lifetime prevalence rates estimated between 2.9 and 12.6 per 100 and lifetime risk estimated at 17-19% (Kessler et al 1994). This illness is highly recurrent even in this modern age of maintenance medication (Yiend et al 2007). Those who suffer from one depressive episode will experience an average of four lifetime depressive episodes of 20 weeks duration each (Judd 1997). Given this high relapse rate, the illness is now viewed as a chronic lifelong mental health condition. Very often, this battle starts quite early in life, with more than 50% of individuals having their first depressive episode by the age of 25, and 25% by the age of 18 (Sorenson et al 1991). All in all, prevention of illness onset must be made one of the top priorities in clinical psychological research.

To effectively prevent the first onset of depression, we need a thorough understanding of the aetiology of the illness. So far, research has identified the key high risk factors as family history of psychiatric illnesses, childhood abuse / neglect and the personality trait of neuroticism. These factors are believed to increase depression when triggered by major stressful life events (e.g. Kendler et al 1993, 2002, 2004, 2006). These research studies convincingly demonstrate factors involved
in risk for depression. However, they do not inform us of the exact mechanisms whereby these high risk factors lead to depression.

In contrast, cognitive and biological theories of depression suggest mechanisms without necessarily the same emphasis on a coherent causal model. Specifically, cognitive theories emphasise the role of negative biases in information processing in the aetiology and maintenance of depression (Beck 1979). In support of this, selective attention, interpretation and memory for negative materials have been reported in depressed patients and to a certain extent recovered patients (see section 1.2). Moreover, depressed patients are often found to have global cognitive deficits, with memory and executive functions deteriorating through the course of depression (see section 1.3). In parallel to these cognitive findings are biological dysfunctions found in depression. The hypothalamic-pituitary-adrenal (HPA) axis, which serves to regulate stress responses, is found to be particularly disturbed during depression (see section 1.4). Finally, recent advancement in the functional brain imaging technique has enabled research on neural mechanisms underlying these dysfunctions in depression. Neural networks for emotional processing have been mapped out, and dysfunctions in some of these structures have been associated with the cognitive biases seen in depression (see section 1.5).

Taken together, depression has been characterised with a range of neurocognitive and biological abnormalities. However, it is unclear whether these are state or trait factors of depression, that is, whether they are correlates of current depressed mood or whether they are long term vulnerability markers preceding the onset of depression. Therefore, the present research sought to identify vulnerability markers for depression preceding illness onset. As noted earlier, this line of research
will provide the prerequisite for developing effective strategies for preventing depression.

In this introductory chapter, the existing literature on the characteristics of depression, including negative biases in information processing, global cognitive impairments, disturbances of biological stress responses and neural abnormalities, will be discussed. Although depression is often studied alongside other affective disorders such as anxiety, wherever possible the current review will be focused primarily on the research relevant to depression. Each section will be concluded with a discussion regarding the state vs. trait debate. The last section will summarise the findings on high risk factors for depression, and finally, it will outline the objectives and methodology of the current thesis investigation.
1.2 NEGATIVE BIASES IN INFORMATION PROCESSING

As noted earlier, cognitive theories of depression emphasise the role of negative biases in information processing in the aetiology and maintenance of the disorder. Specifically, Beck proposed that, in depression, there are dysfunctional schemas which contain information about loss and failure, and the activation of such schemas results in selective processing of schema-congruent information (Beck et al 1979). Bower (1981, 1987) proposed an alternative model, in which each emotion is represented as a node in an associative network, and the activation of the emotion will increase the accessibility of the mood-congruent materials. These two theories differ in the way emotions are represented in our cognitive system. Nevertheless, both of them predict mood-congruent biases in information processing. In support of this, biases for memory and interpretation of emotional information have been reported in depression, although results regarding attentional biases are relatively inconclusive. These findings will be discussed in further details in the following subsections.

1.2.1 Attention to Emotional Stimuli

In everyday life, we encounter an abundance of information, thus selective attention is needed to maintain ongoing activities without being interfered by irrelevant information. In the case of depression and other mood disorders, however, this selective attention is usually biased towards negative valenced materials. This selective attention is believed to play a key role in the aetiology and maintenance of mood disorders (Williams et al 1997). In particular, there has been robust evidence of an attentional bias for threat in anxiety, as commonly illustrated by the modified Stroop and dotprobe tasks.
On the dotprobe tasks, an emotional word (e.g. threat related) and a neutral word are displayed simultaneously, one of them is then replaced by a dot. Anxious patients are typically faster in detecting the dot when it is presented to replace the threat word rather than the neutral word (e.g. MacLeod et al 1986, Mogg et al 1992), which is consistent with their processing resources being selectively allocated to the threat word content. On the modified Stroop tasks, subjects are asked to name the colour of the presented word, which is emotional or neutral. Here, anxious patients are typically slower in naming the colour of threat words (Mathews and MacLeod 1985, Mogg et al 1989, McNally et al 1990). This greater interference is again due to their selective allocation of attention to the emotional content of the word. These attentional biases are evident even when the stimuli are presented in subliminal level (e.g.14ms) both in dotprobe tasks (Mathews et al 1996, Mogg et al 1994, 1995) and Stroop tasks (Bradley et al 1997, Mogg et al 1993, Macleod and Rutherford 1992, Macleod and Hagan 1992), suggesting that anxiety is highly associated with a bias in pre-conscious attentional processes.

By contrast, research findings on depression have been mixed, leading some to propose that selective attention is a marker for anxiety rather than depression (Williams et al 1988, Mathews 1990). Nevertheless, the modified Stroop tasks have yielded some evidence for the presence of attentional biases in depression (Gotlib and McCann 1984, Williams and Nulty 1986, Gotlib and Cane 1987). Furthermore, recent studies using dotprobe tasks have found positive results when the stimuli were presented with a longer duration. For example, Mogg and colleagues (1995) reported evidence for attentional bias towards negative words in depressed patients, with this finding exclusive to the long-exposure condition (1 second) but not the short-exposure subliminal condition (14ms). In a similar study Mathews and colleagues (1996) found
that depressed patients selectively attend to socially threatening words, with a non-significant trend towards a stronger effect in the long exposure condition (500 ms) than the short exposure (50 ms). Consistent with this, increased attention to depression-related words has been reported in dysphoric patients and healthy volunteers undergoing a negative mood induction when longer stimulus durations (500ms, 1000 ms) were used (Bradley et al 1997).

Although not all studies using longer stimuli exposure yielded positive results (e.g. Hill and Dutton 1989, MacLeod et al 1986, Mogg et al 1993), wherever they have been found in depression, these have tended to occur on tasks using relatively long exposure duration. Indeed, it has been proposed that attention can be divided into components of shifting and maintenance (Posner and Petersen 1990, Allport 1989), with short and long exposure times capturing initial orienting and maintenance respectively. Therefore, the overall findings suggest that, unlike anxiety, depression is not associated with an attentional bias during the initial orienting, but instead may be characterised by the difficulty in disengaging attention from such materials.

1.2.2 Memory of Emotional Stimuli

While the findings of attentional biases in depression are controversial, mood-congruent memory is regarded as a reliable marker of depression. Mood-congruent memory refers to the tendency for depressed individuals to remember information consistent with their mood, that is, negative or unpleasant memories (Blaney 1986). This negative bias has been demonstrated in both explicit and implicit memory. Explicit memory refers to the strategic process of recollecting past events (or studied information), which is normally tested by free recall or recognition tasks. By contrast, implicit memory is manifested as a priming effect in which a past experience (e.g.
previous exposure of a word) facilitates performance on a task which does not require deliberate recollection of that experience (Graf and Schacter 1985). Such priming effects have been most often demonstrated in word stem completion tasks (Graf and Mandler 1984) and lexical decision tasks (Schacter 1987, Richardson-Klavehn and Bjork 1988). Performances on explicit and implicit memory tasks are thought to represent two distinctive processes underlying integration and elaboration respectively (Graf and Mandler 1984).

Earlier studies suggested that the mood-congruent memory is manifested in different patterns in depression and anxiety. Specifically, depressed patients have been found to show a bias favouring depression-relevant words on free / cued recall tasks, but not on word completion tasks (e.g. Denny and Hunt 1992, Watkins et al 1992). Using similar tasks, anxiety disordered patients showed the opposite pattern, in which they produced more threat words in primed stem word completion tasks but not in the free recall tasks (e.g. Mathews et al 1989). These results are consistent with the proposal that memory biases in depression and anxiety are respectively mediated by greater elaboration and integration for mood congruent information (Williams et al 1988).

Although there has been robust evidence for explicit memory biases in depression (Blaney 1986), there has also been increasing evidence supporting the role of implicit memory biases in depression. Bradley and colleagues (1995) found that, compared to anxiety disordered patients and healthy controls, depressed patients have greater priming effects for depression-related words in a primed lexical decision task and recall more words of the same kind. Specifically, the greater priming effects were evident in subthreshold condition (i.e. 14-ms stimulus exposure), suggesting that the depressed patients are biased towards negative memory without conscious awareness.
Similar findings of implicit memory biases were reported in another group of depressed patients (Watkins et al 1996) and non-clinical dysphoric subjects (Bradley et al 1994). In this latter study, the high negative affect group (i.e. healthy volunteers who scored on the high range of state / trait anxiety and depressed mood) displayed greater subliminal priming of depression-related words, which was further shown to be more closely associated with depression than anxiety.

Taken together, explicit and implicit memory biases are robust phenomena in depression. This mood-congruent memory is believed to play a key role in the maintenance of depression (Teasdale 1983). During depressed mood, negative memories become more accessible for recall, which in turn maintain or exaggerate the depressed conditions, leading to a vicious cycle. The presence of mood-congruent bias in implicit memory further suggests that an unconscious and automatic processing is involved in mediating the negative view of reality characterised in depression.

1.2.3 Affective Facial Expression Processing

Affective facial expression is an important component of social signals, thus the ability to accurately perceive facial expressions is crucial to effective interpersonal communication and social functions. This processing of others’ facial expressions can be affected by own affective states, as illustrated in mood induction experiments (Bouhuys et al 1995) and naturally occurring mood disordered patients. In particular, depressed mood is associated with two impairments in facial expression processing, namely the general deficits in discriminating between emotions, and specific biases favouring the perception of negative relative to positive stimuli.

Evidence for a generalised deficit in the recognition of all emotions was found in a number of studies. For example, deficits have been demonstrated in the
recognition of faces expressing fear, anger, surprise, disgust, happiness, sadness, and indifference (Persad and Polivy 1993, Rubinow and Post 1992). Depressed patients also showed difficulty in verbal labeling of emotional and neutral faces (Feinberg et al 1986), suggesting a deficit in the expressive domain in addition to recognition impairments. These deficits are believed to be associated with the restricted range of affective states observed in severe depression.

Apart from deficits in recognizing facial expressions in general, depression is consistently characterized by a specific processing bias towards negative and/or away from positive facial stimuli. This abnormality is of particular relevance to the poor social functions of depressed individuals, who tend to appraise social events more negatively and experience less social support. While increased perception of sad faces was demonstrated (e.g. Bouhyus et al 1999, Hale 1998, Matthews and Antes 1992), other studies found reduced perception of happy faces (e.g. Suslow et al 2001, Sloan et al 1997, 2001). This discrepancy regarding the exact manifestation of negative bias in facial expression processing can be explained by different depression subtypes and methodology (such as the emotional valence, intensity, and presentation duration of stimuli) across studies (Surguladze et al 2004).

In fact, a few studies found both effects in depressed patients, suggesting that increased processing of negative and reduced processing of positive materials are not at all mutually exclusive. For example, Gur and colleagues (1992) found that depressed patients have higher tendency to misinterpret neutral faces as sad, but happy faces as neutral. In another study (Surguladze et al 2004), depressed patients were found to have poorer performance in discriminating sad and happy from neutral faces when the stimuli were presented rapidly (100ms). While the stimuli exposure was longer (2000ms), depressed patients showed a bias away from labeling mild
happy faces (50% intensity) as happy. These results thus supported the notion that
generalised deficits in discriminating facial expressions and emotion-specific biases
are two distinctive impairments in depression, which could be characterised separately
by varying the intensity and exposure duration of the stimuli.

Overall, deficits in facial expression processing, especially a systematic bias
favouring negative relative to positive stimuli, are robust markers of depression.
These abnormalities are likely to underlie the poorer interpersonal problem solving
(Gotlib and Asarnow 1979) and social competence (Fisher-Beckfield and McFall
1982) seen in depression.

1.2.4 Negative Cognitions Regarding the Self

As discussed so far, depressed patients have negative biases across a range of
cognitive processes including attention, memory, perception and interpretation of
emotional information. Not only do these biases serve to maintain a negative view of
the world, more importantly, they sustain the negative sense of self that characterizes
the core depressive symptoms of self reproach, guilt, and remorse.

This association between depression and negative cognitions regarding the self
has been illustrated by experiments that employ self-referent materials. In particular,
depression has been strongly associated with memory biases favouring negative
information about the self, especially upon the theme of personal loss and failure
(Blaney 1986, Teasdale 1988, Mathews and MacLeod 1994). These self-referent
biases have been similarly revealed in attention using the Stroop paradigm. In these
studies, depressed patients showed greater interference for self descriptive words than
non self descriptive adjectives (Segal and Vella 1990, Segal et al 1995).
Furthermore, the effects of self-reference can also be assessed in facial expression processing. Bouhuys and colleagues (1995) introduced ‘rejection’ and ‘invitation’ to facial expression recognition task to capture the self-directed bias. They found that, following a depressive mood induction, subjects perceive more rejection but less invitation. This result clearly suggests that depressed mood can increase the perception of self-directed negative social signals. This also echoes an earlier study, in which negative biases in interpretation of social interactions were found to be more prominent when subjects imagine that these interactions were directed towards themselves rather than towards someone else (Hoehn-Hyde et al 1982).

Taken together, this robust phenomenon of negative bias in self-referent processing is consistent with the theory of Beck (1979), which suggests that negative cognition regarding the self is one of the key mechanisms underlying persistent depressed mood.

1.2.5 Emotion-Potentiated Startle

Apart from negative biases in cognitive processes, depression is also characterised by abnormal physiological reactivity to emotional information. Thus, the emotion-potentiated startle paradigm was introduced to measure the physiological correlates of emotional reactivity (Vrana et al 1988). Startle is an automatic reflexive response to fear, which can be elicited experimentally by an acoustic probe (typically a 50-ms burst of white noise around 95 dB) and measured by the magnitude and latency of eyeblink (Lang et al 2000). This response is normally potentiated (i.e. increased) by the presence of unpleasant stimuli (e.g. pictures of guns and death) but attenuated by pleasant stimuli (e.g. pictures of happy babies and erotica). This ‘affect modulation’ phenomenon is widely illustrated across studies using different stimuli,
though previous studies indicate inconsistent results regarding the inhibition effect by pleasant material and the use of imagery stimuli (Grillon and Bass 2003). Thus, this paradigm provides a reliable physiological measure of emotional reactivity, unaffected by subjective response bias or demand characteristics that often confound self-rated reports.

In application to studies of psychiatric disorders, abnormal affect-modulation startle response has been widely demonstrated in anxiety disordered patients with phobias (e.g. Sabatinelli et al 1996, Hamm et al 1997), psychopathic prisoners (e.g. Patrick et al 1993, Pastor et al 2003), and depression (e.g. Allen et al 1999, Kaviani et al 2004, Dichter et al 2004). Specifically, anxiety disordered patients and healthy volunteers with high trait of fear show increased startle response both at baseline and under affect modulation (Grillon and Bass 2003, Cook et al 1991). Studies on depressed patients, however, have yielded inconsistent results, which appear to be varied according to different severity level and symptom profile.

In general, severely depressed patients with high levels of anhedonia do not display the typical pattern of affect modulation; instead they showed either no effects of modulation (Kaviani et al 2004) or potentiated response (rather than attenuated) to pleasant stimuli (Allen et al 1999). In contrast, patients with less severe depression and lower level of anhedonia showed the typical affect modulation effect, though the overall response was elevated (Kaviani et al 2004). These results suggested that severity of depression is associated with reduced physiological reactivity to emotional stimuli. The potentiated response to pleasant materials found in Allen et al (1999) further suggested that severely depressed patients may experience pleasant stimuli as aversive, although they subjectively rated the pleasant stimuli more positively than unpleasant stimuli. This dissociation subjective rating and physiological response
highlighted the advantage of including affect modulated startle response as an additional measure of emotional reactivity.

In summary, previous studies have illustrated abnormal affect modulation startle in depression, although the exact manifestation of this abnormality has yet to be clarified.

1.2.6 State vs. Trait

Hence, as reviewed above, depression is characterised by predominately negative biases in attention, memory, perception, and physiological reactivity for emotional information. However, it is not at all clear whether they are state or trait markers for depression.

Mood induction experiments provide one way to disentangle state and trait factors. For example, following negative mood induction, healthy volunteers were found to display increased attention to negative stimuli in dot probe tasks (Bradley et al 1997, Gotlib and McCann 1984), increased perception of sadness and reduced perception of happiness in ambiguous facial stimuli (Bouhuys et al 1995), and increased memory for negative materials (Mathews and Bradley 1983, Sutton et al 1988). These results suggest that mood directly modulates emotional processing, thus rendering support for the ‘state’ hypothesis.

Consistent with this, the evidence that negative biases disappear following successful treatment also suggests a mood-dependent characteristic. For example, in a longitudinal study, Mikhailova and colleagues (1996) showed that depressed patients are impaired in recognising sad and happy faces during the acute phase, but these impairments disappear during the remitted phase. Similarly, attention biases have also been shown to resolve following treatment (Gotlib and Cane 1987). However, this
line of evidence has been challenged by new findings that antidepressants could directly modulate emotional processing in healthy volunteers without changing their mood (Harmer et al 2003, 2004, 2006). In other words, resolution of dysfunction following treatment may not be mediated by mood states. An alternative explanation is that these cognitive biases have not been fully resolved; but rather, they may represent a latent vulnerability such that these biases would become apparent again when activated by stress or negative mood.

By contrast, cognitive biases that persist following recovery give strong support for the trait hypothesis. In particular, residual biases have been found in recovered patients in the facial expression recognition tasks (Hayward et al 2005, Bhagwagar et al 2004; Bouhuys et al 1999). In a longitudinal study, increased perception of sad faces during admission and discharge was found to predict subsequent relapse in six months (Bouhuys et al 1999). There has also been evidence that the abnormal affect modulation startle response persists after treatment (Dichter et al 2004).

Thus, measurable cognitive abnormality may be present in recovery, but we cannot rule out a scar effect, so-called because the residual biases may be a consequence of depression, rather than implying occurrence before the onset of the first episode. Previous research on individuals with sub-clinical mood disturbance provides a means to measure cognitive biases outside a depressive episode without being confounded by potential scar effects. For example, Bradley and colleagues (1997) indicated the presence of attentional bias towards negative words in dysphoric subjects (Beck Depressive Inventory scores >10). Specifically, this attention bias was correlated with the scores on Depression Proneness Questionnaire (Mathews and Bradley 1983). In another study, individuals with high negative affect (defined by
high scores on state and trait anxiety and depressed mood) were found to have greater subliminal priming of depression related words in implicit memory tasks, with further analyses suggesting that this implicit memory bias is more closely associated with depressed mood than anxiety (Bradley et al 1994). Using emotion-potentiated startle paradigm, individuals with high risks of anxiety, identified through high levels of trait fearfulness (Cook et al 1991, 1992) or harm avoidance (Corr et al 1995), showed enhanced affective startle modulation of negative materials similar to that observed in clinical anxiety.

These studies on sub-clinical depression and anxiety suggest that cognitive biases are present in individuals who are at high risk of mood disorders, and as such, they may represent vulnerability markers preceding illness onset. However, these studies provided only cross sectional measures and did not systematically control for previous experience of depression or anxiety. Only few studies have investigated the prediction of depression by cognitive mechanisms (see MacLeod & Hagan 1992, Alloy et al 2006). More research is needed to explore cognitive mechanisms underlying vulnerability to depression, and specifically longitudinal studies will be useful to examine whether cognitive biases would predict illness onset.
1.3 GLOBAL COGNITIVE DEFICITS

The previous section has reviewed research findings of negative biases in information processing in depression. In this section, the existence of more generalised cognitive deficits in depression will be reviewed.

1.3.1 Memory and Executive Functions Impairments

Cognitive deficits are well described in depressed patients, across a variety of tests measuring memory, attention, psychomotor functions, and executive functions (e.g. Goodwin 1997, Austin et al 2001). Executive functions refer to ‘cognitive processes that control and integrate other cognitive activities’ (Bryan and Luszcz 2000), which can be separated into subcomponents including set-shifting, planning, inhibition, working memory and fluency (Pennington and Ozonoff 1996). Amongst all, the most consistently reported cognitive deficit in depression is set-shifting. This has been illustrated across studies ranging from older (Beats et al 1996) to younger age (Purcell et al 1997), and more severe (Beats et al 1996) to less severe (Purcell et al 1997, Channon 1996, Channon and Green 1999) depression. The exception to this finding is relatively rare (e.g. Elliott et al 1996). Thus, it has been postulated that depression is characterised by deficits in shifting attentional focus whereas mania is shown by lack of inhibitory control (Murphy et al 1999).

Memory function is another key domain affected by depression, although there is inconsistency regarding different types of memory. In general, explicit memory appears to be most affected (Austin et al 1999) while deficits in implicit memory are not often indicated (Hertel and Hardin 1990, Denny and Hunt 1992, Bazin et al 1994, Danion et al 1995, Ilsley et al 1995). Moreover, there is evidence that cognitive impairments are more often observed in effortful tasks (e.g. recall) than automatic
tasks (e.g. recognition) (Roy-Byrne et al 1986). Thus, it has been postulated that the cognitive deficits in depression could be secondary to an underlying motivational deficit, rather than arising in their own right (Weingartner et al 1981, Cohen et al 1982, Roy-Byrne et al 1986). Although this effortful-automatic hypothesis was challenged by the finding of similar performance in recall and recognition (Frith et al 1983, Wolfe et al 1987, Golinkoff and Sweeney 1989, Austin et al 1992, 1999), it highlighted the importance of the role of motivation in cognitive functions.

Indeed, reduced motivation is one of the defining features of depression and could lead to cognitive deficits in several ways (Austin et al 2001). Previous studies proposed that reduced motivation in depressed patients is linked to their non-responsiveness to rewards, which in turn leading to a ‘conservative response bias’ i.e. a tendency to require a greater degree of certainty before they respond (Miller and Lewis 1977, Layne 1980, Henriques et al 1994). In particular, response bias to negative feedback is of particular relevance (Elliott et al 1996). Specifically, their results found that depressed patients’ task performance drastically deteriorates after perceived failure on the preceding problem. The authors interpreted that as an indication of either an inadequate response to negative feedback or, quite the opposite, a stronger negative reaction to negative feedback manifesting cognitively as a ‘negative cognitive set’ (Beck 1963).

Another factor associated with cognitive deficits is illness severity. Significant correlations between severity of depression and cognitive deficits have been reported in some studies (e.g. Stromegren 1977, Cohen et al 1982, Wolfe et al 1987, Austin et al 1992, 1999, Elliot et al 1996), but not all (e.g. Rush et al 1983, Abas et al 1990, Brown et al 1994, Purcell et al 1997). Wherever correlations were found, they are often selectively for the more demanding tasks, consistent with the effortful-automatic
hypothesis discussed above. Moreover, cognitive deficits have been found to be more severe in patients with recurrent episodes (Stordal et al 2004, Basso and Bornstein 1999) and psychotic symptoms (Jeste et al 1996, Shatzberg et al 2000).

Clearly, widespread cognitive impairments are a reliable marker for acute depression. However, many of the studies discussed above were conducted on medicated patients. This could be seen as a confounding factor, especially when the state vs. trait question is confronted. This will be further discussed later in this section (sub-section 1.3.3). Meanwhile, the next sub-section will review the relationship between depression and deficits in another aspect of memory functions, known as ‘over-general autobiographical memory’

1.3.2 Over-General Autobiographical Memory

Autobiographical memory refers to the recollection of past events that are personally experienced, and is central to a person’s sense of self. Autobiographical memory was first implicated in depression in the context of selective recall of unpleasant past events in naturally occurring depression (Lloyd and Lishman 1975) and experimental mood induction experiments (Clark and Teasdale 1982, Teasdale and Fogarty 1979). When Williams and Broadbent (1986) attempted to study this phenomenon in suicidal patients, they observed that apart from the negative biases in memory, these patients consistently failed to recall specific past events. Rather, they tended to respond with a memory that summarised a category of events (e.g. ‘I used to walk the dog everyday’).

This phenomenon, known as ‘over-general autobiographical memory’, has been quickly replicated in other studies on suicidal patients (Williams and Dritschel 1988, Evans et al 1992, Williams et al 1996, Pollock and Williams 2001), and further
extended to other psychiatric groups. Amongst all, this over-general autobiographical memory has been most replicated in depressive disorders and posttraumatic stress disorders (Williams et al 2007). In contrast, the absence of such memory impairment has been consistently found in anxiety related disorders (Burke & Mathews 1992, Wenzel et al 2002, 2003, Wessel et al 2001), suggesting that over-general autobiographical memory is a relatively specific marker for depression and trauma rather than general psychiatric conditions.

Indeed, the connection between over-general autobiographical memory and depression has been robustly illustrated. In most of the studies, the ‘autobiographical memory test’ (‘AMT’: Williams and Broadbent 1986) with a cueing methodology was used, in which subjects were given a cue word (normally positive and negative valence) and asked to recall a ‘specific event’ that the word reminds them of. Specific events were defined as any single event that happened at a particular time and place and lasted for a day or less. In the last two decades, more than 10 studies found that depressed patients have more over-general memories (e.g. Moore et al 1988, Kuyken and Dalgleish 1995, Barnhofer et al 2002) or less specific memories (e.g. Williams and Scott 1988, Puffet et al 1991, Goddard et al 2001) than matched controls, depending on which parameter was used as the outcome variable. The effect of the valence of cue words was however less consistent. While a majority found that over-general autobiographical memory is present in both conditions, there is evidence that positive cue words elicit more over-general memory (e.g. Moore et al 1988, Williams and Scott 1988, Puffet et al 1991).

Furthermore, over-general autobiographical memory has been illustrated in sub-clinical depression. Using a variation of AMT, Moffitt and colleagues (1994) demonstrated that healthy undergraduates with high scores on depressive mood wrote
down more summary memories than those with low scores. This was replicated in later studies on dysphoric subjects (Goddard et al 1997, Ramponi et al 2004).

Despite the robust observations, there were a few exceptions where over-general autobiographical memory was not found in depressed group. However, these samples appear to be comorbid with other psychiatric conditions such as delusional disorders (Kaney et al 1999) and seasonal affective disorders (Dalgleish et al 2001). Overall, over-general autobiographical memory is a reliable cognitive marker for depression. It has been further suggested that over-general autobiographical memory is associated with other psychological functions, including poorer problem solving (Evans et al 1992, Goddard et al 1996, 1997, Raes et al 2005, Scott et al 2000), problems in imagining future events (Williams et al 1996), ruminative tendencies (Watkins and Teasdale 2001, Ramponi et al 2004), and elevated cognitive reactivity to mood changes (Williams et al 2005, 2006).

1.3.3 State vs. Trait

Although cognitive deficits are robust phenomena in depressed patients, again, it is relatively unclear whether they represent state or trait characteristics of depression. As noted before, one of the common methods to tease apart the state vs. trait effects is to assess patients before and after recovery. In general, results suggested that many cognitive deficits resolve upon full recovery, including set-shifting tasks (Paradiso et al 1997), verbal fluency (Trichard et al 1995), and memory functions (Peselow et al 1991). These studies lend support for the state hypothesis, although these results are far from conclusive. The major problem is that most of these studies failed to show recovery across all tasks. More problematic, there was low consistency across studies regarding which cognitive dysfunctions resolve or
persist. For example, in the study of Beats et al 1996, measures on simple and choice reaction time, set-shifting, and verbal fluency did not fully recover. Sternberg and Jarvik (1976) reported improved performance on immediate memory but not learning or short-term memory tasks.

Moreover, these studies on remission or recovery suffered considerable methodological limitations. While improvement upon recovery was reported, the task performance did not necessarily reach the normative range (Tarbuck and Payke 1995). Another key confounding factor, as mentioned earlier, is the lack of control over the effects of medication. The relationship between cognitive impairments and history of depression may also be mediated by other factors such as age, duration of illness, and number of episodes (Kessing 1998), which remains to be determined.

Just as the state vs. trait question remains unanswered for executive function impairments, the same question is confronting the phenomenon of over-general autobiographical memory. Illustrations of over-general autobiographical memory in recovered depressed patients (Mackinger et al 2000a, 2000b) gave partial support for the trait hypothesis. Consistent with this, over-general autobiographical memory assessed during non-depressed mood was found to predict future mood disturbances, such as premenstrual dysphoria (Mackinger et al 2001), postpartum depressed mood (Mackinger et al 2000a), depressive symptoms following negative life events in students (Gibbs and Rude 2004). However, many of these studies did not control for past experience of trauma and depression, thereby they may again be confounded by scar effects.

In summary, the state vs. trait question remains unanswered. Longitudinal studies assessing these cognitive functions before and after depression are required to reveal the interaction between cognitive functions and vulnerability to depression.
1.4 BIOLOGICAL RESPONSES TO STRESS

The cognitive biases and impairments in depression are often accompanied by dysfunctional stress responses within key biological systems. This section will briefly review these findings.

1.4.1 Hypothalamic-Pituitary-Adrenal (HPA) Axis

Dysfunction of the hypothalamic-pituitary-adrenal (HPA) axis has been well described in mood disorders. Briefly, this axis comprises of tissues of the hypothalamus, pituitary and adrenal cortices, regulatory neuronal inputs, and a variety of releasing factors and hormones (Young 2004). With its anatomical and functional connection with the amygdala, hippocampus, and other brain regions involved in emotional processing (Harrison 2002), the HPA axis is a chief modulator of stress reactions. Specifically, cortisol, a hormone released from the adrenal cortex, is elevated under chronic stress conditions (Wust et al 2000, Pruessner et al 1997). Thus, cortisol level has been often used as an indicator for HPA axis activity.

There are a variety of methods to assess cortisol level. Pruessner and colleagues (1997) proposed that free cortisol level after awakening is a more reliable assessment of the HPA axis activity, relative to the fixed time sampling method commonly used in earlier studies. In this publication, the authors presented data of the free cortisol responses to waking in 152 subjects repeatedly measured across three age groups: children, adults and elderly. Results showed a good intra-individual stability of this measure over days and weeks, which is similar across age groups. In general, free cortisol levels increase by 50%-75% within the first 30 minutes after waking followed by a decline and eventual return to baseline at about 1 hour after waking. Thus, unlike the conventional ways of fixed time point single assessments, this
method provides a dynamic measurement of the HPA activity with strict reference to time of waking. This method has quickly become one of the most widely used assessment tools of HPA activity.

1.4.2 Abnormality in Cortisol Secretion

Indeed, cortisol hypersecretion has been widely studied as a neurobiological marker for depression. The first observation of abnormalities of cortisol levels in depression was made in the 1950s by Board and colleagues (Board et al. 1956). Over decades, increased baseline cortisol secretion in depressed patients has been illustrated in a number of studies (e.g. Carroll et al. 1976, Halbreich et al. 1985, Pfohl et al. 1985, Rubin et al. 1987, Sachar et al. 1973). Hypersecretion of cortisol is believed to be resulted from impairments in the negative feedback mechanism of the HPA axis (Pariante and Miller 2001). Prolonged exposure to elevated cortisol may cause deficits in cognition, particularly learning and memory (Young et al. 1999, Kirschbaum et al. 1996, Lupien et al. 1998, Wolowitz et al. 1990, Newcomer et al. 1994). Thus, it has been postulated that the HPA dysfunction reported in depressed patients is causally associated with the cognitive impairments also often seen in this population (Barden et al. 1995, Young et al. 1999).

In recent years, however, this well established phenomenon has become less consistent especially amongst less severely depressed samples recruited from the community or primary care source. Although some studies continued supporting the presence of cortisol hyperactivity in sub-clinical populations (Bhagwagar et al. 2003, 2005; Cleary et al. 1995, Young et al. 2002), others have yielded contradictory results. For example, Stetler and Miller (2005) found blunted cortisol response to waking in a group of mildly and moderately depressed individuals. This study also found that,
unlike the healthy control group, cortisol response to waking in this depressed group was not correlated to waking time and social interaction. With this, the authors argued that HPA dysfunction in depression can be manifested as an insensitivity towards external (social interaction) and internal cues (waking time), resulting in a loss of regulatory control over HPA activity. Consistent with this, another sample of mildly depressed individuals was reported to have reduced plasma cortisol amplitude (Posener et al 2000). These were in line with other studies that found no evidence for cortisol hypersecretion in depression (Strickland et al 2002, Young et al 2002).

In the face of this controversy, two plausible explanations were suggested. First, cortisol hypersecretion may be confined to severely depressed patients (Maes et al 1994). However, as noted above, a few studies have illustrated cortisol hypersecretion in milder form of depression (Bhagwagar et al 2003, 2005; Cleary et al 1995, Young et al 2002). The second explanation, perhaps more convincing, is the different methodology employed by different studies. In particular, cortisol was measured at different times of the day across different studies. Nevertheless, HPA axis dysfunction is widely accepted as a prime biological marker for depression, although whether cortisol increases or decreases remains to be resolved.

1.4.3 State vs. Trait

For a long time, HPA axis dysfunction has been considered as a state condition (Plotsky et al 1998); mainly based on the evidence that cortisol levels normalise following successful treatment. However, recent studies with healthy volunteers have demonstrated that antidepressants could directly modulate HPA axis without mood change (Hennig et al 2000, Bhagwagar et al 2002, Hill et al 2003, Harmer et al 2003). This suggests that resolution of HPA dysfunctions following
effective treatment does not necessarily imply that HPA dysfunction is a state condition of acute depression. An alternative explanation is that such normalization of HPA function may only be temporary; i.e. they may persist as a latent vulnerability that would be activated in the face of stressful life events.

Indeed, research on recovered patients has yielded evidence supporting HPA dysfunction as a trait marker of depression. For example, Bhagwagar and colleagues (2003) found that fully recovered patients have overall increase in waking salivary cortisol, although this elevation normalised after one hour of waking. In a longitudinal study, Zobel and colleagues (2001) showed that the cortisol response at remission predicts relapse at six-month follow-up. Specifically, the probability of a relapse was more than 4-fold higher in the patients with an elevated cortisol response at discharge than in those with a normal cortisol response. Young and colleagues (2000) also found increased baseline cortisol in subjects with past major depression. These results provide strong support for the trait hypothesis. However, it is unclear from these data whether the HPA dysfunction is a residual symptom of past depressive episodes or a stable trait marker for depression preceding illness onset.

To avoid a scar effect, high risk populations have been studied. In these studies, high risk subjects were commonly identified through family history of depression or high neuroticism, two of the most well described risk factors of depression. For example, Mannie and colleagues (2007) illustrated increased waking salivary cortisol levels in young adults at familial risk of depression, which was not accounted for by parental attachment, life events, personality, or current mood states. Thus, the authors argued that HPA dysfunction is a trait vulnerability marker for depression, and is in part genetically mediated. Indeed, there is good evidence that genetic influences are involved in various aspects of HPA axis regulation including
waking salivary cortisol (Wust et al 2000, 2004, Young et al 2000). This study replicated previous findings on HPA dysfunction and familial risk for depression (Holsboer et al 1995, 2000), although there have also been negative findings (e.g. Le Masurier et al 2007). The interaction between neuroticism and HPA dysfunction is again inconclusive. While a few studies illustrated the link between cortisol hypersecretion and neuroticism (Portella et al 2005, Zobel et al 2004), at least one study found reduced cortisol response in high neuroticism (McCleery and Goodwin 2001). In the light of these contradictory results it remains unclear whether HPA dysfunction is a vulnerability marker preceding depressive illness.

In summary, HPA axis dysfunction is a well documented biological marker for depression. However, the state vs. trait question has yet to be resolved. More research effort is needed to elucidate the complex interaction between HPA dysfunction and risk for depression.
1.5 NEURAL MECHANISMS OF EMOTIONAL PROCESSING

As discussed in section 1.2, depression is characterised by pervasive negative biases in emotional processing. In parallel to this cognitive research, neuropsychological approach has sought to investigate the neural basis of emotional processing both in normal individuals and patients suffering from psychiatric disorders. In this section, I will first outline the existing findings regarding the neural system of emotional processing, followed by a review on the neuropsychological findings on depression.

1.5.1 Neural System of Emotional Processing

To outline the neural system underlying emotional processing, Phillips and colleagues (2003a) suggested that, in the face of a stimulus, the neural system will first identify its emotional importance before generating affective states and emotional behaviour, which are subjected to further regulatory processes. The authors further suggested neural circuitry linked to each of these specific processes. Overall, amygdala and insula are implicated for both appraisal of emotional significance and generation of emotional behaviour, whereas prefrontal areas are engaged in the regulation processes, with the division of dorsal vs. ventral regions specified for effortful and autonomic processes respectively.

While this theoretical framework provides an integrated approach for understanding emotional processing, a wide range of experimental paradigms has been employed to outline the neural networks for specific cognitive functions. Facial expression recognition, for example, has been widely studied for its implications in social cognition. A core system consisting of temporal and occipital cortical areas has been illustrated, with which emotional content is processed via its projections with
amygdala, insula and associated limbic structures known for emotional processing (Haxby et al 2000, 2002). This emotional processing can be performed unconsciously without explicit knowledge, which is illustrated by masked presentations of stimuli (Whalen et al 1998). Moreover, the neural network involved in facial expression recognition appears to be valence specific. In general, the amygdala is most implicated in perception of fear (e.g. Breiter et al 1996, Morris et al 1996, Phillip et al 1997, 2003a, Wright et al 2001, Sheline et al 2001, Surguladze et al 2003) though it has also been implicated in other emotions such as sadness (Blair et al 1999, Surguladze et al 2003) and happiness (Breiter et al 1996). There has also been increasing evidence for the role of insula in the perception of disgusted expression (Phillips 1997, Surguladze et al 2003). Furthermore, the fusiform gyrus has been highlighted in facial expression recognition across a wide range of emotions including fear, disgust, happiness and sadness (Surguladze et al 2003).

Sense of self is another fundamental process widely studied in psychology. Previous observations suggested that materials processed in self referent fashion are better remembered (e.g. Rogers et al 1977). Neuropsychological studies have supported the role of prefrontal cortex in this self referent processing (e.g. Gusnard et al 2001, Keenan et al 2001, Stuss 1991), specifically the medial prefrontal cortex (Craik et al 1999, Kelly et al 2002). In two recent studies, Fossati and colleagues (2003, 2004) clearly demonstrated the distinctive neural networks involved in the encoding and retrieval of self referent words. The conclusion from both studies suggested a predominate role of the dorsomedial prefrontal cortex in self reference processing, as implicated in both encoding and retrieval processes, as well as a number of other frontal and parietal areas. Indeed, the major role of a frontoparietal
network in self reference processing has also been illustrated using other stimuli type such as self-face (Uddin et al 2005, Kircher et al 2000).

Taken together, emotional processing recruits distinctive neural circuitry for specific functions. Abnormalities in the functioning of these structures or networks may be associated with abnormalities in emotional behaviour and regulation resulting in mood disturbances.

1.5.2 Neural Processing of Emotion in Depression

Indeed, a wide range of structural and functional neural dysfunctions have been reported in patients suffering from depression (Phillips et al 2003b, Drevets 2000, 2001). Using the same framework as discussed above (Phillips et al 2003a), Phillips and colleagues highlighted the evidence for neural impairments in the areas known to be involved in each of the components in emotional processing (Phillips et al 2003b). In particular, reduced volume and increased activity have been found within amygdala, insula, subgenual anterior cingulate, and other areas known for identification of the emotional significance of stimuli and generation of emotional behaviour. The authors suggested that these may result in a restricted emotional range, but with a bias towards the predominant role of the amygdala in perception of negative rather than positive emotions, resulting in symptoms of depressed mood and anhedonia. Similarly, by illustrating findings of reduced volume and decreased activity within prefrontal cortical areas, the authors further suggested a weakened top down emotion regulatory process in depression (Phillips et al 2003b).

Consistently, abnormalities within similar areas have also been highlighted in a large body of literature. In terms of structural abnormalities, neuroimaging studies have found reduced volume in amygdala (Sheline et al 1999), hippocampus (Bremner
et al 2000, Sheline et al 1999), subgenual anterior cingulate (Botteron et al 2002, Drevets et al 1997) and orbitofrontal cortex (Bremmer et al 2002). These results are consistent with evidence from postmortem studies in which a reduced density of glia cells was found in amygdala (Bowley et al 2002), subgenual anterior cingulate and orbitofrontal cortex (Cotter et al 2001, Drevets et al 1997).

In terms of functional abnormalities, depression is characterised by elevated resting cerebral blood flow and metabolism within amygdala (Drevets 1992), thalamas (Drevets et al 1992), and ventral limbic regions including the anterior insula and ventral striatum (Mayberg et al 1999). Using positron emission tomography (PET) the magnitude of this elevated activity in amygdala has been estimated as 5%-7%, which, after correcting for spatial-resolution effects, reflect an increase in the actual cerebral blood flow and metabolism of about 50-70% (Drevets 1992, 2001). There is evidence that this abnormality is positively correlated with severity of depression (Abercrombie et al 1996, Drevets 1992, 1995). Furthermore, abnormal elevations in orbital and ventrolateral prefrontal cortical activity have also been implicated in depression (Drevets 1992, 2000).

While the above data suggests structural pathology and baseline abnormal activity, functional imaging data reveals neural dysfunctions linked with specific cognitive-behavioural manifestations. For example, using facial expression recognition tasks, depression has been associated with increased amygdala, insula and ventral striatum responses during the presentation of negative expressions particularly fearful and sad faces (e.g. Sheline et al 2001, Davidson et al 2003, Fu et al 2004, Surguladze et al 2005, Drevets 2000, Keedwell et al 2005). Neural activity in extrastriate areas such as the fusiform gyrus and cuneus also show a differential pattern of response to emotional faces in depression, with reduced responses to happy
facial expressions and increased responses to negative facial expressions compared to healthy volunteers (Surguladze et al 2005, Keedwell et al 2005, Lawrence et al 2004, Fu et al 2007). In contrast, some studies have found increased activations to both positive and negative expressions in depression. For example, elevated activation to both happy and sad expressions has been reported in depressed patients in the subgenual anterior cingulate cortex (Gotlib et al 2005).

Evidently, facial processing is modulated by the affective content and significance of the faces. These effects have been hypothesized to be mediated through direct feedback connections from the amygdala, which could be performed without voluntary control, acting as a mechanism for increasing attention and associated visual processing to emotionally salient cues (Morris et al 1998, Vuilleumier 2005). Such unconscious automatic biases in early visual processing of emotional information in depression may be important in the underlying aetiology and maintenance of this disorder, with the patient assigning more salience and attention to negative vs. positive social cues, thereby fuelling negative thinking and poorer social function.

Apart from the facial expression paradigm, neural mechanisms underlying attentional biases were also revealed. During an affective go/no-go task, depressed patients showed reduced neural responses to emotional stimuli (both positive and negative) in ventral cingulate and posterior orbitofrontal cortices, but increased activity within rostral anterior cingulate gyrus specifically to negative stimuli (Elliot et al 2002). This study highlighted the role of medial and orbital prefrontal regions in mediating the mood-congruent processing biases in depression, especially increased attention towards negative stimuli. Consistently, similar hypoactivity in anterior cingulate was found in depressed patients using Stroop task, and again this
hypoactivity was not seen in the ventral part (George et al 1997). Indeed, rostral-ventral part of the anterior cingulate cortex, sometimes known as the ‘affective division’, is believed to play an important role in generation and regulation of emotional behaviour, and dysfunctions of this network have been robustly found in depression (Phillips et al 2003a, b, Bush et al 2000, Drevets 2001). It has also been postulated to be the brain’s error detection and correction device (Bush et al 2000), thus dysfunctions in anterior cingulate reported in depressed patients may be related to their pathological guilt and self criticism.

Furthermore, neural processing of self-referent information has been explored in depression. In particular, increased and sustained amygdala activity was demonstrated in unmediated patients during self referent ratings to negative words (Siegle et al 2002, 2007). Amygdala activation has also been implicated in memory for emotionally charged life events (Halgren 1981, Brothers 1995). This excessive amygdalar stimulation of cortisol structures involved in declarative memory may account for the ruminative tendency of depressed patients (Drevets 2001).

Taken together, these studies have highlighted multiple neural abnormalities in depressed patients, which may underlie the aetiology and maintenance of the disorder. However, it is unclear from these data whether these neural pathologies arise during the depressive episode or whether they develop before illness onset.

1.5.3 State vs. Trait

Neuroimaging studies on patients during symptom remission, as well as healthy volunteers following an experimental mood-induction, to a certain extent distinguish between mechanisms that are dependent or independent on current mood states. In general, neural activities that could be normalised by treatment or induced
by experimental mood induction procedure appear to be mood-dependent and thus may be a result of depressive mood symptoms.

Indeed, some neural abnormalities reported in depressed patients could be induced in healthy volunteers following a sad mood induction, suggesting that these neural mechanisms are highly mediated by current mood. For example, Mayberg and colleagues (1999) illustrated increased regional cerebral blood flow within the insula and subgenual anterior cingulate, and decreased regional cerebral blood flow within the dorsomedial prefrontal cortex in volunteers experiencing transient sad mood.

Neuroimaging studies on recovered patients have also provided support for the state hypothesis. Phillips and colleagues (2003b) suggested that recovery following successful treatment is characterised by increased activity in brain areas involved in emotional regulation including multiple structures in prefrontal cortex (Baxter et al 1989, Brody et al 1999, Buchsbaum et al 1997, Kennedy et al 2001, Mayberg et al 1999, 2000), as well as decreased activity in areas involved in the generation of emotional states including ventral / subgenual anterior cingulate, thalamas, ventral striatum, insula, and hippocampus (Drevets et al 2002, Mayberg et al 1999, 2000, Nobler et al 1994, Smith et al 1999). Moreover, a study assessing facial processing before and after antidepressant treatment in a group of depressed patients found that the increased amygdala response to masked emotional faces (especially fear) resolves with treatment (Sheline et al 2001). Similar reductions in amygdala response were found for sad faces (Fu et al 2004). These findings of resolved neural abnormalities following treatment are, however, undermined by the recent findings that antidepressants can directly modulate neural activity in healthy volunteers without inducing mood changes (e.g. Harmer et al 2006). In other words, this line of evidence does not necessarily support the state hypothesis. Moreover, these data with recovered
patients do not necessarily suggest a full resolution of neural abnormalities upon recovery. Rather, they may persist as a latent vulnerability that could be activated in the face of stressful life events or negative mood.

In fact, not all neural abnormalities can be resolved by treatment or experimentally induced. There is evidence that some neural abnormalities persist after symptom withdrawal, and as such they may represent trait vulnerability to depression that precedes illness onset. For example, amygdala hyperarousal has been implicated in untreated remission and associated with depressive relapse (Drevets 2003). These ‘residual abnormalities’ could represent long term vulnerability markers for depression, but they could also simply be scars of previous depressive experiences.

To understand the aetiology of mood disorders, studies assessing neural functions in high risk samples before illness onset are particularly useful. Schwartz and colleagues (2003) observed that exaggerated amygdala responses to emotional faces occur in adults identified in childhood as having anxiety-related temperamental risk, in the absence of a current anxiety disorder diagnosis. Similar increased reactivity in amygdala and insula during presentation of emotional faces has been reported in healthy but anxiety-prone college students identified through high scores in trait anxiety and neuroticism scales (Stein et al 2007). Specifically, the magnitude of amygdala activity was significantly correlated with these temperamental and personality related risk factors. These results highly suggest that vulnerability to mood disorders could be characterised by abnormal neural mechanisms underlying emotional processing. However, experience of previous psychiatric conditions and/or sub-clinical symptoms in these high risk volunteers has not been controlled for. Further studies are required to clarify the exact relationship between vulnerability and emotional processing in depression and other affective disorders.
1.6 VULNERABILITY TO DEPRESSION

All in all, depression is characterised by pervasive abnormalities across a range of cognitive and neurobiological processes. The question here is whether these abnormal processes are the mechanisms underlying vulnerability to depression. A straightforward way to answer this question is to assess whether the vulnerable individuals (i.e. people who have high risk for developing depression) resemble depressed patients in these cognitive and biological functions. Thus, let us first consider the literature regarding high risk factors for depression.

1.6.1 High risk factors identified by twin studies

The aetiology of depression in community samples has been intensively investigated in twin studies that can broadly distinguish genetic from environmental factors. Kendler’s group has published an unparalleled account of the risk factors together with a comprehensive model of how they may be related. In a very broad outline, the key vulnerability factors appear to be neuroticism, family history of depression and early abuse / neglect or trauma, whereas the precipitating factors are adverse life events and difficulties. Working with these variables, episodes of major depression are moderately well predicted at 12 month follow up similarly in women (Kendler et al 2002) and men (Kendler et al 2006a), although childhood parental loss and low self-esteem appeared to be more potent variables in the model of men than in women.

Amongst all, neuroticism is one of the best described predictors for depression. Neuroticism is a major personality dimension measuring an individual’s tendency to experience negative emotions (Eysenck 1964, John 1990). This personality trait is stable over adulthood (McCrae and Costa 1990), and has a
heritability of approximately 50% (Eysenck 1990). High levels are associated with risk for depression when measured both cross-sectionally and prospectively. Specifically, in a large sample of female twins, Kendler and colleagues (1993) found a 1-SD difference in neuroticism to translate into a 100% difference in the rate of first onsets of depression over 12 months. Similarly, in a recent report based on a large Swedish twin sample (>20 000 individuals; Kendler et al 2006b), neuroticism strongly predicted the risks for lifetime and first onset depression assessed in 25-years follow up. Although extraversion was also (inversely) correlated with depression in this sample, this was shown to be mediated by the correlation between neuroticism and extraversion, thus the overall results identified neuroticism as the exclusive personality risk factor for depression. Furthermore, the twin modelling conducted in these studies suggested that the association between neuroticism and risk for depression is largely due to shared genetic determinants.

Indeed, family inheritance has been defined as one of the most reliable risk factors for depression. It has been estimated that by young adulthood up to 40% of children of parents with a clinical mood disorder will have suffered a personal episode of depression (Weissmann et al 1992, Beardslee et al 1998), which appears to be partially transmitted by genetic factors (Sullivan et al 2000). Based on a large twin sample containing more than 3000 same-sex and different-sex twins, Kendler and Prescott (1999) estimated the heritability of liability to depression as 39%, which is similar for men and women, while individual-specific environment accounts for the remaining 61% of variance.

Clearly, environmental factors also play a crucial role in the aetiology of depression. The social origins of depression have been extensively investigated (see Brown and Harris, 1978) and it has been suggested that depression is more common
amongst those from the lower social classes (e.g. Murphy 1982). The higher rates of
depression within the lower social classes were in part due to their lack of social
support and higher exposures to life stress (Brown and Harris, 1978, Murphy 1982,
Dennis et al 2005). Indeed, there has been growing evidence that depression is often
al 1993). However, many people faced with similar environmental stressors do not
develop depression. This realization is consistent with the diathesis-stress model,
which states that depression is caused by a genetic vulnerability combined with the
experience of stressful life events. In support for this, Caspi and colleagues (2003)
found that a polymorphism in the 5-HT transporter gene interacts with stressful life
events to predict depression. Neuroticism, as a genetically-mediated risk factor, has
also been found to interact with adverse life events, such that individuals with a high
neurotic trait are more sensitive to the depressogenic effects of adversity (Kendler et
al 2004).

Overall, research suggests that individuals who are genetically predisposed to
depression are most likely to develop depression in face of major stressful life events.
While the above findings are robust and convincing, the approach is essentially
observational. Thus, further investigation is needed to unveil the mechanisms
whereby depression emerges in high risk individuals.

1.6.2 Cognitive vulnerability models

According to the cognitive theories of depression, vulnerability to depression
is related to cognitive styles. Both Hopelessness (Abramson et al 1989) and Beck’s
(1967) theories of depression contain a ‘cognitive vulnerability hypothesis’ in which
individuals who have certain maladaptive thinking patterns are at increased risk for
depression in the face of adverse life events. In support of this, Alloy and colleagues (2006) recruited a sample of high risk vs. low risk college students by virtue of cognitive styles. They found that depression was well predicted by these cognitive vulnerability factors in a 2.5 years follow-up. In another study, rumination was found to be a predictive of suicidal ideation in a community sample at 1-year follow-up (Miranda and Nolen-Hoeksema 2007).

While the above studies directly tested the cognitive vulnerability hypothesis, earlier studies that illustrated cognitive biases in high risk populations recruited through personality risk factors have also shed light on this hypothesis. For example, individuals with higher scores on neuroticism tend to recall more self-depreciatory adjectives (Young and Martin 1981) and sentences with negative tones (Lishman 1972) than those with lower scores. Similarly, the speed for recalling unpleasant personal experience was found to be correlated with neuroticism scores (Lloyd and Lishman 1975). However, as neuroticism is often linked to dysphoric mood, it is unclear whether the cognitive bias observed is a correlate of the personality vulnerability or dysphoric mood conditions of these individuals. Studies examining this state vs. trait question have yielded controversial results. While some reported cognitive biases in highly neurotic subjects independent of mood states (e.g. Martin et al 1983), a few studies suggested that cognitive biases are an interactive function of neuroticism and sad mood (Bradley et al 1993, Bradley and Mogg 1994).

More recently, functional imaging studies have yielded evidence for neural abnormalities related to neuroticism. For example, there was evidence that neuroticism is linked with reduced grey matter concentration in the amygdala (Omura et al 2005) and increased brain activation in the temporal and frontal gyri in response to negative or frightening pictures (Canli et al 2001, 2004). Together with the
cognitive findings noted above, these results suggested that vulnerability to depression
could be mediated by cognitive and neural biases in emotional processing.

However, this line of evidence has to be treated with caution. Most of these
studies on neuroticism were based on non-selective community samples. Thus, the
association between high neuroticism and emotional processing biases was
established by correlations with neuroticism scores or comparison between high vs.
low scorers (on neuroticism scale) using median split. By contrast, a more ideal
design to identify cognitive and neural vulnerability markers for depression would be
to compare individuals specifically selected to represent high vs. low vulnerability,
such as individuals who score at the extreme range of the neuroticism scale.
Furthermore, many of the previous studies did not systematically control for previous
experience of depression. Future studies improving upon these aspects are required to
provide a more accurate account of the mechanisms underlying vulnerability to
depression.

1.6.3 Thesis Investigation

Therefore, the present study set out to determine the cognitive, biological, and
neural mechanisms underlying vulnerability to depression. We recruited a sample of
high risk vs. low risk volunteers, identified through high vs. low scores on the
Eysenck Neuroticism Scale (Eysenck et al 1985). All participants were screened by
Structural Clinical Interview for DSM-IV (SCID) to be free of any past or current axis
I disorders. They were all first year undergraduate students at the time of recruitment.

Five cross-sectional experiments were designed to compare different aspects
of emotional processing of these high risk and low risk individuals. First, a battery of
neuropsychological tests was used to assess negative biases in information processing,
including self-referent categorisation and memory, facial expression recognition, dot-probe task, and emotion-potentiated startle paradigm. Second, working memory, executive functions, and specificity of autobiographical memory were respectively assessed by Auditory Verbal Learning Test, Tower of London, and Autobiographical Memory Test. Third, biological stress responses were measured by morning salivary cortisol. Finally, two brain imaging experiments using fMRI were conducted to examine neural activities during self-referent processing and facial expression recognition. In addition to these cross-sectional measures, two longitudinal studies were conducted, which took place in 6 month and 18 months following the first assessment. These follow up studies were included to provide a prospective measure of whether emotional processing can predict future development of depressive symptoms.

This project was approved by Oxfordshire Research Ethics Committee (OXREC Number: 05/Q1606/1). Details of the methodology and results of each study will be reported in the subsequent chapters. The final chapter will provide a general discussion of the findings across all five experiments, as well as their limitation and implications for further research.
CHAPTER TWO

Negative Biases in Information Processing and Vulnerability to Depression

2.1 INTRODUCTION

As reviewed in Chapter One, cognitive theories of depression emphasise the role of negative biases in information processing in the aetiology and maintenance of the disorder (Beck et al. 1979). Consistently, negative biases have been seen across the domains of attention, interpretation and memory for emotional information in depression and dysphoria. For example, in facial expression recognition tasks, depressed patients show reduced recognition of positive expressions and/or increased perception of negative expressions (Bouhuys et al 1999, Gur et al 1992, Surguladze et al 2004). Negative biases in emotional memory have also been revealed in depression (e.g. Bradley et al 1995). Although attentional biases are less consistently found, dot-probe tasks have shown increased attention to negative stimuli in dysphoric patients and healthy volunteers undergoing a negative mood induction when longer stimulus durations are used (Bradley et al 1997).

Thus, these data suggest that negative biases play a causal role in depression and as such may be seen outside of major depressive episodes. Indeed, some of these biases have been reported to persist into periods of remission (Bouhuys et al 1999, Bhagwagar et al 2004, Hayward et al 2005) and predict subsequent relapse (Bouhuys et al 1999), suggesting that they could be trait vulnerability markers for depression. However, findings from recovered patients are confounded by the ‘scar effect’, so-
called because the residual biases may be a consequence of depression, rather than implying occurrence before the onset of the first episode.

The present study was designed to examine whether negative biases in emotional processing are trait vulnerability markers for depression. We recruited young euthymic college students with high vs. low scores for neuroticism (N), and without a history of depression. A battery of tasks was chosen to assess different components of emotional processing, including categorisation and memory of self-referent words, facial expression recognition, dot probe tasks, and emotional potentiated startle paradigm. Overall, we hypothesised that high N volunteers would display affective processing biases favouring negative versus positive information, compared to low N volunteers.
2.2 METHODS

2.2.1 Subjects

The study was approved by the local ethics committee. Seventy-two healthy college students with high or low N scores (see below) gave written informed consent to the study, and received payment for their participation. The Structured Clinical Interview for DSM-IV was used to screen for axis I disorders and seven volunteers were excluded from the study because of current or previous depression or anxiety disorders.

N scores for screening were derived from the 12-item neuroticism scale of the shortened Eysenck Personality Questionnaire (Eysenck et al. 1985). Thirty-three (22 women) were in the high Neurotic group (H: mean score= 9.58, range =8-12), and 32 (18 women) in low Neurotic group (L: mean score= 1.25, range=0-3). The two groups were matched for age (18.82 ± 0.98 vs. 19.06 ± 0.88), gender, verbal IQ (119.92 ± 2.57 vs. 118.12 ± 5.09) and spatial IQ (26.19 ± 11.37 vs. 22.43 ± 9.37) (assessed with NART [Nelson 1982] and WAIS-R [Wechsler 1981]).

2.2.2 Characterization of State and Trait Variables

To assess mood, personality, attitudes and thinking style, family psychiatric history and personal life experience, participants were interviewed with the Hamilton Depression Rating Scale (HAMD: Hamilton 1967) and filled in the following questionnaires: State-Trait Anxiety Inventory (STAI: Spielberger et al. 1970), Beck Depression Inventory (BDI: Beck et al. 1961), Befindlichkeits Scale of Mood and Energy (Bf-S: von Zerssen et al. 1974), Fear of Negative Evaluation Scale (FNE: Watson and Friend 1969), Buss-Durkee Hostility Inventory (Buss and Durkee 1957),
Social Adaptation Self-Evaluation Scale (SASS: Bosc et al. 1997), Dysfunctional Attitude Scale (DAS: Weissmann 1979, factors taken from Cane et al. 1986), ruminative items of the Response Styles Questionnaire (modified by Treynor et al. 2003), Eysenck Personality Questionnaire (EPQ: Eysenck and Eysenck 1975), Parental Bonding Inventory (PBI: Parker et al. 1979), stressful life events (adopted from Goodyer et al. 1997), and family history of psychiatric disorders. Two participants did not complete all the questionnaires.

2.2.3 Emotional Categorisation

Self referent task - personality characteristics categorisation

This task was used to assess processing of self-referent emotional information. Sixty personality characteristics chosen to be extremely desirable (e.g. honest) or undesirable (e.g. rude) (Anderson 1968, matched on word length, frequency and meaningfulness) were presented on a computer screen for 500 ms. Participants were asked to categorise these traits as likable or dislikeable by pressing the labelled key on the keyboard as quickly as possible. To encourage self-referent judgment, participants were asked to imagine whether they would be pleased or displeased if they overheard someone describing them in this way.

Non self-referent (control) task - animal attributes categorisation

A similar task was carried out as a control, which used 60 attribute words (30 per valence). This time participants were asked to classify each attribute as an “advantage” (e.g. strong) or “disadvantage” (e.g. weak) for a predatory animal, thus the judgment is not self-referent. In both tasks classifications and reaction times for the correct identifications were recorded.
2.2.4 Emotional Memory

A surprise memory task comprising a free recall and recognition (60 target words plus 60 distracters) was conducted 15 minutes after completing each of the categorisation tasks. The number of correctly and incorrectly recalled words was counted. Recognition data were analysed using signal detection theory (Green and Swets 1966, Grier 1971) to derive a measure of accuracy corrected for subjects’ response tendency. The proportion of correctly recognised words (y) and the proportion of falsely recognised words (x) were entered into the following equations to give the sensitivity measure $d' = 0.5 + ((y-x) (1+y-x)/4y (1-x))$, and response bias $\beta = y (1-y)-x (1-x)/y (1-y) +x (1-x)$. This allows an assessment of accuracy (hits) unconfounded by the response criterion used by the volunteer.

2.2.5 Facial Expression Recognition

This task was chosen to assess processing of social emotional information using facial expression stimuli. Pictures of faces representing six basic emotions (happiness, surprise, sadness, fear, anger, and disgust) were taken from the Pictures of Affect Series (Ekman and Friesen 1976). These were morphed between each full emotion (100%) and neutral (0%) in 10% steps (Young et al. 1997): four examples were given per intensity per emotion. Each face was also presented in a neutral expression, giving a total of 250 stimuli. Each stimulus flashed up on a computer screen for 500 ms followed by a blank screen. Participants were asked to recognise the emotion by pressing the appropriate key as quickly and accurately as possible. Accuracy and reaction times for correct choices and misclassifications were recorded. Accuracy was defined by the threshold, i.e. the intensity level at which the participant
gives 3 or more (i.e. ≥75%) correct responses across three consecutive intensity levels.

2.2.6 Dot Probe task

This task was chosen to assess preconscious and conscious attention to emotional information using masked and unmasked design respectively. The emotional stimuli included 30 social threatening negative words and 30 positive words, each of which was paired with a matched neutral word. Another 30 neutral-neutral word pairs were given as fillers. Preceded by a fixation cross (500ms), a word pair was presented on the screen having one word above another. In the unmasked condition the word pair was presented for 500ms, whereas in the masked condition it appeared for 14 ms followed by the display (186 ms) of a mask. After that, a probe (one or two stars) appeared in the position of either preceding word, and participants were asked to indicate the number of stars. These 180 trials were presented in three blocks in random orders. Incorrect responses were excluded from the analysis of reaction time. Reaction times that exceed 1500 ms and / or 2 standard deviations away from the individual mean were considered as outliers and excluded from subsequent analyses. Attentional vigilance scores were calculated for each participant by subtracting the mean reaction time of “congruent trials” (where the probe and emotional word appeared in the same position) from that of the “incongruent trials” (where they appeared in opposite position).

2.2.7 Emotion-Potentiated Startle (EPS)

Stimuli
Sixty-three pictures of three categories (pleasant, unpleasant, neutral) were taken from the International Affective Picture System (gender-specified, Larson et al. 2000). Each picture was presented for 13 s (mean inter-trial interval = 13 s) on a computer screen. The pictures were presented in three blocks in a fixed order such that no two of the same category would appear successively.

Procedure and recording

The eye-blink component of the startle response was recorded from the orbicularis oculi using electromyography (EMG startle response system, San Diego Instruments, Inc., San Diego). Acoustic probes were 50-ms, 95-dB bursts of white noise with a nearly instantaneous rise time (generated through the noise generator and amplifier of the EMG startle response system) and were delivered binaurally through headphones at 1.5, 4.5, or 7.5 s following picture onset. To minimise expectation, startle probes were skipped from two trials per valence per block, and three probes were given within the inter-trial interval. A practice session presenting nine neutral pictures and startle probes was used in the beginning to habituate participants to the startle probes.

EMG signals were filtered (low cutoff: 0.5 Hz; high cutoff: 100 Hz) and rectified. Eye-blink reflex magnitudes in µV were calculated by subtracting the amount of integrated EMG at reflex onset from the first peak amplitude of integrated EMG between 20 and 120 ms following probe onset. Trials with no traceable eye-blink reflex were assigned a magnitude of zero and included in the analysis. Eye-blink reflexes with an excessively noisy baseline (within 20 ms after the probe) were rejected. Four participants (two from each group) were excluded from the analysis.
because they displayed fewer than 25% blink responses. Magnitude and latency of the eye-blink reflex were recorded.

**Subjective rating**

After the recording, participants were asked to review the pictures and rate the valence and arousal levels of each picture on a 1-10 scale (from negative to positive, low arousal to high arousal).

**2.2.8 Statistical Analysis**

Assumptions of normal distribution and homogeneity of variance were checked using Kolmogorov-Smirnov Test and Levene’s Test respectively. Independent-samples T tests were used to reveal group differences in psychological questionnaires. Other data were analysed by analyses of variance (ANOVAs): For facial expression recognition and emotional potentiated startle, two-way ANOVAs were used with between-subjects variable as group (H vs. L) and within-subjects variable as emotion (7 for facial recognition, 3 for emotion potentiated startle task). For emotional categorisation and memory, three-way ANOVAs were used with the same between-Ss variable as group (H vs. L) and two within-Ss variables as emotion (likeable vs. dislikeable or advantage vs. disadvantage) and task (self-referent vs. non self-referent). For dot probe task, three-way ANOVA was used with between-Ss variable as group (H vs. L) and two within-Ss variables as emotion (positive vs. negative) and trials (masked vs. unmasked). Significant interactions were clarified by post hoc ANOVAs and t tests. BDI was included as a covariate to assess whether differences might be due to low grade mood symptoms. Due to the exploratory nature
of the study, the above analyses were primarily hypothesis-driven and hence Bonferroni tests were not performed to correct for multiple comparisons.
2.3 RESULTS

2.3.1 Psychological Characteristics

Using the full EPQ scale, the two groups were confirmed to have significant difference in neuroticism scores (17.91 ± 2.84 vs. 5.72 ± 3.27, p<0.01). Although none of the volunteers had ever met criteria for DSM-IV depression, and mean scores on clinical symptom scales did not exceed usual levels for remission, H participants showed a significantly higher level of depressed mood, anxiety and hostility than L. They also reported more rumination, dysfunctional attitudes, parental over-protectiveness, and lower social adaptation. In contrast, the two groups did not differ in family history of psychiatric disorder, parental care, and stressful life experience (all p>0.10) (Table 2.1).

2.3.2 Self-referent Categorisation

There was a significant group x task x emotion interaction (F(1,63)=4.73, p=0.03) for reaction time in the self-referent vs. animal categorisation tasks. Sensitivity analyses showed a significant group x emotion interaction in the emotional categorisation (Figure 2.1/ left: F (1,63)=3.88, p=0.05) but not in the control task (Figure 2.1/ right: F(1,63)=0.51, p=0.48). H volunteers were quicker at classifying negative versus positive personality characteristics than L. Furthermore, within the H group, the reaction time for positive items was significantly correlated with N scores (r(33)=0.37, p=0.04), so reaction time for positive items increased with neuroticism.

For accuracy data there was neither a group difference (F(1,63)=0.45, p=0.51) nor a group x emotion x task interaction (F(1,63)=0.51, p=0.48) but both groups
achieved more than 90% accuracy in both categorisation tasks, implying a potential ceiling effect.

2.3.3 Self-referent Memory

Free Recall: The two groups performed similarly in terms of correct recall (Figure 2.2A: group: $F(1,63)=0.47$, $p=0.50$; task x emotion x group: $F(1,63)=0.87$, $p=0.35$). However, H volunteers produced fewer positive memory intrusions than L (Figure 2.2B: group x emotion: $F(1,63)=7.54$, $p=0.01$) for self-referent information, but not in the control task (group x emotion: $F(1,63)=0.01$, $p=0.92$).

Recognition: The two groups had similar accuracy ($d'$) (group: $F(1,63)=0.07$, $p=0.79$; task x emotion x group: $F(1,63)=3.09$, $p=0.09$) and response bias ($\beta$) (group $F(1,63)=0.03$, $p=0.87$; task x emotion x group $F(1,63)=0.50$, $p=0.48$).

2.3.4 Facial Expression Recognition

There were no significant effects on accuracy, reaction time or misclassifications in this task (all p-values >0.10). However, differences in recognition of each emotion were further explored using independent t tests, given a strong a priori hypothesis for individual emotions. This revealed a significant group difference for accuracy of happy faces (Figure 2.3: $t(63)=2.05$, $p=0.04$) but not in any other emotions (all p values >0.40). Specifically, H had a higher threshold in identifying happy faces than did L; i.e. they needed higher intensity levels to be able to correctly identify happy facial expressions.

2.3.5 Dot Probe Task
Both groups achieved overall high accuracy (high N: 97.9% ± 2.2 % vs. low N: 97.6% ± 3.8 %) suggesting a ceiling effect with accuracy data. As mentioned above, incorrect responses were excluded from subsequent analyses. There were no significant effects on the vigilance scores of reaction time (group: F(1,63)=0.12, p=0.73; group x emotion x mask: F(1,63)=1.18, p=0.28). This was also true when only the unmasked trials were considered (group: F(1,63)=0.14, p=0.71, emotion x group: F(1,63)=0.46, p=0.50). See Table 2.2.

2.3.6 Emotion-Potentiated Startle

Eye-blink magnitude: The standardized (z-transformed) data revealed the expected potentiation effect in both groups (Figure 2.4A: overall effect of emotion: F(2,118)=10.17, p=0.001) with volunteers showing a greater response to unpleasant than neutral or pleasant pictures. However, this was not affected by neuroticism (group: F(1,59)=0.86, p=0.40; emotion x group: F(2,118)=0.85, p=0.43). Examination of raw startle amplitudes showed a similar pattern (emotion: F(2,118)=7.19, p=0.001; group: F(1,59)=1.33, p=0.25; emotion x group: F(2,118)=0.36, p=0.70). The average amplitudes were similar between H and L (mean=1416.20 vs. 1674.83; t(59)=-1.15, p=0.25).

Eye-blink latency: There was a significant group x emotion interaction (Figure 2.4B: F(2,116)=3.08, p=0.05). Despite this significant interaction, post-hoc comparisons failed to reveal group difference within each emotional category (all p>0.10). As shown by paired-samples t tests, the interaction was mostly driven by H responding more slowly to pleasant than unpleasant pictures (t(29)=2.04, p=0.05).

Subjective ratings: There was no group difference in terms of rating for
valence (group: F(1,58)=0.12, p=0.73; emotion x group: F(2,116)=1.10; p=0.34) or arousal (group: F(1,58)=0.43, p=0.52; emotion x group: F(2,116)=1.14, p=0.32).

2.3.7 Covariate Analyses with BDI Scores

To assess whether group differences on the various tasks might be due to low grade mood symptoms, analyses were performed with BDI as a covariate. Results showed that the effects remained significant for emotional memory false recalls (emotion x group: F(1,62)=5.215, p=0.026), and emotion-potentiated startle latency (emotion x group: F(2,114)=4.097, p=0.019), suggesting that these effects are unrelated to low mood experienced by H volunteers. Results on emotional categorisation were mixed: after controlling for BDI score, the correlation between neuroticism and reaction time for positive words in H group remained significant (r(30)=0.395, p=0.013), but the group-by-emotion interaction became insignificant (F(1,62)=0.755, p=0.388).

Apart from depression scores, our results also suggested a significant group difference in other mood measures such as state anxiety (Table 2.1), which may potentially confound the current comparisons in cognitive biases. This could be statistically tested by including state anxiety scores and / or other mood measures as covariate(s), which, however, were not performed here due to the relatively small sample.
Table 2.1: Psychological Characteristics of High N and Low N Volunteers. Values represent group means ± standard deviations. Asterisks represent significance of group comparisons * p ≤ 0.05, ** p ≤ 0.01.

<table>
<thead>
<tr>
<th>Variable</th>
<th>High N</th>
<th>Low N</th>
<th>t</th>
<th>P ≤</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAMD</td>
<td>3.55 (3.33)</td>
<td>1.34 (2.36)</td>
<td>3.08</td>
<td>0.00**</td>
</tr>
<tr>
<td>BDI</td>
<td>8.33 (5.97)</td>
<td>2.59 (2.67)</td>
<td>5.03</td>
<td>0.00**</td>
</tr>
<tr>
<td>STAI State</td>
<td>37.82 (9.90)</td>
<td>27.56 (6.33)</td>
<td>4.99</td>
<td>0.00**</td>
</tr>
<tr>
<td>STAI Trait</td>
<td>47.18 (11.84)</td>
<td>28.75 (5.19)</td>
<td>8.17</td>
<td>0.00**</td>
</tr>
<tr>
<td>BF-S</td>
<td>45.97 (28.43)</td>
<td>14.88 (13.96)</td>
<td>5.62</td>
<td>0.00**</td>
</tr>
<tr>
<td>FNE</td>
<td>21.88 (6.13)</td>
<td>8.31 (4.73)</td>
<td>9.91</td>
<td>0.00**</td>
</tr>
<tr>
<td>SASS</td>
<td>41.66 (5.47)</td>
<td>47.34 (4.09)</td>
<td>-4.71</td>
<td>0.00**</td>
</tr>
<tr>
<td>Hostility</td>
<td>32.00 (9.03)</td>
<td>24.13 (8.94)</td>
<td>3.51</td>
<td>0.00**</td>
</tr>
<tr>
<td>Rumination</td>
<td>51.75 (8.95)</td>
<td>39.31 (8.51)</td>
<td>5.70</td>
<td>0.00**</td>
</tr>
<tr>
<td>DAS Overall</td>
<td>142.81 (20.93)</td>
<td>105.59 (21.12)</td>
<td>7.08</td>
<td>0.00**</td>
</tr>
<tr>
<td>DAS Perfection</td>
<td>46.91 (10.61)</td>
<td>33.22 (11.75)</td>
<td>4.89</td>
<td>0.00**</td>
</tr>
<tr>
<td>DAS Approval</td>
<td>44.81 (8.54)</td>
<td>32.47 (8.20)</td>
<td>5.90</td>
<td>0.00**</td>
</tr>
<tr>
<td>EPQ Neuroticism</td>
<td>17.91 (2.84)</td>
<td>5.72 (3.27)</td>
<td>16.04</td>
<td>0.00**</td>
</tr>
<tr>
<td>EPQ Psychoticism</td>
<td>2.88 (2.12)</td>
<td>4.25 (4.17)</td>
<td>-1.67</td>
<td>0.10</td>
</tr>
<tr>
<td>EPQ Lie</td>
<td>7.39 (3.69)</td>
<td>7.75 (4.18)</td>
<td>-0.36</td>
<td>0.72</td>
</tr>
<tr>
<td>EPQ Extraversion</td>
<td>8.97 (5.60)</td>
<td>15.00 (4.26)</td>
<td>-4.88</td>
<td>0.00**</td>
</tr>
<tr>
<td>Stressful Life Events</td>
<td>1.44 (1.24)</td>
<td>1.16 (1.55)</td>
<td>0.80</td>
<td>0.43</td>
</tr>
<tr>
<td>Family History</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety disorders</td>
<td>0.25 (0.62)</td>
<td>0.19 (0.47)</td>
<td>0.45</td>
<td>0.65</td>
</tr>
<tr>
<td>Bipolar disorders</td>
<td>0.00 (0.00)</td>
<td>0.09 (0.39)</td>
<td>-1.36</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>Depressive disorders</td>
<td>Psychotic Disorders</td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------------</td>
<td>----------------------</td>
<td>---------------------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td></td>
<td>0.06 (0.25)</td>
<td>0.13 (0.42)</td>
<td>-0.73</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PBI- Father</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caring</td>
<td>26.19 (6.48)</td>
<td>27.72 (6.24)</td>
<td>-0.95</td>
<td>0.35</td>
</tr>
<tr>
<td>Overprotection</td>
<td>11.87 (6.36)</td>
<td>6.13 (4.07)</td>
<td>4.29</td>
<td>0.00**</td>
</tr>
<tr>
<td>PBI- Mother</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caring</td>
<td>31.68 (4.21)</td>
<td>31.06 (5.87)</td>
<td>0.48</td>
<td>0.64</td>
</tr>
<tr>
<td>Overprotection</td>
<td>12.90 (6.77)</td>
<td>9.53 (6.86)</td>
<td>1.96</td>
<td>0.05*</td>
</tr>
</tbody>
</table>
Table 2.2: Attentional Bias as Measured by Dot-Probe Task under Masked and Unmasked Conditions. Values represent group means ± standard deviations.

<table>
<thead>
<tr>
<th></th>
<th>High N</th>
<th>Low N</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Masked condition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reaction Time Vigilance (ms)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>-12.21 (31.65)</td>
<td>-1.01 (41.51)</td>
</tr>
<tr>
<td>Negative</td>
<td>-4.19 (31.26)</td>
<td>-5.02 (38.73)</td>
</tr>
<tr>
<td><strong>Unmasked condition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reaction Time Vigilance (ms)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>8.97 (43.03)</td>
<td>1.50 (33.53)</td>
</tr>
<tr>
<td>Negative</td>
<td>2.08 (34.89)</td>
<td>4.45 (48.32)</td>
</tr>
</tbody>
</table>
Figure 2.1: Categorisation of Self-Referent Personality Characteristics and Non-Self-Referent Animal Attributes. Values represent mean difference scores of reaction time to identify positive minus negative words ± SEM. Asterisks represent statistical significance of group comparisons *p<0.05.
Figure 2.2: Memory of Self-referent Personality Characteristics and Non self-referent Animal Attributes. Values represent mean difference scores of number of words recalled for positive minus negative words ± SEM. Asterisks represent statistical significance of group comparisons * p<0.05.
Figure 2.3: Threshold for Correct Identification of Facial Expressions by High N and Low N Volunteers. Values represent mean threshold levels (± SEM) required to correctly identify each emotion at a level of > 75%. Asterisks represent statistical significance of group difference *p<0.05.
Figure 2.4: Emotion Potentiated Startle Responses to Pleasant, Unpleasant, and Neutral Pictures. (A) Average amplitude of eye-blink (Z scores) while viewing the pictures. (B) Average latency of startle response while viewing the pictures. Values represent group means ± SEM. Asterisks represent statistical significance of comparisons between startle responses during pleasant and unpleasant pictures within each group * p<0.05.
2.4 DISCUSSION

In this study, results showed that biases in information processing are present in students high in neuroticism, who are at risk of depression but have not been depressed. Decreased positive or increased negative processing was seen across a number of tasks including emotional categorisation and memory, facial expression recognition and emotion-potentiated startle. Covariate analyses with BDI scores suggested that these biases are mostly independent from low grade mood symptoms experienced by the H participants. By contrast, there was no evidence for effects of neuroticism on attentional bias as measured with dot-probe task.

As noted earlier, Beck’s cognitive theory emphasises the role of depressogenic schemas in the aetiology and maintenance of depression (Beck et al 1979). Specifically, cognitive models suggest that these depressogenic schemas represent a diathesis that can increase risk for depression. Therefore, we included the Dysfunctional Attitude Scale to provide a questionnaire measure of dysfunctional schemas (Weissman and Beck 1978). Indeed, our high N subjects endorsed significantly higher scores on this scale than low N subjects, suggesting that identifiable differences at the level of cognitive schemas exist between high risk and low risk individuals. This demonstration of dysfunction schemas in high risk individuals was consistent with the findings of negative biases also found in this sample, providing strong support for the cognitive vulnerability model.

In the emotional categorization and memory tasks, H volunteers were faster to classify dislikeable self-referent personality characteristics and produced fewer positive memory intrusions. This bias towards the negative and away from positive information was not seen in the control task, suggesting that this negative bias is mostly related to self-referent processing. Furthermore, the memory bias away from
the positive was consistently revealed in the perception of social information, as measured by the facial expression recognition task. H volunteers had a higher threshold for identifying happy faces than the control volunteers. A reduction in positive facial perception echoes previous experimental findings in depressed patients (Murphy et al. 1999, Suslow et al. 2001) and healthy volunteers undergoing a negative mood induction (Bouhuys et al. 1995). In contrast, recovered patients tend also to show an increased perception of negative expression such as fear, disgust and sadness (Bouhuys et al. 1999, Bhagwagar et al. 2004, Hayward et al. 2005). This suggests the hypothesis that risk for depression is largely manifest as reduced positive processing of emotional information, which is accompanied by increased negative processing only after the actual experience of depression.

Emotion-potentiated startle (EPS) was used to give a physiological measure of reactivity to emotional information. Our sample, regardless of group membership, exhibited the expected EPS pattern with enhanced eye-blink during the presentation of aversive pictures relative to neutral or pleasant pictures, which is widely demonstrated in laboratory work (e.g. Bradley et al. 1990, Cook et al. 1991, Grillon and Bass 2003, Lang et al 2000). The two groups gave similar pleasantness ratings for the pictures. Unexpectedly, while amplitude was unaffected, there was an effect of neuroticism on blink latency. H volunteers showed a significant delay in their reflexive response to pleasant pictures. A reduced physiological reactivity to positive stimuli in the absence of differential subjective rating implies that neuroticism involves biases in mechanisms that are highly automatic and thus not influenced by self-report. The current result is compatible with the theory that low activity in appetitive emotional systems are the core deficits in depression (Fowles 1988, Depue and Iacono 1989, Clark and Watson 1991), although previous findings on affect-modulated startle in
depression are variable and appear to be influenced by factors such as depression severity, subtype of depression and anxiety (Grillon and Baas 2003). In addition, as latency is less frequently reported as a variable of EPS than magnitude data, further studies are required to confirm the validity of the current effects on the EPS task.

The effect sizes for the significant effects discussed above ranged between medium (self-referent categorisation 0.44; facial expression recognition task 0.46; emotion-potentiated startle 0.47; corresponding to powers of 0.42, 0.46 and 0.48 respectively) and large (self-referent memory 0.73; power 0.83). Future studies that aim to robustly replicate these effects would require a larger sample size: a sample of 81 subjects per group is required to achieve at least power 0.80 for all four of the above tasks.

The negative findings in this study may indicate domains in which deficits are simply not associated with depression vulnerability or, instead, may arise solely from the experience of depression. Thus, the dot probe task provides evidence that attentional biases play no role in neuroticism and, as noted in Chapter One, measures of attentional biases have yielded inconsistent results in depression too. There is also a possibility that vulnerability to depression is associated with attentional biases in the elaboration stage of information processing which could be seen in longer presentation of stimuli (Williams et al 1988). Indeed, previous studies indicating attentional biases in depression tended to be using long exposure durations of 1 second or more (e.g. Mogg et al 1995, Gotlib and McCann 1984, Gotlib and Cane 1987). When medium duration was used, such as 500 ms as in this study, the results have been variable (e.g. Mathews et al 1996) suggesting that this duration is unsuitable for interrogating attentional processes in depression. Further investigation varying the duration of stimuli presentation is needed to clarify the current findings.
Hence, in summary, the present results suggest that negative biases in emotional processing are present in individuals who are at high risk for developing depression but have not been depressed. These biases are widespread across a range of cognitive processing including perception and memory of self-referent information, processing of facial expression, and automatic startle responses. As such, these could represent long term vulnerability markers for depression. Results from the covariate analyses with BDI scores further confirm that the effects observed here is a function of high neuroticism per se, unconfounded by group differences in dysphoric mood. Our longitudinal studies (Chapter Seven) will investigate whether, and to what extent, such cognitive vulnerability predicts subsequent depression. If so, this could pave the way for further studies evaluating the efficacy of early interventions targeting the dysfunctional cognitive styles of the high-risk population.
CHAPTER THREE

Global Executive Functions and Vulnerability to Depression

3.1 INTRODUCTION

Results from the preceding chapter show that negative biases in emotional processing are found in volunteers at high risk for depression, suggesting that they may be trait vulnerability markers for this disorder. Depression is also characterised, however, by impairment in more general executive and memory function and the current chapter considers whether these deficits may also be apparent before the onset of the disorder.

As reviewed in Chapter One, a wide range of cognitive impairment has been readily demonstrated in depression. Depression is associated with poorer performance in verbal fluency, inhibition, working memory, set-maintenance and set-shifting (Stordal et al 2004). Of these impairments, deficits in learning, memory and executive function are most consistently found across studies (Elliott et al 1996). Furthermore, lack of specificity in autobiographical memory has also been implicated in depression. There is robust evidence of depressed patients being over-general in their autobiographical memory, i.e. an inability to recall specific past events, although previous findings using cue words with positive and negative valence did not show a consistent valence effect (Williams et al 2007). This impairment is believed to be related to other symptoms such as poorer interpersonal problem-solving (Goddard et al 1996, Pollock and Williams 2001), ruminative tendencies (Watkins and Teasdale
2001, Ramponi et al 2004), and elevated cognitive reactivity to mood changes (Williams et al 2005).

In general cognitive impairments tend to resolve following recovery (Peselow et al. 1991, Austin et al. 2001), although over-general autobiographical memory has been found in patients during periods of remission/recovery (Williams and Dritschel, 1988; Mackinger et al 2000a and b; Peeters et al 2003). However, as emphasised in previous chapters, findings from recovered patients could be affected by the ‘scar effect’ and therefore they may not necessarily reflect vulnerability mechanisms before first illness onset.

The current study was designed to compare global cognitive functions of individuals at high risk vs. low risk for depression. As described in section 2.2, high risk and low risk samples were identified through neuroticism (N) scores. Three tasks: Auditory Verbal Learning Test (AVLT: Rey 1964), Tower of London (TOL), and Autobiographical Memory Test (AMT: Williams and Broadbent 1986) were chosen to assess learning and memory, problem solving, and autobiographical memory. Based on previous findings on depression, we hypothesised that high N subjects would have reduced specificity in their autobiographical memory. However, we predicted no group difference for overall cognitive performance assessed by AVLT and TOL based on the resolution of these impairments seen during remission.
3.2 METHODS

3.2.1 Subjects

The same sample of high N and low N volunteers as the previous study (Chapter Two) was recruited to participate in this study. Thus, there were 33 high N volunteers and 32 matched low N volunteers. The volunteers gave written informed consent, and received payment for their participation. All volunteers were screened to be free of previous or current Axis I disorders. Their demographic details as well as personality and mood variables were reported in the last Chapter (section 2.3).

3.2.2 Auditory Verbal Learning Test (AVLT)

The AVLT (Rey 1964) was used to assess learning and memory. In the immediate recall phase, participants were read aloud a 15-item word list and asked to recall immediately as many words as possible (in any word order). This procedure was repeated five times. A distracter list was then presented to create a short delay, after which free recall of the first list was measured. Fifteen minutes later, participants were tested again with a free recall, followed by a recognition test where they made a ‘Yes / No’ response to a list of 50 words (15 target items plus 35 distracters). For the immediate and delayed recall tests, number of correct recall (out of 15) was counted. For the recognition test, the number of correct (‘hits’) and incorrect (‘false alarm’) responses were counted.

3.2.3 Tower of London (TOL)

This is a test of planning which requires central executive function, based on the test by Shallice and McCarthy (Shallice 1982). This task was taken from the
Cambridge Neuropsychological Test Automated Battery (CANTAB; Robbins et al 1994), which has been widely used in previous studies with depressed patients (e.g. Stordal et al 2004, Elliott et al 1996). In this task, two sets of three coloured balls (red, blue, green) were presented on a touch-sensitive computer screen, with one at the top and the other at the bottom part of the screen. Each set of balls was arranged like snooker balls hanging in three pockets. Participants were asked to rearrange the balls in the bottom set to match the top set under certain rules. For example, a ball could not be moved to a higher position in a pocket unless there was another ball beneath it. The trials varied in terms of difficulty level, which was manipulated by the number of moves (two, three, four, five) required to complete the problem. The minimum number of moves required for each trial was indicated at the side of the screen. As the task was aimed to measure motor planning competence, participants were instructed to work out the whole solution in mind before making the first move. Number of moves required by the subject to rearrange the balls, and selection, and movement latencies for both the initial and subsequent moves were recorded. For each test problem, a ‘yoked control’ condition was employed to provide baseline measures of motor initiation and execution times. In this condition, the actual solutions the subject has generated for the two, three, four, and five move problems are played back on the computer screen one move at a time. The subject was instructed to simply follow these moves by touching them.

Task performance was assessed by four variables: (1) ‘number of perfect solutions’ refers to the number of problems solved with the minimum possible number of moves, (2) average number of moves used for each difficulty level, (3) ‘initial thinking time’ refers to the time between presentation of the problem and the first touch of the screen, and (4) ‘subsequent thinking time’ refers to the time between
the first move of the solution and completion of the problem, divided by the number of moves taken for that problem. Both thinking times were subtracted by the simple movement times derived from the yoked control conditions. Specifically, ‘motor initiation’ times were subtracted from the initial thinking times, and ‘motor execution’ times from the subsequent thinking times. Any negative values produced by this subtraction were corrected to zero, assuming minimal thinking time. Thus, the thinking time reflects an estimate of pure mental planning time unconfounded by individual differences in motor speed.

3.2.4 Autobiographical Memory Test (AMT)

This task (Williams and Broadbent 1986) was chosen to assess the specificity of autobiographical memory. In this task participants were presented with 18 cue words (9 positive and 9 negative), one at a time, and asked to recall a memory of a specific event that the cue word reminds them of. Instructions defined a specific event as any event that took place on a particular day at a particular place and no more recent than a week ago, and that participants should not recall the same event for more than one cue word. Each word was shown on a card and read aloud by the experimenter. If a participant did not respond after 30 seconds, this will be considered as ‘omission’ and the next word would be presented. A practice trial with a neutral word (‘chicken’) was used in the beginning to check that the participant understood instructions.

Responses were classified into four categories (Williams and Dritschel 1992): (1) ‘specific memory’ refers to responses that fulfill the definition of specific memory as specified above (e.g. to the word ‘enjoy’: ‘I went to Jane’s party last month’); (2) ‘extended memory’ refers to a single event that lasted more than a day (e.g. ‘travelling
to Scotland last summer); (3) ‘categorical memory’ refers to a whole class of events (e.g. ‘having parties with friends all the time’); and (4) ‘semantic associates’ refers to an object or concept associated with the cue word but not a personal event (e.g. ‘movies’). Number of responses for each category was counted, separately to positive and negative cue words. The main outcome variables were the number of specific memory and the proportion of specific memory after discounting omissions.

3.2.5 Statistical Analyses

Assumptions of normal distribution and homogeneity of variance were checked using Kolmogorov-Smirnov Test and Levene’s Test respectively.

For AVLT, data of the 5 immediate recall trials were entered into a two-way ANOVA with between-Ss variable as group (2: H, L) and within-Ss variable as trial (5: 1st, 2nd, 3rd, 4th, 5th). Results of the short- and long- delayed recall trials were similarly analysed by a group x trial ANOVA. Group difference in the recognition test (‘hits’ and ‘false alarm’) was tested by independent samples t tests.

For TOL, the number of perfect solutions was analysed by independent samples t tests. Number of moves required and thinking times were each analysed by a two-way ANOVA with between-Ss variable as group and within-Ss variable as difficulty (4: two-move, three-move, four-move, five-move).

For AMT, the number and proportion of specific memories recorded were each analysed by a two-way ANOVA with the between-Ss variable as group and within-Ss variable as valence (2: positive, negative). Given the inconsistent valence effect indicated from previous studies, group comparison was also examined for the overall number and proportion of specific responses (i.e. regardless of valence) using t tests. To further investigate the effect of neuroticism on different degree of specificity,
an additional analysis was carried out, whereby the number of responses for each type of memory was entered into a three-way ANOVA with between-Ss variable as group and within-Ss variables as specificity level (4: specific, extended, categorical, semantic associates) and valence.

For all the above analyses, significant interactions were clarified by post hoc tests. BDI was included as a covariate to assess whether differences might be due to low grade mood symptoms. Due to the exploratory nature of the study, the above analyses were primarily hypothesis-driven and hence Bonferroni tests were not performed to correct for multiple comparisons.
3.3 RESULTS

3.3.1 Auditory Verbal Learning Test

For the immediate recall trials there was a significant group x trial interaction (Figure 3.1: F(4,253)=3.27, p=0.01), with subsequent t tests suggesting that H outperformed L only in the first trial (t(63)=2.21, p=0.03). For the short- vs. long-delayed recalls there were no group difference (F(1,63)=0.02, p=0.89) or interaction (F(1,63)=1.77, p=0.19), nor was there any group difference on long-delayed recognition (hits: t(63)= -1.14, p=0.26; false alarms: t(63)=1.26, p=0.21). See Figure 3.2.

3.3.2 Tower of London

High N volunteers produced more ‘perfect solutions’ than did low N volunteers (mean 10.52, SD 1.37 vs. mean 9.78, SD 1.36; t(63)=2.16, p=0.03). However, among H volunteers, this measure was negatively correlated with N score (r(33)=-0.35, p=0.05), suggesting that the higher a participant scored in neuroticism the fewer problems s/he managed to solve in minimum moves.

In terms of number of moves required to solve the problems, there was a significant group effect (Figure 3.3: F(1,63)=5.75, p=0.02) and a group x difficulty interaction (F(3,189)=3.32, p=0.02). Subsequent t-tests found that H was better than L in the four-move problems (t(63)=-2.29, p=0.03). In contrast, there were no effects on initial thinking time (Figure 3.4: group: F(1,63)=0.57, p=0.45; interaction: (3,189)=0.47, p=0.71) or subsequent thinking time (Figure 3.5: group: F(1,63)=0.01, p=0.93; interaction: F(3,189)=0.64, p=0.59).
3.3.3 Autobiographical Memory Test

In the primary analyses on specific memories, there was no significant group difference or group x valence interaction in either the response count (group: F(1,63)=2.20, p=0.14; interaction: F(1,63)=0.65, p=0.42) or proportion (group: F(1,63)=1.97, p=0.17; interaction: F(1,63)=0.31, p=0.58). Similarly, there was no group difference for these variables when responses for positive and negative cues were combined (number of specific memory: t(63)=-1.48, p=0.14; proportion: t(63)=-1.40, p=0.17).

In the analysis across all responses, there was a marginally significant specificity x group interaction (F(3,189)=2.52, p=0.059). Separate ANOVAs for each specificity level revealed a significant group difference for extended memory (F(1,63)=5.33, p=0.02), whereby high N subjects produced more extended memory regardless of valence. See Figure 3.6 and Table 3.1.

3.3.4 Covariate Analyses

When including BDI as a covariate, the group effect for the number of extended memories in AMT disappeared (F(1,62)=1.63, p=0.21). In contrast, the effects remained significant for AVLT immediate recalls (group x trial: F(4,248)=2.651, p=0.034) and TOL number of moves (group difference: F(1,62)=4.576, p=0.036), suggesting that these effects are unrelated to low mood experienced by H volunteers.

However, as reported in previous chapter, H volunteers had significantly higher scores on perfectionism (measured through the Dysfunctional Attitude Scale: mean 46.91, SD 10.61 vs. mean 33.22, SD 11.75; t(63) = 4.89, p<0.001; see Table 2.1). We therefore hypothesised that the overall cognitive improvement in H
volunteers seen in AVLT and TOL is associated with an increased motivation. Hence, we conducted additional analyses using this perfectionism score as a covariate. As predicted, the differences were lost (AVLT Immediate Recall group x trial: F(4,244)=1.33, p=0.26; TOL Number of Moves group effect: F(1,61)=3.08, p=0.08; group x trial F(3,183)=2.21, p=0.09). This suggested that the better performance observed here in H volunteers was due to their increased higher motivation for achievements.
Table 3.1: Autobiographical Memory Test. Number of responses across different levels of specificity to positive and negative cues. Values represent group means ± standard deviations.

<table>
<thead>
<tr>
<th></th>
<th>HIGH N</th>
<th>LOW N</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Specific Memory</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive Cues</td>
<td>5.85 (1.89)</td>
<td>6.69 (1.82)</td>
</tr>
<tr>
<td>Negative Cues</td>
<td>5.61 (1.87)</td>
<td>6.09 (2.39)</td>
</tr>
<tr>
<td><strong>Extended Memory</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive Cues</td>
<td>1.21 (1.39)</td>
<td>0.66 (0.75)</td>
</tr>
<tr>
<td>Negative Cues</td>
<td>1.30 (1.33)</td>
<td>0.75 (0.98)</td>
</tr>
<tr>
<td><strong>Categorical Memory</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive Cues</td>
<td>0.39 (1.00)</td>
<td>0.28 (0.63)</td>
</tr>
<tr>
<td>Negative Cues</td>
<td>0.39 (0.79)</td>
<td>0.53 (0.80)</td>
</tr>
<tr>
<td><strong>Semantic Associates</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive Cues</td>
<td>0.30 (0.59)</td>
<td>0.28 (1.02)</td>
</tr>
<tr>
<td>Negative Cues</td>
<td>0.30 (0.77)</td>
<td>0.16 (0.51)</td>
</tr>
</tbody>
</table>
Figure 3.1: Auditory Verbal Learning Test Immediate Recall. Values represent group means ± SEM. Asterisks (*) represent statistical significance of group difference at p<0.05.
Figure 3.2: Auditory Verbal Learning Test Delayed Recall (left) and Recognition (right). Values represent group means ± SEM.
Figure 3.3: Tower of London Number of Moves Required. Values represent group means ± SEM. Asterisks (*) represent statistical significance of group difference at p<0.05.
Figure 3.4: Tower of London Initial Thinking Time. Values represent group means ± SEM. Asterisks (*) represent statistical significance of group difference at p<0.05.
Figure 3.5: Tower of London Subsequent Thinking Time. Values represent group means ± SEM (presented in ms).
Figure 3.6: Autobiographical Memory Test. Figure showing the overall responses (i.e. positive and negative cue words combined) for each specificity level. Values represent group means ± SEM. Asterisks (*) represent group difference at significance level p<0.05.
3.4 DISCUSSION

In partial support of our hypotheses, the current results suggest that high neuroticism has no deteriorating effect on global executive functions. In fact, high N subjects showed modest improvements in Auditory Verbal Learning Test and Tower of London compared to low N subjects. In terms of specificity of autobiographical memory, high N subjects produced similar amount of specific memory as low N subjects. However, further analyses suggested that high N subjects produced more extended memory, suggesting a mild tendency towards being over-general.

As noted in Chapter One, global impairments of cognitive functions are largely confined to periods of illness in depression rather than as a more general trait factor (Austin et al 2001, Peselow et al 1991). Consistent with this, we found that high neuroticism does not impair simple learning and working memory (assessed by AVLT) and executive functions (assessed by TOL), suggesting that global cognitive impairments are not trait vulnerability markers for depression. As noted in Chapter One, cognitive impairments in depressed patients are in part caused by their reduced motivation (Weingartner et al 1981, Cohen et al 1982, Roy-Byrne et al 1986). Our high N subjects were healthy college students who, unlike depressed patients, did not suffer from motivational deficits. It is therefore unlikely that high risk for depression alone would lead to observable cognitive deficits. In fact, there was a tendency for high N volunteers to perform better in these tasks, which appeared to be related to their enhanced drive or perfectionism. This enhanced cognitive function makes the specific reduction in positive processing previously found in this group (Chapter Two) more noteworthy. The joint implications of our observations in emotional processing biases and the absence of general cognitive impairments in high risk volunteers will be discussed further in the final chapter. Meanwhile, it should be noted that AVLT
and TOL do not measure all processes of global cognitive functions. Future studies may consider using other tasks such as Wisconsin Card Sorting Test (WCST), a task specifically designed to measure set-shifting, a cognitive process that has been found to be most affected during depression (see 1.3.1).

In contrast to our hypothesis, high N volunteers did not replicate previous findings on depression regarding reduced specificity in autobiographical memory. Although this phenomenon has been robustly illustrated across clinical populations, as noted in Chapter One (section 1.3.2), their implications for vulnerability to depression are relatively unknown. Amongst the existing literature, there were only a limited number of longitudinal studies that have examined autobiographical memory before depression (e.g., Mackinger et al. 2000a & b, Van Minnen et al. 2005). However, their results were confounded by prior trauma experiences and/or unclear history of depression. Recently, a study conducted by Gibbs and Rude (2004) found that over-general memory interacts with stressful life events to predict subsequent depression symptoms in randomly selected college students. Indeed, stressful / traumatic life events are closely related to the development of over-general autobiographical memory (e.g. Kuyken and Brewin 1995, Harvey et al 1998, Henderson et al 2002). The current data therefore suggests that in young college students, without differences in life events, over-general autobiographical memory is not an obvious trait among high risk individuals.

Meanwhile, our data could not rule out the possibility of over-general autobiographical memory as a trait vulnerability marker. The specific increase in extended memories in high N subjects was particularly interesting. Extended memories represent the level of specificity in-between specific memories and categorical memories. Thus, it appears that risk for depression may be manifested by a
modest degree of reduced specificity in autobiographical memory. However, as the data of extended memory has been rarely reported, future studies are required to confirm this finding.

In summary, the current study showed that high risk for depression is not associated with global impairments in memory and executive functions, although there was a trend for reduced specificity in autobiographical memory in high risk individuals. Thus, the current finding showed that global cognitive impairments are not trait vulnerability marker for depression but instead may arise only during a depressive episode.
CHAPTER FOUR

Waking Salivary Cortisol and Vulnerability to Depression

4.1 INTRODUCTION

Results from Chapter Two revealed that negative biases in emotional processing are associated with neuroticism thereby suggesting that they may represent a vulnerability marker for depression. In Chapter Three, the same high risk sample showed enhanced executive function, most probably driven by higher perfectionism. Taken together, vulnerability to depression appears to be associated with cognitive abnormality focusing on emotional processing rather than a global impairment. As a next step, we aimed to explore whether abnormalities in biological function reported in depression are also seen as a risk factor for this disorder.

One of the most frequently reported biological abnormalities in depression is the hypothalamic-pituitary-adrenal (HPA) axis dysfunction, which can be indicated by an elevated cortisol response to awakening (Pruessner et al 1997, Young 2004). Consistent with this, elevated waking salivary cortisol has been demonstrated during acute depressive episodes (Bhagwagar et al 2005). Further, recent studies indicated that this dysfunction is also apparent in recovered patients (Bhagwagar et al. 2003), and can predict subsequent relapse (Zobel et al 2000). However, these data from recovered patients could not differentiate whether this cortisol hypersecretion is a consequence of previous illness / treatment or a long term vulnerability marker preceding illness onset. One study has reported enhanced morning cortisol responses
in a high N group without depression (Portella et al., 2005). However, volunteers in this study were typically past the peak age of onset for depression and so the implications for vulnerability to depression are difficult to interpret.

The current study was therefore designed to assess whether cortisol hypersecretion is seen in young high risk volunteers without a personal history of depression. Waking salivary cortisol levels of a sample of high risk vs. low risk never depressed volunteers identified through neuroticism scores were compared. Based on previous findings on high risk samples with high neuroticism (Portella et al 2005) we predicted that high neuroticism would be associated with HPA dysfunction as indicated by elevated morning salivary cortisol.
4.2 METHODS

4.2.1 Subjects

Fifty-four participants from the previous studies gave their written informed consent to collect salivary samples, and received payment for their participation. The current sample therefore consisted of 25 high N (16 women) and 29 low N (14 women) volunteers. N scores for recruitment were derived from the 12-item neuroticism scale of the shortened Eysenck Personality Questionnaire (Eysenck et al. 1985): the range of N scores was 8-12 vs. 0-3 for the high N and low N groups respectively. The two groups were matched for age (mean 18.88, SD 1.09 vs. mean 19.10, SD 0.90, t(52)=-0.82, p=0.41). Six female subjects (4 from high N and 2 from low N) were taking oral contraceptives. As noted earlier, they were screened to be free of current or previous Axis I disorders using the Structured Clinical Interview for DSM-IV. Their self-rated mood and personality variables were summarised in Table 4.1. As expected, high N subjects had higher scores on depressive and anxiety mood, dysfunctional attitudes and rumination than low N subjects, but the two groups did not differ in the number of stressful life events.

4.2.2 Materials & Procedures

Participants were carefully instructed to collect five salivary samples at home in the following morning: the first sample was taken immediately upon waking (Time 1) and continuing at 15-minute intervals for the next hour (Time 2, 3, 4 and 5 respectively). During the sampling, participants were not allowed to eat or drink. Alcohol consumption was not permitted the night before. Saliva samples were collected by using a salivette device (Sarstedt, Leicester, U.K.) in which saliva is
absorbed into a cotton roll and then expressed into a sterile vial. Salivary cortisol was measured, blind to subject status, by an in-house double antibody radioimmunoassay with intra- and inter-assay coefficients of variation of 3% and 10%, respectively.

4.2.3 Data Analysis

Two way repeated-measures analysis of variance (ANOVA) was carried out using group as between-subject variable (2: high N vs. low N) and time as within-subject variable (5: T1, T2, T3, T4, T5). Significant interactions were clarified by post hoc t tests. Salivary cortisol level was also measured as an area under curve (AUC) using the following formula (Pruessner et al 2003): 

\[
\frac{(T_2 + T_1) + (T_3 + T_2) + (T_4 + T_3) + (T_5 + T_4)}{15}/2.
\]

Group difference was then examined by independent samples t tests. Finally, correlations were performed to explore the relationship between salivary cortisol level, neuroticism score, current mood state and stressful life events. Due to the exploratory nature of the study, the above analyses were primarily hypothesis-driven and hence Bonferroni tests were not performed to correct for multiple comparisons.
4.3 RESULTS

There was no significant group difference for time of awakening (high N: 8:38 am ± 55 min, low N: 8:38am ± 103 min, p=0.99) or hours of sleep (high N: 8.05 ± 1.27 hr, low N: 7.57 ± 1.48 hr, p=0.20).

As expected, salivary cortisol was affected by time of sample (F(4,208)=12.02, p=0.00). Overall, the volunteers showed a rise in salivary cortisol level within the first 30 minutes upon waking, which then gradually decreased and levelled off in the next 30 minutes. However, the salivary cortisol level was not affected by group (Figure 4.1: F(1,52)=1.42, p=0.24) or group-by-time interaction (F(4,208)=0.22, p=0.93). These group and interaction effects remained non-significant after including gender as covariate (p>0.10), although there was a significant main effect of gender (F(1,51)=7.31, p=0.01). Post hoc analyses showed that females had higher cortisol levels than males at all time points except T1 (Figure 4.2: T2 – T5: all p’s <0.05).

Consistent with this, the cortisol area under curve (AUC) was not affected by group (Figure 4.1: 1376 ± 552 nmol x minutes/ litre vs. 1568 ± 594; t (52) = -1.23, p=0.23), but was higher in females than males (Figure 4.2: 1647 ± 660 vs. 1253 ± 343, t(52)=-2.61, p=0.01). The AUC was not correlated with overall age, duration of sleep or waking time (all p’s > 0.30). Across the entire sample, the AUC measure was positively correlated with the number of lifetime stressful events (r(54)=0.269, p=0.049), which was also significant within the low N group (r(29)=0.462, p=0.012). However, the salivary cortisol level was not correlated with other psychosocial variables shown in Table 4.1, either across the entire sample or within each group separately. See Table 4.2.
Table 4.1: Personality, Mood, and Other Psychosocial Variables of High N and Low N Volunteers. Values represent group mean (standard deviation). Asterisks represent group comparison ** p<0.001, * p<0.01.

<table>
<thead>
<tr>
<th>Task</th>
<th>High N</th>
<th>Low N</th>
<th>t (52)</th>
<th>P ≤</th>
</tr>
</thead>
<tbody>
<tr>
<td>N score (as measured by full EPQ)</td>
<td>17.56 (2.65)</td>
<td>5.62 (3.33)</td>
<td>14.41</td>
<td>0.001**</td>
</tr>
<tr>
<td>HAMD</td>
<td>3.08 (2.98)</td>
<td>1.07 (1.65)</td>
<td>3.00</td>
<td>0.005 *</td>
</tr>
<tr>
<td>BDI</td>
<td>7.60 (5.10)</td>
<td>2.21 (1.92)</td>
<td>5.00</td>
<td>0.001**</td>
</tr>
<tr>
<td>STAI</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>State</td>
<td>37.68 (10.64)</td>
<td>27.10 (5.86)</td>
<td>4.42</td>
<td>0.001**</td>
</tr>
<tr>
<td>Trait</td>
<td>46.12 (11.95)</td>
<td>28.45 (4.73)</td>
<td>6.94</td>
<td>0.001**</td>
</tr>
<tr>
<td>Bf-S</td>
<td>42.60 (26.88)</td>
<td>12.79 (9.97)</td>
<td>5.24</td>
<td>0.001**</td>
</tr>
<tr>
<td>FNE</td>
<td>21.56 (6.04)</td>
<td>8.07 (4.67)</td>
<td>9.25</td>
<td>0.001**</td>
</tr>
<tr>
<td>Hostility</td>
<td>31.72 (8.76)</td>
<td>24.28 (9.34)</td>
<td>3.01</td>
<td>0.004 *</td>
</tr>
<tr>
<td>Rumination (total)</td>
<td>52.08 (9.34)</td>
<td>38.76 (7.70)</td>
<td>5.75</td>
<td>0.001**</td>
</tr>
<tr>
<td>DAS (total)</td>
<td>142.16 (20.24)</td>
<td>105.45 (20.81)</td>
<td>6.55</td>
<td>0.001 **</td>
</tr>
<tr>
<td>Stressful Life Events</td>
<td>1.48 (1.36)</td>
<td>1.17 (1.56)</td>
<td>0.77</td>
<td>0.447</td>
</tr>
</tbody>
</table>
Table 4.2: Correlation between Salivary Cortisol Levels (Measured as AUC) and Psychosocial Variables across the Entire Sample and within High N and Low N Groups Separately. Values represent correlation coefficients and p value (in brackets). Asterisks represent significant correlations * p<0.05.

<table>
<thead>
<tr>
<th>Task</th>
<th>Overall Sample</th>
<th>High N</th>
<th>Low N</th>
</tr>
</thead>
<tbody>
<tr>
<td>N score (as measured by full EPQ)</td>
<td>-0.091 (0.514)</td>
<td>0.030 (0.888)</td>
<td>0.201 (0.296)</td>
</tr>
<tr>
<td>HAMD</td>
<td>-0.083 (0.551)</td>
<td>-0.251 (0.226)</td>
<td>0.317 (0.094)</td>
</tr>
<tr>
<td>BDI</td>
<td>-0.061 (0.660)</td>
<td>-0.030 (0.888)</td>
<td>0.230 (0.230)</td>
</tr>
<tr>
<td>STAI State</td>
<td>-0.187 (0.175)</td>
<td>-0.141 (0.503)</td>
<td>-0.098 (0.614)</td>
</tr>
<tr>
<td>STAI Trait</td>
<td>-0.180 (0.192)</td>
<td>-0.064 (0.759)</td>
<td>-0.165 (0.393)</td>
</tr>
<tr>
<td>Bf-S</td>
<td>-0.143 (0.303)</td>
<td>-0.127 (0.546)</td>
<td>0.088 (0.649)</td>
</tr>
<tr>
<td>FNE</td>
<td>-0.137 (0.322)</td>
<td>0.098 (0.641)</td>
<td>-0.119 (0.540)</td>
</tr>
<tr>
<td>Hostility</td>
<td>0.004 (0.976)</td>
<td>-0.168 (0.423)</td>
<td>0.257 (0.178)</td>
</tr>
<tr>
<td>Rumination (total)</td>
<td>-0.079 (0.568)</td>
<td>-0.023 (0.912)</td>
<td>0.087 (0.653)</td>
</tr>
<tr>
<td>DAS (total)</td>
<td>-0.016 (0.909)</td>
<td>0.012 (0.955)</td>
<td>0.226 (0.238)</td>
</tr>
<tr>
<td>Stressful Life Events</td>
<td>0.269 (0.049) *</td>
<td>0.049 (0.816)</td>
<td>0.462 (0.012) *</td>
</tr>
</tbody>
</table>
Figure 4.1: Salivary Cortisol Levels of High N and Low N Volunteers within the First Hour of Waking. Values represent group mean ± SEM.
Figure 4.2: Salivary Cortisol Level of Male and Female Volunteers within the First Hour of Waking. Values represent group mean ± SEM. Asterisks (*) represents significant gender difference p<0.05.
4.4 DISCUSSION

Overall, our participants showed the typical pattern of waking salivary cortisol with an initial rise within the first 30 minutes followed by a gradual decrease, consistent with the robustly demonstrated phenomenon (Pruessner et al 1997). However, the cortisol level was not affected by neuroticism as shown by the absence of group effects and the absence of a correlation with neuroticism scores. In contrast, results showed that waking salivary cortisol is associated with gender and the experience of stressful life events.

Our negative findings for waking salivary cortisol in high N students contrasted with the hyperactivity of HPA axis previously reported in other high risk samples. For example, Portella and colleagues (2005) reported enhanced early morning salivary cortisol in a group of high N, again never depressed, adults. However, their high N sample was substantially older than our high N sample (mean age: 40 vs. 19). Indeed, the effect of age on cortisol level was clearly illustrated in another study (Zobel et al 2004) where increased cortisol response in high neuroticism was mainly driven by the older subgroup. With a young adult sample (age <25) another study illustrated a reduction in cortisol response related to high neuroticism (McCleery and Goodwin 2001). With this, the authors argued that high N individuals may have a down-regulated HPA axis to prevent harmful over-activation. Taken together, these results suggest that dysfunction of HPA axis may be variably associated with neuroticism but that overactivity tends only to be seen with increasing age in vulnerable individuals, possibly as an interaction between risk and exposure to adverse life events.

Alternatively, our negative findings in waking salivary cortisol could be in part explained by the absence of group difference in the experience of stressful life
events. Morning cortisol response is primarily sensitive to current and prolonged subjective experience of stress (Pruessner et al 1999, Wust et al 2000), and consistent with this our results showed a significant correlation between cortisol levels and stressful life events. Our data therefore suggest that in young adults, with average level of life stress, elevated morning cortisol is not an indicator for vulnerability to depression.

As reviewed in Chapter One, the interaction between HPA dysfunction and vulnerability to depression is far from conclusive. In particular, the state vs. trait hypotheses has yielded both supportive and contradictory evidence. Recent studies focusing on high risk populations have raised interesting, but again inconclusive, findings. For example, familial risk for depression has been associated with greater cortisol secretion through twin studies (Young et al 2000) and people with family history of depression (Mannie et al 2007), although inconsistent results have also been reported (e.g. Le Masurier et al 2007). Our negative findings suggest that more attention needs to be paid to the role of life events, current stress and worry in mediating the association between risk for depression and heightened cortisol responses. It also raises the possibility that temperamental (neuroticism) and familial risks for depression may be manifested via different biological substrates. Future studies directly comparing different high risk groups are required to uncover this complex nature of vulnerability to depression.

Above all, previous findings appear to be varied according to severity of depression and methodology of measuring HPA activity. Indeed, salivary cortisol response to waking represents only a single aspect of HPA axis function; although previous studies have shown that this is a reliable and dynamic assessment of adrenocortical activity (Pruessner et al 1997). Using a fixed time sampling method,
for example, some researches found no evidence for cortisol hypersecretion in depression (e.g. 8 am and 8pm in Young et al 2002; 9am and 9pm in Strickland et al 2002). The combined dexamethasone / corticotrophin-releasing hormone (DEX/CRH) test has also been widely used as another sensitive indicator of HPA activity. Our results therefore suggested that neuroticism is not associated with elevated cortisol response to waking, but they could not rule out the presence of HPA dysfunction that may be indicated by other methods.

Furthermore, it has been suggested that evidence for HPA axis hyperactivity is less consistent in less severe depression recruited from community and primary care sources (e.g. Strickland et al 2002, Watson et al 2002), where comparable or reduced levels of HPA axis activity were indicated. For example, Stetler and Miller (2005) found a blunted cortisol response to awakening in mild to moderate depression, suggesting that HPA dysfunction could be characterised as a dysregulation rather than hyperactivity. Therefore, again, our negative findings of waking cortisol responses could not rule out HPA axis dysfunction as a biological marker for depression.

Finally, our results replicated previous studies in revealing a sex difference in waking salivary cortisol response, which was independent of waking up time and duration of sleep (Pruessner et al 1997). However, this study did not control for the stage of the menstrual cycle or the use of oral contraceptives in female subjects. Although these are unlikely explanations to our results (Kirschbaum et al 1999, Kudielka and Kirschbaum 2003), control for these variables may improve the precision of the current findings.

In summary, the current results show that high neuroticism is not associated with salivary cortisol response to waking in young adults. However, it cannot be ruled out from our data set that HPA dysfunction may be seen in a subpopulation of high
neurotic subjects who will eventually develop depression, possibly as an interaction of risk and exposure to stressful life events. Our longitudinal studies have tested this hypothesis, which will be discussed fully in Chapter Seven. Meanwhile the next two chapters will examine the neural substrates of neuroticism that may also give rise to increased risk for depression.
CHAPTER FIVE

Neural Biases in Self-Referent Processing and Vulnerability to Depression

5.1 INTRODUCTION

Results from previous chapters showed that high neuroticism is associated with negative biases in emotional processing, but it does not affect global executive functions or early morning cortisol responses. To further investigate these emotional processing biases, the current study explored their neural substrates using a functional brain imaging technique. Specifically, this investigation focused on the self-referent processing biases reported in Chapter Two. Briefly, high N volunteers showed increased speed to categorise negative vs. positive self-referent personality adjectives and reduced positive memory intrusion in the subsequent recall (refer to sections 2.3.2 – 2.3.3 for details).

Negative biases for self-referent information have been identified as one of the key characteristics of depression (Mathews and Bradley 1983), which may in part contribute to the self reproach and negative self image observed in depressed patients. It is therefore of great theoretical and clinical importance to understand the nature of these processes and find out whether they develop prior to first illness onset.

Thus, similarly to our previous studies, the current study recruited a sample of high-risk (high N) vs. low risk (low N) individuals without personal history of depression. Functional Magnetic Resonance Imaging (fMRI) was acquired during self-referent categorisation and memory for positive and negative personality trait
words. Previous studies on healthy volunteers have shown that self-referent processing tasks induce activation in the medial prefrontal, parietal and occipital cortex (Fossati et al 2003, 2004, Kircher et al 2000, Lane et al 1997, Craik et al 1999, Gusnard et al 2001, Johnson et al 2002). Based on these results, we hypothesised that, compared to low N subjects, high N subjects would display greater activation in medial prefrontal, parietal and occipital cortex during categorisation of negative vs. positive words. Furthermore, we anticipated that retrieval of these negative adjectives might be facilitated in high N volunteers, and be associated with reduced activation in prefrontal areas (Norbury et al submitted, Miskowiak et al 2007).
5.2 METHODS

5.2.1 Subjects

Twenty-six right-handed healthy volunteers with high or low N scores (see below) gave written informed consent to the study, and received payment for their participation. The Structured Clinical Interview for DSM-IV (Spitzer et al 1995) was used to verify that all subjects were free of current or past axis-1 disorders. Due to a technical problem with response collection, five subjects were excluded prior to data analysis. Thus, the data presented here represented 21 subjects (14 women, aged 18-21).

N scores for screening were derived from the 12-item neuroticism scale of the shortened Eysenck Personality Questionnaire (EPQ: Eysenck et al 1985). Eleven (8 women) were in the high Neurotic group (N range 8-12), and 10 (6 women) in low Neurotic group (N range=0-4). The two groups were matched for age (mean 19.91, SD 0.54 vs. mean 19.90, SD 1.20), gender, verbal IQ (mean 119.42, SD 2.92 vs. mean 117.51, SD 3.54) and spatial IQ (in ms: mean 2578, SD 982 vs. mean 1842, SD 631) as assessed by NART (Nelson 1982) and WAIS-R (Wechsler 1981).

5.2.2 Mood and Personality Variables

To obtain a wider range of N scores across the sample, the full version of EPQ (Eysenck and Eysenck 1975) was administered. In addition, Beck Depression Inventory (BDI: Beck et al 1961) and State-Trait Anxiety Inventory (STAI: Spielberger et al 1970) were used to measure self-rated mood.

5.2.3 Verbal Stimuli
For the emotional categorisation task, a list of 90 personality-trait adjectives was constructed, of which half were unambiguously positive and half negative (Anderson 1968). Positive and negative words were matched on length, frequency (Francis et al 1982) and meaningfulness. Ten presentations of each of ‘left’ and ‘right’ were included as a baseline control condition. The words ‘left’ and ‘right’ were selected in order to control for the sensorimotor aspects of the task without requiring subjective assessment of the positive or negative aspects of the word. Thus, 110 words were presented in total, with the order randomised across subjects.

For the surprise incidental emotional memory task, the previously encoded words (old words) were mixed with 45 positive and 45 negative distracters (new words) taken from Anderson’s list (Anderson 1968). The new words were unambiguously positive or negative and matched to the old words on length, frequency and meaningfulness. Thus, 180 words were presented in total, with the order randomised across subjects.

5.2.4 Task Design

Functional MRI scans were acquired while subjects performed both the emotional categorisation and recognition tasks. Stimuli were presented on a personal computer using E-Prime (version 1.0; Psychology Software Tools Inc., Pittsburgh, PA) and projected onto an opaque screen at the foot of the scanner bore, which subjects viewed using angled mirrors.

During the categorisation condition subjects were instructed to characterise the words as likeable or dislikeable in a self-referential fashion as quickly and accurately as possible. Specifically, subjects were asked to imagine whether they would be pleased or displeased if they overheard someone referring to them as possessing this
characteristic. Subjects indicated their decision as ‘likeable’ or ‘dislikeable’ by pressing a button with the right index and middle finger, respectively. For the control words ‘left’ and ‘right’, subjects responded with their right index and middle finger respectively. Subject responses were recorded using an MRI-compatible keypad. Accuracy and reaction times were recorded by E-Prime. Each trial consisted of a fixation cross (500ms) immediately followed by a personality-trait or control word (500ms). The duration of the intertrial interval (ITI) varied between 4000 and 8000ms according to a Poisson distribution, with a mean ITI of 5000ms. Total duration of the categorisation experiment was 550s.

Emotional categorisation was immediately followed by an unexpected recognition task. Subjects were instructed to discriminate between studied (old) words and unstudied (new) words. Subjects indicated their decision of “yes” (old) or “no” (new) by pressing a button with the right index and middle finger, respectively. Trial presentation was identical to that during the categorisation condition. The total duration of the recognition experiment was 900s.

5.2.5 Functional MRI Data Acquisition

Imaging data were acquired at 1.5 Tesla on a Siemens Sonata scanner located at the Oxford Centre for Clinical Magnetic Resonance Research (OCMR). Functional imaging consisted of 30 contiguous T2*-weighted echo-planar image (EPI) slices [TR/TE; 3000ms/50ms, matrix size/field of view; 64 x 64/192 x 192, slice thickness = 4 mm]. A Turbo FLASH sequence (TR = 12ms, TE = 5.65, voxel size = 1mm³) was also acquired to facilitate later coregistration of the fMRI data into standard space. The first two EPI volumes in each run were discarded to ensure T1 equilibration.
5.2.6 Data Analyses

Functional MRI data was preprocessed using FSL version 3.2β (Smith et al 2004), which included slice acquisition time correction, within-subject image realignment (Jenkinson et al 2002), non-brain removal (Smith 2002), spatial normalisation (to Montreal Neurological Institute [MNI] 152 stereotactic template), and spatial smoothing (5mm FWHM). The time series were high pass-filtered (to a maximum of 0.025Hz).

Analyses of data from individual subjects were computed using the general linear model with local autocorrelation correction (Woolrich et al 2001). For the categorisation task three explanatory variables were modelled: ‘negative’, ‘positive’ and ‘control’ words. For the recognition condition two explanatory variables were modelled: ‘positive remembered’ and ‘negative remembered’. In addition, temporal derivatives were included in the model as covariates of no interest to increase statistical sensitivity. All variables were modelled by convolving the onset of each word with a hemodynamic response function, using a variant of a gamma function (i.e. a normalisation of the probability density function of the gamma function) with a standard deviation of 3 s and a mean lag of 6 s.

Individual data were combined at the group level using a mixed effects analyses (Woolrich et al 2004). This mixed effects approach accounts for intra-subject variability and allows population inferences to be drawn. Significant activations were identified using cluster-based threshold of statistical images with a height threshold of $Z = 2.0$ and a (corrected) spatial extent threshold of $P < 0.05$ (Friston et al 1994). Corresponding Brodmann Areas (BA) were identified by transforming MNI coordinates into Talairach space (Talairach and Tournoux 1988).
The main contrasts of interest were main effects of task and group \( x \) valence interactions. For the categorisation task we contrasted activation during correct categorisation of emotional words (positive, negative) versus control words, as well as between positive and negative words. For the recognition task we contrasted correctly remembered positive words versus correctly remembered negative words. Significant interactions were further explored by extracting percent Blood Oxygen Level Dependent (BOLD) signal change within the areas showing significant difference in the above contrasts. In a secondary analysis, neuroticism was explored as a continuous variable, so N score was correlated with brain activation for correct categorisation and recognition of positive and negative words across the entire sample. The above whole brain analyses have corrected for multiple comparisons.

Behavioural data (accuracy and mean reaction time) were analysed using repeated measures analysis of variance (ANOVA, SPSS v.14.0) with group as the between-subject factor and valence as the within subjects factor (positive, negative and control words for categorisation task; positive and negative words for recognition task). Here, accuracy is defined as percent of correct responses. Due to technical difficulties, accuracy data were not available for two subjects (one from each group). Independent sample t tests were performed to clarify any significant interactions, as well as to examine group differences in mood ratings.
5.3 RESULTS

5.3.1 Behavioural Results

As expected, high N subjects had significantly higher scores on neuroticism (N), depressive mood (BDI), trait and state anxiety (STAI) (all p’s <0.05). The two groups did not differ in terms of accuracy or response time to correctly categorised positive and negative self-referent words (all p’s >0.05). For the recognition task there was no group difference for accuracy (p>0.05), although high N subjects showed reduced latency in recognising both positive and negative words than did low N subjects (group effect: p<0.01). See Table 5.1.

5.3.2 Functional Imaging Results: Main Effects of Task

Emotional categorisation

Relative to control words, encoding of negative and positive words both elicited greater activation in right lingual and left inferior frontal gyrus. In addition, negative vs. control words elicited greater activation in left precentral gyrus and anterior cingulate. For positive vs. negative and negative vs. positive words, increased activation was observed in right postcentral and left superior frontal gyri respectively. See table 5.2.

Emotional recognition

The recognition of positive and negative words activated a similar network of areas. Thus, there was no significant difference between these two emotional conditions across the whole sample.
5.3.3 Between-Group Differences

Emotional categorisation

Whole-brain analyses revealed greater activity in high N subjects in right superior parietal cortex (BA7, MNI: 20, -64, 64, z=2.94; Figure 5.1A) while encoding negative vs. positive words. Post hoc analyses of percent BOLD signal change for positive and negative words revealed a significant group-by-valence interaction (F(1,19)=16.722, p=0.001; Figure 5.1B), which was driven by high N subjects having greater activation for negative words than the low N group (t(19)=3.180, p=0.005). By contrast, the two groups had similar activation for positive words (t(19)=0.417, p=0.681). In addition, this group-by-valence interaction remained significant after including BDI or STAI scores as covariates (all p<0.01).

Emotional recognition

There were no between-group differences for the recognition of positive vs. negative words in this analysis.

5.3.4 Correlation between N Score and Neural Activity

Emotional categorisation

Across the entire sample, N was positively correlated with BOLD responses in left cingulate (BA24, MNI: -8,-8,52, Z=3.43; Figure 5.2A) and left parietal cortex (BA4, MNI: -20,-28,66, Z=3.28; Figure 5.2A) during successful categorisation of negative words. A positive correlation was also found in left inferior frontal gyrus (BA47, MNI:-46, 26,-6, z=3.28; Figure 5.2B) during successful categorisation of positive words.
Emotional recognition

N was negatively correlated with activity in the left cingulate (BA6/32, MNI: -10, 8, 54, Z=-3.31; Figure 5.3A) during the correct recognition of negative words. Notably, this area overlapped with the cingulate activation reported above, although the correlation was in the opposite direction. To further explore these findings, we constructed a binary mask including only those voxels that were significantly correlated with both categorisation and recognition of negative words (BA6, MNI:-10, 26, 46, z=5.37, volume=312 mm³; Figure 5.3A). ANOVA analyses of the percent BOLD signal change of this overlap area found a significant group-by-valence interaction (F(1,19)=16.431, p=0.001; Figure 5.3B), which was driven by high N subjects having greater activation in encoding of negative words (t(19)=3.181,p=0.005) and reduced activation in recognition (t(19)=-3.909, p=0.001) of negative words compared to the low N subjects. Moreover, N was found to be negatively correlated with activity in the right precentral gyrus during successful recognition of positive words (BA6, MNI: 48, 0, 12, Z=3.45).
TABLE 5.1: Mood Ratings and Behavioural Data of High N and Low N Volunteers. Values represent group mean ± standard deviations. Asterisk (*) represents statistical significance \( p < 0.05 \).

<table>
<thead>
<tr>
<th>Measures</th>
<th>High N</th>
<th>Low N</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mood and Personality Ratings</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N as full EPQ</td>
<td>16.45 (2.54)</td>
<td>5.50 (3.21)</td>
<td>( t(19)=8.72; p=0.000^* )</td>
</tr>
<tr>
<td>BDI</td>
<td>2.55 (2.02)</td>
<td>0.90 (1.45)</td>
<td>( t(19)=2.13; p=0.047^* )</td>
</tr>
<tr>
<td>State Anxiety</td>
<td>32.73 (7.06)</td>
<td>24.70 (3.47)</td>
<td>( t(19)=3.35; p=0.004^* )</td>
</tr>
<tr>
<td>Trait Anxiety</td>
<td>39.55 (8.31)</td>
<td>26.30 (3.47)</td>
<td>( t(19)=4.84; p=0.000^* )</td>
</tr>
<tr>
<td>Self referent Word Categorisation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy %</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>99.00 (2.11)</td>
<td>100.00 (0.00)</td>
<td>Group effect: ( F(1,17)=0.498; p=0.490 )</td>
</tr>
<tr>
<td>Positive</td>
<td>98.45 (2.80)</td>
<td>97.25 (2.42)</td>
<td>Group x valence: ( F(2,34)=1.653; p=0.207 )</td>
</tr>
<tr>
<td>Negative</td>
<td>97.55 (1.28)</td>
<td>96.23 (3.87)</td>
<td></td>
</tr>
<tr>
<td>Reaction time</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>756.31 (146.92)</td>
<td>748.01 (88.16)</td>
<td>Group effect: ( F(1,19)=0.047; p=0.831 )</td>
</tr>
<tr>
<td>Positive</td>
<td>865.85 (198.61)</td>
<td>902.24 (89.73)</td>
<td>Group x valence</td>
</tr>
<tr>
<td>Negative</td>
<td>929.71 (173.04)</td>
<td>939.56 (116.21)</td>
<td>( F(2,38)=0.641; p=0.532 )</td>
</tr>
<tr>
<td>Self referent Word Recognition</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy %</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>82.52 (6.93)</td>
<td>80.51 (9.66)</td>
<td>Group effect: ( F(1,17)=0.143; p=0.710 )</td>
</tr>
<tr>
<td>Negative</td>
<td>73.89 (14.17)</td>
<td>72.24 (16.19)</td>
<td>Group x valence: ( F(1,17)=0.004; p=0.951 )</td>
</tr>
<tr>
<td>Reaction time</td>
<td></td>
<td></td>
<td>Group effect: ( F(1,19)=9.114; p=0.007^* )</td>
</tr>
<tr>
<td>Positive</td>
<td>954.84 (185.27)</td>
<td>1189.72 (181.57)</td>
<td>Group x valence: ( F(1,19)=0.199; p=0.661 )</td>
</tr>
<tr>
<td>Negative</td>
<td>999.75 (194.14)</td>
<td>1210.85 (153.04)</td>
<td></td>
</tr>
</tbody>
</table>
**TABLE 5.2: Main Effects of Task.** The brain regions that show differential activations for correctly categorised positive, negative, and control words across the entire sample.

<table>
<thead>
<tr>
<th>Brain Regions</th>
<th>Left/ Right</th>
<th>Brodmann Area</th>
<th>MNI</th>
<th>Z Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Negative vs. control</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lingual gyrus</td>
<td>R</td>
<td>17</td>
<td>14 -84 6</td>
<td>4.3</td>
</tr>
<tr>
<td>Precentral gyrus</td>
<td>L</td>
<td>6</td>
<td>-4 56 24</td>
<td>4.03</td>
</tr>
<tr>
<td>Inferior frontal gyrus</td>
<td>L</td>
<td>47</td>
<td>-44 28 -10</td>
<td>4.27</td>
</tr>
<tr>
<td>Anterior cingulate</td>
<td>L</td>
<td>32</td>
<td>-2 18 42</td>
<td>3.72</td>
</tr>
<tr>
<td><strong>Positive vs. control</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lingual gyrus</td>
<td>R</td>
<td>18</td>
<td>14 -82 4</td>
<td>4.48</td>
</tr>
<tr>
<td>Inferior frontal gyrus</td>
<td>L</td>
<td>47</td>
<td>-56 28 -2</td>
<td>3.75</td>
</tr>
<tr>
<td><strong>Positive vs. negative</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Postcentral gyrus</td>
<td>R</td>
<td>43</td>
<td>66 -18 30</td>
<td>3.04</td>
</tr>
<tr>
<td><strong>Negative vs. positive</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Superior frontal gyrus</td>
<td>L</td>
<td>6</td>
<td>-24 14 66</td>
<td>3.17</td>
</tr>
</tbody>
</table>
FIGURE 5.1 The image (A) and percent BOLD signal change (B) of the right superior parietal cortex (BA7, MNI: 20, -64, 64) which shows increased activation for correctly categorised negative vs. positive words in high N (black) vs. low N (white) subjects. Values represent group mean ± SEM. Asterisk (*) indicates significant group difference p<0.05.
FIGURE 5.2 (A) Activations in left cingulate and parietal cortices were positively correlated with N during categorisation of negative words. (B) Activations in inferior frontal gyrus were positively correlated with N during categorisation of positive words.
FIGURE 5.3 (A) The cingulate cortical area which was (1) positively correlated with N during categorisation of negative words; (2) negatively correlated with N during recognition of negative words; (3) overlapped between the two clusters above. (B) Percent BOLD signal change within the overlapped cluster of high N (black) and low N (white) subjects. Values represent group mean ± SEM. Asterisk (*) indicates significant group difference p<0.05.
5.4 DISCUSSION

The current study illustrates a neural basis for negative biases in self-referent emotional processing in subjects at high risk for depression. Our high-risk, never depressed volunteers exhibited greater activity in the right superior parietal cortex during encoding of negative personality traits compared to low-risk volunteers. Activation in the left cingulate was shown to increase with neuroticism during encoding of negative words but decrease with neuroticism during subsequent retrieval of negative words. In addition, neuroticism was found to correlate with activations in left parietal, left inferior frontal and right pre-central gyri during encoding and recognition of emotional self-referent words. These areas have been implicated in self-referent processing and depression in previous studies, thus our results suggest that these neural and associated cognitive processes could also play a role in vulnerability to depression.

Analyses across all subjects revealed that categorisation of emotional self-referent words engaged the lingual, precentral, inferior frontal, anterior cingulate, superior frontal and postcentral gyrus. Replicating previous research findings (Fossati et al 2003, 2004; Kircher et al 2000, Vuilleumier 2005), our results confirmed an extensive network to be involved in self-referent processing.

The present study further highlighted specific areas that appear to underlie the self-processing biases in vulnerability to depression, in particular in superior parietal cortex. First, our high-risk group showed significantly increased activation in the right superior parietal cortex during categorisation of negative words compared to low-risk group. Second, left parietal activation was found to increase with neuroticism score during encoding of negative words. Taken together, the results suggested that bilateral
hyperactivity in parietal cortex is a feature of high neuroticism whether explored as a
categorical risk factor or continuous personality variable.

Parietal cortex is believed to play a key role in attentional processes to
biologically significant or personally relevant events (Vuilleumier 2005). Although its
function in self-referent word processing has not been previously explored, previous
studies have indicated its direct involvement in self-face recognition, concept of self,
and perception of social relationship (Uddin et al 2005, Feinburg 2001, Decety and
Sommerville 2003, Carr et al 2003, Farrer and Frith 2002, Iacoboni et al 2004). Consistent with this, our results suggested that high neuroticism is linked to an
increased self-awareness of negative personality traits, which could in part contribute
to the excessive self criticism observed in high N individuals and depressed patients.

The current observation of hyperactivity in parietal cortex seems to reflect the
neural basis of vulnerability to depression *per se*, not simply dysphoric mood.
Symptoms of low mood are often observed in neuroticism, and it is sometimes
proposed that N is simply a measure of usual mood. Although the high N volunteers
displayed higher scores on current depression and anxiety scales, the range of these
mood scores was well below that in syndromal states and was low compared with
other high N samples that have been studied. Furthermore, analyses with BDI and
STAI as covariates confirmed that current mood scores could not explain the imaging
findings.

Just as current mood cannot account for the findings, behaviour in the scanner
was similar in both groups and does not explain the neural differences. Our previous
study of behavioural biases in high N subjects could demonstrate modest effects of N
on self-referent categorisation and recall in a larger sample studied in less demanding
conditions than a scanning environment (Chapter Two). These differences were
compatible with enhanced encoding and more efficient recall. However, differences in performance will always be potentially confounded by strategy and motivation so a scanning approach gives a more precise estimate of the actual functional locus of experimental effects, as is illustrated here.

The current study also supported an involvement of the cingulate in vulnerability to depression. Sometimes called the ‘error detector’, the anterior cingulate modulates the autonomic response to emotional experience and processes information concerning reward-punishment reinforcement contingencies (Bush et al 2000, Drevets 2001). Structural and functional abnormality of cingulate cortex has been implicated in depression (Gotlib et al 2005, Mayberg et al 1997), which is potentially related to heightened sensitivity to personal failure and pathological guilt in depressed individuals. In this study, activity of the cingulate cortex increased with N during encoding of negative words, while in the subsequent retrieval of these negative words activation within this same area fell. Thus, better encoding of negative trait words during categorization led to a reduced retrieval effort at recognition.

The processing of positive words was also interesting: high N was related to greater activation in a left inferior frontal area during the encoding of positive words. Inferior prefrontal cortex has previously been implicated in emotional control and inhibitory processes during inhibition of distracting information (Dolcos et al 2006, Dolcos and McCarthy 2006, Ochsner and Gross 2005, Aron et al 2004, Jha et al 2004, Jonides et al 1998). Thus, high neuroticism may imply greater inhibitory processes over positive information, and thus reduced positive emotional processing in high N individuals. These effects are hypothesis generating and must be regarded with caution until replicated.
The areas related by N in the current study overlap with those previously suggested to be implicated in trait vulnerability for depression from the study of remitted patients (e.g. Damasio et al 1998, Mayberg et al 1997). The current findings extend the existing literature by suggesting that abnormalities within cingulate and parietal cortex are apparent even in high risk individuals who have never suffered or been treated for depression; as such they cannot represent scar effects of prior illness.

In conclusion, in support of our hypothesis, self-reference processing biases underlying vulnerability to depression are associated with changed neuronal activity in parietal, cingulate and prefrontal areas. Consistent with our earlier finding (Chapter Two), negative biases in self-referent processing were revealed in high neuroticism. The next chapter will explore the neural correlates of facial expression processing biases in neuroticism.
CHAPTER SIX

Neural Biases in Facial Expression Processing and Vulnerability to Depression

6.1 INTRODUCTION

Facial expression processing bias is one of the most remarkable cognitive-social impairments in depression. In our previous behavioural study (Chapter Two), we observed high N volunteers to have reduced perception of happy facial expressions. This negative bias is similar to that observed in depressed patients (Bouhuys et al 1999, Gur et al 1992, Surguladze et al 2004, Suslow et al 2001) and to a certain extent recovered patients (Bouhuys et al 1999, Hayward et al 2005; Bhagwagar et al 2004), suggesting that this emotional processing bias may play a crucial role in the aetiology and maintenance of depression. Behavioural abnormalities are likely to be the expression of complex underlying mechanisms. Therefore, this study explored the neural mechanisms that may serve to maintain this facial expression processing bias in high risk volunteers.

Functional imaging studies have outlined the neural network that underlies affective facial processing (Haxby et al 2001, Phillips et al 2003a) and abnormality within this network has been implicated in depression (Phillips et al 2003b). As noted in Chapter One, the role of amygdala in fear perception and depression has been robustly illustrated (Sheline et al 2001, Davidson et al 2003, Fu et al 2004, Surguladze et al 2005, Drevets 2000, Keedwell et al 2005). Extrastriate areas such as the fusiform gyrus and cuneus also show a differential pattern of neural response to emotional.
faces in depression, with reduced responses to happy facial expressions and increased responses to negative facial expressions compared to healthy volunteers (Surguladze et al 2005, Keedwell et al 2005, Lawrence et al 2004, Fu et al 2007).

Similar to our study outlined in the last chapter, the current study examined the neural substrates of facial expression processing in high-risk (high N) vs. low risk (low N) volunteers without a personal history of depression using functional Magnetic Reasonance Imaging (fMRI). Previous work has suggested that linear modeling of the neural response to different intensities of positive and negative emotions is a sensitive method to identify biases in depression (e.g. Surguladze et al 2004, 2005; Fu et al 2004). Thus, we sought to explore whether similar biases would be seen as a function of vulnerability per se. We hypothesized that high N would be associated with increased activation to increasing intensity levels of fear and / or reduced activation to increasing intensity of happiness within the amygdala and fusiform gyrus. We also predicted that high N volunteers would show greater activation for fearful vs. happy expressions than low N volunteers within these areas.
6.2 METHODS

6.2.1 Subjects

Twenty-five right-handed healthy volunteers (17 female, aged 18-22) gave written informed consent to the study, which was approved by the Oxford Research Ethics Committee. The Structured Clinical Interview for DSM-IV (Spitzer et al 1995) was used to verify that all subjects were free of current or past axis-1 disorders. Participants received payment for their participation.

N scores for screening were derived from the 12-item neuroticism scale of the shortened Eysenck Personality Questionnaire (EPQ: Eysenck et al 1985). Twelve (9 women) were in the high Neuroticism group (N range 8-12), and 13 (8 women) in the low Neuroticism group (N range=0-3). The two groups were matched for age (mean 20.00, SD 0.60 vs. mean 20.15, SD 0.99), gender, verbal IQ (mean 119.10, SD 3.03 vs. mean 118.66, SD 4.26) and spatial IQ (in ms, mean 2584, SD 941 vs. mean 1974, SD 610) assessed by NART (Nelson 1982) and WAIS-R (Wechsler 1981) respectively.

6.2.2 Mood and Personality Variables

To obtain a wider range of N scores, the full version of EPQ (Eysenck and Eysenck 1975) was administered. In addition, Beck Depression Inventory (BDI: Beck et al 1961) and State-Trait Anxiety Inventory (STAI: Spielberger et al 1970) were used to assess self-rated mood.

6.2.3 Stimuli and Task
Each volunteer participated in a single 16 minute experiment employing rapid event-related fMRI. Eight faces (4 male, 4 female) displaying prototypical expressions of fear and happiness were taken from a standardized series of facial expressions (Ekman and Friesen 1976). In addition to the prototypic or high intensity (100%) facial expression, lower intensity expressions were created using morphing software to manipulate the 8 different prototypic expressions to 30% (low intensity) and 60% (medium intensity) along the neutral-prototypic continuum. Each face was also presented in a neutral facial expression. Thus, there were eight facial stimuli representing each of the following categories: high fearful (fear-H), medium fearful (fear-M), low fearful (fear-L), high happy (happy-H), medium happy (happy-M), low happy (happy-L), and neutral. Each of these faces was presented three times and 24 presentations of a fixation cross were included as baseline, giving a total of 192 trials. Stimuli were presented in a random order for 500ms each, and the intertrial interval varied according about a Poisson distribution with a mean of intertrial interval of 5000ms. Subjects were asked to indicate the gender of each face by pressing one of two keys on an MRI compatible keypad. No motor response was required for baseline trials of fixation cross. Stimuli were presented on a personal computer using E-Prime (version 1.0; Psychology Software Tools Inc., Pittsburgh, PA) and projected onto an opaque screen at the foot of the scanner bore, which subjects viewed using angled mirrors. Behavioural responses were recorded using a MRI-compatible keypad. Accuracy and reaction times were recorded by E-Prime.

6.2.4 Functional MRI Data Acquisition

Imaging data was collected by a 1.5T Siemens Sonata scanner located at the Oxford Centre for Clinical Magnetic Resonance Research (OCMR). Functional
imaging consisted of 30 contiguous $T_2^*$-weighted echo-planar image (EPI) slices [repetition time (TR) = 3000ms, echo time (TE) = 50ms, matrix = 64 x 64, field of view (FOV) 192 x 192, slice thickness 4mm]. A Turbo FLASH sequence (TR = 12ms, TE = 5.65, voxel size = 1mm$^3$) was also acquired to facilitate later coregistration of the fMRI data into standard space. The first two EPI volumes in each run were discarded to ensure $T_1$ equilibration.

6.2.5 Data Analyses

Functional MRI data analysis was carried out using FSL version 3.2β (Smith et al 2004). Preprocessing included slice acquisition time correction, within-subject image realignment (Jenkinson et al 2002), non-brain removal (Smith 2002), spatial normalisation (to Montreal Neurological Institute [MNI] 152 stereotactic template), spatial smoothing, and high-pass temporal filtering (to a maximum of 0.025Hz).

In the first-level analysis, individual activation maps were computed using the general linear model with local autocorrelation correction (Woolrich et al 2001). Eight explanatory variables were modelled, including each intensity (low, medium, high) of fear and happy as well as neutral and fixation. The main contrasts of interest were fear vs. happy expressions (and vice versa) for each intensity level, i.e. fear-H vs. happy-H; fear-M vs. happy-M, fear-L vs. happy-L. In addition, each individual activation map was analysed by fitting linear trends at each voxel at the three intensity levels of fear and happy, separately, with orthogonal polynomial trend analysis. Positive linear trends modelled responses for increasing emotional intensity while negative linear trends modelled responses for decreasing emotional intensity. All variables were modelled by convolving the onset of each stimulus with a haemodynamic response function, using a variant of a gamma function (i.e. a normalisation of the probability
density function of the gamma function) with a standard deviation of 3s and a mean lag of 6s.

In the second-level analysis, individual data were combined at the group level (high N vs. low N) using a mixed-effects analysis (Woolrich et al 2004). This mixed effects approach accounts for intra-subject variability and allows population inferences to be drawn. We aimed to establish (1) the main effect of task across the entire sample; (2) the effect of neuroticism on the responses to fear vs. happy facial expressions at each intensity level; and (3) the effect of neuroticism on the linear trend across increasing / decreasing intensity of fear and happy expressions. Significant activations were identified using a cluster-based threshold of statistical images [height threshold of $Z = 2.0$ and a (corrected) spatial extent threshold of $p < 0.05$ (Friston et al 1994)]. Significant interactions were further explored by extracting percent BOLD signal change within the areas of significant difference, which were then analysed using repeated measures ANOVA (between Ss variable = group; within Ss variable = intensity or valence) followed by appropriate post-hoc t-tests (SPSS v.14.0). Corresponding Brodmann Areas (BA) were identified by transforming MNI coordinates into Talairach space (Talairach and Tournoux 1988). The above whole brain analyses have corrected for multiple comparisons.

Due to the strong a priori evidence implicating the amygdala in the processing of facial expressions (Sheline et al 2001, Davidson et al, Fu et al 2004, Surguladze et al 2005, Drevets 2000), we also performed a region-of-interest (ROI) analysis. Amygdala masks (left and right) were segmented for each individual using a robust fully automated Integrated Registration and Segmentation Tool (“FIRST”; Patenaude et al 2007). To examine any structural differences in amygdala between the high N and low N groups, volume was extracted from each individual amygdala (left and
right) which were then analysed by a 2x2 repeated measures ANOVA (2 variables: group, hemisphere). To examine the functional differences, percent BOLD signal change for each emotional stimulus (fear and happy) was then extracted from each individual amygdala. These data were entered into 2x2x3 repeated measures ANOVA (between Ss variable = group; within Ss variables = valence and intensity). Significant three-way interaction was clarified by two-way ANOVA and subsequent t-tests. Time series data were also extracted from each individual amygdala for each stimulus type.

For the behavioural data, independent sample t-tests were used to examine group difference for subjective mood ratings, overall accuracy and reaction time of the gender discrimination responses. Due to technical difficulties, reaction time and accuracy data (measured during fMRI) from four low N subjects were not recorded.
6.3 RESULTS

6.3.1 Mood Ratings and Behavioural Data

As expected high N subjects had significantly higher scores on neuroticism (high N: 16.50 ± 2.43, low N: 5.69 ± 2.93) and trait anxiety (39.00 ± 8.15 vs. 27.47 ± 4.91, p=0.00). State anxiety (32.08 ± 7.09 vs. 26.46 ± 7.02, p=0.06) and depressive mood scores (BDI: 2.50 ± 1.93 vs. 1.23 ± 1.92, p=0.11) had the expected trend, but were not statistically different. Behaviourally, both groups achieved higher than 90% correct for gender discrimination of all facial expressions, with no between-group difference (94.29 ± 5.62 vs. 92.80 ± 9.51, p=0.66) and did not differ in overall reaction time (674.38 ± 87.29 ms vs. 725.97 ± 161.84 ms, p=0.36).

6.3.2 Functional Imaging Results

Main effects of task

Across the entire sample, increased activation was found in right middle temporal gyrus (BA21, MNI: 58, -12, -6, z=3.03) for fear vs. happy expressions at low intensity. There were no significant differential responses for fear vs. happy expressions, or vice versa, for high or medium intensities. Furthermore, there was a linear trend of increasing responses in lingual gyrus (BA19, MNI: 6, -52, -6, Z=3.21) and inferior frontal gyrus (BA47, MNI: 48, 32, -14, Z=3.56) for expressions of increasing happiness. By contrast, there was a linear trend of decreasing responses in nucleus accumbens (MNI: -4, -6, 18, Z=2.98) for expressions of increasing fear.

Neural Responses for Fearful vs. Happy Expressions: Between-group Differences
Our primary hypothesis was that fearful and happy faces would be differentially processed by the subject groups. Indeed, high N vs. low N subjects exhibited greater activity for fear vs. happy expressions with medium intensity (i.e. fear-M vs. happy-M) in the following areas: cerebellum (MNI: 0, -64, -26, z=3.91, Figure 6.1), left middle frontal gyrus (BA10, MNI:-30, 58, 2, z=3.46, Figure 6.2), left superior parietal (BA7, MNI:-18, -66, 60, z=3.25, Figure 6.3) and right superior parietal cortex (BA7, MNI: 4, -48, 68, z=3.25, Figure 6.4). Analysis of percent BOLD signal change for fear-M and happy-M stimuli in each of these clusters revealed increased responses during presentation of fearful facial expressions, which in some areas was accompanied by relatively reduced responses during the presentation of happy facial expressions (see Figures 6.1 - 6.4 for simple main effect analyses). These effects remained significant after including BDI or STAI scores as covariates (all p<0.01).

Linear Trend for Increasing Intensity of Fear or Happy: Between-group Differences

For fearful expressions, high N subjects demonstrated a significant positive linear trend in right fusiform (Figure 6.5. BA 19, MNI: 26, -66, -14, Z=3.48) and left middle temporal gyri (Figure 6.6. BA21, MNI: -56, -32, 0, z=3.51) relative to low N subjects. Further analyses of percent BOLD signal change confirmed a significant group-by-intensity interaction in both fusiform gyrus (F (2, 46) = 14.155, p<0.001) and middle temporal gyrus (F (2, 46) =18.736, p<0.001), which remained significant after including mood scores (BDI, STAI) as covariates (all p’s ≤ 0.001). In right fusiform gyrus, high N subjects showed greater activation for increasing fearful intensity whereas low N subjects showed the opposite effect (Figure 5). Post hoc t-tests revealed greater activation in high N subjects for the high intensity of fear
A similar pattern was found in middle temporal gyrus (Figure 6), in which high N had greater activation for high intensity (p<0.001) and reduced activation for low intensity (p=0.001) fearful facial expressions. By contrast, there was no between-group difference in terms of linear trends for happy expressions.

**ROI analysis for amygdala**

Amygdala volumes were not significantly affected by group (Right: high N 1907 ± 282 vs. low N 1843 ± 353; Left: high N 1856 ± 198 vs. low N 1738 ± 428; main effect of group: F(1,23)=0.563, p=0.461; group x hemisphere: F(1,23)=0.261, p=0.614), allowing functional responses to be examined in the absence of potentially confounding structural differences. In the right amygdala there was a non-significant trend for an emotion x intensity x group interaction (p=0.092). Due to a strong *a priori* hypothesis regarding the effects on ambiguous facial expressions, two-way ANOVAs were run for each intensity level. These revealed a significant group x valence interaction for medium intensity (i.e. fear M vs. happy M; p=0.024). This interaction was driven by high N having greater amygdala activation for medium fearful expression relative to the low N group (p=0.029; see Figure 6.7). By contrast, there was no significant effect in left amygdala.

A functional connectivity analysis was carried out to assess whether the enhanced fusiform response to fear in our high N group was driven by the amygdala responses. Time series were extracted from the right amygdala and fusiform gyrus for each subject during the processing of high intensity of fear. Correlation analysis revealed significant interaction between the two areas across the whole sample (r=0.2, p<.001), which was largely driven by the high N group (r=0.2, p<.001) and absent in
the low N group (r=0.09, p=0.1). Thus, these results suggest that high N is associated with an increased coupling of this circuit in response to high threat stimuli.
Figure 6.1: The image and BOLD percent signal change of cerebellum, in which high N volunteers (black) showed greater activation for fearful vs. happy faces at medium intensity than low N volunteers (white). Colour bar represents Z score between 2.0 and 3.9. Asterisks (*) represent significant group comparisons p<0.05.
Figure 6.2: The image and BOLD percent signal change of left middle frontal gyrus, in which high N volunteers (black) showed greater activation for fearful vs. happy faces at medium intensity than low N volunteers (white). Colour bar represents Z score between 2.0 and 3.9. Asterisks (*) represent significant group comparisons $p<0.05$. 
**Figure 6.3:** The image and BOLD percent signal change of left superior parietal cortex, in which high N volunteers (black) showed greater activation for fearful vs. happy faces at medium intensity than low N volunteers (white). Colour bar represents Z score between 2.0 and 3.9.
Figure 6.4: The image and BOLD percent signal change of right superior parietal cortex, in which high N volunteers (black) showed greater activation for fearful vs. happy faces at medium intensity than low N volunteers (white). Colour bar represents Z score between 2.0 and 3.9.
Figure 6.5: The image and BOLD signal change of right fusiform gyrus (MNI: 26, -66, -14), in which high N volunteers (black) showed increased signals for increasing intensity of fearful expressions whereas low N (white) showed the reversed pattern. Colour bar represents Z score between 2.0 and 3.5. Asterisks represent significant group comparison p<0.05.
Figure 6.6: The image and BOLD signal change of left middle temporal gyrus (MNI: -56, -32, 0), in which high N volunteers (black) showed increased signals for increasing intensity of fearful expressions whereas low N (white) showed the reversed pattern. Colour bar represents Z score between 2.0 and 3.5. Asterisks represent significant group comparison p<0.05.
Figure 6.7: Percent BOLD signal change in right amygdala for fearful and happy expressions at medium intensity by high N (black) and low N (white) volunteers. Asterisks represent group comparison p<0.05.
6.4 DISCUSSION

The current study illustrates a neural basis for negative biases in emotional facial processing in subjects at high risk for depression by virtue of increased neuroticism. Our high N never-depressed volunteers exhibited a linear increase in neural signals in right fusiform gyrus and left middle temporal gyrus for increasing intensity of fearful expressions, whereas the low N volunteers showed the opposite effect. Analysis of the time series during fearful face presentation suggested that the enhanced fusiform response may be mediated, at least in part, via increased drive from the amygdala. Furthermore, high N volunteers showed a larger response in right amygdala, cerebellum, left middle frontal gyrus, and bilateral superior parietal cortex during the presentation of ambiguous medium levels of fearful vs. happy expressions. These areas have been implicated in facial expression processing and depression in previous studies, therefore we believe that these aberrant neural processes play a crucial role in both the aetiology and maintenance of depression.

A key role for both the amygdala and the fusiform gyrus has been proposed previously from studies of processing bias in currently depressed individuals compared with controls (Sheline et al 2001, Fu et al 2004, Vuilleumier et al 2006, 2007, Surguladze et al 2004, 2005) and a similar pattern of effects was seen here as a function of neuroticism. Thus, the increased signal shown by high N volunteers for increasing intensity of fear in the right fusiform gyrus and heightened amygdala responses to ambiguous fearful facial expressions is the same as for depressed patients (Surguladze et al 2004; Sheline et al 2001). Specifically, the fusiform gyrus has been suggested to be modulated by the level of facial expression processing through explicit orienting and / or automatic capturing of attention (Vuilleumier et al., 2006, 2007) and its response to emotional information is modulated, in part, via back-
projections from the amygdala. In line with this, our functional connectivity analysis suggested increased coupling between these two regions in the high N volunteers. Such findings support the idea that amygdala-extrastriate responses may be biased towards negative emotional information even before the onset of depression and could play a role in vulnerability to this disorder. These results are also consistent with recent evidence which suggests that amygdala responses to emotional information correlates with neuroticism score in unselected populations (Stein et al 2007, Baas et al 2007).

It is notable that while high N volunteers showed the expected increase in fusiform response as a function of increasing fear value, the low N volunteers showed the opposite pattern. This implies decreased visual processing with increasing threat in volunteers at low risk of developing depression. Such a pattern of effects could be explained by differential evaluation of threat value in high vs. low N volunteers, according to the curvilinear response function of the cognitive motivational account (Mogg and Bradley 1998). This theory suggests that low threat stimuli may be avoided in order to reduce distraction and high threat stimuli are monitored for potential importance. The observed pattern of results would be expected if low N volunteers estimated the face stimuli as having a lower threat value, leading to the high intensity fear faces being ‘avoided’ in the low N but not high N group.

In addition to the effects on the fusiform gyrus and amygdala, our results implicate a network of brain areas that are involved in facial processing and vulnerability to depression. First, the middle temporal gyrus revealed differential responses for fearful expressions in high and low N volunteers similar to the fusiform gyrus. The temporal gyrus is within the core system of face perception (e.g. Bruce and Young 1986, Haxby et al 2000, 2002) and the increased responses seen here in high N
volunteers also appears be consistent with greater processing of threat relevant facial stimuli in this group.

The medium intensity of fear versus happy expressions revealed group differences in the cerebellum, left middle frontal gyrus, and bilateral parietal cortex. Indeed, such a frontoparietal network plays a central role in concept of self, perception of social relationships and attention (Uddin et al 2005, Feinburg 2001, Decety and Sommerville 2003, Carr et al 2003, Farrer and Frith 2002, Iacoboni et al 2004). Activation in the superior parietal region has also been found in the same high N sample during processing of negative self-referent words (Chapter Five). Thus, the specific activations for fearful expressions in these regions by high N individuals could be explained by their greater tendency to view negative expressions as self-relevant or self-threatening and requiring activation of attentional systems. In line with this, the reduced activation for happy expressions may reflect their inclination to disregard positive social information as self-referent and deserving of further attention. In other words, these individuals are more likely to interpret negative social signals to be personally relevant or threatening, but at the same time unable to translate positive social signals for a positive self image. This interpretation is consistent with the self-referent and facial expression processing biases previously observed in our behavioural study of a similar high N sample (Chapter Two).

The current study demonstrated differential responses to emotional cues in the high N group in the absence of current or past history of Axis 1 psychiatric disorders from DSM-IV, thereby proving that these biases precede mood or anxiety disorder. Analyses including mood scores as covariates further confirmed that the current effects were a function of neuroticism per se independent of mood state. The study
implicates the networks underlying the attentional mechanism involved in social communication, which appear to underlie vulnerability to depression defined by N.

The current results also highlighted the effectiveness of using emotional stimuli with varying intensity. Notably, the differential responses for positive vs. negative expressions shown here were seen largely with the medium intensity level of facial expression. This probably represents maximal ambiguity which is particularly relevant for problematic social interaction and, experimentally, for differentiating group differences. The current findings were also obtained from direct contrast between positive and negative emotional stimuli, which avoided potential confounds linked to the interpretation of neutral stimuli.

Overall, this study suggests that risk for depression is associated with exaggerated neural responses to fearful expressions of emotion and, to a lesser extent, reduced neural responses to happy expressions. By contrast, our behavioural study on a similar high N vs. low N sample found a decrease in the recognition of happy facial expressions in the absence of differences in the threshold for perception of fear (Chapter Two). Possibly, the neural bias observed here is an early abnormality that has yet to be fully translated to behaviour, or is masked by compensatory strategies while the individuals are not depressed. In other words, the neural bias towards negative stimuli does not appear to be simply translated into a behavioural bias to detect negative expressions more easily. Future studies are required to clarify this complex interaction between neural mechanisms and behavioural biases.

In summary, in support of our hypothesis, our results illuminate a role for fusiform gyrus and amygdala in facial expression processing biases in volunteers at high risk for the development of major depression. In addition, a number of parietal and frontal areas were engaged suggesting a distributed neural network. These areas
overlap with those thought to be important in depression and the effects of antidepressants (Sheline et al 2001, Fu et al 2004, 2007, Harmer et al 2006). The current findings show that neurocognitive abnormalities in facial expression processing are apparent even in high risk individuals who have never suffered or been treated for depression.
CHAPTER SEVEN

LONGITUDINAL STUDIES

7.1 SIX MONTH LONGITUDINAL STUDY

In previous Chapters, high N volunteers were found to have negative biases in information processing across a wide range of tasks including self-referent word processing, facial expression recognition and emotion-potentiated startle response (Chapter Two); but had intact global cognitive functions of memory and learning, problem solving, autobiographical memory and biological response to stress indicated by morning salivary cortisol level (Chapters Three and Four). The preceding chapters further illustrated the neural substrates of the cognitive biases in self-referent processing (Chapter Five) and facial expression processing (Chapter Six), supporting our main hypothesis that negative biases in emotional processing are vulnerability markers of depression that occur at an early stage preceding illness onset. Finally, two longitudinal studies were carried out to assess whether, and to what extent, these negative biases in information processing found in high N group predict subsequent depression in these vulnerable individuals.

The first longitudinal assessment took place six months following the first test battery. It consisted of a short interview and the key self-rated mood questionnaires. The ‘cognitive vulnerability hypothesis’ of the cognitive theories (Beck et al 1967, 1979; Abramson et al 1989) suggests that individuals who exhibit particular maladaptive thinking patterns are at increased risk for depression when they experience negative life events. Based on these theories and previous research that predicted depression by cognitive risk factors (e.g. Alloy et al 2006), we hypothesized
that the emotional processing biases revealed by the first battery (T1) would predict subsequent depression in high N individuals in six months (T2).
7.2 METHODS

7.2.1 Subjects

Fifty-seven volunteers of the original sample (27 high N, 28 low N) gave written informed consent to take part in this study and received payment for their participation. The high N and low N groups were matched with age (19.44 ± 1.12 vs. 19.50 ± 0.79) and gender (18 F vs. 17 F). As expected, high N group had significantly higher N scores than did low N (shortened 12-item N scale: 9.52 ± 1.16 vs. 1.29 ± 1.05, p<0.001).

7.2.2 Measures

Participants were interviewed with the Structured Clinical Interview for DSM-IV (SCID) and the Hamilton Depression Rating Scale (HAM-D: Hamilton 1967). They also completed self-rated questionnaires of Beck Depression Inventory (BDI: Beck et al. 1961) and State-Trait Anxiety Inventory (STAI: Spielberger et al. 1970). The clinical interview suggested that only one subject (from high N group) developed depressive symptoms that met DSM-IV criteria of a depressive episode. Therefore, the following analyses used HAM-D and BDI scores as outcome variables of low mood
7.3 RESULTS

7.3.1 Mood Change over Time

Table 7.1 summarizes the mood scores of high N and low N volunteers at T1 and T2. To examine whether the two groups had mood change over time, a 2x2 ANOVA was carried out for all mood scores with between-Ss variable as group (high N vs. low N) and within-Ss variable as time (T1 vs. T2). Results indicated a significant group difference for all mood variables, such that high N has higher depressed and anxiety mood scores averaged across both times [HAM-D: F(1,53)=15.81; BDI: F(1,53)=20.26; State Anxiety: F(1,53)=25.29; Trait Anxiety: F(1,53)=43.42; all p’s < 0.01]. Furthermore, there was a significant time effect for Trait Anxiety (F(1,53)=5.95, p=0.02) and BDI (F(1,53)=5.58, p=0.02), such that these mood ratings reduced over time across the entire sample. By contrast, there was no time x group interaction for any mood variable (all p’s > 0.20), suggesting that the two groups did not have differential mood change over time.

7.3.2 Correlations

To obtain an initial idea of which measures best predict low mood in the vulnerable volunteers, correlations were analysed between T1 performance of each emotional processing task (key variables) and T2 depression and anxiety (HAM-D, BDI, State Anxiety) within the high N group. The correlation coefficients are presented in Table 7.2.

Results suggested that T1 rumination was positively correlated with T2 depression as measured by HAM-D and BDI, whereas T1 DAS was correlated with T2 State Anxiety. For T1 self-referent processing tasks, the reaction time for
categorising positive vs. negative words was positively correlated with T2 BDI and State Anxiety, suggesting that faster speed for negative words (vs. positive words) was associated with subsequent depression and anxiety.

For facial expression recognition task, the threshold for the perception of disgust was positively correlated with HAM-D, BDI, and State Anxiety, suggesting that high N individuals who required higher intensity to recognise disgust at T1 (i.e. reduced perception of these expressions) reported more depression and anxiety at T2. Similarly, threshold for sad expressions was positively correlated with HAM-D, suggesting that reduced perception for sad expressions was also associated with subsequent increase in depressed mood.

For the dotprobe task there was no correlation between T1 attentional bias and T2 mood in either the masked or unmasked condition. Similarly, performance in emotion-potentiated startle assessed at T1 did not have significant correlations with T2 depression or anxiety scores.

### 7.3.3 Multiple Regressions

The above correlations have identified four cognitive tasks related to T2 depression and / or anxiety mood: Rumination, DAS, Self-referent categorisation (RT positive vs. negative), and Facial Expression Recognition (Threshold for Disgust and Sadness). To further examine whether performances on these cognitive tasks predict T2 mood, hierarchical multiple regressions were run with each of the key mood scores (HAM-D, BDI or State Anxiety) as the outcome variables. Mood measured at T1 was first entered into the model to control for pre-existing depression or anxiety. Assumptions for multiple regressions were checked, including multicollinearity (using variance inflation factor), homoscedasticity (Levene’s Test), Independence of errors
(Durbin-Watson Test) and normally distributed errors. Specifically, BDI scores at T2 were regressed first onto T1 BDI scores to control for pre-existing level of depression. The cognitive predictors were then added to the model by a ‘stepwise’ method. As expected, T1 BDI significantly predicted T2 BDI ($\beta=.53$, $p<.01$), accounting for 28% of the total variance in T2 BDI. The addition of T1 self-referent categorisation and rumination together accounted for an additional 25% of the total variance of T2 BDI. Thus, the best fit model accounted for 53% of the total variance. See Table 7.3.

Similarly, T2 HAM-D was regressed first into T1 HAM-D, followed by the cognitive predictors. T1 HAM-D only accounted for 10% of the total variance in T2 HAM-D in the initial model. However, the model significantly improved after including Rumination and Threshold for Sad Faces. This final best-fit model accounted for 48% of the total variance. See Table 7.4.

By contrast, T2 state anxiety was best predicted by T1 state anxiety. Results from multiple regressions suggested that T1 state anxiety alone accounted for 41% of the total variance in T2 state anxiety, and that none of the cognitive predictors significantly improved the predictability of the model. Thus, the best-fit model was consisted of the baseline State Anxiety alone. See Table 7.5.

In each of the above regression models, T3 mood scores (i.e. BDI, HAM, State Anxiety) were first regressed into T1 scores of the same measure to control for the effect of preexisting mood. This approach in part allows attribution of effects to the trait phenomena; however, the current results were potentially confounded by group differences in other state measures of mood. This could be statistically tested by including all baseline state measures in all regression models, which, however, were not performed here due to the relatively small sample.
Table 7.2: Depression and Anxiety Mood Scores of High N and Low N volunteers at T1 and T2. Values represent group mean (standard deviation).

<table>
<thead>
<tr>
<th></th>
<th>High N</th>
<th>Low N</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HAM-D</strong></td>
<td>T1 3.56 (3.51)</td>
<td>1.36 (2.50)</td>
</tr>
<tr>
<td></td>
<td>T2 3.85 (4.11)</td>
<td>0.61 (1.42)</td>
</tr>
<tr>
<td><strong>BDI</strong></td>
<td>T1 7.26 (5.19)</td>
<td>2.75 (2.80)</td>
</tr>
<tr>
<td></td>
<td>T2 5.93 (4.91)</td>
<td>1.71 (2.68)</td>
</tr>
<tr>
<td><strong>State Anxiety</strong></td>
<td>T1 37.41 (10.37)</td>
<td>27.75 (6.60)</td>
</tr>
<tr>
<td></td>
<td>T2 38.37 (11.12)</td>
<td>26.39 (8.23)</td>
</tr>
<tr>
<td><strong>Trait Anxiety</strong></td>
<td>T1 46.48 (12.64)</td>
<td>29.29 (5.10)</td>
</tr>
<tr>
<td></td>
<td>T2 43.63 (12.54)</td>
<td>28.18 (5.96)</td>
</tr>
</tbody>
</table>
Table 7.3: Correlation between T1 Cognitive Bias and T2 Mood Scores within the High N group. Values represent correlation coefficients. Asterisks represent statistical significance **p ≤ 0.01, *p ≤ 0.05 (two tails).

<table>
<thead>
<tr>
<th></th>
<th>HAM-D</th>
<th>BDI</th>
<th>State Anxiety</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rumination</td>
<td>0.50**</td>
<td>0.45*</td>
<td>0.34</td>
</tr>
<tr>
<td>DAS</td>
<td>0.20</td>
<td>0.25</td>
<td>0.41*</td>
</tr>
</tbody>
</table>

**Self-referent Word Categorisation**

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>RT pos-neg</td>
<td>0.11</td>
<td>0.51**</td>
<td>0.46*</td>
</tr>
<tr>
<td>Acc pos-neg</td>
<td>-0.14</td>
<td>-0.06</td>
<td>-0.02</td>
</tr>
</tbody>
</table>

**Self-referent Word Memory**

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall Hit pos-neg</td>
<td>0.00</td>
<td>-0.14</td>
<td>-0.22</td>
</tr>
<tr>
<td>Recall FA pos-neg</td>
<td>-0.15</td>
<td>-0.17</td>
<td>-0.04</td>
</tr>
<tr>
<td>Recog Hit pos-neg</td>
<td>0.14</td>
<td>0.08</td>
<td>0.18</td>
</tr>
<tr>
<td>Recog FA pos-neg</td>
<td>-0.27</td>
<td>-0.15</td>
<td>-0.27</td>
</tr>
</tbody>
</table>

**Facial Expression Recognition Task**

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold Anger</td>
<td>-0.07</td>
<td>-0.06</td>
<td>0.05</td>
</tr>
<tr>
<td>Threshold Disgust</td>
<td>0.38*</td>
<td>0.43*</td>
<td>0.45*</td>
</tr>
<tr>
<td>Threshold Fear</td>
<td>-0.01</td>
<td>-0.24</td>
<td>0.02</td>
</tr>
<tr>
<td>Threshold Happy</td>
<td>0.15</td>
<td>0.05</td>
<td>0.20</td>
</tr>
<tr>
<td>Threshold Sadness</td>
<td>0.48*</td>
<td>0.11</td>
<td>-0.04</td>
</tr>
<tr>
<td>Threshold Surprise</td>
<td>0.16</td>
<td>0.04</td>
<td>0.37</td>
</tr>
</tbody>
</table>

**Dotprobe Task**
<table>
<thead>
<tr>
<th></th>
<th>Mask RT pos-neg</th>
<th>Unmask RT pos-neg</th>
<th>Emotion-potentiated Startle</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.14</td>
<td>0.11</td>
<td>-0.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.18</td>
</tr>
<tr>
<td>Peak Size pos-neg</td>
<td>-0.16</td>
<td>-0.10</td>
<td>0.15</td>
</tr>
<tr>
<td>Latency pos-neg</td>
<td>-0.09</td>
<td>-0.08</td>
<td>-0.05</td>
</tr>
</tbody>
</table>

Footnote: DAS = Dysfunctional Attitude Scale; RT = reaction time; Acc = accuracy, Hit = correct recall / recognition; FA = false alarm; Recog = recognition; Pos - Neg = positive minus negative; and in dotprobe task, RT refers to vigilance score.
Table 7.4: Multiple Regression Models Predicting T2 BDI within the High N Group. Asterisks represent statistical significance **p ≤ 0.01, *p ≤ 0.05

<table>
<thead>
<tr>
<th></th>
<th>b</th>
<th>SE b</th>
<th>β</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>2.27</td>
<td>1.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BDI 1</td>
<td>0.50</td>
<td>0.16</td>
<td>.53 **</td>
<td>.004</td>
</tr>
<tr>
<td>Model 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>2.50</td>
<td>1.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BDI 1</td>
<td>0.41</td>
<td>0.15</td>
<td>.44 **</td>
<td>.011</td>
</tr>
<tr>
<td>EW pos-neg</td>
<td>0.02</td>
<td>0.01</td>
<td>.40 *</td>
<td>.018</td>
</tr>
<tr>
<td>Model 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-5.61</td>
<td>3.94</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BDI 1</td>
<td>0.28</td>
<td>0.15</td>
<td>.30</td>
<td>.073</td>
</tr>
<tr>
<td>EW pos-neg</td>
<td>0.02</td>
<td>0.01</td>
<td>.43 **</td>
<td>.008</td>
</tr>
<tr>
<td>RUM</td>
<td>0.17</td>
<td>0.08</td>
<td>.34 *</td>
<td>.041</td>
</tr>
</tbody>
</table>

Note: R² = .28 for Step 1; Δ R² = .15 for Step 2; Δ R² = .10 for Step 3
Table 7.5: Multiple Regression Models Predicting T2 HAM-D within the High N Group. Asterisks represent statistical significance **$p \leq 0.01$, *$p \leq 0.05$

<table>
<thead>
<tr>
<th></th>
<th>b</th>
<th>SE b</th>
<th>$\beta$</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>2.56</td>
<td>1.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAM 1</td>
<td>0.36</td>
<td>0.22</td>
<td>0.31</td>
<td>0.12</td>
</tr>
<tr>
<td><strong>Model 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-7.38</td>
<td>3.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAM 1</td>
<td>0.27</td>
<td>0.20</td>
<td>0.23</td>
<td>0.20</td>
</tr>
<tr>
<td>RUM</td>
<td>0.20</td>
<td>0.08</td>
<td>0.46 **</td>
<td>0.01</td>
</tr>
<tr>
<td><strong>Model 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-11.96</td>
<td>3.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAM 1</td>
<td>0.17</td>
<td>0.18</td>
<td>0.14</td>
<td>0.37</td>
</tr>
<tr>
<td>RUM</td>
<td>0.20</td>
<td>0.07</td>
<td>0.45 **</td>
<td>0.01</td>
</tr>
<tr>
<td>Thres. Sad</td>
<td>0.07</td>
<td>0.03</td>
<td>0.43 **</td>
<td>0.01</td>
</tr>
</tbody>
</table>

$R^2 = .10$ for Step 1; $\Delta R^2 = .20$ for Step 2; $\Delta R^2 = .18$ for Step 3
Table 7.6: Multiple Regression Models Predicting T2 State Anxiety within the High N Group. Asterisks represent statistical significance *** p<.001.

<table>
<thead>
<tr>
<th></th>
<th>b</th>
<th>SE b</th>
<th>β</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>12.59</td>
<td>6.37</td>
<td></td>
<td></td>
</tr>
<tr>
<td>STATE 1</td>
<td>0.69</td>
<td>0.16</td>
<td>.64 ***</td>
<td>.000</td>
</tr>
</tbody>
</table>

R² = .41 for Step 1.
7.4 DISCUSSION

In this longitudinal study, results indicated that depressed mood amongst high N volunteers was significantly predicted by both questionnaire ratings and cognitive test performance measured six months before. Specifically, rumination, self-referent word categorisation (increased speed for categorising negative vs. positive self-referent words) and facial expression recognition (reduced perception for expressions of sadness and disgust) were found to be highly correlated with subsequent depression, whereas dysfunctional attitudes were correlated with subsequent anxiety. Multiple regressions further illustrated that rumination, self-referent processing biases and reduced perception of sad facial expressions predicted depression in six months even after controlling for the preexisting low mood. The best fit models explained up to about 50% of depression mood ratings in this six month follow-up (BDI: 53%; HAM-D: 48%). By contrast, baseline state anxiety alone accounted for 41% of the variance in subsequent anxiety scores, and this regression model did not improve by addition of any cognitive variables.

Overall, our results are consistent with the ‘cognitive vulnerability hypothesis’ developed from the cognitive theories of depression (Beck et al 1967, 1979; Abramson et al 1989). According to these theories, individuals who have maladaptive cognitive style are at higher risk for depression as they are more likely to appraise life events negatively. In support of this, the current study found that high risk volunteers by virtue of high neuroticism exhibit negative biases in information processing, and specifically, bias in processing self-referent words, reduced facial expression recognition and rumination predicted subsequent dysphoric mood in six months even after controlling for preexisting low mood.
That high neuroticism is associated with increased rumination has been implicated in Chapter Two. This longitudinal study illustrated directly that increased rumination elevated future psychological distress. Indeed, rumination has been found to prolong durations of depressive episodes, as rumination allows the depressed mood to negatively bias thinking and interferes with instrumental behaviour and problem solving (Nolen-Hoeksema 1991). Rumination has also been shown to predict suicidal ideation at one-year follow-up in a community sample, and this prediction was partially mediated by symptoms of depression (Miranda and Nolen-Hoeksema 2007). Consistent with this, rumination was found to be correlated with daily depressed mood (Hankin et al 2005) although in this study rumination was excluded from the regression models presumably due to substantial overlapping with neuroticism. The present study indeed found a strong association between neuroticism and rumination. Through investigation within the high N group alone, we established the prediction of depressed mood by rumination.

Similarly, increased processing of negative self-referent words was found to predict future depression. This suggested that negative biases in processing self-referent information are part of the vulnerability risk factors for depression. As noted in Chapter One, self-referent processing bias has been established as a well known characteristic of depression, and is believed to play an important role in maintaining depressive symptoms such as negative self and excessive guilt. Our current result strongly suggested that that this emotional processing bias occurs at an early stage in high risk individuals even before the development of full clinical depressive symptoms. However, it is also noteworthy that many of the other measures of negative bias were not significantly associated with depressed mood in this follow-up. This is therefore examined in more detail in the subsequent section.
Facial expression recognition task was another predictor identified in this study, although this appeared to represent difficulties in identification of others’ emotional states rather than a negative bias per se. Specifically, reduced perception for sadness was found to predict subsequent increase in depressed mood. Similarly, reduced perception for disgusted expressions was found to correlate with subsequent depressed mood and anxiety although it did not survive correction for preexisting mood ratings. Hence it may be that deficits in social function are more important in risk for episodes of low mood than negative biases in interpretation. This is explored in more detail in the subsequent section.

The current study primarily investigated cognitive predictors for onset of depression in vulnerable young adults. Although no participant developed full-blown clinical depression in this six month follow-up, statistical regression models have yielded evidence for the prediction of dysphoric mood (assessed by HAM-D and BDI, both are instruments known to validly measure depression) by specific cognitive behaviour. The overall decrease in state anxiety and BDI over the entire sample was unexpected, but nonetheless made the prediction of depressed mood by specific cognitive behaviour more noteworthy. Finally, the study also yielded interesting findings regarding the aetiology of depression and anxiety. Results from the regression models appeared to suggest that risks for depression and anxiety involve both common and differential cognitive mechanisms. Though hypothesis-driving, the current study was not designed to categorise the differences between the risks for depression and anxiety. Further experiments are required to clarify whether, and to what extent, depression and anxiety arise from different vulnerability mechanisms.

In summary, this longitudinal study showed that a combination of preexisting depressed mood, rumination, and cognitive biases in self-referent categorisation and
facial expression recognition significantly predicts depressed mood up to 6 months. However, this study has not fully tested the ‘cognitive vulnerability hypothesis’ in that stressful life events were not measured. The low incidence of full-blown clinical depression amongst high N individuals might be due to low exposure to stressful life events. In other words, the cognitive vulnerability, as represented by negative biases in information processing in this study, had not been triggered by adverse life events. Thus, the effects of stressful life events on risk for depression will be explored in the next longitudinal study. Specifically, the next sections will examine whether, and to what extent, the emotional processing biases implicated in the first battery would interact with stressful life events in predicting depression in 18 months.
7.5 EIGHTEEN MONTH LONGITUDINAL STUDY

This final follow-up study (T3) took place eighteen months following the first battery (T1). This study aimed to measure any mood changes over the last 18 months. Similar to the last longitudinal study, we hypothesised that the emotional processing biases revealed in first battery would predict subsequent symptoms of depression. Specifically, based on previous findings of the effects of stressful life events on depression (Kessler 1997, Kendler et al 1999) and the ‘cognitive vulnerability hypothesis’ developed from cognitive theories (Beck et al 1967, 1979; Abramson et al 1989), we hypothesised that depression would be best predicted by an interaction between preexisting cognitive biases (Time 1) and the occurrence of stressful life events between Times 1 and 3. Furthermore, to explore whether the high risk and low risk groups have differential changes in cognitive and biological functions, the tasks of Facial Expression Recognition, Auditory Verbal Learning Test and the waking salivary cortisol were repeated in this study.
7.6 METHODS

7.6.1 Subjects

Thirty-eight volunteers (18 high N, 20 low N) gave informed consent to take part in this study and received payment for their participation. The high N and low N groups had similar age (20.50 ± 1.34 vs. 20.65 ± 0.88) and gender ratio (13 F vs. 12 F); and, as expected, the high N group had significantly higher N scores than did the low N group (shortened 12-item N scale: 9.61 ± 1.20 vs. 1.30 ± 1.03, p<0.001).

7.6.2 Measures

Participants were interviewed with SCID and HAM-D and completed self-rated mood questionnaires of BDI and STAI, as well as other questionnaires measuring rumination (RUM), dysfunctional attitudes (DAS), and stressful life events. Facial Expression Recognition Task and the Auditory Verbal Learning Task (AVLT) were used to measure emotional processing and global executive functions respectively. Finally, participants were given instructions and equipments to collect 5 salivary samples within the first hour of waking on the following morning. Details of these tasks and questionnaires have been noted in earlier chapters (Chapter Two for all questionnaires and Facial Expression Recognition Task; Chapter Three for AVLT; and Chapter Four for salivary cortisol).

No volunteer reported experiences of depressive episodes during the time between T1 and T3, but one high N volunteer received a diagnosis of obsessive-compulsive disorder. Due to the absence of clinical depression in the sample, similar to the T2 follow-up study, the following analyses will employ HAM-D and BDI scores as the main outcome variable of depression. In addition, the two groups did not
differ in terms of the number of stressful life events experienced between T1 and T3
(high N: 0.61 ± 0.85; low N: 0.70 ± 1.17; p=.79 ns).
7.7 RESULTS

7.7.1 Mood Change over Time

Table 7.6 summarizes the mood scores at T1 and T3 of high N and low N volunteers. To examine whether the two groups have mood changes over time, a 2x2 ANOVA was carried out for all mood scores with between-Ss variable as group (high N vs. low N) and within-Ss variable as time (T1 vs. T3). Results indicated a significant group difference in nearly all mood variables, such that high N has higher depressed and anxiety mood averaged across both times [HAM-D: F(1,36)=8.82 p<0.01; BDI: F(1,36)=7.90 p<0.01; State Anxiety: F(1,36)=11.22 p<0.01; Trait Anxiety: F(1,36)=25.59; p < 0.001]. Furthermore, there was a significant time effect for BDI (F(1,36)=4.31, p=0.05), such that depressed mood reduced over time across the entire sample. However, there was no time x group interaction for any mood variable (all p’s > 0.07), suggesting that the two groups did not have differential mood change over time.

7.7.2 Cognitive and Biological Change over Time

To examine whether the participants’ cognitive and biological functions changed over time, ANOVAs were carried out for RUM, DAS, AVLT and Cortisol, with between-Ss variable as group (high N vs. low N) and within-Ss variable as time (T1 vs. T3). For Facial Expression Recognition Task, ‘valence’ was included as an additional within-Ss variable.

ANOVA for RUM suggested a main effect of group and time, such that high N had more ruminations than low N (F(1,36)=12.18, p=0.001) and that the overall rumination of the whole sample decreased over time (F(1,36)=11.21, p=0.002).
However, there was no group x time interaction (p=0.26). For DAS, there was a group effect such that high N had more dysfunctional attitudes than low N (F(1,36)=30.15, p=0.000), but there was no group x time interaction or time effect (both p’s ≥ 0.20). See Table 7.7.

For AVLT, performance for the immediate recalls of the whole sample improved from T1 to T3 (Time Effect: F(1,36)=10.54, p=0.003) suggesting a modest practice effect, but there was no group x time interaction (p=0.09) or group effect (p=0.75). There was no main effect or interaction for the delayed recalls and recognition (all p’s ≥ 0.16). See Table 7.7.

For the Facial Expression Recognition Task, accuracy was defined by the threshold, i.e. the intensity level at which the participant gives 3 or more (i.e. ≥75%) correct responses across three consecutive intensity levels (same as in Chapter Two, refer to Section 2.2.5). ANOVA results suggested a significant main effect of time (F(1,36)=4.77, p=0.04), valence (F(5,180)=9.70, p<0.001), and group (F(1,36)=3.64, p=0.07). These data suggested an overall lower threshold (i.e. higher accuracy) in high N volunteers, and that the overall threshold reduced over time across all volunteers, possibly due to a practice effect. However, there were no two-way or three-way interactions (all p’s ≥ 0.21). See Figure 7.1.

In terms of salivary cortisol, five volunteers did not give sufficient salivary samples at T3 for analysis of cortisol. ANOVA for the Area-Under-Curve revealed no group x time interaction or group effect (both p’s ≥ 0.70). However, there was a significant time effect such that the overall cortisol level reduced from T1 to T3 (F(1,28)=27.83, p=0.000). See Figure 7.2.

7.7.3 Correlations
Correlations were analysed between T1 cognitive tasks performance and T3 depression and anxiety mood (HAM-D, BDI, State Anxiety) within the high N group. The correlation coefficients are presented in Table 7.8.

For T1 self-referent processing tasks, the reaction time for categorising positive vs. negative words was positively correlated with T3 HAM-D, BDI and State Anxiety, suggesting that faster speed for negative words (vs. positive words) was associated with subsequent increase in depressed mood and anxiety. For facial expression recognition, the threshold for the perception of sadness was negatively correlated with T3 HAM-D, suggesting that individuals who required lower intensity to identify sadness (i.e. increased perception of sadness) reported more depression at T3. By contrast, dotprobe task, emotion-potentiated startle, self-referent word memory, DAS, and rumination measured at T1 had no significant correlations with T3 mood. In addition, stressful life events were positively correlated with depression and anxiety.

Due to a strong *a priori* hypothesis that cognitive bias would lead to depression and / or anxiety when triggered by stressful life events, interaction between each cognitive bias and stressful life events (e.g. Rumination x Stressful Life Events) was computed (after standardizing both scores). Correlations were run between these interaction variables and T3 mood. As summarised in Table 7.9, RUM, DAS, negative biases in self-referent processing, increased perception of sad expressions, and slower speed for startle response to positive vs. negative stimuli were significantly correlated with subsequent symptoms of depression and / or anxiety when interacting with stressful life events.

### 7.7.4 Multiple Regressions
Similar to the previous longitudinal assessment, hierarchical multiple regressions were used to predict T3 BDI, HAM-D, and State Anxiety from T1 cognitive bias, stressful life events and their interaction. The above correlation analyses have identified the potential predictors as 3 main factors and 5 interactions: (1) Self-referent Word Categorisation RT (2) Facial Expression Recognition Threshold for Sadness (3) Stressful Life Events (4) RUM x Life (5) DAS x Life (6) Self-referent Word RT x Life (7) Threshold for Sad x Life (8) Startle RT x Life. First, T3 mood was regressed onto T1 mood to control for pre-existing depression or anxiety. The three main factors were then entered into the model simultaneously by a ‘stepwise’ method. In the last block, the five interactions were entered into the model again by a ‘stepwise’ method. Appropriate tests have been performed to check that the assumptions involved in using multiple regressions are true (see section 7.3.3).

Results showed that T1 BDI significantly predicted T3 BDI (β=.60, p<.01), accounting for 36% of the total variance in T3 BDI. The final best-fit model consisted of four variables, including the baseline BDI, negative biases in self-referent word categorisation, stressful life events, and its interaction with the threshold for recognising sad facial expressions, accounting for up to 91% of the total variance. See Table 7.10. To create a graphical representation of the interaction of threshold for sad expressions x stressful life events, the sample was sub-divided into high vs. low threshold group (in recognising sad expressions) using a median split. As illustrated in Figure 7.3, depressed mood increased with increasing stressful life events, and this prediction was stronger within individuals with low threshold for recognising sad faces.

Multiple regression models for HAM-D revealed similarly high predictability of T3 depressed mood by cognitive biases. Unlike the case with BDI, T1 HAM-D did
not predict T3 HAM-D ($\beta=-.003$, $p=.99$ ns). However, the addition of Stressful Life Events, Threshold for recognising sad facial expressions, and the interaction of these two variables significantly improved the final model, which accounted for 87% of the total variance in T3 depressed mood measured by HAM-D. See Table 7.11. A graphical representation of the interaction of threshold for sad expressions x stressful life events similar to that with BDI results was created. As illustrated in Figure 7.4, depressed mood increased with increasing stressful life events, and this prediction was stronger within individuals with low threshold for recognising sad faces.

By contrast, similar to the previous follow-up study, T1 State Anxiety accounted for 27% of T4 State Anxiety, and none of the cognitive variables could improve the model significantly. See Table 7.12.

Finally, similarly to the previous longitudinal study, the current results were potentially confounded by group differences in other state measures of mood. This could be statistically tested by including all baseline state measures in all regression models, which, however, were not performed here due to the relatively small sample.
Table 7.7: Depression and Anxiety Mood Scores of High N and Low N Volunteers at T1 and T3. Values represent group mean (standard deviation).

<table>
<thead>
<tr>
<th></th>
<th>High N</th>
<th>Low N</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T1</td>
<td>T3</td>
</tr>
<tr>
<td>HAM-D</td>
<td>2.67 (2.50)</td>
<td>0.60 (0.82)</td>
</tr>
<tr>
<td></td>
<td>2.17 (3.93)</td>
<td>0.70 (2.05)</td>
</tr>
<tr>
<td>BDI</td>
<td>6.17 (5.04)</td>
<td>2.35 (2.16)</td>
</tr>
<tr>
<td></td>
<td>4.17 (5.65)</td>
<td>1.50 (2.95)</td>
</tr>
<tr>
<td>State Anxiety</td>
<td>33.83 (7.51)</td>
<td>27.45 (7.06)</td>
</tr>
<tr>
<td></td>
<td>33.33 (10.09)</td>
<td>25.60 (6.44)</td>
</tr>
<tr>
<td>Trait Anxiety</td>
<td>43.78 (13.09)</td>
<td>29.60 (5.34)</td>
</tr>
<tr>
<td></td>
<td>44.06 (10.33)</td>
<td>31.05 (7.39)</td>
</tr>
</tbody>
</table>
Table 7.7: Cognitive Functions of High N and Low N Volunteers at T1 and T3.

Values represent group mean (standard deviation).

<table>
<thead>
<tr>
<th></th>
<th>High N</th>
<th>Low N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rumination</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>51.78 (9.95)</td>
<td>39.45 (9.13)</td>
</tr>
<tr>
<td>T3</td>
<td>44.00 (11.35)</td>
<td>35.65 (11.63)</td>
</tr>
<tr>
<td>Dysfunctional Attitude Scale (DAS)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>141.22 (15.16)</td>
<td>107.65 (20.23)</td>
</tr>
<tr>
<td>T3</td>
<td>133.72 (21.07)</td>
<td>106.60 (20.88)</td>
</tr>
<tr>
<td>Auditory Verbal Learning Test (AVLT)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average of the 5 immediate recalls</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>12.43 (1.54)</td>
<td>11.92 (1.53)</td>
</tr>
<tr>
<td>T3</td>
<td>12.79 (1.00)</td>
<td>13.08 (1.07)</td>
</tr>
<tr>
<td>Average of short and long delay recalls</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>12.97 (1.83)</td>
<td>12.50 (2.25)</td>
</tr>
<tr>
<td>T3</td>
<td>13.19 (1.74)</td>
<td>12.90 (1.92)</td>
</tr>
<tr>
<td>Recognition Hits</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>14.39 (0.78)</td>
<td>14.35 (0.93)</td>
</tr>
<tr>
<td>T3</td>
<td>14.39 (0.70)</td>
<td>14.00 (1.34)</td>
</tr>
<tr>
<td>Recognition FA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>0.39 (0.85)</td>
<td>0.55 (0.83)</td>
</tr>
<tr>
<td>T3</td>
<td>0.33 (0.49)</td>
<td>0.25 (0.44)</td>
</tr>
</tbody>
</table>
Table 7.8: Correlations between T1 Cognitive Bias and T3 Depressive Mood Scores within the High N Group. Values represent correlation coefficients. Asterisks represent statistical significance **p ≤ .01; *p ≤ .05.

<table>
<thead>
<tr>
<th></th>
<th>HAM-D</th>
<th>BDI</th>
<th>State Anxiety</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rumination</td>
<td>0.28</td>
<td>0.20</td>
<td>0.09</td>
</tr>
<tr>
<td>DAS</td>
<td>0.17</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td><strong>Self Referent Word Categorisation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RT pos-neg</td>
<td>0.48*</td>
<td>0.57*</td>
<td>0.59*</td>
</tr>
<tr>
<td>Acc pos-neg</td>
<td>-0.45</td>
<td>-0.36</td>
<td>0.02</td>
</tr>
<tr>
<td><strong>Self Referent Word Memory</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recall Hit pos-neg</td>
<td>-0.03</td>
<td>0.01</td>
<td>-0.03</td>
</tr>
<tr>
<td>Recall FA pos-neg</td>
<td>0.04</td>
<td>-0.13</td>
<td>-0.10</td>
</tr>
<tr>
<td>Recog Hit pos-neg</td>
<td>0.15</td>
<td>0.25</td>
<td>0.13</td>
</tr>
<tr>
<td>Recog FA pos-neg</td>
<td>0.22</td>
<td>0.14</td>
<td>0.10</td>
</tr>
<tr>
<td><strong>Facial Expression Recognition Task</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Threshold Anger</td>
<td>-0.28</td>
<td>-0.22</td>
<td>0.07</td>
</tr>
<tr>
<td>Threshold Disgust</td>
<td>0.20</td>
<td>0.23</td>
<td>0.44</td>
</tr>
<tr>
<td>Threshold Fear</td>
<td>0.03</td>
<td>-0.10</td>
<td>-0.06</td>
</tr>
<tr>
<td>Threshold Happy</td>
<td>-0.09</td>
<td>-0.04</td>
<td>0.31</td>
</tr>
<tr>
<td>Threshold Sadness</td>
<td>-0.58*</td>
<td>-0.45</td>
<td>-0.16</td>
</tr>
<tr>
<td>Threshold Surprise</td>
<td>0.03</td>
<td>0.08</td>
<td>0.21</td>
</tr>
<tr>
<td><strong>Dotprobe Task</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mask RT pos-neg</td>
<td>0.03</td>
<td>-0.02</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>pos</td>
<td>neg</td>
<td>Diff</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>--------</td>
<td>--------</td>
<td>-------</td>
</tr>
<tr>
<td>Unmask RT pos-neg</td>
<td>0.06</td>
<td>-0.09</td>
<td>-0.37</td>
</tr>
<tr>
<td><strong>Emotion-potentiated Startle</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peak Size pos-neg</td>
<td>0.18</td>
<td>0.11</td>
<td>0.07</td>
</tr>
<tr>
<td>Latency pos-neg</td>
<td>0.32</td>
<td>0.36</td>
<td>0.21</td>
</tr>
<tr>
<td><strong>Stress</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stressful life events</td>
<td>0.80**</td>
<td>0.81**</td>
<td>0.60**</td>
</tr>
</tbody>
</table>

Footnote: DAS= dysfunctional Attitude Scale; RT = reaction time; Acc = accuracy, Hit = correct recall / recognition; FA = false alarm; Recog = recognition; Pos - Neg = positive minus negative; in dotprobe task, RT refers to vigilance scores.
Table 7.9: Correlations between T3 mood and Cognitive Bias x Life Events within the **High N** Group. Values represent correlation coefficients. Asterisks represent statistical significance **p ≤ .01; *p ≤ .05.

<table>
<thead>
<tr>
<th>x Stressful Life Event</th>
<th>HAM-D</th>
<th>BDI</th>
<th>State Anxiety</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rumination</td>
<td>0.48 *</td>
<td>0.49 *</td>
<td>0.21</td>
</tr>
<tr>
<td>DAS</td>
<td>0.46 *</td>
<td>0.44</td>
<td>0.43</td>
</tr>
</tbody>
</table>

**Self Referent Word Categorisation**

<table>
<thead>
<tr>
<th></th>
<th>HAM-D</th>
<th>BDI</th>
<th>State Anxiety</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT pos-neg</td>
<td>0.70 **</td>
<td>0.74 **</td>
<td>0.59 **</td>
</tr>
<tr>
<td>Acc pos-neg</td>
<td>-0.40</td>
<td>-0.32</td>
<td>-0.08</td>
</tr>
</tbody>
</table>

**Self Referent Word Memory**

<table>
<thead>
<tr>
<th></th>
<th>HAM-D</th>
<th>BDI</th>
<th>State Anxiety</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall Hit pos-neg</td>
<td>0.06</td>
<td>-0.10</td>
<td>-0.25</td>
</tr>
<tr>
<td>Recall FA pos-neg</td>
<td>0.19</td>
<td>0.23</td>
<td>0.11</td>
</tr>
<tr>
<td>Recog Hit pos-neg</td>
<td>0.34</td>
<td>0.33</td>
<td>0.24</td>
</tr>
<tr>
<td>Recog FA pos-neg</td>
<td>0.18</td>
<td>0.25</td>
<td>0.20</td>
</tr>
</tbody>
</table>

**Facial Expression Recognition Task**

<table>
<thead>
<tr>
<th></th>
<th>HAM-D</th>
<th>BDI</th>
<th>State Anxiety</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold Anger</td>
<td>-0.40</td>
<td>-0.42</td>
<td>-0.38</td>
</tr>
<tr>
<td>Threshold Disgust</td>
<td>0.34</td>
<td>0.35</td>
<td>0.23</td>
</tr>
<tr>
<td>Threshold Fear</td>
<td>0.12</td>
<td>0.08</td>
<td>-0.13</td>
</tr>
<tr>
<td>Threshold Happy</td>
<td>-0.35</td>
<td>-0.32</td>
<td>-0.38</td>
</tr>
<tr>
<td>Threshold Sadness</td>
<td>-0.80 **</td>
<td>-0.74 **</td>
<td>-0.52 *</td>
</tr>
<tr>
<td>Threshold Surprise</td>
<td>0.27</td>
<td>0.28</td>
<td>0.03</td>
</tr>
</tbody>
</table>

**Dotprobe Task**

<table>
<thead>
<tr>
<th></th>
<th>HAM-D</th>
<th>BDI</th>
<th>State Anxiety</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mask RT pos-neg</td>
<td>0.28</td>
<td>0.34</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>Unmask RT pos-neg</td>
<td>0.15</td>
<td>0.25</td>
</tr>
<tr>
<td>----------------------</td>
<td>-------------------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>Emotion-potentiated Startle</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peak Size pos-neg</td>
<td></td>
<td>-0.06</td>
<td>-0.04</td>
</tr>
<tr>
<td>Latency pos-neg</td>
<td></td>
<td>0.55 *</td>
<td>0.53 *</td>
</tr>
</tbody>
</table>

Footnote: DAS= dysfunctional Attitude Scale; RT = reaction time; Acc = accuracy, Hit = correct recall / recognition; FA = false alarm; Recog = recognition; Pos - Neg = positive minus negative; in dotprobe task, RT refers to vigilance scores.
Table 7.10: Multiple Regression Models Predicting T3 BDI within the High N Volunteers. Asterisks represent statistical significance **p ≤ .01; *p ≤ .05.

<table>
<thead>
<tr>
<th>Model</th>
<th>b</th>
<th>SE</th>
<th>β</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-0.15</td>
<td>1.82</td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>BDI 1</td>
<td>0.72</td>
<td>0.25</td>
<td>.60 **</td>
<td></td>
</tr>
<tr>
<td>Model 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-0.77</td>
<td>1.23</td>
<td></td>
<td>.07</td>
</tr>
<tr>
<td>BDI 1</td>
<td>0.37</td>
<td>0.19</td>
<td>.31</td>
<td></td>
</tr>
<tr>
<td>Life Events</td>
<td>4.45</td>
<td>1.02</td>
<td>.68 **</td>
<td>.00</td>
</tr>
<tr>
<td>Model 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-0.20</td>
<td>1.00</td>
<td></td>
<td>.07</td>
</tr>
<tr>
<td>BDI 1</td>
<td>0.30</td>
<td>0.15</td>
<td>.25</td>
<td></td>
</tr>
<tr>
<td>Life Events</td>
<td>4.04</td>
<td>0.82</td>
<td>.61 **</td>
<td>.00</td>
</tr>
<tr>
<td>EW pos-neg</td>
<td>0.02</td>
<td>0.01</td>
<td>.35 **</td>
<td>.01</td>
</tr>
<tr>
<td>Model 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.58</td>
<td>0.85</td>
<td></td>
<td>.11</td>
</tr>
<tr>
<td>BDI 1</td>
<td>0.22</td>
<td>0.12</td>
<td>.18</td>
<td></td>
</tr>
<tr>
<td>Life Events</td>
<td>2.53</td>
<td>0.84</td>
<td>.38 **</td>
<td>.01</td>
</tr>
<tr>
<td>EW pos-neg</td>
<td>0.02</td>
<td>0.01</td>
<td>.37 **</td>
<td>.00</td>
</tr>
<tr>
<td>Thres Sad x Life</td>
<td>-1.73</td>
<td>0.60</td>
<td>-.37 **</td>
<td>.01</td>
</tr>
</tbody>
</table>

R² for Step 1 = .36; ΔR² for Step 2 = .37; ΔR² for Step 3 = .11; Δ R² for Step 4 = .07.
R² squared for the final model = .91.
Table 7.11: Regression Models Predicting T3 HAM-D within the High N Group.

Asterisks represent statistical significance **p ≤ .01; *p ≤ .05.

<table>
<thead>
<tr>
<th>Model</th>
<th>b</th>
<th>SE b</th>
<th>β</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>2.07</td>
<td>1.48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAM-D 1</td>
<td>-0.01</td>
<td>0.45</td>
<td>-0.003</td>
<td>.99</td>
</tr>
<tr>
<td><strong>Model 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-0.96</td>
<td>1.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAM-D 1</td>
<td>0.31</td>
<td>0.28</td>
<td>0.18</td>
<td>.28</td>
</tr>
<tr>
<td>Life Events</td>
<td>3.85</td>
<td>0.74</td>
<td>0.83 **</td>
<td>.00</td>
</tr>
<tr>
<td><strong>Model 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>3.31</td>
<td>2.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAM-D 1</td>
<td>0.26</td>
<td>0.24</td>
<td>0.15</td>
<td>.30</td>
</tr>
<tr>
<td>Life Events</td>
<td>3.28</td>
<td>0.68</td>
<td>0.71 **</td>
<td>.00</td>
</tr>
<tr>
<td>Thres Sad</td>
<td>-0.05</td>
<td>0.02</td>
<td>-0.34 *</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Model 4</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>4.82</td>
<td>1.63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAM-D 1</td>
<td>-0.07</td>
<td>0.21</td>
<td>-0.04</td>
<td>.74</td>
</tr>
<tr>
<td>Life Events</td>
<td>1.37</td>
<td>0.80</td>
<td>0.30</td>
<td>.11</td>
</tr>
<tr>
<td>Thres Sad</td>
<td>-0.06</td>
<td>0.02</td>
<td>-0.36 **</td>
<td>.01</td>
</tr>
<tr>
<td>Thres Sad x Life</td>
<td>-1.75</td>
<td>0.55</td>
<td>-0.53 **</td>
<td>.01</td>
</tr>
</tbody>
</table>

R² for Step 1 = .00; ∆R² for Step 2 = .66; ∆R² for Step 3 = .10; ∆R² for Step 4 = .11; R² of the final model = .87.
Table 7.12: Multiple Regression Models Predicting T3 State Anxiety within the High N Volunteers.

<table>
<thead>
<tr>
<th></th>
<th>b</th>
<th>SE b</th>
<th>β</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>10.17</td>
<td>9.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>STATE 1</td>
<td>0.66</td>
<td>0.28</td>
<td>.52</td>
<td>.03</td>
</tr>
</tbody>
</table>

R² for Step 1 = .27.
Figure 7.1: Thresholds for Recognising Each Emotional Facial Expression by High N and Low N Volunteers at T1 and T3. Values represent group mean.
Figure 7.2: Morning Salivary Cortisol Levels of High N and Low N Volunteers at T1 and T3. Values represent group means ± standard errors of mean.
Figure 7.3: Trend Lines Showing the Prediction of Time 3 BDI by Stressful Life Events in High vs. Low Threshold Groups in Recognising Sad Facial Expressions.
Figure 7.4: Trend Lines Showing the Prediction of Time 3 HAM by Stressful Life Events in High vs. Low Threshold Groups in Recognising Sad Facial Expressions.
7.8 DISCUSSION

In this final eighteen-month longitudinal study, current depressed mood was highly predicted (up to about 90%) by a combination of negative cognitive biases and experiences of stressful life events in high-risk individuals. Specifically, increased speed for categorising negative self-referent words (vs. positive words) and increased perception for sad facial expressions were identified as the major cognitive predictors for subsequent psychological distress. In support of our hypothesis, the present findings suggested that negative biases in emotional processing constitute a cognitive vulnerability that predisposes high-risk individuals to emotional distress in the face of adverse life events. Though entirely predicted by cognitive models of depression (Beck et al 1967, 1979; Abramson et al 1989), very few previous studies have involved prediction of depression by cognition (see MacLeod & Hagan 1992, Alloy et al 2006). The current longitudinal design has the advantage of enabling us to make cause and effect conclusions about cognitive bias and onset of depression.

Overall, the statistical regression models showed that a vast majority of the total variance in depression (up to 91%) could be predicted by four major factors. Based on the presumptions that preexisting depressed mood is a key predictor for future depression, Time 1 depression (measured by BDI and HAM) was first entered into the regression models to control for this unhypothesized predictor. As expected, results showed that Time 1 BDI alone explained for 36% of the variance in Time 3 BDI. By contrast, Time 1 HAM did not predict Time 2 HAM, which was somewhat surprising. In fact, a similar result was found in the last longitudinal study. A plausible reason was that HAM was designed to measure episodes of clinical depression symptoms and therefore might be less sensitive to variations in depressed mood within the sub-clinical level. Although HAM and BDI are both valid measures of
depression, the two measures provide slightly different perspectives of depression: HAM is specifically designed for making diagnosis by a structured clinical interview whereas BDI is a self-reported questionnaire. The current study aimed to predict depressive episodes by cognitive risk factors, and therefore the results with HAM seemed to be a more relevant measure of depressive episode. However, our results with HAM and BDI have both interpretative constraints given the low variances in these measures.

Regression models predicting Time 3 depression measured by BDI and HAM yielded highly convergent results. Specifically, stressful life event and its interaction with threshold for recognising sad expressions were found to predict depression measured by both instruments. The present results suggested that increased perception for sad expressions (illustrated by reduced threshold) elevated psychological distress in the face of stressful life events. This result is consistent with previous finding that increased perception of sad facial expressions predict subsequent relapse in depression (Bouhuys et al 1999). The current result therefore suggested that increased perception of negative emotion constitutes a cognitive vulnerability that leads to depression when elevated by life adversity. By contrast, an opposite effect was found in our previous 6-month follow-up, in which reduced perception of sad expressions was associated with subsequent low mood (see 7.2.3). As discussed earlier, the last study yielded inconclusive findings in that it did not include a measure of life events. Therefore, we argue that the current study provided a more accurate measure of the effects of facial expression processing biases on depression when interacting with stressful life events.

Furthermore, the effects of self-referent processing biases on subsequent depression have been highlighted in both longitudinal assessments. The role of self-
referent processing biases in the aetiology and maintenance of depression has been emphasized in cognitive theories. In Beck’s Theory (1967, 1979), negative self-schemata revolving around themes of failure, loss, inadequacy, and worthlessness, are hypothesized to provide cognitive vulnerability to depression. The Hopelessness Theory (Abramson et al 1989) also predicted that individuals who tend to infer negative self-characteristics in response to a negative life event are more likely to develop depression. Taken together, the current findings are consistent with cognitive theories of depression in suggesting that that negative biases in self-referent processing are key cognitive predictors for depression.

The current study has yielded highly significant results for the prediction of low mood by cognitive biases, thus supporting the main hypothesis of cognitive vulnerability. However, this study has also revealed some unexpected results. Specifically, high N and low N volunteers as a whole showed reduced BDI and salivary cortisol over time. They also showed improved overall accuracy in facial expression recognition task and auditory verbal learning test, plausibly due to a practice effect. These effects are not hypothesized and thus required further investigation. Nevertheless, these effects made the specific prediction of increased depression symptoms by cognitive biases noteworthy.

Finally, the two groups did not differ in their experiences of stressful life events in this period of 18 months. In fact, both groups have experienced very low level of stressful life events (average <1). This relatively low exposure of life adversity might in part explain why no high N participant developed full-blown depression. Longitudinal study with a longer duration will reveal whether these high N individuals will subsequently develop clinical depression when more stressful life events arise.
In conclusion, the current study identified negative biases in self-referent processing and facial expression recognition as the major cognitive mechanisms underlying vulnerability to depression. When interacting with stressful life events, these cognitive vulnerability factors together with baseline mood predicted up to 90% of the total variance in depression mood scores 18 months later. The significance and implications of this study will be discussed alongside our previous studies in the next and final chapter.
CHAPTER EIGHT

General Discussion

8.1 SUMMARY OF FINDINGS

The current series of investigations have yielded converging evidence for the presence of emotional processing biases in individuals who have high risk for depression (by virtue of high neuroticism, a well known risk factor) but have not been depressed. These emotional processing biases were illustrated across a wide range of cognitive functions including perception and memory for self-referent information, interpretation of facial expressions and physiological responses to emotional pictures measured by emotion-potentiated startle paradigm (Chapter Two). Overall, when compared to low risk individuals, high risk individuals showed a consistent pattern of biases favouring negative information such as negative self-referent words and away from positive information such as happy facial expressions.

This systematic selective processing of negative information, however, was not accompanied by impairments in more global executive function (Chapter Three), suggesting that emotional processing biases shown in high risk individuals cannot be attributed to global cognitive impairments. In fact, high risk individuals outperformed low risk individuals in the experimental tasks measuring general learning and memory (Auditory Verbal Learning Test) and motor planning and problem-solving (Tower of London), which was related to their higher trait of perfectionism. The same study revealed no clear evidence for high risk individuals having deficits in recalling specific autobiographical memory, suggesting that global cognitive functions are not
characteristics of risk for depression but instead may occur only during or after a depressive episode.

The potential association between risk for depression and dysfunctional biological stress responses has also been investigated (Chapter Four). Our results with waking salivary cortisol responses, a widely used indicator of the activity of hypothalamic-pituitary-adrenal (HPA) axis, suggesting that high risk individuals do not differ from their low risk counterparts in this function. Thus, similar to global cognitive functions, biological stress response does not appear to be part of the mechanisms that underlie high N’s vulnerability to depression.

Taking together results from Chapters Two - Four, high risk individuals resembled depressed patients in that they are biased towards processing negative information. However, unlike in clinically depressed patients, global cognitive functions and biological stress responses remained intact in these high risk individuals. Thus, the primary finding of the present study was that negative biases in information processing are present in never-depressed high risk individuals, and as such they may represent long term vulnerability markers for depression preceding illness onset.

Our research further demonstrated the neural substrates of such emotional processing biases with two brain imaging experiments using fMRI (Chapters Five and Six). High risk individuals were found to have exaggerated neural responses while processing negative information including negative self-referent words and fearful facial expressions. These neural abnormalities were seen across a network of brain areas known to be involved in relevant emotional processing, including the superior parietal cortex, anterior cingulate, amygdala, and fusiform gyrus. These findings
suggested neural mechanisms underlying the negative biases observed behaviourally in high risk individuals.

Finally, our longitudinal studies illustrated that depressed mood in 18 months is highly predictable (up to 91%) by a combination of emotional processing biases and stressful life events, even after controlling for baseline mood (Chapter Seven). Specifically, the selective perception of negative self-referent words and sad facial expressions appeared to be the strongest cognitive predictors. Although no volunteer developed clinical depression within the 18 month time period of this study, statistical regression models have provided strong evidence that cognitive vulnerability elevated depression symptoms within a sub-clinical range. Our shorter follow-up study conducted at 6 months after the first study similarly identified negative biases in self-referent processing and facial expression recognition as the major cognitive predictors for subsequent increase in depressed mood. The significance and implications of these findings will be discussed in the following sections. The effectiveness and validity of the experimental design will also be critically evaluated.
8.2 NEUROCOGNITIVE VULNERABILITY TO DEPRESSION

Overall, the current investigations have consistently found that negative biases in emotional processing are major characteristics of risk for depression. Data from the longitudinal studies further confirmed that these biases elevated subsequent subclinical depression symptoms particularly in the face of stressful life events. These findings are consistent with the ‘cognitive vulnerability hypothesis’ developed from the cognitive theories of depression (Beck et al 1967, 1979; Abramson et al 1989), which suggests that individuals who exhibit particular maladaptive cognitive patterns are at increased risk for depression when they experience negative life events. The current research illustrated these maladaptive cognitive patterns in the form of negative biases across a wide range of cognitive functions in information processing. Specifically, increased perception of negative self-referent descriptions and sad facial expressions were suggested to be the best cognitive predictors for subsequent low mood. Thus, depression was best predicted by a subset of cognitive tasks and stressful life events, suggesting that the cognitive biases may not represent a single entity of cognitive vulnerability. Further analyses using correlations and / or factor analysis would be useful in clarifying the relationship amongst performance in different tasks and thus the nature of cognitive biases.

As predicted by the diathesis-stress model, we found that stressful life events interact with cognitive vulnerability mechanisms in predicting up to 91% of the total variance in dysphoric mood in 18 months. By contrast, in the 6-month follow-up where stressful life events were not included as a predictor, the predictive power of the models was much weaker. Although stressful life events were shown to play a key role in predicting depression in the last follow-up, our sample of young college students experienced relatively low levels of adverse life events (average <1). Thus,
the current models might have underestimated the effects of the cognitive vulnerability mechanisms, which may require the experience of more life stress to trigger illness onset.

While our longitudinal studies have established the prediction of subsequent low mood by cognitive vulnerability mechanisms, our fMRI experiments provided early evidence for the presence of neural vulnerability mechanisms in high risk individuals. Our brain-imaging results clearly illustrated that risk for depression is related to exaggerated neural response to negative information, particularly negative self-referent descriptions and fearful facial expressions. In particular, exaggerated response to threat within the amygdala-fusiform circuitry was seen as a function of risk for depression (Chapter Six). This is consistent with a large body of previous work which suggests a key role for the amygdala in depression (e.g. Sheline et al 2001, Davidson et al 2003, Fu et al 2004, Surguladze et al 2005, Drevets 2000, Keedwell et al 2005). Indeed, we observed differential amygdala responses to threat between high risk and low risk individuals (Chapter Six), suggesting that neural biases might be a trait vulnerability marker for depression that precede illness onset. Using a connectivity analysis it appeared that this elevated amygdala response was highly related to increased responses to negative affective information in the fusiform gyrus, providing a mechanism whereby risk for depression could lead to hypervigilance to threatening information.

Apart from the amygdala, functional abnormalities in other brain areas known to be involved in emotional processing have also been implicated as a function of risk for depression. Specifically, the superior parietal cortex was found to have increased responses while encoding negative self-referent words (Chapter Five). This result was consistent with previous suggestions of this area being involved in the processing of
personally relevant events (Vuilleumier 2005). It also echoed results of our first test battery where high N individuals were found to be faster in categorising negative self-referent adjectives. In fact, the parietal cortex has also been implicated in self-face recognition and perception of social relationships (Uddin et al 2005, Feinburg 2001, Decety and Sommerville 2003, Carr et al 2003, Farrer and Frith 2002, Iacoboni et al 2004). Consistent with this, abnormal activity within this area was observed in high N volunteers during facial expression processing task (Chapter Six).

Also highlighted in our fMRI findings was the activity of cingulate cortex, an area known to modulate the autonomic response to emotional experience and to process information concerning reward-punishment reinforcement contingencies (Bush et al 2000, Drevets 2001). Our findings established that risk for depression is related to heightened sensitivity to negative self-referent words, which was shown by enhanced responses within the cingulate cortex during the encoding of negative words and subsequent reduced responses (or reduced effort) during the retrieval of these words (Chapter Five). This hypervigilant response towards negative self-referent information in high risk volunteers is hypothesised to be related to their higher levels of social anxiety (measured by the Fear of Negative Evaluation questionnaire, Chapter Two) and self-criticism (measured as a symptom of depression by HAM-D, Chapters Two and Seven).

Taken together, results from our fMRI experiments suggested that risk for depression are related to widespread neural biases in emotional processing. Longitudinal studies with a large sample are required to establish a direct causal relationship between these hypothesised neural vulnerability mechanisms and subsequent depression.
Although our brain-imaging experiments aimed to identify the neural basis of the emotional processing biases observed in the first battery, they have also highlighted the neural processing biases that have not been observed behaviourally. Specifically, the differential neural responses to threat across different intensity between high N and low N volunteers suggested the hypothesis that high risk individuals assign a higher threat value to negative facial expressions compared with their low risk counterparts. Interestingly, this was not shown in their behaviour responses assessed outside the fMRI scanning. Likewise, the behavioural expression of the reduced activity in the cingulate cortex during the retrieval of negative self-referent words was not apparent in the first study. These suggested that neural processes are not always directly translated to observable behaviour, thus highlighting one of the advantages of using multidimensional measures within a single investigation. This will be discussed further in the next section.
8.3 THE EXPERIMENTAL DESIGN AND SELECTION OF TEST BATTERY

Indeed, the current research provided a large amount of data from both cross-sectional and longitudinal studies. The five cross-sectional studies (Chapters Two - Six) have employed a wide range of instruments assessing the neuropsychological behaviour in emotional processing, thus demonstrating within a single model the multifaceted mechanisms associated with risk for depression. This is in contrast to the majority of previous studies, which tend to be restricted to a specific domain (e.g. memory, attention) and have their hypotheses built upon a single theoretical approach. The current test battery was carefully selected to measure different key neural-cognitive behaviour hypothesised to be associated with risk for depression.

Specifically, the emotional categorisation task was used to measure processing of self-referent information. The inclusion of the control task using non self-referent information (animal attributes) enabled us to draw the conclusion that the differential behaviour of high vs. low risk individuals towards negative words is specific to a self-referent context rather than a general bias towards negative information (Chapter Two). The facial expression recognition task was selected to investigate the social context of emotional processing. As noted earlier, perceptions and interpretations of facial expressions play an important role in our social interactions in daily life. Likewise, the dotprobe task was included to measure attention to emotional information. The inclusion of both a short-exposure (masked) and long-exposure (unmasked) conditions was aimed to investigate the automatic and strategic stages of information processing respectively (Chapter Two). Also included in the first study was the emotion-potentiated startle, which, unlike the tasks discussed above, measured emotional reactivity from automatic reflexes and therefore avoided any subjective response bias or demand characteristics.
In addition, three tasks were selected to measure global executive functions in Chapter Three, including the Auditory Verbal Learning Test, Tower of London, and Autobiographical Memory Test. Waking salivary cortisol was used to measure the biological response to stress (Chapter Four). All of these measures have been used by previous studies with clinical populations. By employing the same instruments in the current investigation with high risk individuals, the findings here can be directly compared to previous observations on clinically depressed individuals.

The advantage of having such a wide range of diverse experimental instruments within one single investigation was further highlighted in Chapters Five and Six. As noted above, results from the fMRI experiments have not only suggested the neural mechanisms that underlie the negative biases observed in our first behavioural study, they also revealed negative biases in neural processing that were not revealed behaviourally. For example, the exaggerated responses towards fearful expressions in high risk individuals have only been observed during fMRI scanning but not in the behavioural study. Thus, it appeared that neural biases do not always simply translate to behavioural biases and it may be possible to pick up neural biases with more sensitivity than behavioural outputs which could be affected by many different processes. This clearly illustrates the importance of integrating data from experiments using different instruments.

The facial expression processing task used in the fMRI experiment (Chapter Six) was a simplified version of the task used in the behavioural study (Chapter Two) in that participants were only required to discriminate the gender of the emotional face rather than categorising the emotional expression. In addition, only happy and fearful expressions were selected for the fMRI experiments based on the findings of reduced perception of happy expressions in high N volunteers from our behavioural
experiment and heightened response to threat from previous studies on depression (e.g. Sheline et al 2001, Fu et al 2004, Surguladze et al 2005, Drevets 2000). With the use of emotional stimuli with different intensity levels we were able detect differences between high and low risk volunteers particularly when the facial expressions were at their most ambiguous.

The two-task design of the self-referent processing task (Chapters Two and Five), including the encoding of the self-referent words followed by a surprise memory test, provided a broad investigation into the different cognitive stages involved in the processing of self-referent information. Risk of depression was shown to be related to negative biases in both perception and memory for self-referent information. This was particularly evident from the fMRI finding that the same area within the cingulate cortex was involved in both tasks, thus generating consistent results concerning the involvement of this brain area in self-referent processing and risk for depression.

Finally, the scope of findings generated by the current investigation was highly expanded by its longitudinal design. The two longitudinal studies directly tested the cause and effect relationship between emotional processing and onset of depression. Sub-clinical depression symptoms measured by instruments such as BDI were shown to be highly predictable by a combination of emotional processing biases and stressful life events. To the best of my knowledge, very few previous studies have involved prediction of depression by cognition (see MacLeod & Hagan 1992, Alloy et al 2006). The present longitudinal design has therefore generated highly novel results suggesting that emotional processing biases elevated depression symptoms in high-risk individuals. However, the strength and generalization of the prediction models have been weakened by the relatively small sample especially in the final follow-up
study (n=18 in high risk group). The limitations related to the sample size will be further discussed in the next section.

Overall, the wide range of cross-sectional assessments accompanied by the longitudinal studies has generated highly integrated data illustrating the widespread neuropsychological mechanisms underlying the risk for depression.
8.4 THE HIGH N VERSUS LOW N SAMPLE

The present investigations used high neuroticism to define risk for depression. As noted in the Introductory Chapter, neuroticism is a stable personality trait that is highly predictive of subsequent depression (e.g. Kendler et al 1993, 2002, 2004, 2006). It has been estimated that each increase by a standard deviation in the neuroticism score (N) carries a hazard ratio for a depressive onset of 1.72 (Kendler 2004). Thus, the difference of N between our high N and low N groups (9.58 vs. 1.25), corresponding to 2.58 standard deviation units, represented about a four-fold difference in risk of depression. In addition, the two groups did not differ in personal or family history of psychiatric disorders, experience of stressful life events or childhood experience of adversity (see Chapter Two). The difference in emotional processing biases observed here can therefore be attributed to the difference of neuroticism unconfounded by other risk factors.

Although neuroticism is an instrument shown to reliably predict depression, it is not a specific marker for depression but rather it is a predictor for mood disorders in general. Indeed, we found that the high N individuals had consistently higher self-rated state and trait anxiety compared to their low N counterparts. However, our longitudinal studies showed that emotional processing biases measured by this test battery specifically predicted elevated depression but not anxiety. This suggested that although neuroticism is a common risk factor for both disorders, the neurocognitive mechanisms by which this risk factor leads to depression and anxiety disorder might be different. However, it should be noted that the primary interest of the present research is vulnerability to depression. Although depression and anxiety symptoms are often comorbid (e.g. Stein et al 2001), the experiments conducted here were not
specifically designed to characterise the differences between depression and anxiety. Further studies are required to test the hypothesis suggested above.

Another problem related to defining risk for depression by neuroticism is that highly neurotic individuals have often experienced depression symptoms, leading to a potential confound that the emotional processing biases observed here might be due to current or past depression symptoms rather than vulnerability *per se*. This problem has been exposed by previous studies, and therefore the current investigation has carefully selected the sample by excluding any individuals who have past or present depression symptoms that reach the clinical diagnostic criteria defined by DSM-IV. This exclusion of individuals with past or current clinical depression is an important feature of the current investigation, which enabled our results to be attributed to the risk for depression unconfounded by the so-called ‘scar effects’. Though not clinically depressed, however, our high N individuals had significantly higher self-rated depression. This is inevitable as neuroticism is itself defined by tendency of mood swings. To disentangle the effects of neuroticism and depression symptoms, analyses using BDI as covariates have shown that the emotional processing biases observed in high N volunteers remained significantly different from low N volunteers even controlling for differences in depression symptoms. This provided strong evidence that emotional processing biases are related to risk for depression *per se*, rather than current experience of sub-clinical depression.

Indeed, our analyses including BDI as a covariate have allowed comparisons in neurocognitive behaviour without being confounded by differences in state mood of depression. However, as reviewed by Chapter Two (see Table 2.1) the groups also differed on other dimensions such as state anxiety. Thus, the current selection of high risk vs. low risk groups does not *per se* allow unambiguous attribution of effects to
trait phenomena. This confound could be statistically overcome by including all state mood scores as covariates, which, however was not performed here due to the relatively small sample.

An additional way to reduce potential confound due to current or past depression or anxiety symptoms experienced by high risk individuals is to use a younger sample. The current sample consisted of young adults with mean age 18 years at Time 1. As noted earlier, about 25% of the depressed population has had their first depressive episode by this age (Sorenson et al 1991). Indeed, we had excluded seven volunteers (out of 72) at the beginning due to prior experience of depression or anxiety disorders. Thus, a high risk sample with younger age may be more ideal for this kind of research.

Furthermore, the current research can be improved by increasing the sample size. The relatively low prevalence rates of depression implies that only a small proportion of the high N population will go on to develop depression, thereby potentially diluting any effects that we may have seen. While this might account for the lack of effect in waking salivary cortisol and autobiographical memory performance, it could not account for the emotional processing biases which were seen in the high N group as a whole. Indeed, although the effect size of the present findings might be limited by the sample size, the overall findings showed that emotional processing biases are detectable even in such a small sample. However, the problem related to the small sample size became more significant in the longitudinal studies. Specifically, this has limited the rate of clinical depression that could be observed in our high risk sample. Although results using sub-clinical measures such as BDI have generated highly significant findings, the current research failed to illustrate the prediction of the onset of clinical depression. Given the relatively low
prevalence rates of depression as noted earlier, future studies are required to confirm the current findings in a sample adequately powered for the detection of infrequent events.

It is also noteworthy that the current findings of mechanisms associated with risk for depression were based on the direct comparison between the high risk and low risk individuals. Although the primary aim of this research was to identify mechanisms in risk for depression, our studies have generated interesting observations about the low risk individuals. For example, low risk individuals showed reduced neural responses to fearful facial expressions with increasing intensity (Chapter Six). This ‘positive bias’ was not previously found in randomly selected control volunteers, therefore suggesting that the present observations in low N volunteers may represent potential protective mechanisms underlying low risk for depression. Future studies including a control group are required to further characterise the neurocognitive mechanisms underlying low risk for depression.

Finally, the current investigations did not differentiate between male and female high risk individuals, although the sex ratio was balanced between the high and low risk groups. There has been evidence that female sex increases the risk for depression (e.g. Kendler et al 2004). However, this excess risk in females almost disappeared in the face of high exposure to stressful life events, suggesting sex differences in the sensitivity to the depressogenic effects of stressful life events (Kendler et al 2004). Indeed, predictive models for onset of depression have been constructed separately for women (Kendler et al 2002) and men (Kendler et al 2006a). Although the models for men and women consisted of similar risk factors, childhood parental loss and low self-esteem appeared to be more potent variables in the model of men than in women. These results suggested potential sex differences in the
mechanisms underlying risk for depression. This hypothesis could not be fully investigated in the present study, however, due to the relatively small sample size.
8.5 IMPLICATIONS FOR PREVENTION OF DEPRESSION

A huge complex of mechanisms is potentially involved in the aetiology of depression. Although the present study has included a test battery with a wide range of assessments and a carefully selected sample of high risk individuals, the present results may represent only a part of this complex. Nonetheless, we believe that the current findings have high relevance to the aetiology of clinical depression and provide early evidence of the presence of neurocognitive abnormality in vulnerable individuals prior to illness onset.

As noted in the Introduction, major risk factors for depression have long been identified. However, the most crucial but often neglected question is: *How exactly do these factors lead to depression?* The research reported here aimed to answer this question by validating and extending previous knowledge of cognitive vulnerability factors. It has also opened up new questions for future research.

Following the current findings that negative biases in information processing predict subsequent depressive mood symptoms, one specific way forward for future research is to examine the potential effectiveness of early cognitive interventions in preventing depression in vulnerable individuals. One intriguing possibility for example is based on a recently developed technique known as ‘cognitive bias modification’ (Yiend & Mathews 2002) which has been found to effectively reduce negative bias and / or enhance positive bias for emotional information and subsequently produce enduring reductions in self-reported anxiety (Mathews et al 2007). Future research should explore how this experimental technique could be tailored specifically to depression, and whether it might be used preventatively to reduce illness onset in high risk populations.
Furthermore, strategies to prevent depression have also been explored from a pharmacological perspective. For example, the potential clinical use of omega-3 essential fatty acids (EFA) in prevention and treatment of depression and other psychiatric disorders has been explored. Preliminary results have showed that food supplementation with omega-3 fatty acids appears to reduce symptoms of depression (Freeman et al 2006, Ross et al 2007). The protective effects of other food supplements such as St John’s Wort (*Hypericum perforatum*) in reducing symptoms of depression could also be explored as a potential early intervention strategy.
8.6 CONCLUSIONS

In conclusion, the present work has established that negative biases in information processing are present in individuals who have high risk for depression but have not been previously depressed. The neural basis of these negative biases was further suggested by our fMRI experiments. This emotional processing bias constituted to a cognitive vulnerability, which was shown to elevate depressive symptoms in high risk individuals up to 18 months follow-up, especially in the face of stressful life events. The present research has generated novel findings with high relevance to the aetiology of depression. It has also paved the way for future studies evaluating the efficacy of early interventions targeting the cognitive vulnerability mechanisms of high risk populations.
REFERENCES


Melancholic depression: a pattern of frontal cognitive impairment. 


Reduction of prefrontal cortex glucose metabolism common to three types of depression. *Archives of General Psychiatry* 46:243–250.


Maes M, Calabrese J, Meltzer HY (1994): The relevance of the inversus outpatients status for studies on HPA-axis in depression: spontaneous hypercortisolism is a
feature of major depressed inpatients and not of major depression per se. 

*Progress in Neuropsychopharmacology and Biological Psychiatry* 18:503-517.


