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Advanced fission and fusion power offer long-term energy production from fundamentally carbon-free fuel sources, with high-energy densities and high reliability. However, for these power sources to be realised, many materials challenges need to be addressed. Oxide dispersion strengthened (ODS) ferritic alloys are recognized as potential fission fuel cladding and fusion structural materials because of their high-temperature stability and swelling-resistance imparted by the nano-scale oxide clusters they contain.

This work presents the study of a set of model ODS alloys with a systematic variation in alloy chemistry in order to investigate the influence of chemical additions on the oxide cluster nature and the irradiation resistance. To investigate these properties, the high-resolution characterisation techniques of atom probe tomography and transmission electron microscopy were applied in combination with nanoindentation to assess mechanical properties and X-ray diffraction to study the crystallinity.

The quantification of the character of the oxide particles in these ODS alloys by atom probe tomography presented a number of challenges and I extend the conventional analysis techniques in order to overcome these difficulties.

By comparison of the addition of Ti, and then Cr, to a Fe-Y$_2$O$_3$ alloy, the influence of alloy chemistry on the oxide particles was evaluated. The main aims were to investigate the microstructure, the oxide cluster composition and to set a baseline to which the irradiated samples were compared.

The irradiation damage of the oxide clusters was investigated using ion irradiation as an analogue for neutron damage. Irradiation experiments were performed at a range of temperatures and the stability of the clusters was assessed based on their size, number density and chemistry. Subtle changes in cluster chemistry at elevated temperatures and the dramatic changes which occurred after irradiation at low temperatures lead to conclusions about the competition of thermal diffusion and irradiation damage.
Preface

The work presented in this doctoral thesis has been carried out at the Department of Materials, University of Oxford from October 2011 to July 2015, under the supervision of Prof. Chris R.M. Grovenor and Prof. Sergio Lozano-Perez. All of the research carried out for this thesis is original, and where the work of others has been included it has been clearly referenced and acknowledged. All figures and tables reproduced from journal articles and books have been used with permission from the respective copyright owner. No part of this thesis has been submitted for a degree at this, or any other university. Some of the work has been published in peer reviewed journals and presented at conferences and seminars as detailed below:

Journal Articles:


Conferences:


Acknowledgments

This work was made possible by a generous donation from the Black Family Charity, and I am especially appreciative of the times I have spent with Dr Tom Black; I hope I have done justice to his research into irradiation damage conducted in 1984.

The work presented in this thesis was made possible through the support of many different people. First, I would like to thank my supervisors Prof. Chris R.M. Grovenor and Prof. Sergio Lozano-Perez for their continual support and guidance throughout my PhD; I would not developed into the researcher I am today without their encouragement. Their supervision has always been to the highest standard, always understanding and willing to go the extra mile for me.

My Indian collaborators have always inspired me with their optimistic attitude. I am very thankful for their very warm and generous hospitality and their acceptance of me as a colleague.

I am very grateful for the technical support from: all those in Electron Microscopy; Laurie Walton in the workshop; D. Armstrong for use of the nanoindenter; and C. Tang for the opportunity to use the Diamond Light Source. From EM, I would specifically like to thank J. Kim for her assistance and use of the OJ2200, and N. Young and G. Hughes for their time training me. I would like to thank two very knowledgeable men, M. Jenkins and G. Smith, for their helpful discussions, endless wisdom and encouragement.

I would like to thank all my colleagues at Oxford Materials who made my time there so joyful, especially the members of the Nanoanalysis, FIM/APT and MFFP groups, who have put up with my relentless questioning and have always been ready for lighthearted yet scientific discussion. Specifically, I would like to thank; C. Williams for her help getting me “up to speed” on all things APT and ODS; P. Bagot & T. Martin for training on the atom probe, 3DAP and sample prep.; D. Haley for his endless support with posgen and my frequent computer problems; and J. Zelenty for helping with the more mathematically demanding problems.

Special thanks go to my family, who never left me short-changed in terms of scientific explanations—even when I was too young to understand. And thanks go to my church family at Magdalen Road Church and all those who have stood by me throughout my time in Oxford.

Thank you to Hannah, my loving and dedicated wife. For all you’ve sacrificed, and all that you’ve done so that I could live out my dream, it won’t be forgotten or taken for granted. It will always be remembered.

_Dominus illuminatio mea_

“The LORD is my light”

This work was conducted only by His ever-present grace, so that the truth of His world would be illuminated and His name glorified.
### Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{irrad}}$</td>
<td>Irradiation Temperature</td>
</tr>
<tr>
<td>APT</td>
<td>Atom Probe Tomography</td>
</tr>
<tr>
<td>DBTT</td>
<td>Ductile-to-Brittle Transition Temperature</td>
</tr>
<tr>
<td>DLD</td>
<td>Delay-Line Detector</td>
</tr>
<tr>
<td>dpa</td>
<td>Displacements Per Atom</td>
</tr>
<tr>
<td>EBSD</td>
<td>Electron Back-Scattered Diffraction</td>
</tr>
<tr>
<td>EFTEM</td>
<td>Energy Filtered Transmission Electron Microscopy</td>
</tr>
<tr>
<td>EMG</td>
<td>Exponentially Modified Gaussian function</td>
</tr>
<tr>
<td>FIB</td>
<td>Focused Ion Beam</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full Width Half Maximum</td>
</tr>
<tr>
<td>GB</td>
<td>Grain Boundary</td>
</tr>
<tr>
<td>GIXRD</td>
<td>Glancing Incidence X-Ray Diffraction</td>
</tr>
<tr>
<td>HIP</td>
<td>Hot Isostatic Pressing</td>
</tr>
<tr>
<td>ICF</td>
<td>Image Compression Factor</td>
</tr>
<tr>
<td>IVAS</td>
<td>Imago Visualisation and Analysis Software</td>
</tr>
<tr>
<td>LEAP</td>
<td>Local Electrode Atom Probe</td>
</tr>
<tr>
<td>MA</td>
<td>Mechanical Alloying</td>
</tr>
<tr>
<td>MCP</td>
<td>Microchannelplate</td>
</tr>
<tr>
<td>MD</td>
<td>Molecular Dynamics</td>
</tr>
<tr>
<td>MSA</td>
<td>Multivariate Statistical Analysis</td>
</tr>
<tr>
<td>ODS</td>
<td>Oxide Dispersion Strengthened steel</td>
</tr>
<tr>
<td>PAS</td>
<td>Positron Annihilation Spectroscopy</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
</tr>
<tr>
<td>PKA</td>
<td>Primary Knock-on Atom</td>
</tr>
<tr>
<td>RAFM</td>
<td>Reduced-Activation Ferritic/Martensitic steel</td>
</tr>
<tr>
<td>ROI</td>
<td>Region Of Interest</td>
</tr>
<tr>
<td>SANS</td>
<td>Small-Angle Neutron Diffraction</td>
</tr>
<tr>
<td>SIA</td>
<td>Self-Interstitial Atom</td>
</tr>
<tr>
<td>TEM</td>
<td>Transmission Electron Microscopy</td>
</tr>
<tr>
<td>TOF</td>
<td>Time-of-Flight</td>
</tr>
<tr>
<td>XRD</td>
<td>X-Ray Diffraction</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

According to the BP statistical review, in 2011 global primary energy consumption rose by 2.5% despite the economic recession. Primary sources for this energy are oil and coal (33% and 30% respectively), neither of which can provide for the long-term population growth of the world [1]. Even if fossil fuels could meet the global demand for energy, the greenhouse gas emissions would cause dramatic climate change [2]. Conversely, advanced fission and fusion power are recognized to offer long-term energy production from fundamentally carbon-free fuel sources, with high-energy densities and high reliability [2, 3].

For these power sources to be realized, however, many materials challenges need to be addressed [4–8]. For example, generation-IV fission reactors will operate at higher temperatures (550–1000 °C) and to a higher fuel burn-up than previous reactors. The DEMO fusion reactor is expected to accumulate damage of 30 dpa per full-power year and 10 appm of helium per dpa in the structural materials [9]. A possible solution to these challenges is oxide dispersion strengthened (ODS) ferritic alloys, which have been recognized as potential fission fuel cladding and fusion structural materials [4, 6, 10–12].

Ferritic steels have a number of advantages over austenitic steels as structural materials subject to irradiation, with a better swelling resistance and lower activation potential [13]. However, the creep resistance and tensile strength at elevated temperatures (> 500° C) are not acceptable without some additional modification. Thermally stable oxide parti-
cles can be dispersed in the steel to make an Oxide Dispersion Strengthened (ODS) alloy. These oxide particles hinder dislocation motion, improving the high-temperature mechanical properties, and trap irradiation-induced defects and gases, increasing the irradiation tolerance. The oxide particles contribute significantly to the overall mechanical strength [14, 15], as well as refining the alloy grain size [16]. However, it is not yet understood how the processing and alloy chemistry influence the microstructure and mechanical properties of these new alloys. Though there have been many studies on specific aspects of processing and alloy chemistry [17], few have conducted systematic studies with well-controlled processing conditions and none have specifically investigated the effect of chromium on microstructure and oxide chemistry.

The evaluation of the radiation stability of ODS alloys is important for future use in fission and fusion environments. Many studies using neutron irradiation from thermal and fast fission reactors have been reported [18–20], but neutron irradiation is slow, expensive and produces radioactive samples. More importantly, there is no source of high-flux fusion-energy neutrons that can be used for simulating fusion-relevant damage mechanisms. Therefore, ion irradiation is commonly employed as an analogue for the neutron damage [21, 22]. Ion irradiation, which is quick and cheap and does not produce radioactive material, has been used to study the influence of irradiation damage on ODS alloys by several groups [23–25]. These studies have shown that the average residual nanocluster size depends on both the irradiation method, total dose, irradiation temperature and initial alloy microstructure. This thesis describes my work on ODS materials from an EPSRC funded Indo-UK collaboration with IGCAR, Kalpakkam and ARCI, Hyderabad, India. The contribution to this work from my collaborators is twofold; the alloys were produced by ARCI, followed by the preliminary sample preparation and ion-irradiation at IGCAR.

An introduction to ODS steels and the nature of the oxide particles they contain is given in Chapter 2. This chapter also contains a summary of the mechanism of irradiation damage relevant for the oxide particles in ODS steels and the reported influence of ion irradiation on the steel microstructure.
The starting materials are model ODS alloys produced at ARCI, with well-controlled processing parameters and a systematic variation in alloy composition, as detailed in Chapter 3. My work was to use this unique set of model alloys to explore the influence of alloy chemistry on the oxide particle dispersion using the high-resolution characterisation techniques of transmission electron microscopy (TEM) and atom probe tomography (APT), complemented by nanoindentation and synchrotron X-Ray diffraction. Chapter 3 also details the ion irradiation treatments performed on the different alloys and the characterisation methods used.

The quantification of the character of the oxide particles in these ODS alloys by atom probe tomography (APT) has presented a number of challenges. Chapter 4 details what I have contributed to extend the conventional analysis techniques, specifically measurements of the cluster composition, local chemistry and cluster size. This includes the improvement of the composition measurements by systematic analysis of the mass-spectrum, a spatially-specific peak-deconvolution method and a measure of the spatial inhomogeneity. APT relies on the evaporation of the atoms from the sample and so, the results must be understood in light of the different evaporation behaviour of different phases. I present new pragmatic ways forward to examine the cluster chemistry using line profiles and to measure the cluster size.

In Chapter 5, by comparing the addition of Ti, and then Cr, to a Fe-Y2O3 alloy, the influence of alloy chemistry on the oxide particles can be evaluated. The main aims of studying the as-received alloys were to investigate the microstructure, the oxide particle composition, the bias of different analysis techniques and to set a baseline to which the irradiated samples can be compared.

Samples of the alloys characterised in Chapter 5 were subject to Fe-ion implantation at a range of temperatures at IGCAR before I performed APT, TEM, nanoindentation and glancing incidence X-ray diffraction on them. The main aims were to characterise the particle stability, both structural and chemical, and explore the mechanism of the damage, and the relevant results are presented in Chapter 6. It was expected that oxide particle stability
would be a function of the irradiation temperature and this effect has been investigated by using a range of temperatures for the implantation.

Finally, the major findings of the work, a summary of the conclusions and suggestions for future work are given in Chapter 7.
Chapter 2

Literature Review

2.1 Introduction

Advanced fission and fusion power production present a number of challenges, specifically for their components, which will experience high-energy neutrons and high temperatures for prolonged periods [4–8]. ODS steels have improved high-temperature properties compared to ferritic steels because of the addition of nano-scale oxide particles which hinder dislocation motion. The oxide particles also act as sinks for the point defects produced by irradiation, thus improving the irradiation resistance of these alloys. To qualify these ODS materials for use in power plants, their safety needs to be guaranteed through a thorough exploration of the deleterious effects of radiation-induced damage on the microstructure and mechanical properties.

This review introduces ODS steels from a historical perspective before considering their properties in general. The characterisation of the oxide particles is given specific interest because the particle nature affects their growth and formation, irradiation resistance and the stability of the alloys themselves. Finally, an overview of irradiation damage in general is given, followed by a review of the in-depth characterisation of the irradiation damage of ODS steels.
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2.2 Oxide Dispersion Strengthened Steels

Steel’s abundance, low cost and high tensile strength make it an attractive structural material. Ferritic steels have historically been used in high-temperature environments such as boilers, but their potential use in fast fission [26] and fusion [27] reactors was recognised in the 1970s and was followed by extensive research [28, 29]. The ferritic steel matrix has many advantages; reasonable mechanical properties, low activation, acceptable corrosion resistance and swelling resistance [13]. However, most steels used in fission reactor fuel cladding contain nickel and have a very poor resistance to irradiation swelling [30]. This swelling resistance will be particularly important in the future as 10–15 ppm He/dpa will be produced in the fusion reactor structure, about ten times higher than in fission reactors [31]. The activation of the ferritic matrix is also important for fusion applications as it is the only source of long-lived radioactive waste from fusion reactors. Reduced-activation ferritic/martensitic (RAFM) steels are a class of ferritic steels with some alloying additions replaced with similar chemical components but with reduced long-term neutron-induced radioactivity [32]. Example RAFM steels include the Japanese F82H and European Eurofer97 steels [33]. Comprehensive reviews of the development of ferritic steels and the associated irradiation-induced effects can be found in references [34–36]. What follows is a summary relevant for the investigation of the irradiation stability of oxide dispersion strengthened steels.

To maintain the strength of structural materials above 525 °C in new designs of high-temperature reactors, additional strengthening is required. Plastic flow in crystalline materials can be hindered by reducing the mobility of dislocations, and dispersion strengthening is one way of achieving this [37, 38]. Obstacles can be introduced by mechanical or thermal treatments, often termed dispersion strengthening and precipitation-age hardening respectively. The addition of very fine scale oxide particles to pin dislocations in steel creates a class of materials called Oxide Dispersion Strengthened steels (ODS). The presence of these oxide obstacles increases both the tensile strength and creep resistance [39]. A dispersion of yttrium-based oxides is preferable to a dispersion of carbide or nitride particles because
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of the excellent thermal stability of oxides and the insolubility of yttrium in the bcc iron matrix (< 0.029 wt% at 800 °C [40]). Most of the literature reported uses a yttria or Y-Ti-O dispersion, though TiC precipitation also shows promise as conventional processing routes can be used [41]. Yttrium oxide, Y$_2$O$_3$, is often chosen as it has the largest free energy of formation [42], resulting in enhanced thermal stability.

The process of mechanical alloying was first developed by Benjamin [43]. Researchers used this process to add elements to ferritic steels including molybdenum, titanium and yttrium (Huet [44–46], Fischer [47]) in order to increase their mechanical strength. Fisher patented mechanical alloying of stainless-ferritic and yttria powders followed by hot consolidation to produce a fine-scale precipitation of yttrium oxides that gave both high tensile and high-temperature creep strength [47]. This research was furthered in the US in the breeder reactor program [48] and in Japan by Ukai and co-workers [17, 49–54]. Addition of titanium produces much finer Y-Ti-O particles [55] and improves the high temperature properties [56]. Hf and Zr have also been used to successfully refine the particle size [57].

In the literature a range of compositions are used, based on either low Cr ferritic/martensitic steels (9 wt%) or higher Cr ferritic steels (12–14 wt%), each with certain advantages for mechanical properties and ease of processing [58]. The nominal compositions of some commonly studied ODS alloys are presented in table 2.2.1. Many researchers also produce their own alloy grades especially to investigate the influence of minor alloying elements and different processing routes. This can often make comparison of the performance of different alloys difficult; in particular, contamination from ball milling and batch-to-batch variations of nominally the same composition can give different properties [59].

The lack of consistent naming of the oxide features in ODS steels reflects the controversy regarding their nature. In the literature, a wide variety of terms are used to describe the oxides—clusters, nanoclusters, nanofeatures, nanostructures, particles, precipitates etc. Current understanding is that the initial reinforcing oxide powder is intimately mixed and/or dissolved into the ferrite matrix [69, 70] and then precipitates out during high temperature consolidation [66]; see [71, 72] for details. Consequently the term *nanocluster-strengthened*
Table 2.2.1 – Nominal compositions of commonly used ODS steels. All compositions in weight \%, with the balance being Fe.

Alloy or nano-featured alloy (NFA) is often preferred to distinguish these alloys from traditional dispersion-strengthened alloys where the reinforcement remains intact [36, 73]. Throughout this thesis I will maintain consistency by referring to oxide particles, or simply oxides, where some structure is implied, and to clusters where the structure is more ambiguous. For the alloys themselves, in keeping with the literature, I retain the term ODS steel.

## 2.2.1 Manufacture

Because yttrium is essentially immiscible in iron and yttria is much less dense than iron, traditional melt processing is not possible [70]. Yttrium must therefore be introduced to the ferritic matrix by a mechanical process or physical alloying—such as mechanical alloying (MA) [74]. This point was recognized by Benjamin [75] and was the motivation for developing the techniques further. For more detailed information, the reader is referred to the review of MA given in [76]. Recently, other novel techniques for introducing yttrium into iron have been researched, primarily to reduce production costs and increase yield,
including: spray forming and melt spinning [77]. Other manufacturing processes being investigated to increase the alloy yield also include reactive gas atomization [78, 79], selective laser melting [77] and spark plasma sintering [80].

Due to the commercial nature of ODS alloys produced by companies, the finer details of the processing route are obscured but some details are available [81]. The process can be described schematically as follows:

1. Production of a fine-scale base powder, either mixed elemental powders or a suitable base alloy that has subsequently been atomized.

2. Mixing of the alloy base and oxide reinforcement often 20–50 nm diameter yttria powder.

3. Mechanical alloying using a ball mill or attritor mill to intimately combine the components. This step can be done in vacuum or using some inert atmosphere.

4. Canning of the powder followed by degassing at 400–700 K and under moderate to high vacuum for an hour.

5. Hot consolidation > 1000 K. This is usually hot isostatic pressing (HIP) with a pressure between 100–200 MPa or hot extrusion through a die.

6. Additional heat treatments.

7. Cold and hot working to form the final shape.

This process is schematically represented in figure 2.2.1.

The processing parameters given can greatly alter the microstructure and performance of the resulting alloy [14]. For example, the gas used during milling can affect the creep properties [82] or form bubbles in the consolidated material even after degassing (presented later in figure 2.3.4 on page 20). Further processing parameters are not considered in detail in this review. The mechanical properties of ODS alloys are frequently compared to their non-ODS variants as a way of quantifying the effect of the oxide particles. But care must be
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2.2.1 Schematic of the processing sequence for ODS alloys: ball milling to mechanically alloy and combine the Y and O into metal powders, canning, hot consolidation, and post-consolidation thermal mechanical treatments. Reproduced with permission from [36]. Copyright © 2008, Annual Reviews.

Figure 2.2.1 – A schematic of the processing sequence for ODS alloys: ball milling to mechanically alloy and combine the Y and O into metal powders, canning, hot consolidation, and post-consolidation thermal mechanical treatments. Reproduced with permission from [36]. Copyright © 2008, Annual Reviews.

taken to interpret these data in light of the other microstructural differences in ODS alloys compared to non-ODS alloys, such as the grain size, which is often refined in ODS alloys [14, 83].

2.2.2 Mechanical Properties

Microstructure of ODS alloys affects the mechanical properties, for which there are many different characterization techniques. Most mechanical properties are strongly affected by the temperature, rate of deformation and even sample size, so usually should be compared with identical experiments. Though the mechanical stability of these alloys is important, this is not the main focus of this work and in some part the mechanical behaviour is determined by the microstructure [84].

As the particles are the primary source of high-temperature strength, their stability and resistance to irradiation during reactor service is of most importance. To safely predict the in-service mechanical properties as a function of time, temperature and fluence, the
irradiation stability of the oxides must be investigated. To quantitatively describe a change, both as-received and irradiated states must be characterized in sufficient detail. Quantities and parameters describing the particle dispersion can be gained indirectly by observations of the before and after states. Alternatively, particle stability can be assessed directly during irradiation using *in-situ* studies. Thus, the characterization and observation of the response of the oxide particles to irradiation damage is the main focus of the remainder of this review.

### 2.2.3 Microstructural Characterisation

Understanding the nature, formation and thermal stability of the oxide particles is key to quantitatively describing the irradiation response of these alloys, and so this section reviews the microstructural characterization of unirradiated ODS steels by various means. There exists a great disparity in scales between the functional structures and the nano-scale oxides which determine their mechanical properties. Such a disparity of scale cannot be bridged by a single characterization technique; several characterization techniques must be be combined to fully describe the steels. This section introduces common techniques applied to ODS steels, before considering the fine-scale characterization required to adequately describe the oxide particles. These techniques include:

- **Electron microscopy (SEM, TEM, STEM) and micro-analysis (EFTEM, EELS, EDX and Auger spectroscopy).** TEM is the primary tool for investigating grain structures [85] and identifying particles. SEM, with micron to nanometer resolution, is a technique that is applied mainly to topology (e.g. fracture surfaces), but electron back-scattered diffraction (EBSD) is often used to measure grain orientation and structures [86].

- **Neutron Diffraction (SANS) [87, 88].** This is useful for bulk samples but sensitive to nanometre features. It is used to describe the particle size distributions of particles in bulk ODS samples. Assumptions are required that limit the applicability of the results.

\*Unknown feature coherent scattering length is assumed to be 0 and a log-normal distribution of spherical
• X-Ray powder diffraction (XRD, SAXS) measures the distribution of crystalline lattice spacings in bulk samples.

• Positron annihilation spectroscopy (PAS) [90, 91]. This is used for bulk samples but sensitive to small vacancy clusters and similar features. Positrons are trapped by open volumes and embedded phases, giving information about vacancy clusters and particles in ODS alloys.

• Atom probe tomography (APT). The sampling volume is limited but it provides picometre resolution [92] and atomic chemical identification.

Due to the practicalities of most techniques, they can only be performed ex-situ—after the sample has been irradiated. To quantify the microstructural damage, both the initial and irradiated states must be compared by some metric, for example tensile strength [93] or the oxide particle size distribution [23]. There are a few techniques that can follow the irradiation damage in-situ during the irradiation; for example, using TEM, the response of a single oxide particle or grain can be observed as a function of electron [94, 95] or ion [96] dose [94–96].

### 2.2.3.1 Bulk Analysis

XRD reflections for $Y_2O_3$, $Y_2Ti_2O_7$ and $Y_2TiO_5$ are frequently detected (figure 2.2.2) in consolidated alloys and annealed MA powders [97–100] but this is biased towards the larger particles, which give sharper and stronger reflections. In most alloys, the yttria content is only a few tenths of a weight percent and so the signal is not easily detected using lab-based XRD analysis [97]. The use of bright synchrotron X-Ray analysis is required to track subtle changes in the oxide particle distribution, which has a small volume fraction and nano-crystalline phases [101].

SANS is spatially sensitive to length scales from microns down to nanometers, but involves many assumptions about the particle nature, morphology and chemical composition, particles is often assumed [89].
2.3 ODS Particle Characterisation

TEM is routinely employed to measure the local crystallography using diffraction techniques. The measured diffraction patterns containing symmetry information, angles and plane spacings are frequently compared with the known values for the bulk Y-Ti oxides (see table 2.3.1 [104–106]).

In titanium-free ODS alloys, cubic and monoclinic $Y_2O_3$ phases are frequently iden-
Chapter 2: Literature Review

<table>
<thead>
<tr>
<th>Formula</th>
<th>Crystal system</th>
<th>a (Å)</th>
<th>b (Å)</th>
<th>c (Å)</th>
<th>Atomic Fraction</th>
<th>Y/Ti</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Y}_2\text{TiO}_5$</td>
<td>Orthorhombic</td>
<td>10.35</td>
<td>3.7</td>
<td>11.25</td>
<td>Y$<em>{25.25}\text{Ti}</em>{13.63}\text{O}_{63}$</td>
<td>2</td>
</tr>
<tr>
<td>$\text{Y}_2\text{TiO}_5$</td>
<td>Hexagonal</td>
<td>3.61</td>
<td>3.61</td>
<td>11.84</td>
<td>Y$<em>{25.25}\text{Ti}</em>{13.63}\text{O}_{63}$</td>
<td>2</td>
</tr>
<tr>
<td>$\text{Y}_2\text{Ti}_2\text{O}_7$</td>
<td>Cubic</td>
<td>10.09</td>
<td>10.09</td>
<td>10.09</td>
<td>Y$<em>{18.18}\text{Ti}</em>{18}\text{O}_{64}$</td>
<td>1</td>
</tr>
<tr>
<td>$\text{YTiO}_{2.085}$</td>
<td>Cubic</td>
<td>10.18</td>
<td>10.18</td>
<td>10.18</td>
<td>Y$<em>{22.24}\text{Ti}</em>{22}\text{O}_{64}$</td>
<td>1</td>
</tr>
<tr>
<td>$\text{YTiO}_3$</td>
<td>Orthorhombic</td>
<td>5.33</td>
<td>5.62</td>
<td>7.6</td>
<td>Y$<em>{20.20}\text{Ti}</em>{20}\text{O}_{60}$</td>
<td>1</td>
</tr>
<tr>
<td>$\text{YTi}_2\text{O}_6$</td>
<td>Orthorhombic 7</td>
<td>7.41</td>
<td>10.81</td>
<td>5.13</td>
<td>Y$<em>{11.11}\text{Ti}</em>{22}\text{O}_{67}$</td>
<td>$\frac{1}{2}$</td>
</tr>
</tbody>
</table>

Table 2.3.1 – Known bulk Y–Ti complex oxides, adapted from [106].

tified in larger 10–40 nm particles [14, 98, 107, 108] and smaller Y-Cr oxides have also been observed in higher chromium content alloys [109]. Particles can be extracted by dissolving the matrix (extraction process) or capturing the particles in a carbon replica; $\text{Y}_2\text{O}_3$ and $\text{Y}_2\text{SiO}_5$ phases have been identified in this way [98]. The precipitates in titanium-containing ODS alloys often fall into three groups: large, medium and small particles of diameters 300–50 nm, 50–10 nm and < 5 nm respectively [110]. The large particles have a low number density and varying composition depending on alloy chemistry, but are commonly Cr-Ti oxides [110], nitrides [109] and carbides [98].

2.3.1 Stoichiometric Compositions

The main focus of results reported in the literature is the nature of the smaller particles (sub-10 nm diameter) as they provide the high-temperature creep resistance and represent a huge surface area for irradiation-induced point defect and helium trapping [36, 111]. The structural determination of the oxide phases, either through HRTEM or diffraction, when compared with the bulk oxide parameters defined in table 2.3.1, often yields the conclusion that the oxide phases are stoichiometric; these stoichiometric oxide structures are given in table 2.3.2. This collection of previous data shows that many authors report observing the stoichiometric oxide compositions of $\text{Y}_2\text{Ti}_2\text{O}_7$ or $\text{Y}_2\text{TiO}_5$. However, these studies conclude the oxide composition from an assessment of the oxide structure, and these two properties may not be as well correlated for the nano-particles as the bulk oxides. In XRD diffraction, peaks from both species are often present [97, 101], but indexing the reflections is often complicated by overlaps. In TEM there are specific difficulties in distinguishing $\text{Y}_2\text{Ti}_2\text{O}_7$
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Figure 2.3.1 – Phase of restored exit wave HRTEM image of a nano-scale $Y_2Ti_2O_7$ oxide in a MA957 alloy showing direction-dependent interfacial coherence. Reproduced with permission from [119]. Copyright © 2012 Microscopy Society of America.

from $Y_2TiO_5$ due to the similarity of their plane spacings [112].

In the work of Klimianko and Yamashita [104, 105, 112, 113], the predominant oxide particles in 9Cr-ODS alloys were identified as the cubic pyrochlore $Y_2Ti_2O_7$ phase. 1–10 nm polyhedral Y-Ti oxides have also been reported in MA957 [106, 108] and similar ODS alloys [114]. Recent advances in TEM techniques, such as spherical aberration correction and processing techniques like exit wave restoration [115, 116], show quite convincingly that $Y_2Ti_2O_7$ can form in MA957—figure 2.3.1. Al is a known contaminant of MA957 and, as measured by APT, strongly segregates to the particles [117]. Kasada et al. [63] demonstrate how Al alters the chemistry and structure of the oxide particles. This point was noted by Sakasegawa et al. [118] who asserted that the influence of Al would affect the formation of $Y_2Ti_2O_7$, and with the evidence given here it appears that Al promotes the formation of polyhedrally shaped $Y_2Ti_2O_7$.

Where stoichiometric compositions have been reported by APT, it has been only through the underlying assumption that the clusters are the $Y_2Ti_2O_7$ type [120] or after annealing where $Y_2O_3$ clusters and YO clusters were observed simultaneously [121]. Williams et al. [121] performed a calibration experiment on bulk cubic-$Y_2O_3$ for laser pulsed APT and observed a Y:O ratio of 0.58, c.f. the expected 0.66. This Y-deficiency was explained by evidence of Y loss due to multiple hits and detector dead time [122]. Despite this result, in a 14Cr ODS alloy, both $Y_2O_3$ and YO clusters were observed in the same analysis volume.
<table>
<thead>
<tr>
<th>Year</th>
<th>T° C</th>
<th>ODS alloy</th>
<th>Technique</th>
<th>Stoichiometric</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>-</td>
<td>12Cr-ODS</td>
<td>-</td>
<td>Y₂Ti₂O₇ and/or Y₂TiO₅</td>
<td>[123]</td>
</tr>
<tr>
<td>1995</td>
<td>1000</td>
<td>13Cr-ODS (High Ti and Y2O3)</td>
<td>XRD, SAXS</td>
<td>Y₂Ti₂O₇ and Y₂TiO₅</td>
<td>[97]</td>
</tr>
<tr>
<td>2000</td>
<td>1150</td>
<td>12YWT</td>
<td>TEM, APFIM, XRD</td>
<td>Y₂Ti₂O₇ and Y₂TiO₅</td>
<td>[98]</td>
</tr>
<tr>
<td>2002</td>
<td>1200</td>
<td>12Cr-ODS</td>
<td>EDS</td>
<td>Y₂Ti₂O₇ and/or Y₂TiO₅</td>
<td>[124]</td>
</tr>
<tr>
<td>2002</td>
<td>1150</td>
<td>1DS, 1DK</td>
<td>EDS</td>
<td>Not possible to tell</td>
<td>[125]</td>
</tr>
<tr>
<td>2004</td>
<td>1050</td>
<td>9Cr-RAFM-ODS</td>
<td>HRTEM</td>
<td>Y₂Ti₂O₇</td>
<td>[104]</td>
</tr>
<tr>
<td>2005</td>
<td>1050</td>
<td>9Cr-RAFM-ODS</td>
<td>HRTEM</td>
<td>Y₂Ti₂O₇</td>
<td>[113]</td>
</tr>
<tr>
<td>2007</td>
<td>1175</td>
<td>12Cr-ODS</td>
<td>TEM, EFTEM, APT</td>
<td>Y₂Ti₂O₇</td>
<td>[14]</td>
</tr>
<tr>
<td>2009</td>
<td>1200</td>
<td>9Cr-ODS</td>
<td>SANS</td>
<td>Y₂Ti₂O₇</td>
<td>[103]</td>
</tr>
<tr>
<td>2009</td>
<td>NS</td>
<td>MA957</td>
<td>XRD, STEM, EDS</td>
<td>Y₂Ti₂O₇L</td>
<td>[99]</td>
</tr>
<tr>
<td>2009</td>
<td>NS</td>
<td>MA957</td>
<td>HRTEM, EDS, SANS, APT</td>
<td>Y₂TiO₅L</td>
<td>[102]</td>
</tr>
<tr>
<td>2011</td>
<td>NS</td>
<td>MA957</td>
<td>HRTEM, EDS</td>
<td>Y₂Ti₂O₇</td>
<td>[118]</td>
</tr>
<tr>
<td>2012</td>
<td>1060</td>
<td>MA957</td>
<td>EDS, HRTEM</td>
<td>Y₂Ti₂O₇ (generally)</td>
<td>[106]</td>
</tr>
<tr>
<td>2012</td>
<td>1100</td>
<td>14Cr-ODS</td>
<td>HRTEM, EFTEM</td>
<td>Y₂Ti₂O₇ (and Y₂O₃)</td>
<td>[114]</td>
</tr>
<tr>
<td>2012</td>
<td>1060</td>
<td>MA957</td>
<td>APT</td>
<td>Y₂Ti₂O₇</td>
<td>[120]</td>
</tr>
<tr>
<td>2012</td>
<td>1100</td>
<td>14Cr-ODS</td>
<td>HRTEM, SANS</td>
<td>Y₂Ti₂O₇</td>
<td>[126]</td>
</tr>
<tr>
<td>2012</td>
<td>1100</td>
<td>14Cr-ODS</td>
<td>HRTEM</td>
<td>Y₂Ti₂O₇</td>
<td>[127]</td>
</tr>
<tr>
<td>2012</td>
<td>1150**</td>
<td>EPFL-E-Fe2Y</td>
<td>-</td>
<td>Y₂O₃</td>
<td>[128]</td>
</tr>
<tr>
<td>2012</td>
<td>1150</td>
<td>18Cr-ODS</td>
<td>EDS</td>
<td>Y₂TiO₅ &amp; Y₂Ti₂O₇</td>
<td>[129]</td>
</tr>
<tr>
<td>2014</td>
<td>1150</td>
<td>ODM 401</td>
<td>HRTEM, EDS</td>
<td>Y₂Ti₂O₇</td>
<td>[130]</td>
</tr>
<tr>
<td>2014</td>
<td>1200</td>
<td>14YWT</td>
<td>HRTEM/APT</td>
<td>Y₂Ti₂O₇L</td>
<td>[131]</td>
</tr>
</tbody>
</table>

**Table 2.3.2** – ODS particle nature with a reported stoichiometric composition, listed by consolidation temperature, alloy and measurement technique. L denotes larger (>15 nm diameter) particles. **Annealed for 100 h at 1200 °C.

This shows that laser-pulsed APT can measure the expected composition of particles in ODS alloys but this experiment also serves to illustrate some of the difficulties of using APT to study these compounds.

### 2.3.2 Non-Stoichiometric Compositions

As demonstrated in table 2.3.3, there is still a degree of uncertainty about the composition of the Y-Ti oxide particles, which is reflected in the number of non-stoichiometric compositions reported. Using HRTEM alone to distinguish between the two crystal structures
### Table 2.3.3 – ODS particle nature with a reported non-stoichiometric composition, listed by *consolidation temperature, alloy and measurement technique.

<table>
<thead>
<tr>
<th>Year</th>
<th>T* °C</th>
<th>ODS alloy</th>
<th>Technique</th>
<th>Non-stoichiometric</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>1150</td>
<td>12YWT</td>
<td>TEM, APFIM, XRD</td>
<td>Y-Ti-O (Y/Ti=0.28)</td>
<td>[98]</td>
</tr>
<tr>
<td>2002</td>
<td>1150</td>
<td>1Ds, 1DK</td>
<td>EDS</td>
<td>1&lt; Y/Ti &lt; 2</td>
<td>[125]</td>
</tr>
<tr>
<td>2003</td>
<td>1150</td>
<td>12YWT</td>
<td>APT</td>
<td>Y-Ti-O (Y/Ti=0.46)</td>
<td>[132]</td>
</tr>
<tr>
<td>2004</td>
<td>NS</td>
<td>MA957</td>
<td>APT</td>
<td>Y-Ti-O (Y/Ti=0.47)</td>
<td>[60]</td>
</tr>
<tr>
<td>2004</td>
<td>1200</td>
<td>9Cr-ODS</td>
<td>HRTEM, EDS</td>
<td>Y2Ti2O7 (Y/Ti&gt;1)</td>
<td>[105]</td>
</tr>
<tr>
<td>2004</td>
<td>1200</td>
<td>12Cr-ODS</td>
<td>HRTEM, EDS</td>
<td>Y6.5Ti5.3O3 (Y/Ti&gt;1)</td>
<td>[112]</td>
</tr>
<tr>
<td>2004</td>
<td>1150</td>
<td>9Cr-ODS</td>
<td>EDS</td>
<td>~ Y2Ti2O7 or Y2TiO4</td>
<td>[133]</td>
</tr>
<tr>
<td>2005</td>
<td>1150</td>
<td>12YWT</td>
<td>APT</td>
<td>Y-Ti-O (Y/Ti=0.19)</td>
<td>[134]</td>
</tr>
<tr>
<td>2005</td>
<td>1150</td>
<td>MA957</td>
<td>APT</td>
<td>Y-Ti-O (Y/Ti=0.48)</td>
<td>[134]</td>
</tr>
<tr>
<td>2006</td>
<td>850</td>
<td>14YWT</td>
<td>APT</td>
<td>Y-Ti-O (Y/Ti=0.18)</td>
<td>[134]</td>
</tr>
<tr>
<td>2007</td>
<td>850</td>
<td>12Cr-ODS</td>
<td>TEM, EFTEM, APT</td>
<td>Y-Ti-O (Y/Ti=0.16–0.33)</td>
<td>[14]</td>
</tr>
<tr>
<td>2008</td>
<td>1150</td>
<td>MA957</td>
<td>APT</td>
<td>Y15Ti30O43</td>
<td>[117]</td>
</tr>
<tr>
<td>2009</td>
<td>NS</td>
<td>MA957</td>
<td>HRTEM, EDS, SANS, APT</td>
<td>1&lt;Y/Ti&lt;2</td>
<td>[102]</td>
</tr>
<tr>
<td>2010</td>
<td>1150</td>
<td>9Cr-ODS</td>
<td>EFTEM, APT</td>
<td>Y/Ti ~1 EFTEM, ~0.5 APT</td>
<td>[135]</td>
</tr>
<tr>
<td>2011</td>
<td>1200</td>
<td>Fe–0.2Ti–0.3Y2O3</td>
<td>HRTEM, EDS, XRD</td>
<td>Y-Ti-O clusters and Y2O3</td>
<td>[136]</td>
</tr>
<tr>
<td>2011</td>
<td>850</td>
<td>14YWT</td>
<td>STEM</td>
<td>Y/Ti &lt; 1 NaCl defective structure</td>
<td>[137]</td>
</tr>
<tr>
<td>2011</td>
<td>800</td>
<td>14Cr-ODS</td>
<td>APT</td>
<td>Y33Ti27O40</td>
<td>[138]</td>
</tr>
<tr>
<td>2011</td>
<td>NS</td>
<td>MA957</td>
<td>HRTEM, EDS</td>
<td>Y-Ti-O</td>
<td>[118]</td>
</tr>
<tr>
<td>2012</td>
<td>1150</td>
<td>14YWT</td>
<td>EDS, HRTEM</td>
<td>1&lt;Y/Ti&lt;2 (10–50 nm), &lt; 5 nm unknown</td>
<td>[110]</td>
</tr>
<tr>
<td>2012</td>
<td>1060</td>
<td>MA957</td>
<td>EDS, HRTEM</td>
<td>0.8&lt;Y/Ti&lt;2 particles</td>
<td>[106]</td>
</tr>
<tr>
<td>2012</td>
<td>850</td>
<td>14YWT</td>
<td>STEM, EELS, APT</td>
<td>Y/Ti &lt;&lt; 1</td>
<td>[108]</td>
</tr>
<tr>
<td>2012</td>
<td>850</td>
<td>14YWT</td>
<td>STEM</td>
<td>NaCl structure</td>
<td>[139]</td>
</tr>
<tr>
<td>2012</td>
<td>1150</td>
<td>18CrO3</td>
<td>EDS</td>
<td>Y/Ti=2.5</td>
<td>[129]</td>
</tr>
<tr>
<td>2013</td>
<td>1150</td>
<td>EPFL-E-Y2O3</td>
<td>APT</td>
<td>Y7Ti12O24Cr49</td>
<td>[140]</td>
</tr>
<tr>
<td>2013</td>
<td>1150</td>
<td>EPFL-E-Fe2Y</td>
<td>APT</td>
<td>YO</td>
<td>[121]</td>
</tr>
<tr>
<td>2014</td>
<td>850</td>
<td>14YWT</td>
<td>APT</td>
<td>Y/Ti=0.43</td>
<td>[141]</td>
</tr>
<tr>
<td>2014</td>
<td>1100</td>
<td>14YWT</td>
<td>APT</td>
<td>Y–Ti–Si–O</td>
<td>[142]</td>
</tr>
<tr>
<td>2014</td>
<td>1100</td>
<td>Numerous</td>
<td>APT</td>
<td>YTiO2</td>
<td>[143]</td>
</tr>
<tr>
<td>2014</td>
<td>850</td>
<td>14YWT</td>
<td>APT</td>
<td>Y/Ti = 0.43</td>
<td>[141]</td>
</tr>
<tr>
<td>2014</td>
<td>1200</td>
<td>14YWT</td>
<td>HRTEM</td>
<td>37% Y/Ti 0.1–0.6</td>
<td>[131]</td>
</tr>
<tr>
<td>2015</td>
<td>1100</td>
<td>14YWT</td>
<td>EELS</td>
<td>Y2+3Ti2+O7−x</td>
<td>[144]</td>
</tr>
</tbody>
</table>
Figure 2.3.2 – HRTEM image (a) and accompanying FFT image (b) of a Ti-Y complex oxide particle of unknown structure, produced by the extraction replica technique. Reproduced with permission from [112]. Copyright © 2004 Taylor & Francis

is difficult in the presence of a ferromagnetic matrix that degrades the microscope performance. To reduced this effect, FIB sample preparation [145] can be used to isolate a small volume of material or extraction replica [106] can be made to examine only the particles, as shown in figure 2.3.2. But even in this case the particle in figure 2.3.2 could not be identified. The larger particles are more easily identified using diffraction techniques as they produce a strong signal compared to the sub-10 nm particles. But smaller particles will always be difficult to analyse. For example, Kim et al. [98] were unable to obtain diffracted spots or amorphous rings from the 3–5 nm particles in the titanium containing 12YWT ODS alloy, and De Castro et al. [109] had difficulty indexing the diffraction spots of some particles, noting complications arising from the surface-grown oxide [146] and the influence of strain [147].

Using nano-diffraction on 2–4 nm particles, Brandes et al. [108] observed no crystallographic structure and therefore proposed that the particles contained a relatively large vacancy concentration. This is in contrast to those reported by Wu et al. [106], who identified the smallest particles as the cubic pyrochlore $\text{Y}_2\text{Ti}_2\text{O}_7$. Differing consolidation temperatures ($850$ °C for Brandes and $1060$ °C for Wu) could explain why the smallest particles observed by Brandes et al. [108] lacked crystallographic structure. Hoelzer et al. [14] examined 4 alloys of various compositions and extruded at two temperatures ($850$ and $1175$ °C). For the high temperature extrusion, larger ($19.8 \pm 7.6$ nm) $\text{Y}_2\text{Ti}_2\text{O}_7$ particles were
2.3. ODS Particle Characterisation

![Graph comparing tensile yield strengths measured as a function of temperature up to 800 °C for 12YWT-like alloys: CR2, CR4, SM1, and SM4. SM1 contained no yttria and had room temperature low strength, but still had reasonable high-temperature strength due to <5 nm TiO$_2$ particles. SM4 had 0.3 wt% yttria and exhibited higher strength compared to the 0.25 wt% yttria CR4 alloy that had generally lower strength but similar high-temperature strength. SM1, SM4, and CR4 were extruded at 850 °C. CR2 (0.25 wt% yttria) was extruded at 1175 °C and demonstrated lower high-temperature strength due to the relatively large 20 nm Y$_2$Ti$_2$O$_7$ particles. Reproduced with permission from [14]. Copyright © 2007 Published by Elsevier B.V.]

Figure 2.3.3 – Plot comparing the tensile yield strengths measured as a function of temperature up to 800 °C for the 12YWT-like alloys: CR2, CR4, SM1, and SM4. SM1 contained no yttria and had room temperature low strength, but still had reasonable high-temperature strength due to <5 nm TiO$_2$ particles. SM4 had 0.3 wt% yttria and exhibited higher strength compared to the 0.25 wt% yttria CR4 alloy that had generally lower strength but similar high-temperature strength. SM1, SM4, and CR4 were extruded at 850 °C. CR2 (0.25 wt% yttria) was extruded at 1175 °C and demonstrated lower high-temperature strength due to the relatively large 20 nm Y$_2$Ti$_2$O$_7$ particles. Reproduced with permission from [14]. Copyright © 2007 Published by Elsevier B.V.

found and the lower temperature extruded alloys contained a high density of ~5 nm Y-Ti-O clusters (analyzed using APT). Hoelzer nicely illustrated the influence of these differences in particle distribution on the yield strength of the alloys, as illustrated in figure 2.3.3.

To improve the high-resolution characterization of ODS alloys, STEM is now commonly used to image and investigate the particles [108, 137, 144, 148]. STEM has been combined with computer simulation and image analysis to explain the particle structure at the atomic level [137]. Hirata et al. [137] used compositional data from APT to build structural models, simulated their STEM images and matched them to an experimental image of a 2 nm oxide particle in an alloy extruded at 850 °C. The result was a vacancy-rich NaCl rock salt structure that had full coherency with the bcc iron matrix. The vacancy-rich structure agrees with some other work [73] but the NaCl structure has not been observed in any other experiment. Furthermore, this work was criticized by Wu et al. [106] as Hirata did not consider the effect of a surface oxide, ignored the effect of defocus on the image contrast.
and gave no account of the thickness of the particle interface or surface effects.

Where a chemically sensitive technique such as Energy Dispersion X-Ray analysis (EDS) in the TEM [99, 105, 124, 125, 133] or APT is applied, then frequently non-stoichiometric compositions are reported, as summarised in table 2.3.3. The smaller particles produce a weaker signal, but yttrium-rich regions as small as 2.5 nm have been measured using EDS line scans [149]. The quantification of the EDS signal is not trivial, with quantification accuracy limited by the calibration measurements and the sample geometry [146, 150]. To complicate interpretation of the literature further, details of the quantification, or even the software used, are often missing from published papers. Taking the reported results at face value, the ability to distinguish between the two structurally similar $\text{Y}_2\text{TiO}_5$ and $\text{Y}_2\text{Ti}_2\text{O}_7$ oxides by measuring the $\text{Y}:\text{Ti}$ ratio is attractive [14, 102] but the reliability of this approach is difficult to judge [108, 125, 137].
Energy-filtered imaging (energy-filtered TEM, EFTEM) or electron energy loss spectroscopy (EELS) are used for reliably imaging lighter elements [96, 100, 108, 113]. Klimiankou et al. [113] used EFTEM to demonstrate the presence of argon bubbles trapped on the surface of oxide particles in a 9Cr-ODS alloy, as shown in figure 2.3.4. Klimenkov et al. [151] also used EELS with EDS to study the chemical structure of an oxide particle, showing it had a 2 nm shell rich in Cr and V around a Y, O, Mn core [151]. The strongest sample signal is obtained from the matrix, and iron jump ratio maps have successfully been used to measure large numbers of particles for investigating irradiation stability [135]. The signals produced by yttrium, shown in figure 2.3.5, are difficult to quantify. The M \text{4,5} \text{edge} (~157 eV) has a delayed maximum, the L \text{3} \text{edge} (>2 keV) provides only a weak signal, and the N \text{2,3} \text{edge} (~26 eV) is very close to the bright plasmon peak between 20 and 25 eV [135], but quantification may be possible through the use of model-based parameter estimation [152].

Lozano-Perez et al. [153] applied principal component analysis [154] to EFTEM micrographs obtained using a double spherical aberration-corrected microscope from a 12Cr-ODS alloy. With the added statistical information available in the EFTEM images, lower noise elemental maps could be produced, showing yttrium particles of sub-nanometer diameter [153] (figure 2.3.6). Similar attempts to quantify the oxide composition using EELS have shown a non-stoichiometric composition, with a Ti/O ratio of 3.14 ± 0.2, c.f. 3.5 for
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Figure 2.3.6 – EFTEM elemental maps for the Y–N\textsubscript{2.3} edge from raw data (left) and after MSA “noise-free” reconstruction (right) from the low-loss energy data set. Reproduced with permission from [153]. Copyright © 2009 Elsevier B.V. All rights reserved.

Figure 2.3.7 – EELS measurement of a particle. (e) RGB elemental map (red = Y, green = Ti, blue = O) with (f) the intensity profiles of the HAADF image, Y, O and Ti (g) corresponding pyrochlore Y\textsubscript{2}Ti\textsubscript{2}O\textsubscript{7} (222) planes observed represented without the O atoms. Reproduced with permission from [144]. Copyright © 2014 Elsevier B.V. All rights reserved.

Y\textsubscript{2}Ti\textsubscript{2}O\textsubscript{7} [144]. Badjeck et al. [144] also identified structural defects (twins or stacking faults) in the particles, shown in figure 2.3.7, which could explain some of the difficulty in identifying the particle structure, and therefore inferred composition, noted above. As well as defects inside the particles, variations in surface chemistry have been identified, including; Cr-rich shells [117, 144, 151, 155], a Y-rich shell around TiO\textsubscript{2} [118] and a variation in Ti oxidation state at the particle-matrix interface [144]. These results are not surprising in light of \textit{ab initio} modelling, which also predicts a Cr-shell [156] and the possibility of a chemical gradients towards the particle centre [157]. Additionally, the segregation of Ti to the metal-oxide interface [158, 159] may affect the oxide growth and stability.
2.3.3 Atom Probe Tomography

APT can provide chemical information and spatial data accurate to 0.1 nm and has regularly been applied to the study of the oxides in ODS alloys [65, 98, 128, 132, 160]. Where reported, the measured Y/Ti ratios are given in summary in tables 2.3.2 and 2.3.3. APT is suited to studying fine-scale clustering [161] and (radiation-induced) segregation, for example in austenitic steel [162] and Eurofer [163].

Initial APT experiments used a time-of-flight mass spectrometer in conjunction with a 2D detector (3-DAP) to produce chemical maps as a function of sample depth [65, 98]. Larson et al. [65] were limited to examine small volumes of material (6400 nm$^3$) at pulse rates of only 1.5 kHz, but still observed small 2–5 nm clusters of Y-Ti-O atoms with a Y:Ti ratio of 0.28. Contrary to the TEM results presented above, the clusters apparently contained almost 80 at% iron, and only 0.9 % Y, 3 % Ti and 2.9 % O (Y/Ti/O = 13/45/43). Miller et al. [132] observed ~4 nm darkly imaging particles using FIM but noted that the “imaging behaviour and the small size of the particles prevented a reliable determination of the amorphous or crystalline nature of the particles” [132]. Using APT, Miller measured the particle radii and number density, selecting clusters from the data using the maximum separation of solute ions method, shown in figure 2.3.8. The composition was reported as the average composition of all the clusters and the average composition of all cluster ions measured, which was similar to the composition according to Larson et al. [65]: 7.6 % Y, 21.4 % Ti and 23.8 % O (Y/Ti/O=14/41/45).

Advancements in APT technology resulted in the energy-compensated optical position-sensitive atom probe (ECOPoSAP) and then local electrode atom probe (LEAP), with energy-compensation offering enhanced mass resolution and the 1st generation LEAP allowing much higher data acquisition rates of 100 kHz and larger field-of-view [134]. With these tools, Miller et al. [134] investigated the thermal stability of the oxide particles. Further technical advances of the local electrode method increased acquisition rates to 200 kHz and increased the field-of-view, as shown in the atom maps in figure 2.3.9.

Marquis [117] examined 3 different ODS alloys using a 3rd generation LEAP-3000HR
Figure 2.3.8 – Atom maps of Y-Ti-O clusters in 12YWT crept at 800 °C for 14,500 h at a stress of 138 MPa. Only the solute atoms are shown as the matrix atoms were eliminated by the maximum separation method. Reproduced with permission from [132]. Copyright © 2002 Elsevier Science B.V. All rights reserved.

Figure 2.3.9 – Atom maps of 14YWT milled for 40 h and then extruded at 850 °C showing a much wider field of view than the atom maps in figure 2.3.8. Reproduced with permission from [66]. Copyright © 2006 Elsevier Science B.V. All rights reserved.

(200 kHz acquisition rate) system using voltage- and laser-pulsed modes [117]. In addition to the core-shell structure consistent with Klimenkov’s findings, the average particle compositions are summarized in table 2.3.4. Marquis [117] noted the influence of trajectory aberrations that increased the atomic density at the particles up to four times higher than in the surrounding matrix, c.f. the imaging behaviour noted by Miller et al. [132] using FIM. This is consistent with the focusing-in of the matrix resulting from flattening of the surface due to preferential evaporation of the oxide particles. The lateral spreading of oxygen ions perpendicular to the analysis direction was confirmed, as noted by Miller in previous work,
2.3. ODS Particle Characterisation

<table>
<thead>
<tr>
<th>Alloy</th>
<th>O</th>
<th>Ti</th>
<th>Y</th>
<th>Cr</th>
<th>V</th>
<th>M:O</th>
</tr>
</thead>
<tbody>
<tr>
<td>MA957</td>
<td>42.8 ± 3.6</td>
<td>37.9 ± 3.0</td>
<td>14.6 ± 1.2</td>
<td>4.6 ± 1.0</td>
<td>-</td>
<td>1.3</td>
</tr>
<tr>
<td>ODS Fe12Cr</td>
<td>36.9 ± 3.5</td>
<td>-</td>
<td>24.8 ± 5.8</td>
<td>37.1 ± 4.8</td>
<td>-</td>
<td>1.7</td>
</tr>
<tr>
<td>ODS Eurofer</td>
<td>35.9 ± 4.2</td>
<td>-</td>
<td>24.7 ± 3</td>
<td>4.4 ± 6.2</td>
<td>33.9 ± 2.3</td>
<td>1.8</td>
</tr>
</tbody>
</table>

Table 2.3.4 – Concentrations in oxide core/shell oxide clusters with sizes less than 5 nm, including the metal:oxygen ratio, measured by APT. All measurements in at % and subject to a matrix-correction to remove ions present due to trajectory aberrations. Reproduced with permission from [117]. Rights managed by AIP Publishing LLC.

and partially attributed to chromatic aberrations [160]. Such aberrations caused distortions to the smaller particles over a distance of 2 nm, as large as the particles themselves. Some quantity of Al was measured in the core of the MA957 oxides and is probably responsible for their precipitation behaviour noted previously [106, 112].

Wells et al. [120] describe some artefacts that could be present in the APT analysis of the oxide particles. In their experimental work, a Y:Ti ratio of approximately 1 is measured in the centre of oxide clusters in MA957, which agrees with their TEM results presented in figure 2.3.1. Wells highlighted the need to understand some of the experimental concerns raised by Marquis and Hyde [164] when interpreting APT data. This will be a major focus of the work presented in this thesis.

2.3.4 Discussion

There is considerable evidence from XRD studies that multiple oxide phases are present in ODS alloys (figure 2.2.2), and HRTEM has shown that on a particle-by-particle basis specific stoichiometric compositions (inferred from the crystallographic structure) are present. However, analytical TEM using EDS and EELS has shown non-stoichiometric and even defective structures [137, 144] to be present. Kinetic Monte Carlo (KMC) modelling has shown that, in small clusters, different phases can form in a mixed fashion [157]. APT should, in principal, be the best technique for achieving accurate compositional measurements, even at the smallest cluster size range. Looking at a relatively early paper by Miller et al. [132], a distinction is made between measuring the cluster composition based on either the total cluster ions or the average compositions of the individual particles, with these
two methods being sensitive to the larger and smaller clusters respectively [132]. Without knowing the number of ions detected, it is not possible to estimate the statistical counting error of these measurements, but looking at the standard deviation of the average individual cluster compositions, the relative compositional error is 85%, 44% and 45% for Y, Ti and O. Assuming the counting error due to the small number of ions is 45%, then there is a greater variation in the measured Y-content than expected. Williams et al. [155] also noted a variation in individual cluster composition greater than the statistical error, suggesting size as a possible factor in cluster composition as well as the difference between intra-granular clusters and grain boundary clusters.

Sakasegawa et al. [118], using EDS, observed an increase in Y/Ti ratio with particle size; from 0.5 to 1.4 for >20 nm diameter particles, suggesting that particle composition is a function of size. Using APT, Williams et al. [155] also noted a change in particle composition with size, with a metal:oxygen ratio of 1:2 for smaller clusters and 1:1 for larger ones. Contrary to this, Lescoat et al. [25] measured a Y/Ti of 0.6 independent of cluster size (from 1–10 nm diameter) in a 18Cr-0.6Y₂O₃ ODS alloy. These differences can probably primarily be explained by alloy composition, as Williams had no Ti, Sakasegawa had Al and Lescoat had a high Cr-content and Ti, but this is an area for further study. Ribis et al. [114] explained the change in morphology of the particles based on elastic strain, but did not comment on the variation of composition with size.

In an XRD study of sintered Y₂O₃, Ti and Fe₂O₃ powders, Okuda [16] found that when mixed in the ratio 1:1:1 and heated to 1133 K for 1 h both Y₂Ti₂O₇ and Y₂TiO₅ formed, but when the Ti content was doubled, only Y₂Ti₂O₇ was formed [16]. This shows that the composition of oxide formed depends on the elements available, and therefore chemical inhomogeneity in the mechanically alloyed powder might translate into an inhomogeneous distribution of oxide compositions.
2.3. ODS Particle Characterisation

Figure 2.3.10 – Inhomogeneous distribution of titanium in a pre-alloyed Fe–14Cr–Ti powder particle, qualitative scale. Unpublished images courtesy of Z. Hong, Oxford Materials.

2.3.5 Inhomogeneity

Oxide dispersion strengthened alloys are inhomogeneous by their nature, containing at least two phases, one of ferrite and one of oxide. The powder processing of these alloys also often produces an inhomogeneous spatial distribution of oxide particles within the steel matrix. As figure 2.3.10 shows, the starting materials may be heterogeneous; in this case the distribution of titanium has a web-like structure. In the consolidated material, the oxides may have a distribution of sizes, shapes, and potentially a variation in local chemistry. Particle size distributions are frequently reported, and although spatial heterogeneity is often commented on [109, 155, 165, 166], it is never quantified. Bulk techniques like XRD and SANS are insensitive to spatial inhomogeneity, and in TEM and APT authors naturally report the “best looking”, or most homogeneous, micrographs when trying to find the most representative images. For example, figure 2.3.11 compares the atom maps from figures 4 and 7 in [25] with the atom map at the lower-right of figure 12; clearly (a) and (b) show a dispersion of smaller more numerous clusters than shown in (c).

There have been several attempts in other fields to quantify inhomogeneity in various systems, such as in computer science [167] and microstructural analysis [168, 169]. For a
2.4 Irradiation Damage

Gaining electricity from atomic energy involves releasing the binding energy of atomic nuclei in nuclear reactions, capturing the energy of the products and converting that heat into electricity. In the case of fission (splitting) and fusion (combining) reactions, neutrons are produced carrying some proportion of the released energy. Equation 2.4.1 shows the
energetic neutrons and ions produced by the fusion of deuterium and tritium.

\[
D^+ + T^+ \rightarrow ^4\text{He}^{2+}(3.56\text{MeV}) + n(14.03\text{MeV}) \quad (2.4.1)
\]

Because of the Coulombic repulsion between the deuterium and tritium ions, a combination of high temperature, confinement time and pressure is required—such as that produced in a tokamak fusion reactor.

Equation 2.4.2 shows an example of the fission of uranium-235 into lighter elements via the transient uranium-236 isotope.

\[
^{235}\text{U} + n \rightarrow ^{236}\text{U} \rightarrow ^{92}\text{Kr} + ^{141}\text{Ba} + 3n \sim (200\text{MeV total}) \quad (2.4.2)
\]

The fission neutrons produced are used to propagate the reaction, interact with the moderator and give energy to the coolant via inelastic collisions. In a similar way, in a fusion reactor, the energetic neutrons are captured by the reactor vessel and blanket, producing heat, which can be extracted to generate electricity.

A neutron fluence (neutrons per unit area) incident on a material can result in several events; elastic scattering of the neutrons, absorption of neutrons leading to transmutation and inelastic scattering where energy is transferred to the material. This concentrated energy transfer can lead to knock-on or irradiation damage.

As described in a extensive review of irradiation damage by Kinchin et al. [174] in 1955, the effect of irradiation of various forms was identified towards the end of the 19th century. Research accelerated with the discovery of high-energy sources and the development of fission reactors, leading to a basic understanding of the mechanistic details involved [175, 176]. With the invention of the Transmission Electron Microscope (TEM), irradiation-induced defects could be studied directly [177] (for a more detailed description see [178]). Computer simulation, including molecular dynamics, allowed the atomistic detail of irradiation damage to be investigated. Simulating volumes large enough to capture the full nature of irradiation damage is computationally expensive, so it was not until the development of
more efficient models and faster computers in the 1980s that larger-scale models became possible [179, 180].

A damage event occurs when an energetic particle† collides with a nucleus. If the ballistic collision provides enough energy to displace the atom from its equilibrium site, then a primary knock-on atom (PKA) is produced and a vacant site is left behind. Where the knock-on atom comes to rest, a self-interstitial atom (SIA) defect is produced; together the vacancy and interstitial form a Frenkel pair. A sufficiently high-energy PKA can displace many atoms, generating a displacement cascade. The total number of these displacements is frequently approximated as the displacements per atom (dpa) calculated by the modified Kinchin-Pease formulation [174], usually referred to as the Norgett, Robinson, and Torrens (NRT) model [181]:

$$N_d = \frac{\kappa(E - \hat{Q})}{2E_d} = \frac{\kappa\hat{E}}{2E_d}, \quad \hat{E} > \frac{2E_d}{\kappa} \quad (2.4.3)$$

From the total energy transferred in the collision $E$, some energy $\hat{Q}$ is lost to electronic excitation, resulting in $\hat{E}$ energy available to generate atomic displacements. $E_d$ is the threshold energy for displacement and a value of $\kappa = 0.8$ is used to account for realistic non-hard sphere scattering and gives better agreement with experiments [182, 183]. Once there is an estimate of the number of subsequent displacements produced from a single energetic collision, the total dpa can be calculated. The incident particle flux, the possible PKA energies and the probability (cross-section) of collision in a time interval are integrated to estimate the total dpa. Assuming the number of displacements is proportional to the number of defects, this integration gives an idea of the number of defects produced purely on the basis of the material-dependent damage parameter, $E_d$, and the properties of the incident particle flux. This simplicity makes dpa an attractive measure of irradiation dose, allowing the comparison of similar materials exposed to different particle fluxes—for example when comparing the effect of neutron irradiation on similar materials from reactors which have different neutron energy spectra. But as numerous experiments and molecular dynamics

†Not necessarily a neutron, but an ion, electron or high-energy photon.
2.4. Irradiation Damage

Simulations have shown, the dpa value does not accurately report the number of remaining defects produced, due to the recombination of the SIA with vacancies or annealing just after the displacement cascade.

As the irradiation-produced defects are not simply Frenkel pairs, a more representative description is required to understand the number of defects that are produced, cluster and survive long enough to cause microstructural evolution. The concept of a displacement cascade captures the highly localized nature of the energy dissipation by a relatively low energy PKA (<50 keV), and molecular dynamics modelling (MD) is commonly used to approximate the number and nature of surviving defects. For example, for a 50 keV iron ion into iron, 500 displacements are predicted by the NRT model (equation 2.4.3) but only 168 defects are shown to remain in 9 averaged molecular dynamics simulations after 15 ps at 100 K [184]. Although MD can capture timescales long enough to observe the evolution of an individual cascade, the microstructural evolution due to irradiation damage takes place over days and years. KMC modelling is capable of simulating this length of timescale and is therefore used to understand the long-term migration of these defects [185].

When estimating the range and extent of damage, simple simulations such as that implemented in the program Stopping and Range in Matter (SRIM) [186] are commonly cited in literature. SRIM uses the displacement energies of atomic species and the binary collision approximation to estimate the displacement damage, stopping force and projectile range in materials, but uses a simple probabilistic simulation and ignores crystallography. To gain a more accurate picture of defect production and displacement damage, models such as MD are used [187]. Other computer codes are available, including SUSPRE produced by the University of Surrey [188] and UT-MARLOWE by the University of Texas [189]. These simulation tools are primarily for dopant implantation into semi-conductors; using them for metals and fast-heavy ions requires great care [190].

The measured dpa value also fails to represent any influence of transmutation or the atomic replacements, where one atom is moved onto the site of another, which can be described as ion-beam or displacement mixing [191]. The concept of a locally disordered
region produced by the dissipation of the projectile’s energy in a small volume was familiar to Siegel, who proposed that disordered regions were formed in an ordered AuCu$_3$ alloy by irradiation [192]. TEM of ordered Au-Cu alloys confirmed Seitz's hypothesis [193], that the disordered region is formed by a displacement cascade, where a number of atomic replacements and collisions take place in quick succession, resulting in atomic mixing and disordering of the alloy. The atomic mixing that takes place may be important for the response of oxide particles in ODS alloys to irradiation [190], especially at low temperature [24]. This process is often referred to as a ballistic mechanism, because it only depends on the atomic density and mass [18]. However, Wang et al. [194] irradiated 300 keV Xe$^{3+}$ Cu–Au and Cu–W bi-layers and found that the miscible Cu-Au bi-layer mixed 10 times more readily than the immiscible Cu-W system, showing that, as the energy of the displacement cascade dissipates, thermodynamically driven un-mixing can occur [195]. Enhanced mixing of species has also been reported [196]. Thus, in general, it is necessary to use modelling, such as MD, to properly account for the displacement mixing [197].

Therefore, when considering the irradiation damage of ODS steels, it is necessary to consider the effect all of the possible mechanisms involved:

- **Ballistic damage** - dominant in irradiation experiments using electrons.
- **Displacement mixing** - especially important for the modification of existing phases in the material.
- **Irradiation induced defects** - these defects are mobile, causing enhanced diffusion and non-equilibrium segregation and can coalesce in clusters, forming dislocation loops and voids [198].
- **Transmutation** - which can produce gases that enhance irradiation-induced swelling and degrade mechanical properties.

Experiments showing the damaged caused by various incident particles are summarised in the next section, followed by a survey specifically of the irradiation damage of the oxide
particles in ODS steel. Understanding the influence of irradiation in ODS steels is vital if they are to be used safely and reliably in advanced fission and fusion power plants.

### 2.4.1 Influence of Irradiation Damage

Irradiation is well known to cause hardening, with increasing hardness at higher fluence. Figure 2.4.1a compares the effect of irradiation to 9 dpa on ODS MA957 and two other steels. Although the ODS alloy starts with a higher yield stress, it has a greater resistance to irradiation hardening than the non-ODS alloys [199]. McClintock et al. [200] compared the yield stress of ODS variants of Eurofer and 14WT (Eurofer ODS and 14YWT) after irradiation in HFIR to 1.5 dpa \((2.1 \times 10^{21} \text{ n/cm}^2 E>0.1 \text{ MeV})\) and found about a 230 MPa increase in the yield stress of Eurofer, Eurofer ODS and 14WT, but only 100 MPa in 14YWT [200], as well as an increase in yield strength and accompanying loss in ductility and fracture toughness. Oh et al. [201] irradiated the K2 (14Cr–4Al) ODS alloy in the Japan Materials Testing Reactor to a dose of \(5.56 \times 10^{20} \text{ n/cm}^2 (>1 \text{ MeV})\) and measured the fracture toughness by Charpy impact testing, as shown in figure 2.4.1b. Oh measured an increasing DBTT, with a decreasing upper shelf energy, as the irradiation temperature was decreased.

As well as reducing the irradiation hardening, the oxide particles, and the grain refinement they produce, help reduce irradiation swelling. Yutani et al. [64] used dual-ion irradiation of 6.4 MeV Fe\(^{3+}\) and 1.0 MeV He\(^+\) ions to investigate the swelling behaviour of a 16Cr–2W–4.6Al–0.3Ti–0.37Y\(_2\)O\(_3\) ODS alloy (K3) and a 9Cr–2W-0.5Mn reduced-activation ferritic steel (JLF). TEM revealed a difference in the cavity population of the two alloys. The ODS alloy had a high number density and small mean size whereas the non-ODS alloy had a lower number density of larger cavities and a significant proportion of large voids, diameter > 10 nm; the swelling calculated from these TEM observations is shown in figure 2.4.2.
2.4.2 Irradiation Damage of ODS Particles

Historically the emphasis has been on measuring the swelling resistance of ferritic ODS alloys under irradiation. Although particles were identified as being still being present up to a high dose of 150 dpa, their chemical composition remained uncertain [202].

Some studies only focused on swelling and ignored the particle stability [98, 203–205]. In other cases, despite the exposure to a high dose, no change to the oxide particles was
observed, but these conclusions were not backed up by quantitative measurements [82, 94, 206, 207]. Loss of the smaller particles, partial large particle dissolution and reprecipitation were reported by Dubuisson and Schill [208], and a micrograph is shown in figure 2.4.3. The dissolution of the oxides could be reproduced by electron and ion irradiation but the halo formation is likely due to the long irradiation time of the neutron experiment, 600 hours at over 400 °C, with an increasing halo radius at longer times [18]. Monnet et al. [18] used a STEM/EDX electron probe of 7 nm to examine the particle compositions and noted a loss of aluminium. This demonstrates that chemical modification of the particles was possible but its importance may not yet be fully recognized.

Similarly, the loss of small (< 3 nm) particles was reported by Yamashita [105, 125] along with a decrease in measured number density, but although he used neutron irradiation under similar conditions to [208] and [18], halos of smaller particles were not observed and the larger particles grew. In 2007 Yamashita et al. [209] also observed growth of the large particles, 75 to 85 nm, after neutron irradiation in the JOYO experimental fast reactor to 100 dpa, as well as an increased minimum particle size (5.2 to 9.5 nm) [209]. But in a later study of JOYO neutron-irradiated 9Cr and 12Cr ODS, Yamashita et al. [210] showed, using particle size distributions, that there was no observable change in particle size even after irradiation to 30 dpa at 1100 K (4660 h approximate duration).

The studies above used material from fast fission reactors, requiring long duration experiments and producing radioactive samples. Ion-irradiation has commonly been used as
an analogue of neutron damage to produce displacement damage in materials with great flexibility in the temperature, dose and dose rate of the ion-irradiation without the complication of activation [21]. Ion irradiation has also been used to study the irradiation damage of the oxide particles in ODS alloys. Allen et al. [211] first identified a square-root dependence for the decrease of the oxide particle radius with ion irradiation dose, consistent with purely ballistic mixing [211]. But later work [23] brought this mechanism into question by showing the irradiation response depends on the irradiation temperature [23]. The refinement of the particle size distributions as a function of temperature is shown in figure 2.4.4. Despite the advancement of TEM technology and the use of BF STEM imaging, the smallest (2 nm) particles remained elusive [23, 212], making accurate quantification of the full particle size range difficult even at high (>100 dpa) ion doses [212].

Figure 2.4.4 – 5 MeV Ni ion irradiations by Allen et al. [23] of a 9Cr-ODS alloy showing a refinement of the particle size distribution, measured from BF-TEM micrographs, at two different temperatures (a) 500 °C and (b) 700 °C. Reproduced with permission from [23]. Copyright © 2007 Elsevier B.V. All rights reserved.
From 2008, an increasing number of ion irradiation studies have been made and atom probe analysis [20, 163, 213–216] has been applied to the irradiated materials [135]. With better microscopy, the particle sizes could be reliably reported after irradiation at low doses [217, 218]. Although there were hints that the particle distribution was modified [212], the stability of the particles was argued from their persisting presence after high dose irradiation.

Turning to the smaller particles, the use of EFTEM in an in-situ ion irradiation experiment can track changes in individual particles as a function of dose [96]. Lescoat et al. [96] found that the sub-10 nm particles were stable when irradiated to 45 dpa at 500 °C, but also observed modification of the larger particles. High-voltage TEM was the method of choice for investigating irradiation damage in-situ before in-situ ion irradiation was possible [82, 94, 95]. Monnet et al. [18] compared three possible dissolution mechanisms; electronic interactions, displacement-cascade damage and Frenkel pair dissolution using light ions, heavy ions and electrons respectively. This paper highlighted the instability of the oxide particles as well as trying to validate a simple ballistic dissolution mechanism for electron irradiation. Electron irradiation dissolved the oxides only when the energy exceeded the displacement threshold for the metallic component of the oxide (by comparing magnesium and yttrium oxide reinforced ODS alloys), but the simple model of ballistic dissolution does not account for any temperature-dependent behaviour, such as thermal diffusion of solute. Monnet et al. [18] suggested that further modelling work should include the effect of diffusion and point defects. Using ab initio modelling, Brodrick et al. [219] investigated the stability of the Fe-Y2O3 interface and reported that the particles are unaffected by a flow of defects and that incoming vacancies did not trigger outward diffusion of Y or O atoms. Lazauskas et al. [220] demonstrated the stability of a 2 nm Y2O3 particle in response to a 5 keV PKA iron atom using molecular dynamics. Even with a displacement cascade approximately the size of the particle, the Y and O atoms remained as part of the particle and were not mixed into the iron matrix. This agrees with the findings of Wang et al. [194] that the immiscibility of the Fe-Y2O3 system inhibits the displacement mixing.
Rarely, the displacement of an oxygen atom was caused by the direct collision of a PKA with an oxygen atom [220] consistent with the results of the electron irradiation carried out by Monnet et al. [18].

In order to study the influence of only the ballistic processes of irradiation damage, several authors have performed ion irradiation with $T < 300$ K to “freeze out” thermal and irradiation-enhanced diffusion [24, 25, 190, 221]. Analytical STEM, with EDX and EELS used simultaneously, was applied to study the chemical mixing of larger Ti-C-O particles in 14YWT [190] showing that at a high dose, relatively high dose rate and cryogenic temperature (173 K), displacement mixing dominates. The extent of ballistic and cascade mixing was measured as $\sim 20$ nm (for 180 dpa with Pt ions). Parish et al. [190] noted that in the high-dose regions no small particles were observed. Irradiation at $-75$ °C showed firstly a reduction in cluster radius (as measured by APT) and an increase in particle radius (as measured by EFTEM) but a decrease in number density as measured by both techniques at a dose of 50 dpa. At 100 dpa the APT showed no “statistically significant evidence of clustering” although some $> 20$ nm Ti-O particles were observed by EFTEM. Particle dissolution at low temperatures was also reported by Parish et al. [221] (160 dpa 173 K) and Lescoat et al. [25] (150 dpa 300 K) using STEM EDS and APT respectively. These results show the naivety of early studies, which concluded the particles were totally stable or unaffected by irradiation; they also underline the importance of back-diffusion as a “self-healing” mechanism of repair of the oxide particles.

2.4.3 Discussion

Clearly the simple question Are the particles stable? is a complex one, drawing on many factors that are still poorly understood, especially solute mixing and diffusion under irradiation. Firstly, a summary of particle size evolution at 100–150 dpa as a function of temperature is shown in figure 2.4.5. No obvious trend is apparent, but both the starting conditions and alloy compositions vary between the different researchers. Some observations show growth of the particles and others refinement relative to their starting materials.
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These contrary effects of irradiation are analogous to observations of irradiation hardening or softening [222], as well as irradiation-induced ordering or disordering [223] which are dependent on the initial material conditions. Lescoat et al. [25] and Allen et al. [23] started out with alloys of different particle radii (3 and 6 nm), but after irradiation to 150 dpa at 500 °C both observed particles with a radius of ~4.5 nm.

Ion-irradiated samples are an example of a driven system where there is a constant input of external energy, in this case from the ion beam. In these systems, a non-equilibrium steady-state is eventually reached [225]. Bellon et al. [225] identified three regimes defined by temperature for a particular irradiation condition called the low, intermediate and high temperature regimes, where thermal diffusion dominates at high temperatures and irradiation effects dominate at low temperatures. Heinig et al. [226] show using experimental results and Monte Carlo modelling that a particle distribution can grow or be refined by irradiation depending on the irradiation temperature $T$ and the characteristic/critical temperature $T^*$ as shown in figure 2.4.6. Heinig et al. [226] define the high-temperature regime described by [225] as $T > T^*$ where the particles coarsen by Ostwald ripening when thermal diffusion dominates. This Ostwald ripening may be accelerated by the presence of the
irradiation defects, called irradiation-enhanced Ostwald ripening.

Ribis et al. [227] observed irradiation-enhanced Ostwald ripening at 500 °C from 1.1 to 4.5 nm with ion irradiation 75 dpa (Fe-14Cr-1W-0.3Ti-0.3Y₂O₃), but not with neutron irradiation of MA957 (Fe-14Cr-0.3Mo-1Ti-0.25Y₂O₃ irradiated to 75 dpa; radius change 2.0 to 2.5 nm). Ignoring the difference of the alloys investigated, which have an order of magnitude difference in particle number density $2.9 \times 10^{23}$ and $5.4 \times 10^{22}$ as well as a difference in composition, these results are in agreement with the theory of irradiation-enhanced Ostwald ripening. Lescoat et al. [25] (starting with 2 nm particles) noted the similarity between particle growth by ion-irradiation at 500 °C to 150 dpa (4.1 nm particle size) with thermal annealing at 1300 °C (4.5 nm), as well as the morphological transformation from spheres to polyhedral shapes as predicted by [114], showing the similarity between the radiation-enhanced effects and thermal annealing. Subject to irradiation an alloy can reach a steady state equivalent to equilibrium conditions with a different effective temperature (after [191]), the $T_{eff}$ for the experiment in [25] is 1000 K, not 1300 K as they found experimentally. However, the coarsening behaviour of the oxide particles may not be linear [89], or the parameters in their diffusion model may be incorrect.

At lower temperatures, when $T < T^*$, the combination of displacive damage and thermal diffusion causes a reduction in particle size, called inverse Ostwald ripening (IOR), but when $T \ll T^*$, then IOR and precipitation can occur. This IOR behaviour presumably explains the results of Allen et al. [23], who observed a reduction in particle size from 6 nm to 2.5 nm after irradiation to 150 dpa at 700 °C. Although this theory helps to explain some of the contradictory results presented, it still leaves a number of unanswered questions, including: What is critical stability temperature of the oxide particles? How does it depend on irradiation conditions other than temperature? What are the kinetics involved in irradiation-enhanced precipitation and growth? Is a universal $T^*$ is appropriate, or does it depend on the alloy chemistry and particle character?
2.5 Summary

Presented above is an overview of the development and characterisation of oxide dispersion strengthened ferritic alloys, which are potential future fission fuel cladding and fusion structural materials. The addition of nano-sized oxide particles increases the strength and creep resistance of the ferritic base material. These oxides have shown good thermal stability up to 1200 °C and irradiation resistance to over 150 dpa at elevated temperatures. As the oxide particles impart the high-temperature stability, swelling resistance, grain refinement and transmutation gas-trapping abilities to these alloys, they are the focus of most research. The varied manufacturing routes and alloy compositions used have made a unilateral determination of their nature difficult. As the particles often have diameters less than 5 nm and are embedded in a magnetic matrix, detailed characterisation by TEM has been limited, but with the advancement of imaging and analytical techniques, the identification of the cubic $Y_2Ti_2O_7$ pyrochlore structure has become more convincing. This is not the only structure observed and with the use of APT, computer modelling and advanced TEM, the case for the particles having a non-stoichiometric composition is becoming more convincing, and

\[ T \ll T^* \text{ Precipitation & inverse Ostwald ripening} \]
\[ T < T^* \text{ Inverse Ostwald ripening} \]
\[ T > T^* \text{ Ostwald ripening} \]
increasing emphasis has been placed on structural defects. There is also evidence of a range of oxide compositions, specifically looking at the Y:Ti ratio, which could be a function not only of spatial location but of particle size as well. One point to emphasize is the sensitivity of the oxide particle chemistry to minor alloying additions and impurities; just 0.3 wt% of Ti has a drastic refining effect on the particles, and in MA957 Al is frequently detected in the oxides.

As described in section 2.4, the effects of radiation damage in simple elemental metals are far from simple, and the analysis is complicated by the many methods used to induce radiation damage, while for ODS alloys, the addition of the oxide particles introduces another complication. Some headway has been made into understanding the fundamental damage mechanisms through experimentation, particularly through using a wide range of irradiation temperatures [24, 25], and through computer simulation [220]. However, there is still a wide range of irradiation parameters to explore, and many models make over-simplifications which restrict their applicability. Additionally, there is little systematic understanding of how the alloy composition and particle character play a part in determining the materials’ response to irradiation damage. Some of these limitations will be the focus of the work reported below.
Chapter 3

Materials and Experimental Methods

This chapter gives technical detail regarding the materials and experimental methods used. Specific details of the processing of the ODS alloys is given first as this will be important for later sections. The parameters of the ion irradiation experiments are given, including the methodology for estimating the irradiation damage as a function of depth. The preparation methodology of samples for each of the characterisation techniques are described and the operational details of the experimental equipment are reported. These include the use of the I11 beam line at The Diamond Light Source X-Ray facility, nanoindentation, transmission electron microscopy and atom probe tomography. The conventional data analysis techniques for TEM and APT are presented, but the new analysis methodology for interpretation and treatment of the APT data is given in Chapter 4. This document has been compiled using Knitr [228] for \LaTeX, as a Rnw file, meaning that, where possible, graphs and their accompanying source code are included in the source of this document itself. The source files are available in the Oxford Research Archive https://ora.ox.ac.uk/.
3.1 Materials

The three model ODS alloys were prepared by mechanical alloying and hot extrusion in India. High purity elemental powders of Fe, Ti, Cr, and Y₂O₃ were weighed and mixed to give alloy precursors with the desired compositions of Fe-0.3Y₂O₃, Fe-0.2Ti-0.3Y₂O₃ and Fe-14Cr 0.2Ti-0.3Y₂O₃ in weight percent. The Y₂O₃ powder (Alfa Aesar) had an average particle diameter of ~ 22 nm and the bcc crystal structure. The powders were mechanically alloyed by ball milling (Simolayer CM-08) in an argon atmosphere for four hours at 1000 RPM with a ball to powder ratio of 10:1. A study using the same high-energy Simolayer mill found steady-state conditions for the crystallite sizes after 3 hours of milling [229]. The vial and ball were hardened steel. The Fe-0.3Y₂O₃ and Fe-0.2Ti-0.3Y₂O₃ mechanically alloyed powders were extruded at 1323 K followed by annealing at 1223 K for two hours and then air cooling, similar to the conditions given in [230]. The mechanically alloyed Fe-14Cr-0.2Ti-0.3Y₂O₃ powder was extruded at 1423 K and then quenched and tempered at 1023 K for two hours and air cooled, similar to the method described in [231]. Finally, consolidated model ODS rods of 12 mm diameter were prepared from all three alloy compositions. The carbon content was measured independently for the three alloys, Fe-0.3Y₂O₃, Fe-0.2Ti-0.3Y₂O₃ and Fe-14Cr 0.2Ti-0.3Y₂O₃, and was found to be 0.03, 0.02 and 0.02 wt% respectively. Additionally, one Fe-0.3Y₂O₃ alloy was produced by blending (100 RPM in argon), ball milling for 20h in argon and consolidated by hot isostatic pressing (HIP) at 1423 K for 2 h at a pressure of 195 MPa. The carbon content of this alloy was not measured. From here on, the extruded alloys above will be referred to by the codes given in table 3.1.1 and the HIP alloy will be called FeY-hi.

Preparation of disks (12 mm diameter, 0.5 mm thick) cut from the extruded rods was performed in India prior to subsequent analysis. The disks were polished to a mirror finish using successively finer grit grades down to 4000 grit, followed by 5 µm diamond paste, 2 µm diamond paste and then an electropolishing treatment to remove the mechanically damaged surface layer.
3.2 Ion Irradiation

Ion irradiation is a fast and convenient method to introduce displacement damage, similar to neutron damage, into a material. Though there are differences in the type of damage created and the duration of the experiment, compared to neutron irradiation, ion irradiation can give high levels of damage in less than a day without the complications of sample radioactivity. In this project, I studied the influence of ion irradiation as an analogue for neutron damage, with ion-irradiation temperatures from 120 to 970 K.

Ion irradiation was performed at IGCAR, India using a 1.7 MV Tandetron accelerator equipped with a SNICS ion source for metallic ions. Two ion energies were used in this work, 5 MeV Fe$^{3+}$ for high temperature irradiation experiments and 1.76 MeV Fe$^+$ for the mixed-temperature irradiation experiments. The average dose rate at the peak damage depth was maintained between $2.8\times10^{-3}$ dpa/s during all irradiation conditions; however, the beam was rastered over a 10 mm square area at a frequency of 1 kHz in x and y. This means the instantaneous damage rate is zero or much greater than $3\times10^{-3}$ dpa/s. For the per-sample details of the high-temperature irradiation experiments see table 3.2.1 and for the cryogenic irradiation conditions, see tables 3.2.2 and 3.2.3.

High-temperature ion irradiation was performed at 773, 873 and 973 ± 5 K. Temperature was measured using a thermocouple attached to sample and by infrared Pyrometer with a spot size of 2 mm. It took 3 hours to heat the sample from room temperature to 973 K. Once the irradiation was over and heating was stopped, from 973 K the sample reached ~423 K within ~25 minutes, followed by slow cooling to 343 K over the next 30–45 minutes. A

<table>
<thead>
<tr>
<th>Code</th>
<th>Fe</th>
<th>Cr</th>
<th>Ti</th>
<th>Y</th>
<th>O</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>FeCrTiY</td>
<td>84.46</td>
<td>14.85</td>
<td>0.23</td>
<td>0.15</td>
<td>0.22</td>
<td>0.09</td>
</tr>
<tr>
<td>FeTiY</td>
<td>99.48</td>
<td>-</td>
<td>0.23</td>
<td>0.15</td>
<td>0.22</td>
<td>0.09</td>
</tr>
<tr>
<td>FeY</td>
<td>99.70</td>
<td>-</td>
<td>-</td>
<td>0.15</td>
<td>0.22</td>
<td>0.14</td>
</tr>
<tr>
<td>FeY-hi</td>
<td>99.63</td>
<td>-</td>
<td>-</td>
<td>0.15</td>
<td>0.22</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3.1.1 – Target alloy compositions in atomic percent (at%) including the (independently) measured carbon content.
Table 3.2.1 – Details of the high-temperature ion irradiation experiments using a Fe$^{3+}$ ion energy of 5 MeV. Total dose: $1.5 \times 10^{17}$ ions/cm$^2$. Irradiation time 14 h for each sample.

<table>
<thead>
<tr>
<th>Samples</th>
<th>FeY</th>
<th>FeTiY/FeCrTiY</th>
<th>FeTiY/FeCrTiY</th>
<th>FeTiY/FeCrTiY</th>
</tr>
</thead>
<tbody>
<tr>
<td>$773 , \text{K}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$873 , \text{K}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$973 , \text{K}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe$^{3+}$ ion current /µA</td>
<td>3.3</td>
<td>3.8–4</td>
<td>3.16–3.4</td>
<td>2.8–3.1</td>
</tr>
<tr>
<td>Current density /µA cm$^{-2}$</td>
<td>2.91</td>
<td>3.36–3.53</td>
<td>2.79–3.00</td>
<td>2.47–3.27</td>
</tr>
<tr>
<td>Peak damage rate /10$^{-3}$ dpa s$^{-1}$</td>
<td>2.9</td>
<td>3.7</td>
<td>2.9</td>
<td>2.8</td>
</tr>
</tbody>
</table>

Table 3.2.2 – A peak damage of 50 dpa and 100 dpa corresponds to an average dose of $4.51 \times 10^{16}$ ions/cm$^2$ and $9.03 \times 10^{16}$ ions/cm$^2$ respectively. 1.76 MeV Fe$^+$ ions.

Table 3.2.3 – Details of the irradiation of the FeTiY alloy at cryogenic temperatures using 1.76 MeV Fe$^+$ ions.

Stopping Range In Matter (SRIM) calculations were performed using the “simple”
3.3 Sample preparation

3.3.1 APT - Electropolishing

From the as-received samples, matchstick bars (12×0.5×0.5 mm) were cut using a slow-speed diamond saw. These bars were then electropolished by standard methods using 20%
perchloric acid in acetic acid (5–14 V) and then 2% perchloric acid in 2-butoxy ethanol (3–6 V), both at room temperature, to give sharp APT needle specimens with a tip radius of 50–100 nm [232].

### 3.3.2 APT - Focused Ion Beam Milling

Samples were prepared from the bulk irradiated samples using well established focused ion beam methods (FIB) [233]; only a summary is given here. In a FIB, a focused ion beam of Ga\(^+\) ions is scanned across the sample surface in a similar manner to a scanning electron microscope. The Ga\(^+\) ions are accelerated to 30 kV into the ion column where they are focused and directed onto the sample using electrostatic lenses. On impact, secondary electrons are produced and atoms are sputtered from the surface. The secondary electrons are used to form an image (imaging) and the sputtering removes the material (milling). This technique is site-specific and was used to make cantilevers of material approximately 20 µm long, 1 µm thick and 5 µm deep from the surface. The original surface is protected from the Ga\(^+\) beam initially by a layer of e-beam-deposited tungsten, followed by a layer of FIB-deposited tungsten. The double W layer is important at a subsequent stage because it is used as a reference to estimate the depth of the tip of the final sample from the surface. From the cantilever of material, rectangular section blanks of material are fixed onto a silicon micro-post array, with each cantilever yielding 5–8 stumps. Each of these blanks are then sharpened using the FIB to form sharp needles with an approximate tip radius of 80 nm, with each tip starting at a known depth from the original surface. This depth is used to estimate the ion dose experienced during the ion irradiation as predicted by the SRIM calculations (figure 3.2.1). During this final sharpening step, a 2 kV accelerating voltage and 240 pA current were used to limit Ga\(^+\) penetration into the sample. Figure 3.3.1 shows the difference in Ga concentration in APT samples prepared with 2 kV and 30 kV accelerating voltages.
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![Figure 3.3.1](image)

Figure 3.3.1 – Comparison of atom probe samples prepared with 30 kV and 2 kV accelerating voltages for the FIB Ga\(^+\) beam. The 30 kV beam implants to a much greater depth and causes more damage than the 2 kV beam.

3.3.3 TEM - Focused Ion Beam Milling

TEM samples were produced in a similar fashion to the APT samples, by the “liftout” method. Large trenches about 20×15 µm were milled using a 30 kV 3.5 nA ion beam and the foil was thinned to 500 nm thickness using a 700 pA beam before lifting out. Once attached to the 3 mm copper half-grid (Omniprobe) using ion-beam deposited tungsten, the foil was thinned with a 300 pA beam until transparent to 10 kV secondary electrons. To compensate for the effect of the ion beam tails, the sample was tilted to ±1.5° relative to the ion-beam on each side. Electron transparency at 5 kV was achieved by milling with a 2 kV 240 pA ion beam at an angle of 15° relative to the ion beam. A 2 kV accelerating voltage was used to minimise the Ga damage to the sample, but the remaining damage still prevented detailed analysis of defects created by the irradiation experiments.

3.4 Glancing X-Ray Diffraction

Synchrotron X-ray diffraction measurements were performed on the I11 beam line at the DIAMOND Synchrotron Light Source [234]. This high brightness beamline is designed to
perform high-resolution powder diffraction experiments such as the detection of weak features in crystalline structures or low-concentration components in complex phase mixtures. The diffractometer consists of five identical nine-crystal multi-analyzing crystal (MAC) arms deploying 45 crystals and detectors mounted on the $2\theta$-circle at 30° intervals, thus producing a high peak-to-background signal [234]. Recently, a new alignment stage has been added to the I11 beamline for glancing incidence X-ray diffraction (GIXRD) [235]. With precise control of the angle between the incident X-ray beam and sample surface, and hence the penetration depth, this addition can further improve the signal/background contrast which is particularly beneficial to study changes in phase distributions just below the sample surface (~ nm–µm) caused by a specific treatment or processing. Due to the shallow damage range of self-ion irradiation, the new apparatus was used to probe the stability of oxide particles in the ODS materials described above.

GIXRD experiments were carried out using a X-ray beam of $\lambda=0.8256501$ Å (March 2014) or $\lambda=0.825815$ Å (Jan 2015) with a beam energy of 15 keV. The wavelength was calibrated using a high-quality silicon powder (SRM640c). Incident angles between 0.25, 1, 2 and 4 degrees were used, resulting in the calculated attenuation depths of of 45, 400, 800 and 1610 nm respectively—shown graphically in figure 3.4.1. These x-ray 1/e attenuation depths were calculated as a function of glancing incidence angle for a Fe$_{88}$Cr$_{12}$ mixture using a 15 keV beam energy and the method detailed in [236].

Using a beam size of 0.15 (vertical) x 2.5 mm (horizontal) [234], an illuminated footprint of a few mm$^2$ was achieved for each measurement. At incident angles of 2 and 4°, the approximate illuminated area is $4.3 \times 2.5$ and $2.15 \times 2.5$ mm$^2$ respectively. While the samples had an irradiated area greater than this, there may still be influence of the position of the beam footprint on the measured diffraction intensity.
3.5 Nanoindentation

The self-ion irradiation produces hardening of the material but only to a depth similar to the range of the ions into the surface, ~2 µm. Nanoindentation has been used to investigate thin layers and shallow ion-irradiated layers [237, 238], and I investigated the irradiation-induced hardening as a function of depth up to 2 µm. A MTS Nanoindenter XP, was used to create arrays of nine, or 16, two µm deep indents with a spacing/pitch of 50 µm. A Berkovich diamond indenter was used and calibrated against fused silica to find the area as a function of indent depth. By using the continuous stiffness measurement mode, the modulus and hardness could be recorded continuously as a function of depth into the sample surface [239]. A frequency of 45 Hz and displacement amplitude of 1 nm was used for the continuous stiffness measurement. For more information on the use of nanoindentation and its limitations to probe thin films, see [237].

Due to the poor surface finish, especially of the samples ion irradiated at high temperature, some anomalous load-displacement curves were ignored. The remaining curves binned into 100 evenly spaced displacement increments to give the mean and standard deviation values for hardness as a function of depth. Curves further than 3σ from the mean were discarded as outliers.
3.6 TEM

FIB methods were also used to produce cross-sectional samples for TEM. The advantage of FIB preparation over standard 3 mm diameter disks is two-fold: first, it is possible to select a specific region of interest and have fine control over the thickness and finish of the final sample. Second, the volume of material in a FIB-TEM sample is approximately $0.5 \times 15 \times 10 \, \mu m^3$, which is $10^7$ times smaller than a 3 mm x 50 µm thick disk; thus the influence of the ferrite sample’s magnetism on the TEM experiment is greatly reduced. Unfortunately, the FIB damage of the surface, even when using the 2 kV final cleaning step, complicates the analysis of the bulk ion-irradiation damage [240]. Therefore, only observation of the particles and grain boundaries was possible using diffraction imaging. HRTEM images were taken of the particle structures and chemical analysis was performed with EFTEM and EELS.

3.6.1 Imaging

200 keV TEM observations were made using a Philips CM20 (CM20), a LaB$_6$ JEOL JEM-2100 (JEM-2100), a JEOL 2200MCO FEG TEM (OJ2200) and a JEOL ARM200F (ARM200). Additionally TEM and STEM imaging was performed at 300 keV using a JEOL JEM-3000F FEGTEM (JEM-3000). The JEOL 2200 was fitted with a monochromator, two spherical aberration (Cs) correctors and an Ω-filter to perform energy-loss imaging. The ARM200 was fitted with a spherical aberration STEM probe corrector and a Centurion EDX detector and Gatan GIF Quantum 965 ER featuring Dual EELS and EFTEM capabilities. TEM observations were made using a double-tilting beryllium 3 mm TEM grid holder. TEM of the atom probe needles was made using a Fischione 2050 on-axis 360° rotation tomography holder.
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3.6.2 EFTEM - OJ2200 FEG TEM

The largest (120 µm) condenser aperture was used and the beam was focused to give an an image with a diameter slightly bigger than the CCD to maximise intensity. The convergence and objective aperture half-angles were 6 mrad and 20 mrad, respectively. Low-loss energy-filtered series collected from the 20–80 eV energy-loss range included the Y\textsubscript{N2,3} (26 eV), Ti\textsubscript{M2,3} (35 eV), Cr\textsubscript{M2,3} (42 eV) and Fe\textsubscript{M2,3} (54 eV) edges. Steps of 1 eV, using a 2 eV slit and 6–8 s acquisition time per image were used, and images were hardware binned by 4 to $1024\times1024$ pixels. The brightness of the field-emission source, even without the monochromator applied, was too low to allow core-loss images to be acquired.

3.6.3 EFTEM & EELS - ARM200F

Low-loss EFTEM spectrum images were acquired from 20–80 eV using a 1 eV slit width and a 1 eV step and exposed for 1 s per energy-loss. Core-loss spectrum images were acquired from 450 to 750 eV to capture the Ti\textsubscript{L} (456 eV), O\textsubscript{K} (532 eV), Cr\textsubscript{L} (575 eV) and Fe\textsubscript{L} (708 eV) edges. A slit width and step of 5 eV were used with a 10 s exposure.

3.6.4 Data Analysis

Before any quantification or analysis of the EFTEM data, a number of treatments were necessary. These are detailed below:

1. Anomalous pixels caused by X-Rays striking the phosphor scintillator or “spikes” were removed using a median filter on pixels with an intensity greater than six standard deviations from the mean.

2. Sub-pixel accuracy drift correction using the Statistically Determined Spatial Drift program plug-in [241] for DigitalMicrograph. A window 32-128 pixels square was chosen which contained a feature with sufficient contrast for the cross-correlation to give reliable matching between images. In the low-loss EFTEM series image filtering was not often necessary, but the Heavy Low Pass noise-reduction filter and the
Sobel edge-detection filter were the most appropriate combination when filtering was applied.

3. Areas of vacuum (holes) were removed by thresholding the image of the sum of all energy loss images using the MATLAB script: `EFTEM_removeVacuum.m` or by deleting rectangular sections in DigitalMicrograph.

### 3.6.5 Principal Component Analysis

Principal component analysis (PCA) was performed on the EFTEM data using the singular value decomposition (SVD) method described in [153, 242, 243] and implemented in HyperSpy [243]. A minimal example is given in section §A.2; for more information regarding PCA, see [244]. PCA identifies non-noise components in the data and returns eigen images and eigen values each containing some amount of the “variance” of the original data. A selection of eigen images (with the most variance or that are least noise-like) are used to reconstruct a new “noise-free” data set. Either the identified eigen images or the reconstructed data is used for further analysis. PCA assumes that the noise is Gaussian, but this is rarely the case for electron spectroscopy data, which has Poissonian noise. Therefore, the decomposition (on data loaded into the variable “s”) was performed after scaling the data so that the Poissonian noise is more Gaussian, using the command below in HyperSpy.

```python
s.decomposition(normalize_poissonian_noise = True)
```

The decomposition of EFTEM spectrum images gives 2D eigen images and 1D energy loss spectra. These results often highlight the Y and Ti signals from the oxide particles in the low-loss spectra, or small variations in the particle chemistry highlighted by variations in the Ti/Cr overlap at ~40 eV energy loss, without having to reconstruct the decomposed data. Figure 3.6.1 shows two eigen images and their eigen vectors. Factor 3 obviously shows a positive contribution from the Y and Ti peaks and a negative contribution from Fe at 60 eV, which shows the position of two larger particles and several smaller ones (in the right
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(a) Eigen Image 3  
(b) Eigen Image 6  
(c) Eigen Vector 3  
(d) Eigen Vector 6

Figure 3.6.1 – Example of eigen images (a; b) and vectors (c; d) following factorization using SVD in HyperSpy of oxide particles in an ODS steel. The images in (a; b) are 430 nm across.

...of the image). Factor 6 shows that the two large particles are actually composite particles, although it is not clear from the energy loss spectrum which elements are present.

The orthogonality requirement of the factorization means the resulting factors are not necessarily physically representative of the original signals that made up the starting data. Blind Source Separation (BSS) aims to resolve the decomposed components into a more physical representation of the original signal using independent component analysis. BSS is performed in HyperSpy using the FastICA algorithm [242].
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3.7 APT

Atom Probe Tomography (APT) is a destructive technique that yields 3D chemical information with sub-nanometer resolution. Figure 3.7.1 shows the important components of the Local Electrode Atom Probe (LEAP). A standing voltage (2–10 kV) is applied to the sample using the local electrode, which, with a <100 nm sample radius, gives an electric field high enough to cause field evaporation of ions from the tip. In the LEAP-3000X HR, a curved reflectron is used to focus ions with differing kinetic energies, but the same mass-to-charge, onto the spatial detector so they arrive at the same time. As shown by the red and blue tracks in figure 3.7.1, higher energy ions will travel deeper into the reflectron, traveling a longer path than those ions with a lower kinetic energy. The total flight path, used to convert from time-of-flight to mass-to-charge, is 382 mm, but the equivalent tip-detector distance in a straight flight-path atom probe is shown by the position of the “virtual detector”, which is an image plane conjugate with the detector after the reflectron.

Pulsed evaporation is required to provide the time-of-flight (TOF) mass spectrum to identify the identity of the ions, and pulsed voltage or a pico-second laser pulse are used. Laser pulsing, or laser mode, APT means a wide range of materials can be investigated with a high yield of successful experiments. The details of the atom probe experiment and the reconstruction of the data affect the interpretation of the observations and so the most important points are given in summary here. For more information, see [232, 245–247].

By the application of a large positive voltage $V$, an electric field $F$ is concentrated at the tip of a sharp needle, radius $R$, to a value of:

$$F = \frac{V}{k_f R} \tag{3.7.1}$$

$k_f$ is the field factor, ~2–4, a geometric factor which accounts for the tip shape and local electrostatic environment. Field penetration is negligible for metallic materials but not for insulating materials; thus the field penetration may account for the production of molecular ions and reduced resolution of the oxide clusters [248]. The evaporation process
using voltage pulsing is reasonably well understood, with the origin of multiply charged ions explained by the post-ionisation model [249]. In laser mode, the laser-tip interaction and the mechanisms involved are less well understood, but the evaporation is dominated by thermal processes; hence thermal transport in the sample is important. If the tip remains hot, then ions evaporate over a relatively long period of time (delayed evaporation), which gives a long tail to the peaks in the time-of-flight spectrum. The second deleterious influence of this high temperature is that enhanced surface diffusion can lead to artefacts and reduced spatial resolution [250].

Ions are detected by a delay-line detector (DLD) stack (inset bottom left figure 3.7.1) behind a microchannelplate (MCP) [251] which amplifies the single ion impacts. Two DLDs
give the $X_D$ and $Y_D$ positions and a third DLD helps resolve multiple hits and reduces the detector dead time [252].

The raw data (RRAW and RHIT files) contain the detector timings and experimental conditions for each detected hit. The detector coordinates, ion TOF and hit multiplicity are calculated from the detector timings using the commercial IVAS 3.6.6 software from Cameca. 3D positions with chemical identities are reconstructed from the detector coordinates and ion identity, as detailed in section 3.7.3. The output point cloud data was visualized using the IVAS 3.6.6 software from Cameca, but I also used the MATLAB environment by MathWorks and the open source statistics package R [253] for much of the data analysis, processing and plotting [254]. The details of the novel data analysis I performed is detailed in chapter 4.

### 3.7.1 Data Acquisition

Atom probe analyses were performed using a LEAP-3000X HR microscope. During analysis, samples were maintained at 50 K and a 532 nm wavelength laser with a pulse width of 10 ps, repetition rate of 200 kHz, pulse energy of 0.3–0.4 nJ and spot size of less than 10 $\mu$m were used to promote field evaporation. The analysis chamber vacuum was maintained $<4 \times 10^{-9}$ Pa. These parameters were chosen based on previous work to give a good compromise between data quality and data yield.

In the LEAP-3000 there are three delay-line detectors, arranged at 0, 45 and 90 degrees, behind a multichannelplate (MCP). Each delay-line, known as X, W and Y, produces a pair of timing measurements for each single impact, therefore giving six measurements in total. As the length of the delay-line and speed of electron propagation are known, using the signals from the three delay-lines the detector hit positions ($X_D$ and $Y_D$) can be measured. The W delay-line is used to help deconvolute hits of ions arriving from the same pulse. The timing between pulses is greater than 5000 ns, and with a standing voltage greater than 2 kV, in the iron-ODS system, there are no heavy ions that evaporate on the $n-1^{th}$ pulse and arrive at the $n^{th}$ pulse (spectrum over-run). Some ions do evaporate on the same pulse,
\( \Delta P = 0 \), and may have a difference in time-of-flight, \( \Delta TOF \). When detected, these impacts are called *multiple hits*.

### 3.7.2 Multiple Hits

When ions evaporated on the same pulse arrive at the detector within the “dead-time” of the detector, they are lost to ion *pile-up*. This pile-up may give a systematic bias to composition, as the first (lighter) ion will be detected preferentially, and so should be avoided. Using laser pulsing reduces the field at the tip required to cause field evaporation and therefore results in fewer multiple hits [121]. Using voltage pulsing with 20% pulse fraction 7.5% of hits from the ODS samples were multiples; 16% in the clusters and 5% in the matrix. As noted by Williams et al. [121], the spatial correlation of multiple hits involving solute ions will be enhanced due to the concentration of the solute to the clusters.

For a list of ion pairs, the \( \Delta X_D \) and \( \Delta Y_D \) detector positions can be calculated from the data provided in the *epos* data file. The pair-wise distance between multiple hits is calculated using the Pythagorean distance \( \sqrt{\Delta X_D^2 + \Delta Y_D^2} \). For single hits, the “pair distance” was counted as the distance between consecutive non-multiple hits. To normalise the pair-distance histogram, it is divided by the histogram formed by random ion pairs. This normalisation therefore accounts for the greater number of pairs observed at larger separations \( (2\pi r dr, \text{ increasing counts with increasing separation}) \) but also the limited spatial extent of the observations because ions can only be detected in circle of radius \( \sim 15 \text{ mm} \) (reduces counts of larger separations). Additionally, the \( \Delta X_D \) and \( \Delta Y_D \) detector positions were observed using a 2D histogram to investigate if the relationship between multiple hit positions is symmetrical. The analysis of the multiple hits is presented in section 4.3.

### 3.7.3 Reconstruction Methodology

In metallic samples the penetration depth of the electric field into the surface of the needle is sufficiently shallow that it can be considered that only the atoms on the surface may evaporate. The standard reconstruction protocols use a point-projection model to translate from
Figure 3.7.2 – Electrical potential (colour scale) and electric field (white lines) around an APT needle measured using electron holography. Figure produced in collaboration with V. Migunov, reproduced with permission.

detector coordinates back to an x,y position on the tip’s surface. It is assumed that the ions leave the tip with a radial trajectory but that their actual trajectories are compressed (relative to the emission from a sphere) due to the shank of the needle behind the tip. Figure 3.7.2 shows the experimentally measured electric field around a bias atom probe tip examined in situ using electron holography in a TEM.

Figure 3.7.3 defines the lengths used to define the point projection model. The macroscopic measurements define the flight length $L_{Det}$ and the detector position $R_{Det}$. The ion initially leaves at $\theta_{Launch}$ but is detected at an angle of $\theta_{Det}$, which is $m$ times the tip radius $r$. $m$ is related to the image compression factor (ICF) by $\xi = m + 1$. By trigonometry it can be shown that [247]:

\[
s = r \left( m \cos(\theta_{Det}) + \sqrt{1 - m^2 \sin^2(\theta_{Det})} \right) = r \gamma
\]

Therefore the relation between the launch angle and the detection angle is:

\[
\tan(\theta_{Launch}) = \frac{\gamma \sin(\theta_{Det})}{\gamma \cos(\theta_{Det}) - m}
\]

which simplifies in the case of small $\theta_{Det}$ to:

\[
\theta_{Launch} = \xi \theta_{Det}
\]
Section 3.7.3 – Schematic showing the lengths used in the tip reconstruction.

This relationship means that the ICF can be determined experimentally from the distance between features observed on the detector and known crystallographic angles in the sample. Note that to calculate \( \theta_{\text{Det}} \), the value of \( L_{\text{Det}} \) is required. \( L_{\text{Det}} \) is not equal to the total flight path (shown in figure 3.7.1) but is the distance from the tip to the virtual detector position, an image plane conjugate with the actual detector before the ions enter the reflectron. The flight path length in the LEAP-3000X HR is 382 mm but \( L_{\text{Det}} \) was measured as approximately 42–44 mm. ICF is discussed further in section 3.7.3.1.

For each ion impact, an additional volume, equal to that of the ion, is spread over the observed sample area to give an increment of depth \( dz \), the increase in \( z \) for each detected ion:

\[
dz = \frac{\Omega}{\varepsilon w_V(z)}
\]

where \( \Omega \) is the ionic volume, \( \varepsilon \) is the detection efficiency (37% for the LEAP-3000X HR [247]) and \( w_V(z) \) the function which describes how reconstructed volume evolves with depth \( z \). The ionic volumes are defined in the IVAS database, in the ROOT file for each reconstruction and in the RRNG range file. If peaks in the mass spectrum are misidentified, then the ionic volumes used will not be correct. For most reconstructions, the samples contain 85-99% Fe and up to 14% Cr, which have well known ionic volumes and so the
reconstructed volume is insensitive to misidentification of minor components. Reconstruction protocols differ on the form of \( w_V(z) \) which is also related to how the tip radius evolves with the depth analysed. If the tip has a tapering shank (a shank angle > 0), then as atomic layers are removed the tip shape will evolve and the tip radius will increase. Therefore, a function is required that describes the evolution of the radius with depth:

\[
\frac{dr}{dz} = w_R(z)
\]

The tip radius is often estimated using the voltage[255]:

\[
r = \frac{V}{k_f F_e}
\]

using the standing voltage \( V \), field enhancement factor \( k_f \) and the electric field required to cause field evaporation \( F_e \). \( \frac{dr}{dz} \) can also be described by a fixed shank angle, which is either measured from the voltage curve of the experiment or measured from an image of the tip before the experiment. The most flexible description of \( \frac{dr}{dz} \) is available using the Tip Profile reconstruction method in IVAS, shown in figure 3.7.4. Where possible in this work, images of samples before APT were taken and used to aid the reconstruction process. Further calibration of the reconstruction is possible using features identified in both TEM and APT as detailed in section 3.7.3.1.

In most cases, experiments were reconstructed using the modified Geiser Protocol [247, 255], using 3.7.2 with \( k_f = 3.3 \) and \( F_e = F_{Iron} = 33 \) V/nm, so that the reconstructed radius evolves with the standing voltage recorded during the experiment. So, for example, in the small angle approximation and with a shank angle of zero, the depth increment for a specific ion impact at \( R_{Det} \) with ionic volume \( \Omega \):

\[
dz = \frac{\Omega L_{Det}^2}{r^2 \varepsilon \pi R_{Det}^2 \xi^2}
\]

The next section explains how the reconstruction parameters (specifically \( r \) and \( \xi \)) were calibrated for each APT experiment.
3.7. APT

Figure 3.7.4 – The Tip Profile reconstruction method available in IVAS 3.6+. The user profiles a calibrated image of the tip before APT analysis (left) and then defines an initial radius \( z = 0 \) and subsequent radii with increasing depth to describe the \( \frac{dR}{dz} \) function (right) which is used in the tip reconstruction.

3.7.3.1 Calibration

For most experiments, a low-order crystallographic pole is in the field of view, such as the 200, 110 or 222 poles. When using laser-pulsed evaporation, the zone lines are less clear compared to voltage-pulsed evaporation experiments, and the reflectron reduces the lateral resolution of the atom probe. When poles were observed and could be reliably indexed, the depth resolution was sufficient to resolve the plane spacing perpendicular to the evaporation surface. The plane spacing was measured using the spatial distribution maps in the Reconstruction Explorer tool in IVAS. A sub-volume was selected from the detector coordinates \((X_D, Y_D)\) and radius 2–3 mm around this point on the detector was reconstructed with the projection centre so that the planes were aligned in the X-Y plane. Once planes were aligned, a spatial distribution map was made in the X-Z or Y-Z plane to measure the plane spacing. When multiple poles are present, it is possible to adjust the ICF and the initial tip radius so that both the plane spacings and angles between poles match the expected crystallographic spacings and angles, as shown in figure 3.7.5.
Figure 3.7.5 – Poles are indexed using the zone lines observed in the detector hit map (top right); these poles have specific crystallographic angles and plane spacings. The reconstruction parameters can be adjusted so that the observed angles and spacings match the expected values. Here (200) and (110) are aligned roughly in the X-Z plane, allowing a direct measurement of the angle between the planes using the spatial distribution map (SDM). A sub-volume around the (110) pole is aligned with planes perpendicular to X-Y using a projection centre of (13.6, 1.6). Moving to the (200) pole position, the angle of the planes can be adjusted to 45° using the image compression factor.
3.7.4 Reconstruction Artefacts

Our current reconstruction model has a very limited geometry, meaning that any deviations away from a simple tip shape, or even a change in tip shape during the experiment will result in an inaccurate reconstruction. The magnification of the tip in an atom probe experiment depends on the tip radius; thus it is common to think of the tip as the lens in an optical system. Using the terminology of this system, distortions from the ideal are called aberrations, which result in the blurring of the reconstructed ion positions due to the uncertain trajectory of the ions from the tip. Because the geometry depends on the tip material and sample shape, these aberrations are not consistent but can vary throughout an experiment. Aberrations fall into two broad categories: atomistic and microscopic.

Atomistic aberrations occur over very short distances and are due to differences in evaporation field or immediate environment. Depending on the acquisition parameters, different evaporation fields of atoms in a compound may cause preferential evaporation of one species. Differences in evaporation field can result in the z-coordinate being reconstructed out of order [256]. The local environment, either geometric or chemical, can cause trajectory aberrations. Geometric variations and the atomic roughness resulting from step-edges and facets in the crystal structure give rise to zone lines, areas of enhanced and reduced intensity relating to the crystallography of the sample [257]. The chemical environment can also cause ionic positions to be reconstructed incorrectly, causing chemical shift, with the position of particles displaced towards low-order crystallographic poles [160].

Microscopic aberrations are due to larger changes in tip shape, which occur due to grain boundaries, different phases and voids. Oberdorfer et al. [258] have established a methodology for simulating atom probe relevant volumes, and have demonstrated the result of evaporating a particle that has a lower evaporation field relative to its surroundings or a particle that has a finite dielectric constant [259]–see figure 3.7.6. These are the possible situations for oxide particles in ODS alloys. For a particle with a low evaporation field and with a dielectric particle, the reconstructed shape is laterally contracted perpendicular to the evaporation surface. Note that in the case with relatively large particles, the size of the
particles parallel to the evaporation direction remains unchanged. These artefacts arise from
the tip shape during the evaporation. For figure 3.7.6(b), the preferential evaporation of the
particle reduces the local tip radius, giving a local demagnification. This demagnification
results in lateral contraction of the particle and increased ionic density (see section 4.4 for
details).

In addition to the artefacts listed above, thermally activated surface migration of species
enhanced by the electric field may cause repartitioning of solute ions (especially C, N, Si
and P) [250]. It was frequently observed in my experiments that C and N would segregate to
low-order poles in the matrix prior to evaporation, shown in figure 3.7.7, and as such these
linear features (parallel to z) in the analysed volumes were ignored.

Figure 3.7.8 shows some subtle artefacts relating to the measured evaporation timing
and position of $^{56}\text{Fe}^{2+}$ ions. Figure 3.7.8b shows how the colours relate to the timing of the
evaporation. The earliest evaporating ions originate from one side, this may be because it
is the side illuminated by the laser or because of a failed bowl correction. The majority of
ions, $m/z = 27.97$, evaporate around the low-order 200 pole and the later evaporating ions
are observed further from the pole. $^{56}\text{Fe}^{+}$ ions originate from the 200 pole, suggesting it
Figure 3.7.7 – X-Y slice showing apparent carbon and nitrogen segregation to the low-order poles of the matrix material. The 200 pole is in the lower right of the image, showing considerable N segregation. Experiment ID R14_16559.

Figure 3.7.8 – (a) shows an X-Y slice atom map with $^{56}\text{Fe}^{2+}$ ions ranged as shown in (b) with $^{56}\text{Fe}^{+}$ ions shown in blue. The earliest ions to evaporate (red) originate from the edge which the laser impinges on (top-left). The majority of ions, $m/z = 27.97$, evaporate around the low-order 200 pole (lower-right). The later evaporating ions (cyan) are observed further from the pole. $^{56}\text{Fe}^{+}$ ions (blue) originate from the 200 pole suggesting it is a lower field region. ID: R14_16559.

is a lower field region. Comparatively, there are few ions evaporating early and the ions in the peak tail are generally evenly distributed spatially. Therefore, this should not have a significant influence on the analysis, but it does demonstrate the complex evaporation behaviour of the tip.
3.7.5 Composition

From the mass-to-charge spectrum, peaks must be identified as particular ions before chemical analysis or reconstruction. These ions can be atomic or molecular and take integer charge states. They are identified by their $m/z$ and their isotopic abundance, or fingerprint. Currently there are no robust tools for peak identification, but the weights tool\(^*\) was used to check for simple errors. A complete list of all possible ions, and their $m/z$ value in Da, considered in this work is given in table 3.7.1. Note that some ions have very similar $m/z$ values (<0.045 ΔDa), these ions are considered to be overlapped and are dealt with later in section 4.2.3. Identification of $m/z$ peaks is not consistent between data sets because the evaporating ions are variable: Cr-containing alloys have Cr-containing ion species, but, for example, the Fe-Y\(_{\text{extruded}}\) alloy contains some Cr-oxide impurities but not in every data set. Therefore, the ranging process is dependent on the microstructure and analysis volume.

An example mass spectrum is shown in figure 3.7.9 which shows the major peaks identified in a Fe-14Cr-Ti-Y ODS alloy. The peaks at 1, 2, 17 and 18 Da were identified as H or OH species present from the chamber and therefore are not counted in the composition for any dataset. The 16 Da peak has a low concentration in the matrix, and so may come from the chamber or the sample, but is strongly generated by the oxide particles and therefore is identified as $^{16}\text{O}^+$ (see discussion in section 4.2.4).

The ions which evaporate from the tip have well known masses and integer charge states, theoretically giving sharp lines in the $m/z$ spectrum. Timing error in the detector electronics, evaporation uncertainty and delayed evaporation cause broadening of the time-of-flight (TOF) spectrum and the resulting $m/z$ spectrum. This reduces the mass resolution, leading to overlaps, but also gives peak tails for sufficiency-intense peaks. As well as peak tails, there is also a constant noise level in the TOF spectrum which can be removed using a time-independent background subtraction. The whole area under each peak represents the total signal, but it is not often possible to range the whole peak because of the background or because of collisions with other peaks. Therefore, to quantify the composition, a repre-

\(^*\)http://sourceforge.net/projects/apptools/files/extras/ see also [260]
Table 3.7.1 – Potential ions from APT analysis of an Fe-Cr-Ti-Y$_2$O$_3$ alloy, showing mass number and charge state, with their mass-to-charge ($m/z$) ratios in Da. This table was produced using the isotopeList.m script.
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Figure 3.7.9 – Example mass-to-charge spectrum from reconstruction ID R14_15868. Ions are labelled above the coloured ranges. The counts are shown with a logarithmic scale which emphasises the peak broadening. Ranges shown are approximately full-width one-tenth maximum. All possible ranges are shown, even if no peak is present in this data set.

sentative proportion of each peak’s area must be selected. This means the range width is a function of peak shape and peak intensity. Wider ranges must be used for broader peaks and narrower ranges for less intense peaks so to capture the same fraction of peak area. This systematic approach to mass-peak ranging is detailed in section 4.2.1.

The mass resolution of the main $^{56}\text{Fe}^2^+$ peak at 28 Da has a $\frac{m}{\Delta m}$ of 500-1000 at full-width half maximum and signal:noise ratio of better than $10^3$. Even so, with this mass resolution, it is not possible to resolve some overlapping species. Composition error is greatest when
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peaks are misidentified [260]; thus where overlapping peaks are encountered the overlaps must be resolved. Major overlaps existed at 24 Da, C\textsuperscript{2+}\textsuperscript{48}Ti\textsuperscript{2+}, 32 Da, O\textsuperscript{2+}\textsuperscript{48}TiO\textsuperscript{2+} and 64 Da \textsuperscript{56}Fe\textsubscript{2}O\textsuperscript{2+}\textsuperscript{48}Ti\textsuperscript{16}O\textsuperscript{+}. To some extent, these overlaps are spatially segregated and, using the expected isotopic abundances, they can be deconvoluted. The current implementation in IVAS only allows for a single range file for each pos file; therefore the ranging and composition analysis of the oxide clusters has been extended to include variation of overlaps between different clusters, as detailed in section 4.2.3.

3.7.6 Visualisation

The result of an APT experiment, after reconstruction, is a list of 3D positions and a list of mass-to-charge ratios; four pieces of information per ion, which are stored in a pos file (see Chapter A for specification). This data can be extended with the additional information available in the extended-pos (epos) file, defined in Chapter A, including the raw time-of-flight value in ns, the detector hit coordinates and the pulse number. Fundamentally, APT data is point-cloud data; visualisation and analysis are made of this point cloud using its positions and properties. The implication is that primarily analysis is made based on either the density (positions) or the concentration (ionic identities). For example, atom maps and the maximum separation clustering algorithm are density-based analyses and line profiles and concentration maps are concentration-based analyses. Therefore, one must be aware of the difference between these different techniques and note that a high density does not equal high concentration (a common problem at phase boundaries) and vice versa.

3.7.6.1 Atom maps

Atom maps, or more correctly, ion maps (as molecular ionic species may be detected), show point cloud data using the 3D position of detected ions with their ionic identity distinguished by different colours. This data is often rendered with points or spheres as a 2D projection to highlight specific microstructural features. Throughout this thesis, a consistent colour scheme is used and a colour key will accompany relevant figures.
3.7.6.2 1D and 2D profiles

1D line profiles or 2D maps are used to show the spatial dependence of concentration or ionic density. Most of the line profiles and concentration maps have been generated using the IVAS software, with the major exception of the average concentration line profiles detailed in section 4.5.1. IVAS uses voxelisation (binning the data into cuboid regions of space) of the point-cloud data to calculate the 2D analyses, see [261] for details. 3x3x3 nm voxels with a uniform 1.5 nm delocalisation were used for producing 3D concentration iso-surfaces, unless otherwise specified.

1D concentration profiles were produced using cylindrical or square cross-section regions of interest (ROIs) in IVAS. 2D concentration and density profiles were produced using IVAS on cuboid ROIs, so they show a distribution of ions as a slice through clusters—useful for showing the influence of trajectory aberrations. The size and shape of the ROIs varies with the feature being investigated and is given where necessary.

3.7.6.3 Proximity histograms

The proximity histogram, or “proxygram”, is the geometric generalisation of a line profile taken perpendicular to a surface [262], such that the concentration profile is plotted verses its proximity to an interface. These plots are useful for investigating larger compositional features which can be easily described by an iso-concentration surface, and show the chemistry of both sides and the interface region. As the proximity histogram is averaged over the whole surface, the implicit assumption is that the composition change is the same over the whole surface (isotropic). In the case of smaller oxide clusters, this is not valid due to the trajectory aberrations caused by the varied tip shape as the clusters evaporate (for details, see section 3.7.4), making the application of proximity histograms to these features difficult. All proxygrams have been created using IVAS 3.6.6 and details of the iso-concentration surface that produced them are given with each proxygram.
3.7.7 Clustering

Visual inspection of the data confirmed that there were clustered ion species. In these alloys, the clusters are concentrated in solute and there is a low solute content in the matrix. The following terminology is used: cluster and matrix to distinguish between clustered ions and the surrounding non-clustered ions; clustering species are called solute. The point-cloud data can be split into solute and matrix ions of interest, with the solute further separated into clustered and non-clustered ions. Different cluster detection methodologies differ on the definition of the clustered ions using either the relative position of solute ions [263], their concentration [246, 264] or nearest neighbour distance [265]. Rather than a parameterised selection, it is also possible to use entropy, information theory or maximum likelihood estimation to define the clusters with little parameterisation [266], but these methods have only been recently applied to APT data. Therefore, in this work, the method of Maximum Separation of core ions is used to define the clusters. This method has a well established history and application to ODS alloys [132, 263, 267, 268], as well as automated tools for calculating the cluster statistics (size, shape, composition etc.). The maximum separation method was applied to the data sets using both the IVAS and posgen implementations. IVAS is slower to use but the calculations are faster, but a number of features are missing; therefore, the command-line driven posgen program was used for more complicated analysis coupled with MATLAB. For a specific list of programs and scripts I wrote and used, see section §A.5.

3.7.8 The Maximum Separation Method

The Maximum Separation method for cluster finding works on the assumption that solute ions that are clustered are closer together than solute ions that are not clustered. Strictly the algorithm defined below is core-linkage, but I retain the term maximum separation (core-linkage when \( k = 1 \)) to be congruent with the IVAS nomenclature. It uses a number of parameters to define the clusters and filter the results:
• $D_{\text{max}}$ the maximum separation of ions that defines which solute ions are \textit{core ions}. This defines how sensitive the method is; a larger $D_{\text{max}}$ will return a greater number of clusters with a larger measured size. Because $D_{\text{max}}$ depends on the solute concentration of the data set, a $D_{\text{max}}$ was selected separately for each analysis volume, with a range 0.5–1.5 nm; a full list is given in appendix A.6.

• \textit{Order} parameter $k$, the minimum number of ions within $D_{\text{max}}$ of this ion for it to count as clustered [269]. This parameter was used to select only the very centre of the clusters, as ions near the edge have fewer solute neighbours.

• The standard algorithm only selects solute ions, but the \textit{includes or envelope} distance $L$ includes non-solute ions, within a distance $L$ of core ions, into that cluster. Only the ions that strongly partition to the clusters and have a low background concentration (Y,YO and TiO ions) are used to define the clusters. To include other ions (CrO, Fe$_2$O, O etc.) and because Fe and Cr are excluded from most of the composition analysis of the clusters, $L$ is set to $D_{\text{max}}$ to include as many additional ions as possible.

• $E_r$ the erosion distance from around the periphery of defined clusters, to exclude matrix ions being included around the edge. Again, because Fe and Cr are normally excluded from the cluster composition, $E = 0$ so that no erosion occurs.

• $N_{\text{min}}$ the minimum number of core ions to constitute a cluster. Even in a random solution, statistically some solute ions may be close enough to be considered clustered, but these clusters can be excluded by setting an $N_{\text{min}}$ value.

The most important steps in defining the clusters, $D_{\text{max}}$, $N_{\text{min}}$ and $L$ are illustrated in figures 3.7.10 a, b and c respectively. Figure 3.7.12 shows the selection of a cluster from real data (a) and the result of various cluster selection parameters, (c) includes distance $L$, (e) erosion distance $E_r$ and (g) order $k$.

During the application of this method, it is common to compare the clusters found in the data set after randomly relabelling the ion identities, these are called \textit{background} or \textit{random}.
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clustering. Even in a random solution, a suitably sensitive $D_{\text{max}}$ search will identify apparent clusters due to statistical variations. Figure 3.7.11 shows a histogram of cluster sizes with several different $D_{\text{max}}$ values in a randomised data set (whole) and the same data set with the most obvious clusters removed and then randomised (matrix). The randomisation step is re-run 20 times because the number of large detected clusters is low (poor counting statistics); this is only possible using posgen and not with IVAS at the current time. The whole data has a much higher solute concentration, meaning that more random clusters are identified than in the matrix data. With increasing $D_{\text{max}}$, more numerous and larger random clusters are detected, as expected. Therefore, for each data set, this random relabelling was performed to determine the $N_{\text{min}}$ required to exclude random clusters so that the data contained at most 1% random clusters; see [268] for details. One improvement I would recommend to the method given in [268] would be to perform multiple random trials (c.f. figure 3.7.11) to improve the reliability, but this is computationally expensive and has not been used here. In addition to the variables defined above, a minimum solute fraction $c_{\text{min}}$ can be used to filter the cluster results and help exclude random clusters [270].

The order parameter limits the clustering to only those ions with at least $k$ nearest neighbours. This effect is shown in figure 3.7.12(g) with $k = 25$. Unlike erosion, which does not remove solute ions, $k$ will remove solute ions on the periphery of the cluster and reduce the measured cluster radius.
Figure 3.7.11 – Clusters found, using three increasingly sensitive values of $D_{\text{max}}$, in two data sets: randomised data set (whole) and same data set with the most obvious clusters removed and then randomised (matrix). The randomisation was repeated 20 times in each.

3.7.8.1 Parameter Selection

The maximum separation algorithm is a parameter-based method and the selection of these parameters strongly affects the results. This sub-section outlines the parameter selection process and its effects on the cluster measurements. The clusters are defined iteratively, first with a cluster count distribution and then $N_{\text{min}}$ is adjusted; these steps are followed by visual inspection of the resulting indexed cluster pos file.

A cluster count distribution is shown in figure 3.7.13a, which is the result of many individual maximum separation searches to give the number of detected clusters as a function of $D_{\text{max}}$. In the ODS data sets in this work, the cluster count distribution contains three stages:

1. Rapid increase in the number of detected clusters, as high-density regions of solute are split into many smaller clusters.

2. Steady number of clusters as $D_{\text{max}}$ increases. Either the detected clusters are invariant of $D_{\text{max}}$ or as many new clusters are detected as old ones are joined together.

3. A second increase of the number of clusters as solute in the matrix is detected as clusters.

Ideally, $D_{\text{max}}$ is chosen in the range of stage two, where the number of clusters is not strongly
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Figure 3.7.12 – The results of different parameters when cluster searching using the maximum separation method. All figures: Yttrium, Titanium, Oxygen and Iron containing ions are blue, green, red and magenta respectively; \(D_{\text{max}} = 0.8\) nm. (c-h) includes distance set to 0.8 nm. (d, f, h) show a 0.5 nm thick slice through the middle of the cluster to show its core. The volume is 15x15x15 nm\(^3\) in each image.

dependent on \(D_{\text{max}}\). In figure 3.7.13a this corresponds to \(D_{\text{max}} = 0.65–0.75\) nm for this data set. The actual \(D_{\text{max}}\) depends on the solute concentration and the mass spectrum quality. Long thermal tails may necessitate less sensitive parameters, and in the worst case certain ions can be excluded from the cluster selection; for example, \(O^+\) is rarely used to define the clusters as it has a relatively high matrix concentration and it spreads laterally from the clusters.

Next, the value of \(N_{\text{min}}\) is optimized using a cluster size-distribution analysis (such as those shown in figure 3.7.11) with \(D_{\text{max}}\) equal to the “plateau” region identified previously. The size-distribution analysis is compared between the real data and the randomly relabelled data set to find the value of \(N_{\text{min}}\) that minimises the number of random clusters detected. Relabelling the whole data set, rather than removing obvious clusters first, provides a conservative value \(N_{\text{min}}\). The first two steps can be repeated to converge on acceptable trial values of \(D_{\text{max}}\) and \(N_{\text{min}}\).
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The includes distance $L$ is set equal to $D_{\text{max}}$ to include the greatest number of ions into the clusters whilst avoiding different clusters claiming the same ion (if $L > D_{\text{max}}$). In this work, the erosion distance was set to zero and order to one. Because most of the analysis of the cluster composition ignores ions with the same composition as the matrix, there is no effect on the Y, Ti and O measurements by including additional matrix in the periphery of the clusters. For one cluster, the Y, Ti and O content each had a standard deviation of <0.2% over the $D_{\text{max}}$ range 0.5–1.1. On the other hand, figure 3.7.13c confirms that the mean matrix content (Fe+Cr ions) of the clusters increases monotonically with $D_{\text{max}}$. Figure 3.7.13b shows that the mean radius of the clusters, as a function of $D_{\text{max}}$, is also stable in stage 2. For an individual cluster, the radius increases monotonically with $D_{\text{max}}$ until stage 3, when additional solute ions far from the cluster start to be included into the cluster (stage 3).

Figure 3.7.13 – The variation of the number of clusters (a), the mean radius of gyration (b) and the matrix % (Fe+Cr content) (c); as a function of maximum separation core ions $D_{\text{max}}$. 
The result of a cluster analysis in IVAS is a cluster statistics spreadsheet containing the position information, size descriptors and composition of each cluster; and optionally a family of pos files can be exported:

- **cluster.solute.pos** Contains only solute ions which have been identified as being clustered.
- **cluster.pos** All the ions which have been identified as being clustered. If $L > 0$, then this will include solvent as well as solute ions.
- **matrix.pos** The complement to cluster.pos, containing all the remaining ions from the original data.
- **cluster.indexed.pos** Contains the same ions as the cluster.pos file but with ionic masses assigned to the cluster ID number instead of their mass-to-charge ratio. Accompanying this file is a cluster.indexed.rng file which has a range and colour for each cluster ID.

The cluster statistics and exported files are the start of the MATLAB work flow, detailed in the next chapter, through which the results are processed. Example original data, cluster data and indexed cluster data are shown in figure 3.7.14.

The cluster.indexed.pos file is viewed side by side with the original data so that the result of the cluster search can be evaluated by eye. Without the use of an objective metric, such as that used in principal component analysis or maximising the information content, adjusting...
the maximum separation parameters until the cluster search returns a “good looking” result is the best compromise.

3.7.9 Cluster Measurements

3.7.9.1 Morphology

Cluster measurements can be made using different ions: solute ions, all ranged ions or all ions including un-identified ions. In this work, the solute bias is used to make the cluster position and morphology measurements. The spatial basis can also be changed so that it matches the principal axes of the cluster being measured.

The centre of a cluster is defined by the centre of mass:

$$p_{\text{COM}} = \frac{\sum_{i=1}^{N} m_i p_i(x_i, y_i, z_i)}{\sum_{i=1}^{N} m_i}$$

where $m_i$ and $p_i$ are the mass and coordinates of the ions in a cluster which contains $N$ ions.

The radius of gyration is frequently used to report the cluster size and it can be calculated for each of the coordinate axes [271]:

$$l_x = \sqrt{\frac{\sum_{i=1}^{N} m_i (x_{\text{COM}} - x_i)^2}{\sum_{i=1}^{N} m_i}}$$

The radius of gyration of the cluster is then given by:

$$l_g = \sqrt{l_x^2 + l_y^2 + l_z^2}$$

for a sphere of a uniform density of points with a maximum radius of $r$; then the radius of gyration is:

$$l_g = \sqrt{\frac{3}{5}} r$$

Therefore $l_g$ underestimates the hard-sphere radius by 23%, and $l_x$ underestimates the radius by 55%.
A more direct measurement of the cluster radius is given by the extent measurement $E$ (subscript for the specific axis of interest), which in IVAS is defined as:

$$E_x = \text{larger of } \begin{cases} \bar{x} - \min(x) \\ \max(x) - \bar{x} \end{cases}$$

(3.7.3)

A more intuitive definition would be to use the range:

$$\text{Range}_x = \frac{\max(x) - \min(x)}{2}$$

The average extent measurement of cluster size is:

$$E = \frac{E_x + E_y + E_z}{3}$$

A discussion of suitability of each of these size measurements is given in section 4.5.3 on page 103.

### 3.7.9.2 Composition

Identification of ion species from the mass-to-charge spectrum and ranging are covered in detail in section 3.7.5 and issues relating to systematic ranging and resolving peak overlaps are dealt with in section 4.2 on page 85. This section covers the composition calculation and accompanying statistical analysis of the identified ions.

Standard definition of composition of a component A is given by the number of A atoms $n_A$ divided by the total number of atoms analysed $N$:

$$C_A = \frac{n_A}{N}$$

The standard error of this composition measurement, from counting statistics alone, is given by the square root of the variation of a binomial distribution:
The Fe content of the clusters needs to be considered carefully as it results from the evaporation behaviour of the clusters and the limitations of the reconstruction protocol (trajectory aberrations), as well as from the cluster selection. The evaporation behaviour is discussed in detail in section 4.5.2.2 on page 100, but the influence of the cluster selection is considered briefly here. The variation of composition with $D_{\text{max}}$ is shown in figure 3.7.15. As $D_{\text{max}}$ increases, the amount of Fe included in the clusters increases; no erosion was applied to this data. This is as expected when considering a single solute ion surrounded by matrix; as $D_{\text{max}}$ increases, the total volume of the cluster increases but the solute count remains constant. Making the assumption that the Fe is erroneously included in the cluster (by the cluster selection and the evaporation artefacts) and removing it is called a matrix correction [155]. In the chromium-containing materials, for every Fe ion detected in the particle, it is equally likely that a proportional amount of chromium (e.g. 13 at% of the matrix ions) would also be incorporated to the particle erroneously. Cr may be present both in the original cluster and by trajectory aberrations; therefore the number of Fe atoms detected in the cluster $Fe_c$ is used to find the matrix-corrected Cr composition [155]:

$$Cr^*_c = Cr_c - \frac{Cr_m}{Fe_m} . Fe_c$$

(3.7.4)

where $Cr^*_c$ is the corrected Cr cluster counts, $Cr_c$ are the original Cr cluster counts and $Cr_m$ and $Fe_m$ are the matrix Cr and Fe counts respectively. Ignoring the Fe counts, the corrected cluster composition is calculated using the $Cr^*_c$ counts with the counts of yttrium, titanium and oxygen. The concentration of elements other than Cr in the matrix is assumed to be zero.

The identification of the mass peaks in the mass-to-charge ratio spectrum is not unique and contains overlapping peaks; this behaviour is dealt with in the following chapter (4.2.3).
Figure 3.7.15 – Comparison of the variation of the mean cluster composition as a function of $D_{\text{max}}$ with (a) all ions and (b) with Fe ions removed with a proportional amount of Cr. In the matrix-corrected composition (b) A value of Cr > 0 means an enhanced concentration compared to the Cr concentration in the bulk.
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APT Analysis Techniques

4.1 Introduction

The quantification of the character of the oxide particles in the oxide dispersion strengthened alloys described in Chapter 3 by atom probe tomography (APT) has presented a number of challenges. This chapter details what I have done to extend the conventional analysis described in sections 3.7.5 and 3.7.9, specifically regarding measurements of the cluster composition, local chemistry and cluster size.

First, the composition measurement protocol was improved by systematic analysis of the mass spectrum. By fitting the peaks in the mass spectrum, a specific and consistent fraction of the peak area can be captured. Where mass peaks of different ions overlap, a deconvolution has been applied. The composition of the oxide clusters can vary significantly, but existing software can only apply the deconvolution globally. Therefore I have applied this peak deconvolution to each individual cluster. For deconvoluting the peak overlaps, the maximum likelihood method was slower but yielded smaller errors than the least-squares approach.

APT relies on the evaporation of the atoms from the sample and so the results must be understood in light of the different evaporation behaviour of different phases. The trajectory aberrations resulting from the different evaporation behaviour of the oxides is discussed and
I present a pragmatic way forward to examine the cluster chemistry using line profiles and to measure the cluster size.

Last, I introduce a method to measure spatial inhomogeneity and discuss how this can be applied to APT data. The heterogeneity of the material could be as equally important as the particle size, number density and chemistry in determining the materials’ properties.

4.2 Composition

As described in section 3.7.5, there are two key areas which need addressing: ranging methodology and resolving peak overlaps. As well as describing my solutions to these issues, this section also details the processing of the mass spectrum and includes a discussion of the quantification of oxide compositions by atom probe tomography.

4.2.1 Systematic ranging

Ionic identities are determined by ranges of $m/z$ values and these ranges are initially defined by hand per experiment. It is not always possible to consistently range the whole peak; therefore a representative and proportional area from each peak should be ranged. Initially full-width at half maximum height is used because peak shape, width and height vary from peak to peak and between experiments. The initial ranging and identification of ions is described in section 3.7.5.

Hudson et al. showed that the FWf(x)M systematic approach to ranging resulted in a reduction in the variation of composition measurements between data sets [272]. To follow this approach here, a systematic ranging approach has been implemented using a custom MATLAB program to refine the range definitions (rangeCorrector.m). Mass peaks are fitted to an exponentially modified Gaussian function (EMG) [273], shown in equation 4.2.1, to give a smooth peak shape and the full width at 20% maximum peak height (FW0.2M) was defined following the initial ranging. This value of FW0.2M was chosen to maximise the peak area measured but avoid range overlap due to the narrow separation of some peaks.
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**Figure 4.2.1** – Example peak fitting in the mass-to-charge spectrum of large, medium and small peaks (left to right respectively). The experimental data is shown by black x, fitted background with a red-dashed line, the fitted peak with a solid blue line and the full-width 20% maximum range is shaded in grey.

This new MATLAB program is highly customisable with respect to the level of FWf(x)M required, definition of peaks and fitting parameters.

Outline of the `rangeCorrector.m` program:

1. Approximate the peak centre, assuming a local maximum.

2. The region before the peak, “pre-noise”, has a background fitted using an exponential decay in the square root of \( m/z \) space (TOF-like), see `noiseFit.m`. This fitting function was a good compromise between complexity and robustness. If the fitting function returns an error, then a simple mean of the pre-noise region is used.

3. Fit the peak using the exponentially modified Gaussian (EMG) function:

   \[
   y = A \frac{\lambda}{2} \left[ 1 - \text{erf} \left( \frac{(x_g - x) \lambda}{\sigma_g \lambda \sqrt{2}} + \frac{\sigma_g}{\lambda \sqrt{2}} \right) \right] \cdot \exp \left( \frac{x_g - x}{\lambda} + \frac{\sigma_g^2}{2\lambda^2} \right) \tag{4.2.1}
   \]

   where \( A \) is the amplitude, \( \lambda \) is the asymmetry value, \( x_g \) is the Gaussian centre, \( \sigma_g \) is the Gaussian width and \( \text{erf} \) denotes the error function.

4. The FWf(x)M points are found using the `fwhm.m` function.

5. The results written to a new rrng style range file.

The fitting results of three peaks of various sizes and with varied backgrounds are shown in figure 4.2.1. The peak-tails in this data set are not very well described by the EMG.
function. In these materials, in general, the full-width 20% maximum (FW0.2M) lies above the long tail of the peak. For one example data set, FW0.2M ranges captured 88 ± 3% of the fitted peak area. Without prior knowledge of the exact peak shape, which varies between different ions and experimental conditions, it is not possible to measure how much FW0.2M truly captures of the peak area. The value above shows the upper bound of the peak area captured because the EMG function does not fit broad tails well.

4.2.2 Background correction

If the evaporation is thermally activated by a laser pulse, then the peak tail can be described by the heat transfer from the tip. Therefore, Vella et al. [274] modelled the background using a 1D heat diffusion equation:

\[ T(t) = T_0 + \frac{T_{\text{rise}}}{\sqrt{1 + \frac{t}{\tau}}} \]

Though this fitting function could be used, it was not robust—meaning that many backgrounds were poorly fitted or the fitting failed. Therefore an exponential decay fitted in “time-of-flight space”, i.e. with the \( m/z \) coordinate squared, was used:

\[ \text{background} = a \exp \left( b \left( \frac{m}{z} \right)^2 \right) \]

where \( a \) and \( b \) are fitting parameters. An exponential decay in TOF-space robustly approximates the heat transfer out of the tip following the short laser pulse. An example of this fitting is shown in figure 4.2.1 as the red-dashed line. When there is insufficient signal to fit the background using the exponential, or the fitting fails, a simple mean of the noise before the range is used.

4.2.3 Peak deconvolution

Where peaks overlap in the \( m/z \) spectrum, the natural abundances of different isotopes can be used to separate the contribution of each isobaric ion to a particular peak, called peak
deconvolution or decomposition [245]. The IVAS software inconsistently refers to “decomposition” as the process of peak deconvolution or calculation of an elemental composition from an ionic one; the convention used in this work is to deconvolute overlapping peaks and to decompose ionic counts into elemental ones. Conventionally, peak deconvolution is applied globally across the entire reconstructed volume, but the nature of these overlaps differs between the matrix and clusters (and indeed between different types of clusters). Given this, there are significant benefits in using a local deconvolution approach to carry out accurate chemical characterisation.

For example, in the model ODS alloys an overlap exists between $\text{C}_2^+ / ^{48}\text{Ti}^{2+}$ at 24 Da, which is avoided by separating the Y-Ti oxide clusters from the matrix because the $^{48}\text{Ti}^{2+}$ ion is generally only contained in the clusters. Figure 4.2.2 shows the peak at 24 Da, with the matrix data showing two peaks which are almost resolvable as titanium at 23.97 Da and carbon at 24.0 Da. In the data isolated from the clusters, only a single peak is visible.

Beyond separating the clusters from the matrix, different oxide clusters may evaporate with different ionic compositions, meaning ion overlaps must be considered on a cluster-by-cluster basis. One example is the 32 Da peak, which is important because it contributes roughly 20% to the total ionic cluster composition (not including Fe or Cr). A variety of complex molecular oxide ions are routinely generated by the oxide clusters, including
O$_2^+$ and TiO$_2^+$ ions, both with a m/z of approximately 32 Da. Depending on the alloy, experimental conditions and original particle chemistry, either O$_2^+$ or TiO$_2^+$ species will predominate in this peak. Figure 4.2.3 shows the number of clusters which contained a specific O$_2^+$ content, calculated using the methodology described below (excluding 75% of clusters which contained only TiO$_2^+$). The FeY alloy, which has no Ti, contained only O$_2^+$ in the 32 peak, but the FeY-hi alloy which contains Ti as a contaminant, has a wide range of O$_2^+$ contents in the 32 peak. After removing Fe and Cr ions from the clusters, ions with a m/z of 32 are the majority component, 24% in one analysis, followed by 20% Y, 16% YO, 14% FeO and additionally there are 8% with a m/z =64 Da (another overlap). Thus, to correctly measure the composition of the clusters, these overlaps must be deconvoluted, and as figure 4.2.3 shows, this cannot be done on a global basis.

Therefore, a method has been developed to deconvolute the peaks of each cluster individually. Clusters of Y-, Ti- and O-containing ions were identified in reconstructed atom maps using the method of maximum separation detailed in section 3.7.8. Cluster position and size data were exported to MATLAB along with the original atom maps for further analysis. A custom MATLAB script (clusterIndex.m) isolated each cluster from the original data to generate a mass spectrum per cluster. clusterDecompTablesIonic.m uses this data to produce a new set of ionic ranges for this cluster; the ionic ranges can contain non-integer
components, e.g. the peak at 32 could contain 0.72 TiO and 0.28 O₂. This new ionic range table can be used to calculate the composition of the cluster as well as to correct ionic line profiles (see section 4.5.1). The ionic ranges are produced by least-squares estimation from the range counts and isotopic abundance data.

4.2.3.1 Least-Squares versus Maximum Likelihood

Ionic abundance per mass range $M$, multiplied by $n$ counts of $N$ ions, gives the observed counts per range $b$:

$$M \times n = b$$

For example, if range 1 contains only A ions, range 2 B ions and range 4 C ions, but range 3 has an overlap, then using the isotopic abundances of A, B and C the formulated problem would look like:

$$\begin{bmatrix}
1 & 0 & 0 \\
0 & 0.5 & 0 \\
0 & 0.5 & 0.9 \\
0 & 0 & 0.1
\end{bmatrix} \times \begin{bmatrix}
n_A \\
n_B \\
n_C
\end{bmatrix} = \begin{bmatrix}
\text{range}_1 \\
\text{range}_2 \\
\text{range}_3 \\
\text{range}_4
\end{bmatrix}$$

Here, C has 90% abundance in range 3 and 10% abundance in range 4, $b$ is the vector of observed counts and $n$ are the number of ions.

$M$ is known from elemental data and $b$ is found from the noise-corrected cluster mass spectrum. $n$ can be estimated using a least-squares (LS) approach which minimises the sum of squared errors:

$$\text{sum of squared errors} = (b - M \times n)^T \times (b - A \times n)$$

The least-squares solution is unbounded, and so the $\text{lsqcnvnonneg}$ function, which only returns positive values for $n$, was used in MATLAB to estimate $n$. After retrieving $n$, an
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<table>
<thead>
<tr>
<th>$n_B$</th>
<th>$n_C$</th>
<th>$\sigma_B$ %</th>
<th>$\sigma_C$ %</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS 2</td>
<td>$\sigma_B$ 5</td>
<td>2.5</td>
<td>5.5</td>
</tr>
<tr>
<td>MLE 2</td>
<td>$\sigma_C$ 5</td>
<td>2.5</td>
<td>4.9</td>
</tr>
<tr>
<td>LS 20</td>
<td>$\sigma_B$ 5</td>
<td>2.3</td>
<td>49.7</td>
</tr>
<tr>
<td>MLE 20</td>
<td>$\sigma_C$ 5</td>
<td>1.4</td>
<td>27.8</td>
</tr>
</tbody>
</table>

Table 4.2.1 – Comparing different methods of resolving peak overlap; least squares (LS) and maximum likelihood estimation (MLE) with high and low concentrations of C, $\frac{n_C}{n_B}$ equal to 2 and 20 respectively. The standard deviation is measured from 100 random samples of $n_B + n_C \simeq 3000$ atoms. Results produced by the MATLAB script `peakDecompExample_miller1996.m`.

There are alternative methods to solve this problem, such as considering the problem as a multinomial distribution where each ion has a probability of arriving in each range $p$ and then maximising the likelihood estimator (MLE) formulated using $p$ and the counts per range [232]. This has the advantage of giving smaller errors when estimating compositions that are small, but is more difficult to use than least-squares, which has standard implementations. Comparing `lsqcovnonneg` to my MLE implementation, `mle_solver2.m`, the LS approach is ~500 times faster, with an execution time of 0.4 ms. In the example above, with $n_B = 2n_C$, both LS and MLE gave similar standard errors of 100 random samples from ~3000 atoms, but MLE gave reduced variation when there was a smaller fraction of C, $n_B = 20n_C$, as shown in table 4.2.1. MLE has not been used in this work generally because of the time cost, but it could be used in future work, especially when an overlap exists with a major and minority components.

4.2.4 Quantification of Oxides

Bachhav et al. [275] made a detailed study of the influence of the APT analysis conditions on the measured composition of würsite, Fe$_{1-x}$O. The peak at 16 Da was assigned to O$_2^{2+}$, in agreement with others who studied ZnO and SiO$_2$ [276, 277], but note that others have reported accurate stoichiometries in simple oxides by assigning the 16 Da peak as O$^+$ [278–280]. Although the measured oxygen content can be increased by assigning 16 Da as O$_2^{2+}$, Bachhav et al. [281] later went on to show that in $\alpha$-Fe$_2$O$_3$ doped with $^{18}$O, the 16 Da peak
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contained O\(^{+}\) ions only. This gives a similar result, as reported by others [282], that the measured composition is oxygen deficient (42.5 at% versus the expected 60% in alumina [282]).

The two most probable mechanisms of oxygen loss are due to off-pulse evaporation [283] or the dissociation of oxygen containing ions into neutrals during flight [284]. These mechanisms are influenced by the acquisition parameters and will be material dependent [275, 281, 283].

Generally sub-stoichiometric (oxygen-deficient) compositions are reported for the oxide clusters in ODS alloys (Section 2.3 on page 13) but the improvements in mass-peak identification given above may give a more reliable measure of the oxygen content. For example, in my results from the FeTiY alloy, the 64 Da peak was deconvoluted to contain predominantly Fe\(_2\)O, rather than TiO as expected, and this greatly influences the measured Ti/O ratio.

Another artefact that may affect the measurement of the composition measured by APT is the loss of ions in multiple-hit events. These were studied briefly and the results are summarised in the next section.

4.3 Multiple Hit Analysis

To investigate the spatial correlation between multiple hits (ions generated by and detected during same pulse), the distance between the first impact and the second were measured. These measured-pair distances are compared, in figure 4.3.1, between laser and voltage pulsing modes. There was significant spatial correlation of both the multiple and and single hits, consistent with the theory from De Geuser et al. [285]. De Geuser suggested that once an atom has evaporated, the surrounding atoms experience a higher field and are therefore more likely to evaporate [285]. The multiple hits show fewer ion pairs with small separations compared to the single hits, which is shown in detail in figure 4.3.1. This may be because ions are less likely to originate from exactly the same position on the same pulse,
or it may be due to the dead-zone on the detector.

To visualise the dead-zone on the detector, 2D histograms of the $\Delta X_D$ and $\Delta Y_D$ distances were plotted for multiple-hit pairs and consecutive single hits from a voltage-pulsed and a laser-pulsed experiment; these are shown in figures 4.3.2a and 4.3.2c respectively. In these plots, the distribution of hits is mostly symmetrical except for a slight variation in $\Delta X_D$, towards the positive for the multiples and towards the negative for singles.

It is expected that the dead-zone on the detector would be a function of the time between the first impact and the second. The number of multiples arriving as a function of $\Delta TOF$ is shown in figure 4.3.3. Most of the multiples (~60%) arrive within 50 ns of the first impact; the percentage numbers on the graph indicate the approximate distribution of timing events. The different sections or slices through $\Delta TOF$ are marked by the blue vertical lines at 3, 5, 15, 25 and 50 ns; these correspond to the 2D $\Delta X_D$, $\Delta Y_D$ hit maps shown in figure 4.3.4. The 5–15 ns $\Delta TOF$ slice shows an off-centre elliptical dead-zone about 1 mm wide. Surprisingly, however, between 3–5 and 15–25 ns, different detector algorithms seem to be in operation, which actually give a large number of hits within 0.5 mm of each other.
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Figure 4.3.2 – (a) and (b) Voltage mode: 2D hit histograms showing the distance between the first and second hit as $\Delta X_D$ and $\Delta Y_D$. For single hits, "pairs" consist of ions detected consecutively. 7.5% multiple hits. (c) and (d) similarly for laser mode, 2.4% multiple hits.

As the detector and its electronics are commercial products and the processing algorithms are unknown, this is an area which is difficult to investigate without further knowledge. Composition bias from the signal loss due to multiple hits has been investigated in other ODS alloys, and it was found that the effect was minimised by using moderate laser power in laser mode APT; it is estimated to make only a -5% difference to the measurement of the yttrium composition of the clusters [121].
Figure 4.3.3 – Histogram of the difference in time-of-flight from the first impact to the second impact of a multiple-hit event. The percentage values show the proportion of the total multiple hits that have that range of $\Delta TOF$.

Figure 4.3.4 – 2D multiple-hit correlation plot as a function of $\Delta TOF$. 


4.4 Trajectory Aberrations

The difference in evaporation field of the oxide particles and the matrix causes macroscopic trajectory aberrations. Two pieces of evidence for the demagnification of the clusters are their high ionic density and the shape change as a function of size. Figure 4.4.1 shows the density (ions nm\(^{-3}\)) of 2500 clusters as a function of their size. For clusters with a radius < 5 nm, the density increases to over 100 ions nm\(^{-3}\), more than three times the expected ionic density of the matrix (31 ions nm\(^{-3}\)). Such a high density is unphysical and is an artefact of the reconstruction methodology, coupled with the anomalous evaporation of the clusters. The lateral (x-y) size of the larger clusters is demagnified, so that they appear contracted in the x-y direction. This behaviour is shown in figure 4.4.2; the average line shows that below \(\sqrt{\text{Solute}} = 10\) the clusters appear flattened and when \(\sqrt{\text{Solute}} > 10\) the clusters have shape elongated along the z-axis.

The influence of these trajectory aberrations on a particular cluster is shown in figure 4.4.3. The cluster has a very high ionic density as the evaporation surface reaches the cluster (at the top) and there is evidence of a partial Cr-shell at the top and bottom of the cluster—shown in the Cr concentration map. Oberdorfer and Schmitz [259] noted that the size of low-field particles remained unchanged if they were measured along the analysis direction. This is consistent with the data presented above for the larger clusters, and an
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**Figure 4.4.2** – Morphology of the clusters \( \sqrt[3]{\text{Solute}} \) as a function of cube root solute ion count. 1 is spherical, <1 is elongated along z, >1 is flat relative to a sphere. \( \sqrt[3]{\text{Solute}} \) is proportional to the cluster radius. Measured using either extent or radii of gyration.

**Figure 4.4.3** – (left) The Fe ionic density in a 5 nm thick X-Z slice containing a 8 nm oxide cluster (black outline) in the as-received Fe-Cr-Ti-Y alloy. (right) The associated Cr concentration. The maximum Fe density is unphysically high, 93 ions/nm\(^3\), at the top of the cluster due to reconstruction protocol limitations. A partial Cr-shell, 20 at% Cr, is observed at the top and bottom of the cluster. Below the cluster a very low Fe density is observed. The analysis direction is aligned vertically.

example is shown in figure 4.4.4, which shows TEM of the same particle before APT and the extracted cluster data from APT; the size along the analysis direction remains unchanged but the x-y dimension has been compressed.

For the smaller clusters, the z-coordinate may also be incorrectly reconstructed. If the clusters are relatively easy to evaporate compared to their surroundings, and they contain very few atoms, the whole cluster may evaporate in a short number of pulses and be reconstructed with a very flat appearance. This is the case in figure 4.4.5, which shows 4 small flat clusters and one larger cluster. This out-of-order evaporation is similar to that noted by Boll et al. [256], and figure 4.4.6 taken from [286] shows that incorrect reconstruction of z-coordinates may occur leading to foreshortening in z in very small clusters.
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Figure 4.4.4 – Combined TEM and APT of the same sample showing a large composite particle, outlined in red in the TEM image, overlaid with the extracted cluster from the reconstructed APT data (blue and yellow points are Y and Cr containing ions respectively). The z-axis is aligned right to left; thus the APT data shows that the cluster is compressed perpendicular to the analysis direction. ID R14_15645.

Figure 4.4.5 – Clustered solute ions from experiment R14_18002 showing a number of small flatter clusters and one larger cluster. The z-axis is aligned vertically. Colours: Y, Ti and O are blue, green and red respectively.

Figure 4.4.6 – Atomistic simulation of a 0.5 nm radius cluster evaporating from a ~22 nm radius tip with an evaporation field 70% of that of the matrix. (left) The cluster before the simulation and (right) reconstructed data after simulated evaporation. Image adapted from [286].

4.5 Extended Cluster Analysis

As detailed in section 3.7.8, clusters are selected by the maximum separation of solute ions. The output files are the inputs for the next stage of data analysis. The following sections detail my work to overcome the challenges of measuring cluster size, composition and local chemistry in light of the effects of trajectory aberrations, which distort the reconstructed data.
4.5.1 Line profiles

As shown in section 4.4 and especially figure 4.4.3, line profiles taken parallel to the analysis direction avoid the majority of the influence of the trajectory aberrations. Though the lateral compression still includes matrix ions into the centre of the clusters, z-axis composition line profiles (now referred to simply as line profiles) give the best resolution of the local chemistry of the clusters, including investigating any core/shell structure [117, 155]. Using line profiles dates back to the original 1D atom probes, which could only analyse a very small area of the tip in depth profile [287]. The current analysis software (IVAS) creates line profiles from individually placed regions of interest (ROIs). This has been used to measure many single clusters, but it is difficult and time consuming to accurately place many ROIs. IVAS can average many proximity histograms together at once, but this analysis assumes a spherical concentration profile, which is not appropriate due to the trajectory aberrations. Therefore, a new tool was written in MATLAB to perform many line profiles automatically.

To compare line profiles from different-sized clusters, the length of the line profile is normalised to that of the cluster. The line profiles are set to have a length equal to 5 times the cluster extent along $z$ ($E_z^*$) and a square cross-section, width equal to the radius of gyration $l_g$ of the cluster. An example is shown in figure 4.5.1. This synthetic cluster has a hard-sphere radius of 2 nm and $l_g = 1.57$ nm; the blue box shows the total length and width of volume that the line profile is taken from. The length is split into 100 sub-volumes of equal height, each with $volume = l_g \times l_g \times \frac{SE}{100}$. The composition of each sub-volume is decomposed using the ionic range table calculated above (section 4.2.3) to give a number of ions for this “profile point”. Therefore, for each cluster, there are 100 profile points where the composition is measured and profile points of the same number can be compared between clusters of different sizes.

*Defined in section 3.7.9, equation 3.7.3*
4.5.2 Cluster Composition

4.5.2.1 Mass-peak overlaps

As described in section 4.2.3, there are a number of peak overlaps in the \( m/z \) spectrum which are specific to species which evaporate from the clusters. The ionic composition varies between clusters and therefore so do the magnitude of the peak overlaps. Using the methodology in section 4.2.3, peak overlaps were deconvoluted on a per-cluster basis. When a cluster contained too few counts for the least-squares to give a reliable estimate of the ionic composition, or the deconvolution failed, this cluster was added to a small cluster list and at the end of the analysis all the clusters in this small cluster list were added together. This loses the specificity of knowing the extent of peaks overlaps for each small cluster, but instead assumes they all have the same peak overlaps. This could be extended so that small clusters are grouped by their composition estimated from non-overlapping \( m/z \) peaks. Figure 4.5.2 shows the ionic composition of the ranges for a single cluster, with the bars coloured to show the estimated percentage of each ion they contain.

4.5.2.2 Fe-Content

The origin of trajectory aberrations is given in section 4.4, and the result causes the surrounding matrix ions (predominantly Fe, but also Cr in the Fe-Cr ODS alloy) to be detected in the clusters. Fe and Cr are not expected in the oxide core of clusters based on thermodynamic considerations [156] and Fe has not been found in extracted particles [106]. In the sub-2 nm clusters, some Fe may remain from the mechanical alloying process, but the
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Figure 4.5.2 – Result of a per-cluster peak deconvolution: estimated ionic composition of a cluster, expressed as the portion of the coloured bar, and the height of the bar shows the log-arithm of range counts. Produced by zprofileCacheOverlaps.m after loading clusterDecompData2015e.mat

reduced spatial resolution of the atom probe in the vicinity of these very small low-field clusters prevents adequate quantification.

Using the line profile methodology detailed in section 4.5.1, the average behaviour of the clusters can be shown as well as the dependence on cluster size. Figure 4.5.3 shows the mean ionic-density line profiles of more than 1000 clusters in the as-received Fe-Cr-Ti-Y alloy as a function of cluster radius ($E_z$).

Taking the detector efficiency into account the expected Fe ion density is 31 ions nm$^{-3}$, but around the clusters the Fe-density changes significantly. The oxide clusters have an Fe density greater than that the surrounding metal. The Fe-density increases slightly at the start of the clusters (at profile point ~25), then sharply increases at the cluster interface.
Figure 4.5.3 – Mean ionic-density line profiles through clusters in the as-received Fe-Cr-Ti-Y alloy. The clusters are grouped by size (shown at the top of the figure) and the 4 plots contain data from 511, 412, 105 and 29 clusters for 0–2, 2–4, 4–6 and >6 nm $E_z$ respectively. Profile points from 30–70 represent the total extent of the cluster, 2$E_z$ nm.

(30), dropping slightly in the centre of the larger clusters. The Fe-density peaks again at the bottom interface (60) before dropping to a minimum below the cluster (profile point ~75). This is consistent with the behaviour shown in figure 4.4.3, but figure 4.5.3 shows how the Fe density varies in general as a function of cluster size. The drop in Fe density after the cluster shows that the evaporation after the cluster is reduced as the tip returns to an equilibrium shape.

The extent of any local magnification will be a function of both cluster size and the instantaneous tip radius. Indeed, it was observed that the apparent Fe content increased with increasing tip radius, and therefore with acquisition voltage. As the electrostatics governing the evaporation process have no inherent scale, the cluster radii can be expressed helpfully as the dimensionless reduced radius $r' = \frac{r'}{r}$, where $r$ is the cluster radius, $k_f$ the field factor, $F_e$ the theoretical evaporation field of the matrix and $V$ the evaporation voltage.

The apparent Fe content of the clusters was seen to increase with increasing voltage, so using reduced radius removes this complication and allows us to show simply the dependence of included Fe ions as a function of cluster size. Figure 4.5.4 shows how the Fe
fraction varies as a function of cluster size for over 700 oxide clusters in both the as-received Fe-Cr-Ti-Y and Fe-Ti-Y alloys, with the cluster size measured by \( l_g \) and \( r' \). Using \( r' \), instead of simply \( l_g \), gives a more linear dependence of Fe-content on cluster size (4.5.4b).

Part of the size–Fe-content dependence comes from the cluster-selection method, which includes a region of matrix ions surrounding each cluster in the composition because no erosion was applied to remove this region. Small statistically random clusters may also be present which have low solute concentrations [270]. But the overall trend is for smaller clusters to apparently contain more Fe.

### 4.5.3 Cluster Size

#### 4.5.3.1 Which measurement?

Clusters of solute ions are identified using the method of maximum separation and the radius of gyration \( l_g \) is a convenient way of measuring cluster size [232]. As explained in section 3.7.9.1 and in [271], \( l_g \) does not directly measure the extent of a cluster, but the hard-sphere radius of a cluster of homogeneous density is given by \( \frac{3}{2} l_g \). I propose that measurement of the clusters should be performed parallel to the analysis direction, the direction least affected by trajectory aberrations [259] (see section 4.4 for details). Therefore the \( z \)-component of \( l_g, l_{gz} \), was used. This makes the assumption that the evaporation surface
Chapter 4: APT Analysis Techniques

(a) Left: Extent $E_Z$ (red); Right: $l_gZ$ and $r_Z$ (blue)

(b) Comparison of radii measurements of observed clusters in the as-received alloys against the cube root of atomic count, which is proportional to cluster radius.

**Figure 4.5.5** – Comparison of different cluster size measurement methods.

The extent or range along the z-axis ($E_z$) and the atomic count are also considered as measurements of cluster size. Atomic count is assumed to be proportional to atomic volume and therefore the cube root of atomic count is proportional to cluster radius. Only solute ions (Y, Ti and O) are considered to avoid matrix-effects. Figure 4.5.5a compares the measurements of $E_z$, $l_z$ and $r_z$ ($r_z = \text{corrected } l_z$, that is, $l_z\sqrt{5}$) of cluster size along the $Z$ direction of a real cluster. $l_g$ is multiplied by $\sqrt{5}$ to give the approximate hard-sphere radius [232]. The corrected radius of gyration $r_z$ gives an intuitive estimate of the cluster length and $E_z$ gives a slight overestimate due to the spatial blurring of the cluster ions. These measurements are consistent for other clusters, and the cluster radii for all detected clusters (~9300 total) are plotted against atomic count in figure 4.5.5b.

The measurement of extent is consistently greater than that of $r_z$ by 20% for the larger clusters. This is thought to be because of the reduced spatial resolution (figure 4.5.5a) in
the vicinity of the clusters as a result of trajectory aberrations. The X-Y component of the Guinier radius is shown in figure 4.5.5b with comparison to $r_z$ showing the aspect ratio of the clusters as a function of size. This expresses the behaviour shown in figure 4.4.2, that larger clusters were long and thin and smaller clusters tended to a flatter appearance. These findings are consistent with the evaporation behaviour of relatively low-field clusters with the accompanying aberrations and incorrect z reconstruction. Following these findings, I used the corrected z-component of the radius of gyration $r_z$ as a measure of cluster radius in our APT data.

### 4.5.3.2 Extent versus Range

In IVAS, the cluster extent is defined for each Cartesian axis:

$$E_x = \text{larger of } \begin{cases} \bar{x} - \min(x) \\ \max(x) - \bar{x} \end{cases}$$  \hspace{1cm} (4.5.1)

A more intuitive definition would be to use the range:

$$\text{Range}_x = \frac{\max(x) - \min(x)}{2}$$

In one experiment, the mean and standard deviations of the extent and range were $3.2 \pm 3.0$ and $2.9 \pm 2.6$ nm, so the range measurement is smaller and has slightly less variation 87% versus 92% (extentComparison.m, experiment R14_18138). The range measurement is smaller because the IVAS extent measurement always picks the larger of two values (equation 4.5.1). Most of the variation in the experimental measurement comes from the actual variation in cluster sizes. In a numerical simulation, the measurement can be repeated many times for different spatial coordinates of ions with the same cluster radius. The bias imposed by the limited detector efficiency can also be simulated numerically in this way.

Simulated clusters were made using a fixed total number of atoms, from 8 to 27,000, and 63% of these atoms were removed at random to simulate the 37% detection efficiency.
of the LEAP-3000. Measurements of the range and extent were repeated 500 times for each cluster size with random spatial coordinates and with random atoms removed. The comparison of the different measurements of cluster radius, radius of gyration \( l_g \), the z-component of \( l_g \), extent and range, is shown in figure 4.5.6a. Figure 4.5.6b compares the relative difference of the cluster size measurements, showing that \( l_g \) and \( l_z \) may be corrected by constant factors of \( \sqrt{\frac{5}{3}} \) and \( \sqrt{5} \) respectively to give \( r_g \) and \( r_z \).

The standard deviation is shown separately for the corrected radii (\( r_z \) and \( r_z \)) in figure 4.5.7, which shows that the error in the measurement of range is smaller than that of extent \( \sigma(r_z) > \sigma(r_g) \), because \( r_g \) depends on \( r_x \), \( r_y \) and \( r_z \), whereas \( r_z \) is a single measurement. The compression of the x-y radii is the reason for using \( r_z \) instead of \( r_y \) despite the increased error. If a small amount of Gaussian spatial noise is introduced, \( \sigma_{x,y} = 0.2 \) and \( \sigma_z = 0.1 \) nm, then as shown in figure 4.5.8, the \( r_z \) measurement gives the best approximation of the simulated radius. This is also in agreement with the conclusion presented earlier that analysis should be made parallel to the analysis direction to avoid the influence of trajectory aberrations.

![Figure 4.5.6](image-url)
4.5.3.3 Comparison with TEM

There are many methods for measuring particle sizes in alloys, but using TEM has the advantage of being able to examine atom probe samples prior to APT analysis—correlative microscopy [288]. Particle sizes measured by TEM are regarded as being directly interpretable, although the image size and contrast mechanisms must be taken into account [289]. Figure 4.5.9 gives two examples of Fe-Y (a) and Fe-Ti-Y (b) TEM images before APT analysis and the accompanying atom maps. Both images contain composite particles: in (a), the
Figure 4.5.9 – Correlative microscopy of ODS alloys. In the APT reconstructions (a) and (b), oxide clusters are highlighted by Y-containing ions (blue). FeO ions (red) indicate the surface oxide on the tips. This APT data was reconstructed using the tip profile image to ensure the global scale is correct.

Figure 4.5.10 – Comparison of cluster radii measurements with the particle radius observed by TEM. Linear lines of best fit and $y = x$ are shown to guide the eye. Extent $E_z$ and correct radius of gyration $r_g$ are measured parallel to the analysis direction. $r_g$ includes the compression of the clusters due to trajectory aberrations in the x-y plane. The TEM radius is adjusted to correct for the increased image size in bright-field imaging.

larger particle shows moiré fringes in TEM and is composed of a Cr oxide attached to a Y oxide; in (b) the larger particle is revealed by APT to be half Y oxide and half Fe oxide. Reconstructions were performed using the tip-profile method in IVAS [247] and inconsistencies in tip shape due to the clusters were accounted for by modifying the tip radius profile [290].

Figure 4.5.10 compares the different cluster size measurements from APT with the radius measured from the TEM images shown in figures 4.5.9a and 4.5.9b. The measurements from APT are smaller compared to the radius measurement of the same particles in TEM.
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There is some disparity between the radius measurements, which may be due to the imaging condition, especially in dark-field imaging, where the particles appear larger. The TEM particle image size was compared from a single region of interest using Fresnel contrast [104] (+9 um defocus) and an eigen image obtained from EFTEM analysis (figure 4.5.11). The large defocus used was to highlight the smaller particles in the image but adds to the uncertainty of the measurement and it increases the measured size by $25 \pm 7\%$ compared to the EFTEM.

In conclusion, the size measurements made by either TEM or APT need careful consideration. I use $r_z$ because of its intuitive measurement of the cluster size and the limited influence of trajectory aberrations. $r_z$ gives a smaller measurement of the same features observed by TEM (in diffraction imaging conditions), but this could be due to the exaggerated image size from the choice of imaging condition.

4.6 Inhomogeneity Measurement

Section 2.3.5 on page 27 gave an introduction to the inhomogeneous nature of ODS alloys and how this microstructure may affect the materials’ properties. In order to measure the spatial inhomogeneity, I have implemented Garncarek’s method [168, 169, 291].

From a real spatial distribution, such as that shown schematically in figure 4.6.1a, a population distribution chart (PDC) can be calculated for different grid sizes; figures 4.6.1b & 4.6.1c show PDCs for grids of small and large sizes respectively. Thus at one particular
grid scale, there are $n$ points in $\kappa$ cells, so the measure $h$ of the degree of inhomogeneity can be written as [168]:

$$ h = -\frac{n}{\kappa - 1} + \frac{\kappa}{n(\kappa - 1)} \sum_{i=1}^{\kappa} n_i^2 $$

For a homogeneous PDC, $h$ is zero because each cell has $n_i = n/\kappa$ and the maximum $h$ is observed when all $n$ items are in a single cell; so $h \to n$. Garncarek et al. [168] note that this $h$ measure can be compared to the expected value for a random distribution and therefore compute a new measure, $H$:

$$ H = \sqrt{\frac{n(\kappa - 1)}{2(n - 1)}} \left( \frac{1 - n - \kappa}{\kappa - 1} + \frac{\kappa}{n(\kappa - 1)} \sum_{i=1}^{\kappa} n_i^2 \right) $$

With this new measure, negative values correspond to a distribution which is stronger than random (ordered), $H = 0$ for random distributions and large positive values are obtained from inhomogeneous distributions. This allows families of PDCs to be compared even if they contain differing numbers of total items. PDCs corresponding to these $H$ values are shown in figures 4.6.2(a)–(d).
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Figure 4.6.3 – Example measurements of spatial inhomogeneity using Garncarek’s method in 3D. (left) Normalised inhomogeneity $H$ versus the same number of randomly distributed points, (inset) raw inhomogeneity measure $h$, both compared to the measurement scale in nm. Total volume = (600 nm)$^3$. Inhomogeneity in the microstructure was simulated by clustering 20 points around each centre with a specific radius. The radii are: 5, 15, 30 and 60 nm for the blue, green, red and cyan points respectively.

The calculation of $h$ and $H$ is straight forward, but segmentation of the data to produce the finest scale PDC is the most challenging step, especially as the 3D data from APT does not have a regular shape following the reconstruction. First, a cuboid is found which will fit inside the constraints of the data and then the cluster centres within this volume are used to calculate the inhomogeneity measures. To find the approximate bounds of the data, a convex hull [292] of a sample of 8000 ions is made ($maxBox.m$). 10,000 random boxes are placed within the convex hull and the one of the greatest volume is accepted as the sample volume. Because this step is random, and depends weakly on the sample ions used to make the convex hull, there is some variation in the exact volume chosen. $H$ is calculated using the cluster centres only by the $inK.m$ function with a minimum scale of $2^{-8}$ times the smallest sub-volume dimension; therefore the minimum scale is about 0.5 nm for most experiments.

For interpretation of the values of $H$ observed for example microstructures, see figure 4.6.3. In figure 4.6.3, inhomogeneous distributions were obtained by randomly placing clusters of 20 points with varied cluster radii. For a very small cluster radius, $H$ is very large at small scales because some cells contain a large number of points and others zero, but at
larger scales $H \to 0$ because the clusters of points themselves are randomly distributed.

4.7 Summary

Due to the challenges posed by the atom probe analysis of the oxide particles in ODS steels, a number of new analysis techniques have been developed. An automated-systematic approach to defining ranges of ions in the $m/z$ spectrum gives better reliability in measuring the composition of many experiments, allowing them to be compared with more confidence. By examining the nature and spatial location of the peak overlaps in the $m/z$ spectrum, a more accurate measurement of the cluster composition can be made without disregarding the spatial information. Using composition line profiles parallel to the analysis direction, it is possible to gain the best resolution measurements of the local chemistry of the clusters, and by normalising the profile length many clusters can be compared with ease. These line profiles also allowed the errors in the reconstruction protocol to be studied by looking at the average Fe-density through hundreds of clusters as a function of size. Serious consideration has been given to the best measurement of cluster radius by comparison with numerical simulations and direct comparison with transmission electron microscopy. Finally, the application of the Garncarek’s measure of spatial inhomogeneity allows a less well studied aspect of the microstructure to be explored quantitatively.

As I have implemented these new analysis techniques, I have developed a growing collection of programs for the MathWorks MATLAB environment. The most important of these scripts and functions are given in the Appendix. All of the programs used are available as supplementary materials to this thesis in digital format.
Chapter 5

The As-Received Model Alloys

5.1 Introduction

This chapter presents the characterisation of all the materials in their “as-received” state without modification. The data analysis results presented here are will be used as a comparison for the influence of irradiation at low and high temperature in Chapter 6. This chapter outlines the baseline properties of each of the alloys given in 3.1 so they can be used as a comparison, but also includes a detailed discussion about the influence of alloy composition and processing on the final character of the oxide particles. As stated in Chapter 2, I refer to oxide particles where some structure is implied, and to clusters where the structure is more ambiguous—specifically with measurements made by APT.

First of all, the hardness, microstructural observations and bulk compositions are given below as an overview of the alloys, before considering the issues raised in more detail.

5.2 Overview Data

The hardness of the as-received FeY, FeTiY and FeCrTiY alloys was measured by nanoindentation so that they can be compared with the hardening caused by ion-irradiation. Figure 5.2.1 shows the averaged nanoindentation hardness as a function of depth from the surface. Adequate control experiments could not be performed for FeY and FeTiY due to
The composition of the as-received alloys was measured by atom probe tomography and is listed in table 5.2.1. Atom maps with accompanying TEM images are shown in figure 5.2.2. These “bulk” compositions include the whole experimental dataset for each alloy and so the variation in measured oxygen content is high due to the infrequent inclusion of surface oxide in the analysis; similarly for carbon, which was found primarily at grain boundaries and in carbides.

Figure 5.2.3a shows a grain boundary with segregation, which increases the overall measured carbon content in this experiment. The carbon concentration well ahead of the boundary is 0.028 at% and the boundary has approximately 2.8 carbon atoms per nm$^2$ segregated to it (0.15 monolayers or 0.23/a$^2$). This is consistent with the findings by Suzuki et al. [293], who measured a grain boundary carbon concentration of 0.5/a$^2$ in a low-alloy steel.
Figure 5.2.2 – Example TEM images of needle samples from the 4 different alloys before APT analysis and the resulting atom maps. Y and YO ions are blue, carbon brown and FeO red.
Table 5.2.1 – Compositions as measured by atom probe tomography in atomic % with Fe as the balance. The error is the standard deviation of the measurements over at least three datasets for each alloy. Total ions: FeCrTiY 2.45, FeTiY 1.12, FeY 0.77 and FeY-hi 0.99 × 10^8.

<table>
<thead>
<tr>
<th></th>
<th>FeCrTiY</th>
<th>FeTiY</th>
<th>FeY</th>
<th>FeY-hi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar</td>
<td>0.00</td>
<td>0.01</td>
<td>0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>C</td>
<td>0.01</td>
<td>0.01</td>
<td>0.07</td>
<td>0.02</td>
</tr>
<tr>
<td>Cr</td>
<td>11.78</td>
<td>0.31</td>
<td>0.02</td>
<td>0.06</td>
</tr>
<tr>
<td>N</td>
<td>0.07</td>
<td>0.03</td>
<td>0.75</td>
<td>0.33</td>
</tr>
<tr>
<td>O</td>
<td>0.60</td>
<td>0.36</td>
<td>0.86</td>
<td>0.95</td>
</tr>
<tr>
<td>Si</td>
<td>0.02</td>
<td>0.04</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Ti</td>
<td>0.21</td>
<td>0.11</td>
<td>0.26</td>
<td>0.08</td>
</tr>
<tr>
<td>Y</td>
<td>0.16</td>
<td>0.05</td>
<td>0.20</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Figure 5.2.3 – Carbon segregation to a GB in the as-received FeY alloy. Experiment ID 15576 [293]. The concentration profile along the analysis direction is very asymmetrical, with some carbon being retained after the grain boundary has evaporated (figure 5.2.3b). The small sample volume of atom probe measurement gives a large variation in the measurement of trace elements, which are not spatially homogeneous. However, in the nominally Cr- and Ti-free FeY-hi alloy, trace amounts of Cr and Ti were detected dispersed throughout and segregated to the oxide clusters. Their influence is discussed in the next section.
5.3 Particle Size

5.3.1 Fe-Y; HIP versus Extruded

By comparing the APT measurements of the HIP and extruded alloys, it is possible to infer how these different processing methods affect the microstructure. As the example images in figures 5.2.2a and 5.2.2b show, there is a great difference in the particle density and size between the alloys consolidated by hot-isostatic pressing (HIP, FeY-hi) and by extrusion (FeY). The mean and standard deviation of the cluster radius \( r_c \) (measured by atom probe) were 6.6 ± 3.6 nm for the extruded alloy and 2.1 ± 0.9 nm for FeY-hi. This also corresponds to a great reduction in the cluster number density in the extruded alloy; only 12 clusters were detected in FeY and 1046 in FeY-hi. The cluster number density was estimated as \( 8.0 \pm 4 \times 10^{21} \text{ m}^{-3} \) in the extruded material, which is much lower compared to \( 4.7 \pm 0.9 \times 10^{23} \text{ m}^{-3} \) in the FeY-hi alloy; here the error is expressed as the standard deviation of all the measured sample volumes.

Another major difference between these two alloys are the levels of contamination. The FeY alloy contains some Cr-containing oxides, which are highlighted in figure 5.3.1. Some of these are attached to Y-oxides (A) or in isolation (B). In one APT experiment, a Cr-oxide particle was detected (figure 4.4.4 on page 98), giving an overall Cr content of 0.6 at\%, but none of the other experiments contained Cr; therefore the measured composition in table 5.2.1 is 0.22 ± 0.30 %. The FeY-hi sample consistently contained Cr, \( 0.053 \pm 0.021 \% \) total, with most of that segregated to the clusters, which contained \( 0.36 \pm 0.05 \% \) Cr. Figure 5.3.2 shows averaged composition line profiles through the clusters (methodology: section 4.5.1) and demonstrates the Cr and Ti partitioning to the clusters in the FeY-hi sample.

5.3.2 Influence of Ti and Cr

Looking now only at the extruded alloys, by comparing FeY to FeTiY, and then FeTiY to FeCrTiY, the influence of Ti and Cr can be observed. Figure 5.3.3 shows EFTEM images of
Figure 5.3.1 – Composite EFTEM image showing two eigen images overlaid in different colours (blue and yellow). The blue eigen image shows the Y-N\(_{2,3}\) edge and the yellow eigen image shows the location of Cr. The background Cr is due to overlap with the Fe energy loss; there is very little Cr in the matrix as measured by atom probe. (A) shows a composite yttria particle attached to a Cr-oxide. (B) shows a Cr-only oxide.

Figure 5.3.2 – Composition line profiles along the z-axis through clusters (APT data) in FeY (top) and FeY-hi (bottom). FeY-hi contains both Ti and Cr contaminants, which are strongly partitioned into the clusters.
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Figure 5.3.3 – Low-loss EFTEM images of the Y and Ti edges (25-40 eV energy loss) for the extruded as-received alloys. The scale is consistent for all images. Fourier-log thicknesses measured as $\log(l/l_0)$, (a) 0.4, (b) 0.8 and (c) 1.2.

Figure 5.3.4 – Particle size distributions measured by APT for FeY, FeTiY and FeCrTiY, scaled by volume to give particle number density.

The particles in the three as-received alloys. This data shows that the particle size is reduced and the particle number density is increased when Ti is added to the FeY composition, and the particles are further refined by the addition of Cr. These data agree with the cluster size distribution as measured only by APT, which is shown in figure 5.3.4. Table 5.3.1 summarises the number density change and size difference between the different alloys.

The APT data confirms the effect of Ti and Cr on the cluster sizes and density, and this is consistent with similar cluster volume fractions in each alloy, which were 3.4 ± 3.0 % for FeY, 3.6 ± 1.7 % for FeTiY and 4.0 ± 2.4 % for FeCrTiY. Clearly the modification of the alloy chemistry directly affects the number and size of the resulting oxide particles. The chemical changes of the oxides are investigated next.
Table 5.3.1 – Mean particle number densities and mean radii in FeY and FeTiY as measured by APT and TEM. The standard deviation, from repeated experiments, is listed next to each number, and does not represent the error of the measurement. The standard deviation of the corrected radius of gyration $r_z$ is given next to the mean, again this is not representative of the error of the measurement.

<table>
<thead>
<tr>
<th>Sample</th>
<th>APT</th>
<th>TEM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\times 10^{23}$ m$^{-3}$</td>
<td>nm</td>
</tr>
<tr>
<td>FeY</td>
<td>0.08 ± 0.04</td>
<td>6.6 ± 3.6</td>
</tr>
<tr>
<td>FeTiY</td>
<td>1.0 ± 0.8</td>
<td>3.0 ± 1.7</td>
</tr>
<tr>
<td>FeCrTiY</td>
<td>3.1 ± 1.6</td>
<td>2.1 ± 1.2</td>
</tr>
</tbody>
</table>

5.4 Cluster Composition

5.4.1 Bulk Chemistry

The crystalline structure was assessed using synchrotron X-ray powder diffraction data (see figure 5.4.1), which showed a weak reflexion from cubic-$Y_2O_3$ in the FeY alloy (c.f. [294]) but no $Y_2O_3$ reflexions in the FeTiY alloy. However, FeTiY did show a relatively strong (222) reflexion from $Y_2Ti_2O_7$ at 16.3 °2θ. The average chemistry of the particles was measured qualitatively using low-loss EFTEM. The processed energy-loss spectra (for images similar to those in figure 5.3.3) are shown in figure 5.4.2, showing that the oxide particles contain Y, Ti and Cr. Therefore, XRD and TEM agree that Ti not only modifies the particle size and number density but also their composition and structure. The cluster compositions were studied in detail using APT.

The oxide cluster compositions (measured by APT and averaged by experiment) are given in table 5.4.1, and the three main features are: the apparent Fe-content increases with decreasing average cluster size; the measurements are sensitive to the local microstructure; and there can be a large variation between experiments on the same alloy. Additionally, trace amounts of Ar were frequently detected at the cluster interface, and bubbles attached to particles were observed by TEM. As the powders were milled in an Ar atmosphere, it is likely that these bubbles contain Ar trapped during the consolidation process [113]. The variation of Fe-content is covered in detail in section 4.5.2.2 and it is removed from
Figure 5.4.1 – Comparison of synchrotron glancing-incidence X-ray powder diffraction $2\theta$-scans of FeY and FeTiY. Specific reflexions are identified with the planes and phases responsible shown. The symbols at the bottom of the graph show all possible phase reflexions. X-ray wavelength $\lambda = 0.8258$ Å.
Figure 5.4.2 – Representative energy-loss eigen vectors from principal component analysis using EFTEM data. Each eigen vector corresponds to an eigen image showing bright particles on a dark background. FeY shows an energy-loss at 31 eV, FeTiY at 31 and 40 eV and FeCrTiY at 31, 40 and 50 eV; these values correspond to the energy losses of Y_{N2,3} (26 eV), Ti_{M2,3} (35 eV), Cr_{M2,3} (42 eV) respectively with an energy shift of ~5 eV.

Table 5.4.1 – Mean cluster compositions isolated from the matrix, all in at% where the balance is Fe. Compositions are averaged over several experiments for each material and the error given is the standard deviation. O has a high variance due to the occasional inclusion of surface oxidation. C has a high variability as it is segregated to grain boundaries and so the measurement depends on the microstructure in the analysed volume. Similarly, Cr contamination was found in some experiments (c.f. figure 5.3.1), but no or very little Cr was detected in the Fe-matrix of either FeY or FeTiY.
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The matrix-corrected cluster compositions (averaged over different experiments) using equation 3.7.4 on page 82 with a bulk Cr-content of \( C_{r_m} = 0.13 \) are shown in figure 5.4.3. In FeY and FeY-hi, the cluster composition is consistent with \( Y_2O_3 \), though the O-fraction in FeY-hi is lower than expected. The Cr in FeY is included from a Cr-oxide attached to a Y-oxide in one experiment. The average cluster composition in FeTiY is consistent with the \( Y_2Ti_2O_7 \) bulk oxide with some oxygen deficiency. In FeCrTiY, even after removing the Cr associated with the matrix, the clusters still contain a significant proportion of Cr. This lowers the M:O ratio to 60:40, which would not be a charge-neutral stoichiometry without an unrealistic concentration of vacancies. These measurements neglect the variation of the cluster composition as a function of size or any change in interfacial chemistry, which are covered in the following sections.

5.4.2 Individual Cluster Chemistry

There are two methods for measuring the average cluster composition. Let \( C_k \) equal the average cluster composition of species \( k \), with a total of \( J \) clusters and if a specific cluster \( j \) has \( n_{ij} \) counts of species \( i \):
1. Sum the ions from all clusters and then calculate the average composition

\[ C_k = \frac{\sum_j n_{kj}}{\sum_i \sum_j n_{ij}} \]  

(5.4.1)

2. Calculate the composition for each cluster and then average

\[ C'_k = \frac{1}{J} \sum_{j=1}^{J} \left( \frac{n_{kj}}{\sum_i n_{ij}} \right) \]  

(5.4.2)

Method (5.4.1) is biased toward the composition of the larger clusters, which contain the majority of the ions analysed, whereas method (5.4.2) is biased towards the composition of the smaller clusters, which are more numerous. The results using method (5.4.1) averaged over all experiments were summarised in figure 5.4.3, and figure 5.4.4 shows the results using the second method (5.4.2).

The variation of the composition measurement is greater using (5.4.2), but this may be due to statistical counting error, which dominates in small cluster compositions. The plots in figure 5.4.4 are separated by cluster radius to investigate this effect. Though the variation is higher for the 0–3 nm radii clusters (e.g. 2.7 at% for Y in FeCrTiY) than for the >6 nm clusters (1.8 at%), the variation of the composition in the large clusters is still greater than the counting error (0.9 at% for FeCrTiY >6 nm clusters containing a mean of 11500 ions).

The variation in the measurement of cluster composition can be explained in two ways:

- If all the clusters have identical composition, then the variation comes from random error in the measurement. As shown above, this may be due to statistical counting error for the smallest clusters, but must come from some unidentified source for the larger clusters.

- The clusters have a range of compositions.

Due to the complexity of the evaporation process and data analysis of the atom probe technique, a thorough estimation of the random error in the composition measurement has
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Figure 5.4.4 – Matrix-corrected cluster compositions grouped by cluster radius. Results are averaged and exclude clusters with a Y:O of < 0.2, which are commonly surface oxides.

not been made. Throughout this work the best effort has been made to ensure consistency between analyses, especially concerning the mass-spectrum analysis and the cluster selection. However, the ambiguity of the evaporation process and the use of commercial closed-source detection systems and reconstruction software hinders a quantitative estimate of the random and systematic errors. For an overview of the contributions to random error in m/z, see the appendix in [247].

Assuming that the greatest source of compositional error comes from the misidentification of ion peaks [260], and given that my deconvolution protocol helps limit this, an estimate of the random error can be made using the measured Fe:Cr ratio in all samples from the FeCrTiY alloy. The Fe:Cr ratio is a good candidate because there is minimal over-
lap of the mass-peaks, the Cr distribution in the matrix should be homogeneous and the high concentration gives good counting statistics. The measured Fe:Cr ratio was 0.137±0.005, therefore, if the Cr is homogeneously distributed, I estimate the random error of the APT composition measurement to be better than 4%.

Having shown that the error in the composition measurement by atom probe is smaller than the measured variation in the cluster compositions, it must be assumed that the cluster composition varies between individual clusters. Sakasegawa et al. [99] observed a decreasing Y:Ti ratio for particles with decreasing size, but contrary to this Lecoat et al. [25] did not observe a change in Y:Ti ratio with cluster size, though the two alloys in these studies are sufficiently different that differing oxide phases might be expected. However, I have found a weak dependence of both the oxygen content and the Y:Ti ratio as a function of size of the clusters as measured by atom probe.

Figure 5.4.4 suggests that the oxygen content can vary as a function of cluster size and this is shown quantitatively in figure 5.4.5. The O-fraction of the larger clusters (radius > 5 nm) is less varied, but with smaller clusters the oxygen fraction decreases and the variation is greater. Some large clusters were attached to Fe or Cr oxides, skewing the O measurement. FeY-hi has the lowest O-fraction in the smallest clusters and is similar to other alloys such as MA957 and Eurofer with reported O-fractions of 0.44 and 0.42 respectively [66, 155]. The relatively high O-fraction observed in this work could be a product of the relatively short milling time (4 h) or my per-cluster peak deconvolution protocol, which better identifies oxygen-containing species like O₂⁺ and Fe₂O²⁺.

The Y:Ti ratio was also observed to vary according to the cluster size as shown in figure 5.4.6. The larger clusters tend to a Y:Ti ratio of 1 for both alloys and the smaller clusters have a higher Y:Ti ratio. This is contrary to behaviour observed by Sakasegawa [99], who observed a reducing Y:Ti ratio with particle size < 7 nm radius in MA957 (Fe−14Cr−0.3Mo−1.0Ti−0.25Y₂O₃ wt% with trace Al). Even after separating out the effect of size on the cluster composition, a variety of cluster compositions are still observed. Figure 5.4.6 also shows some differences between FeTiY and FeCrTiY. Clusters with a ra-
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Figure 5.4.5 – Oxygen fraction, not including Fe or Cr ions, of clusters in the 4 different as-received alloys grouped by cluster radius. One standard deviation is indicated by the shaded ribbon for size groups of more than one cluster. The O-fraction of the smallest group is shown in text on the left of each panel.

dius < 4 nm in FeTiY had a higher Y:Ti ratio than the clusters in FeCrTiY. However, the Y:Ti ratio of the largest clusters (radius > 4 nm) was 0.99±0.50 with Cr and 1.10±0.40 without. Therefore, Cr may have some influence on the cluster chemistry; this is investigated further in the next section.

Some authors have observed a variation in cluster chemistry in general [155] and as a function of size [99], but I have also observed that the composition of the clusters varied with their spatial location as revealed by APT and EFTEM in figure 5.4.7. The semi-quantitative analysis of the low-loss EFTEM data shows a large variation in measured Y:Ti ratio, especially for the smaller particles, but overall shows the same behaviour as figure 5.4.6. Both images in figure 5.4.7 show that the oxide composition is not totally random but is correlated to the spatial position.

All of the individual cluster compositions can be visualized using a ternary plot of their Y:Ti:O contents. Figure 5.4.8 shows the individual cluster compositions separated into three
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Figure 5.4.6 – Median Y:Ti ratios of clusters in FeTiY and FeCrTiY alloys grouped by cluster radius. The shaded area indicates the upper and lower quartiles for each size range.

(a) Semi-quantitative analysis of the spatial variation of composition by EFTEM. Image 630 nm wide.
(b) Quantitative analysis of the spatial variation of composition by APT. Dataset is 60 nm wide.

Figure 5.4.7 – Comparison of the spatial variation of Y-Ti-oxide composition in FeTiY as measured by (a) EFTEM and (b) APT. The EFTEM data is only semi-quantitative because the energy-loss cross-section of YN2,3 is not known. Both images show that the Y:Ti ratio varies between particles and with spatial location. The circles in each image are scaled proportionally to the radius of the features.
Figure 5.4.8 – Gibbs triangle showing individual cluster Y:Ti:O ratios (red and blue points) as measured by APT. The results are split by cluster radius, with the smallest clusters (<2 nm) at the top and the largest ones (>4 nm) in the bottom panel. The orange and green crosses mark the positions of stoichiometric $Y_2Ti_2O_7$ and $Y_2TiO_5$ respectively.
Figure 5.4.9 – Ternary diagram error analysis with estimated counting error for each component (Y, Ti and O) given by $\pm \sqrt{\text{counts}}$. The counts of elements are grouped by cluster radius. The centre of the error bar shows the median cluster composition grouped by cluster radius. The smallest radius group has the greatest error. Median number of atoms per cluster in FeTiY: 127, 1039 and 6493 atoms for the 3 size ranges and in FeCrTiY: 89, 680 and 2752 atoms.

size ranges for clarity. Some 2 nm radius clusters have a low metal:oxygen ratio, even as low as 1:1 after removing the ions associated with the matrix. For the >2 nm radii clusters in both FeTiY and FeCrTiY, the variation of Y:Ti ratios is greater than the statistical counting error. The estimated counting error is shown schematically for comparison in figure 5.4.9 for comparison. Figure 5.4.9 also shows the median cluster compositions and demonstrates the systematic variation of cluster composition with size.

In FeCrTiY, there are more clusters with a composition similar to that of $Y_2Ti_2O_7$ and in FeTiY, there is a spread of compositions between $Y_2Ti_2O_7$ and $Y_2TiO_5$. FeTiY has some larger clusters with high Y-contents, but both FeTiY and FeCrTiY have small clusters with high Y-contents. The spread in cluster compositions is summarised in figure 5.4.10 using Y:Ti(O+O) ratio histograms.

The microstructural measurements of cluster chemistry can be compared to the crystal structure observed in the bulk using X-ray diffraction. Glancing incidence XRD was performed to measure the crystal structure for the as-received samples. Figure 5.4.11 compares the as-received samples of FeTiY and FeCrTiY as well as annealed samples of FeTiY. All samples show a peak matching (222)-$Y_2Ti_2O_7$, though the peak in the heat-treated samples
is slightly relaxed (smaller d-spacing). The as-received sample of FeTiY also shows a weak broad peak matching the reflections from (230) and (201)-Y$_2$TiO$_5$. In both cases, the large peak width is due to strain or small crystallite size rather than instrumental broadening. Despite the difficulty in observing these low volume-fraction and nano-crystalline phases, this XRD data confirms the presence of a Y$_2$Ti$_2$O$_7$ crystal structure in both materials. The possible observation of Y$_2$TiO$_5$ in FeTiY agrees with the APT data presented in figure 5.4.10 that the cluster compositions of larger clusters in this alloy can contain more yttrium.

### 5.4.3 Local Cluster Chemistry

Having investigated the individual cluster chemistry, I now consider the interfacial chemistry of the clusters. This analysis was made using composition line profiles parallel to the analysis direction. The reasoning behind this approach is explained in section 4.5.1 on page 99.

Figure 5.4.12 shows the average composition line profiles for all of the as-received alloys. The Y, Ti and O profiles all define the clusters, with no obvious interfacial enhancement. Any asymmetry in the line profile is an artefact of the atom probe experiment because the orientation of the clusters in the material is random. The O profile is slightly asymmet-
Figure 5.4.11 – X-ray diffractogram of the $Y_2Ti_2O_7$ peak in detail from the as-received FeTiY and FeCrTiY alloys. Additionally, the diffractograms of FeTiY after heat treatments at 723, 823 and 923 K for approximately 14 h are also shown as dashed lines. No obvious peaks for $Y_2TiO_5$ are visible, but there is a small shoulder at the appropriate 2θ value in FeTiY. The differences in intensity are due to the differing surface areas of the different samples.

rical towards the left (evaporating later), possibly due to retention of oxygen-containing species on the tip. The Cr profile is also slightly skewed, with a higher concentration at the bottom of the clusters than the top.

In FeCrTiY, the Cr-level is about 12 at% in the bulk, but is enhanced at the cluster surface and in the centre. This is consistent with the clusters having a Cr-rich shell which is partially projected into the cluster centre by trajectory aberrations during the atom probe experiment. The Cr-shell is asymmetrical, with a seemingly higher concentration after the cluster than before; this can be explained by looking at the ionic composition.

Table 5.4.2 shows the total ionic cluster compositions excluding Fe and Cr. The majority components are Y, YO, O and FeO in FeY and FeY-hi, with the addition of TiO in FeTiY and CrO in FeCrTiY. Only <20 % of the ionic composition oxygen is detected as elemental oxygen; the remainder is detected as part of a molecular ion with a metal element. Some clusters do contain Fe or Cr oxides, such as the cluster shown in figure 4.4.4 on page 98,
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Figure 5.4.12 – Averaged composition line profiles parallel to the analysis direction in FeY, FeY-hi, FeTiY and FeCrTiY. Clusters averaged: FeCrTiY 1058, FeTiY 211, FeY 37 and FeY-hi 1046. Only a few anomalous clusters have been excluded from the analysis. All the ions have been decomposed into elements and Fe has been omitted from the plot for clarity. 20 “profile points” = $E_z$.

but these are omitted from the average line profiles. Separating out FeO and CrO ions in the composition line profiles highlights some interesting features.

Figure 5.4.13 shows four key pieces of data. Note that this data has no matrix correction and Fe has been included in the composition measurement, therefore the solute (Y, Ti and O) content scales with the average cluster size, c.f. figure 4.5.4 on page 103. The fact that the chemistry varies as a function of cluster size is evident in the relative heights of the Y, Ti and O composition profiles. The Cr ions in FeCrTiY clearly have a shell-like profile for all the cluster size ranges. Though Cr-rich shells have been reported by APT and TEM previously (section 2.3.2 on page 16), the averaged composition line profiles show the size dependence of these features. Finally, the CrO ions in FeCrTiY take a profile similar to the FeO ions in FeTiY, as emphasized in figure 5.4.14 which shows the CrO and FeO profiles in FeCrTiY. Because of the asymmetry of the CrO and FeO ionic profiles in figure 5.4.14, these are considered artefacts of the APT experiment.

Rather than trying to measure the Cr-shell thickness from the averaged line profiles, the Cr behaviour can be inferred from the matrix-corrected cluster composition as a function
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<table>
<thead>
<tr>
<th>Ion</th>
<th>FeCrTiY</th>
<th>FeTiY</th>
<th>FeY</th>
<th>FeY-hi</th>
</tr>
</thead>
<tbody>
<tr>
<td>CrO</td>
<td>13.8</td>
<td>-</td>
<td>9.9</td>
<td>1.4</td>
</tr>
<tr>
<td>CrO₂</td>
<td>2.9</td>
<td>-</td>
<td>10.6</td>
<td>-</td>
</tr>
<tr>
<td>Fe₂O</td>
<td>2.6</td>
<td>3.7</td>
<td>4.2</td>
<td>4.9</td>
</tr>
<tr>
<td>FeO</td>
<td>12.6</td>
<td>13.0</td>
<td>16.7</td>
<td>12.6</td>
</tr>
<tr>
<td>O</td>
<td>4.3</td>
<td>7.3</td>
<td>9.8</td>
<td>9.8</td>
</tr>
<tr>
<td>O₂</td>
<td>3.3</td>
<td>10.9</td>
<td>9.3</td>
<td>3.0</td>
</tr>
<tr>
<td>Ti</td>
<td>-</td>
<td>1.3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TiO</td>
<td>23.3</td>
<td>25.6</td>
<td>-</td>
<td>7.0</td>
</tr>
<tr>
<td>TiO₂</td>
<td>2.7</td>
<td>4.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Y</td>
<td>13.1</td>
<td>17.6</td>
<td>15.6</td>
<td>30.1</td>
</tr>
<tr>
<td>YO</td>
<td>9.7</td>
<td>13.0</td>
<td>17.4</td>
<td>21.4</td>
</tr>
</tbody>
</table>

Table 5.4.2 – Ionic cluster composition (total) in at % calculated from ionic composition line profile data. A “-” indicates a measured composition of less than 1 at% and ions with <1% composition were omitted from the table. Fe and Cr ions were excluded from the composition calculation.

Figure 5.4.13 – Averaged composition line profiles, grouped by cluster radius, parallel to the analysis direction in FeY, FeTiY and FeCrTiY. FeO and CrO ions are shown separately to the other decomposed elements, Cr, Y, Ti and O. 20 “profile points” = E₀.
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![Figure 5.4.14](image)

Figure 5.4.14 – Averaged ionic line profile for clusters in FeCrTiY excluding Fe and Cr in the composition calculation. Vertical error bars are representative of the counting error; calculated using \( \pm \sqrt{N} \), where \( N \) is the number of counts of that ion at each profile point. The dashed vertical lines at 30 and 70 profile points mark the cluster extent.

of size, which is shown in figure 5.4.15. Both FeCrTiY and FeY-hi alloys are considered and it is assumed all of the Cr from the shell is included in the clusters. FeY-hi shows some increase in Cr content with decreasing cluster radius, and FeCrTiY has a Cr content proportional to the reciprocal cluster radius. Figure 5.4.16 shows the averaged matrix-corrected Cr composition line profiles for different cluster sizes. With increasing cluster size, the Cr-shell appears broader but also at a lower concentration.

Next we turn to the nominally Cr-free alloys, and investigate the ionic composition of the cluster interface. By excluding Fe from the composition line profile calculation the fraction of each ion can be given for each profile point. The Cr impurities in FeTiY and FeY-hi were investigated in this way in figure 5.4.17. FeTiY contains only a very small amount of Cr, \(<0.01\) at\%, but all the Cr that is detected is at the cluster interface. FeY-hi contains \(0.05\) at\% Cr and this is segregated to the clusters, but the proportion profile in figure 5.4.17 shows that this Cr is proportionally greater at the interface (compared to the other solute ions) and is detected primarily as Cr, not CrO ions. Figure 5.4.15 does not show a
definitive trend for the content of Cr against size in FeY-hi and the Cr-content is much lower than the FeCrTiY alloy, but the Cr-content of the smaller clusters seems higher than in the larger clusters, which agrees qualitatively with the composition shown in 5.4.17 (compare the Cr-content in the 0–2 nm panel with the >4 nm radius panel). Therefore, though the Cr concentration of the bulk is vastly different between FeCrTiY and FeY-hi, the behaviour of Cr in both alloys seems similar.
5.4. Cluster Composition

**Figure 5.4.16** – The matrix-corrected Cr composition line profiles scaled by the mean cluster radius in FeCrTiY. Line profiles are first scaled to each cluster radius, then averaged together, and finally the averaged line profiles are scaled by the average cluster radii to give an x-axis in nm. \( C_{m} = 0.135 \).

**Figure 5.4.17** – Averaged ionic proportion line profiles from FeTiY and FeY-hi excluding Fe in the composition calculation. Outside the clusters there are very few non-Fe counts, hence the increased variance of these points. The dashed vertical lines at 30 and 70 profile points mark the cluster extent.
5.5 Inhomogeneity

5.5.1 Introduction

The powder processing of oxide dispersion strengthened steels often produces an inhomogeneous spatial distribution of oxide particles within the steel as noted in section 2.3.5. The inhomogeneous nature of ODS alloys may affect the materials’ properties, and the method used to measure it was explained in section 4.6.

Chemical inhomogeneity was evident in the FeY alloy, which contained Cr-oxide contamination (figure 5.3.1 on page 118), and in the Y:Ti ratio of clusters in FeTiY and FeCrTiY as measured by APT and EFTEM. Spatial inhomogeneity of the particle density and particle size is also apparent and can be seen in EFTEM images like the one shown in figure 5.5.1. Heterogeneity probably arises due to the difficulty of achieving chemical homogeneity during mechanical alloying [295] and this section outlines the observations and measurement of the inhomogeneity of the alloys in their as-received state.

5.5.2 Spatial Variation

Figure 5.5.2 shows the number density of clusters measured in different APT experiments. The results are from electropolished needles with no spatial correlation between the sam-

---

**Figure 5.5.1** – Image from EFTEM analysis of FeCrTiY showing the signal from Ti and Y. A varied spatial distribution of particles and particle sizes are present. The particles show as bright on a dark background. The thickness varies from 70 nm in the bottom left corner to 30 nm in the top right corner.
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The number density of clusters measured by APT. The different coloured bars show the results from different experiments. There is a large variation in the measured number density, numerically reported in table 5.3.1 on page 120.

Figure 5.5.2 – The number density of clusters measured by APT. The different coloured bars show the results from different experiments. There is a large variation in the measured number density, numerically reported in table 5.3.1 on page 120.

5.5.3 Measuring H

Section 4.6 on page 109 describes how spatial inhomogeneity may be quantitatively measured using the normalised $H$ parameter. $H$ is normalised against a random distribution of points so that distributions of different numbers of points can be compared.

Figure 5.5.3 shows how the $H$ of the cluster centres varies with the scale used to measure it. A random distribution of points has $H = 0$ and this is the case for FeY and some experiments in FeCrTiY and FeTiY. A negative $H$ indicates a stronger than random arrangement, which is expected at smaller length scales because physically the cluster centres cannot overlap, whereas random points are not necessarily evenly distributed in space. $H > 0$ indicates some degree of inhomogeneity, and in figure 5.5.3 this occurs at short length scales and this is the tendency of larger length scales as well. $H \gg 0$ at small scales for dense clusters of points, and at larger distances $H$ increases because of larger scale patches of
high and low point densities. The samples are not consistently inhomogeneous and there is considerable variance between different experiments from the same alloy.

5.6 Discussion

5.6.1 FeY

The simplest extruded model alloy Fe-Y$_2$O$_3$ contains much larger clusters than those identified in other alloys without added titanium reported in the literature, such as ODS-Eurofer97, which contains clusters with a $r_g$ of 0.8 ± 0.07 nm, or 2.2 nm corrected radius compared to the mean radius measured in FeY of 6.6 nm. The short mechanical alloying time of 4 h may not have fully mixed the components, resulting in larger clusters, or the contamination introduced by the longer milling time in other alloys may have helped limit the cluster growth. Eurofer97 contains many more elements, such as V, Ta and Cr which are active in
the cluster nucleation and growth mechanisms [155].

### 5.6.2 Processing Route

Examining the difference between the extruded FeY and HIPed FeY-hi alloys gives some insight to the influence of the processing route on the cluster character. FeY was extruded at 1323 K and FeY-hi was HIPed at a higher temperature of 1423 K (2 h at 195 MPa). The primary difference between these two alloys is the processing route, but it is expected that the difference in milling time, rather than consolidation method, accounts for the difference in behaviour. The FeY-hi sample was milled for 20h compared to the 4h milling time of the FeY sample. The prolonged milling time of FeY-hi is responsible for the higher level of contamination because the milling balls were made from steel containing both titanium and chromium. The contamination may also explain the observed reduction in particle size, as titanium is well known to have this effect [52, 55]. Unfortunately, without further systematic study, it is not possible to quantify the separate contributions of the milling time and the chemistry to the final particle size, but this serves to highlight the importance of processing parameters and the necessity of controlling them.

It is not the primary aim of this work to study the particle formation, but the particle formation and evolution has some bearing on the irradiation behaviour. Hsiung et al. [296] reported that irregular-shaped yttria was produced by the mechanical alloying, but in FeY the particles had a spherical and smooth morphology. Additionally, figure 5.3.1 on page 118 shows Y-oxides attached to Cr-oxides, which suggests that some form of heterogeneous nucleation has occurred, either Cr oxides on Y_2O_3 or the other way around. Therefore, I conclude that the yttria particles are not inert in the ferritic matrix but that during the consolidation there is considerable diffusion and rearrangement, causing the change in morphology and possibly nucleating on existing Cr-oxides. The larger oxide particles, of either initial Y_2O_3 powder or Cr-oxide contaminants, may not be fully broken up by the short duration of mechanical alloying (4 h).
5.6.3 Influence of Ti

The addition of Ti increased the hardness from 1.8 to 2.5 GPa, which is explained by the reduced average cluster radius, $6.6 \pm 3.6$ nm to $3.0 \pm 1.7$ nm, and the tenfold increase in cluster number density to $1.3 \times 10^{22}$ m$^{-3}$. The strengthening caused by the particles is proportional to the number density and diameter, $\sqrt{Nd}$ [297]. The $\sqrt{Nd}$ values for FeY and FeTiY are $1.2 \times 10^7$ m$^{-1}$ and $2.4 \times 10^7$ m$^{-1}$, suggesting that the hardening caused by the particles in FeTiY is twice that of the particles in FeY. The plot of $\sqrt{Nd}$ versus hardness (including FeY, FeTiY and FeCrTiY) has a slope of $5.9 \times 10^{-8}$ GPa.m and an intercept of 0.9–1.3 GPa, consistent with the hardness of pure iron (1.4 GPa) [298]. The refining influence of Ti is consistent with other observations in literature that the addition of Ti produces much finer Y-Ti-O particles [52, 55] and improves the high temperature properties [56], but there is still controversy over exactly why Ti has this effect.

Ribis et al. [114] observed a distinct difference in the athermal behaviours of Y-Ti and Y$_2$O$_3$ oxides at high temperatures (>1300 K). Conversely, Williams et al. [128] observed classical coarsening behaviour of both Y-Ti oxides and Y$_2$O$_3$ oxides with similar growth rates at 1473 K, even though they had different initial average sizes. Evidence in favour of a strong influence of titanium on the coarsening behaviour is provided by Ratti et al. [299], who milled a base Fe–18Cr–1W powder with 0.3 wt% yttria and an optional 0.8 wt% titanium. After annealing both powders at 1123 K for 1 h, each contained ~1.5 nm particles (as measured by SANS), with the Ti-containing powder having a sharper size distribution. Following annealing at 1373 K for 1 h, the Ti-free powder contained 12 nm particles compared to 2 nm particles in the 0.8 wt% Ti powder. Dramatic coarsening was observed after annealing at 1573 K, with only the 0.8 wt% Ti powder containing sub-20 nm particles. Modelling work focusing on the particle formation has not found a conclusive answer to the role of Ti [156, 157, 300], but shows that both Y and Ti are important in forming a high density of small clusters. Therefore, the role of Ti may be both to enhance the nucleation of clusters and to reduce their rate of growth at elevated temperatures.

As reported in [301], Y$_2$Ti$_2$O$_7$ and Y$_2$TiO$_5$ structures were observed with different fre-
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frequencies in FeTiY and FeCrTiY. However, structural analysis of HRTEM images showed a more frequent occurrence of $Y_2TiO_3$ over $Y_2Ti_2O_7$. In my work, APT identified clusters predominantly chemically similar to $Y_2Ti_2O_7$ and the GIXRD results showed a reflexion consistent with this; however, a significant variation in $Y:Ti$ ratio was observed by APT and EFTEM. The observed variation was partly due to a systematic variation with size but was generally larger than the statistical error. From the results shown in figures 5.4.8 and 5.4.10, I conclude that a range of nano-particles exists with the $Y_2Ti_2O_7$ pyrochlore structure but with a range of compositions: $Y_xTi_yO_{7-\delta}$ ($x+y = 4$). This might explain some of the observations of clusters with unidentified structures [112] and it is consistent with the observation of defects in the oxide particle structure [144].

5.6.4 Influence of Cr

Besides varying the Cr content between 9 and 14 wt% to give martensitic or ferritic microstructures and the associated alpha-gamma phase transformation [39], there has been little research into the influence of Cr on the oxide particles in ODS steel. The comparison of the FeTiY and FeCrTiY alloys allows some insight to the effect of Cr. My FeCrTiY alloy contains clusters smaller than that of the FeTiY alloy, $2.1 \pm 1.2$ nm compared to $3.0 \pm 1.7$ nm with a threefold increase in number density to $3 \times 10^{23}$ m$^{-3}$. The hardness was also increased, from 2.5 GPa to 3.2 GPa, presumably due to both the change in particle distribution and additional hardening from the Cr in solution in the Fe. The high number density of small clusters is comparable to results for similar alloys, presented in table 5.6.1. Therefore, the short milling time in an attritor mill and extrusion process used here can produce a fine distribution of clusters similar to alloys produced by long milling times (40 h) in ball mills and hot-isostatic pressing (9Cr-ODS [135] and 12YWT [132]).

The consolidation temperature of the Cr-containing alloy was 1423 K, while for the FeTiY alloy a lower temperature of 1323 K was used. Therefore, the Cr-containing alloy should have a larger average particle size than the FeTiY alloy based solely on the consolidation temperature [70]. Previous work on ODS alloys containing 9 and 18 wt% Cr
consolidated at the same temperature also show a reduced particle size in the higher Cr content alloy (2.5 nm compared to 4.5 nm modal particle size) [231].

Without the addition of Cr, and in 9Cr ODS alloys, it is expected that the alloy would transform to austenite during the high-temperature extrusion and consolidation processes described above [302], although some residual ferrite may be retained [303]. Kim et al. [304] observed an increased growth rate of ODS oxide particles, which coincided with the transformation from $\alpha$ to $\gamma$ iron [304]. This could be explained both by the loss of coherency of the particles with the matrix and by the enhanced diffusion of the solute along gamma grain boundaries [305]. Table 5.6.1 shows that the 9Cr-ODS alloy contained larger particles with a lower number density than the higher Cr-content alloys. Therefore, the Cr addition may indirectly affect the particle growth rate by suppressing the $\alpha$ to $\gamma$ phase transformation of the matrix.

The influence of Cr on the matrix and the Cr-shell around the Y-Ti rich clusters may also contribute to the minor changes in cluster chemistry that were observed between FeCrTiY and FeTiY. The surrounding matrix and the Cr-shell may alter the strain on the growing clusters, which, in turn, could influence the crystal structure and chemistry of the resulting clusters [306]. The difference in extrusion temperature could also explain why more cluster compositions closer to the thermodynamically stable $Y_2Ti_2O_7$ stoichiometry were found in the Cr-containing alloy.
Cr-shell

In all the alloys, Cr was detected at the periphery of the oxide clusters. Composite clusters containing separate regions of Y-oxide and Cr-oxide were especially noticeable in FeY (figure 5.3.1). The small size of the particles limited the measurement of the Cr-shell thickness using EFTEM, and the reduced resolution of the atom probe in the vicinity of the oxide clusters limited quantification of the shell thickness. Nonetheless, FeY-hi showed some increase in apparent Cr content with decreasing cluster radius, and in FeCrTiY, the corrected Cr cluster content was proportional to the reciprocal cluster radius (figure 5.4.15). This behaviour suggests a constant Cr-shell thickness independent of cluster radius. If the shell has a fixed thickness and the cluster radius is small, then the whole cluster will have a high Cr-content, but a large cluster with the same Cr shell thickness will have proportionally much less Cr. Perhaps the most interesting finding is the identification of a Cr-rich shell in clusters with a radius smaller than 2 nm, and the detection of Cr at the cluster interface in alloys with a very low Cr-content (figure 5.4.17).

There may be some influence of the cluster selection method on the exact measurement of excess Cr at the clusters because the selection was optimised for sensitivity, not to detect a Cr-shell. Figure 5.4.16 showed the matrix-corrected shell profile with a decreasing Cr-content with increasing cluster radius but also a broadening of the width of the Cr-enrichment. The segregation is assumed to be a few monolayers thick [307] and therefore the broadness of the shell occurs because of the reduced resolution of the atom probe in the vicinity of the oxide clusters. A fixed shell thickness would be consistent with saturated monolayer Cr segregation to the cluster surface.

5.6.5 Are Fe and Cr oxide components?

The evidence from APT is that Cr segregates to the surface of the clusters whenever it is present. However, it is not convincing from APT results alone that no Cr or Fe exists within the clusters because of the trajectory aberrations that overlap Fe and Cr ions from the matrix into the cluster core. Standard TEM experiments cannot wholly exclude the presence
of Fe or Cr in the particles because the measurement is projected through an Fe-Cr matrix, but chemical extraction of the particles has shown that there are no mixed Fe-Cr-Y oxides [106, 308]. The segregation of Cr to the surface of the nanoparticles, rather than its presence within them, is consistent with the results of theoretical calculations that indicate a repulsive interaction between Cr and Y/Ti [156]. Cr segregation is expected from long-range elastic strains caused by the misfit of the oxide particles in the matrix and the difference in thermal expansion coefficients [307].

Based on the evidence above, it seems unlikely that there is either oxidised Fe or Cr in the particles. The molecular FeO and CrO ionic species detected by APT are likely formed by oxygen atoms originating from the particles combining with Fe or Cr from the matrix and evaporating as molecular species. Similarly, partially-oxidised Cr-rich shells have been reported in similar alloys [109]. The concentration of O⁺ ions in figure 5.4.17 show some increase at the edges of the cluster but it is not clear if these are part of a oxygen-rich shell, as O ions are often observed spread (laterally) from the cluster, c.f. figure 5.6.1. The evidence from figure 5.4.13 on page 134 suggests that the Cr-shell is metallic and not oxidised, contrary to the observations in smaller clusters that the Cr is oxidised and part of the cluster [153].
5.6.6 Spatial Variation

A variation in the chemistry of the oxide particles has been observed as a function of spatial location. This presumably results from incomplete mechanical alloying, but without examining the powder during the milling process it is not possible to be sure of this. The variation in bulk alloy chemistry does not seem to influence the size or number density of the particle distribution, and only slightly changes the particle chemistry. The spatial inhomogeneity could lead to a change in materials’ properties due to dislocations traveling more easily through volumes containing fewer particles [171].

As measured in 3D by APT, the cluster centres are not homogeneously or evenly distributed in my alloys and the level of inhomogeneity varies between different samples of the same alloy. This indicates the scale of the spatial variation is greater than the scale probed by APT. This agrees with the measurement of particle number density by APT (figure 5.5.2), which show a large variation between cluster number densities measured from different locations.

5.7 Summary and Conclusions

The four alloys given in section 3.1 on page 44 have been characterised by TEM, APT, XRD and nanoindentation. It was found that:

- the compositions were as expected, with the exception of a low level of Cr contamination in all nominally Cr-free alloys and significant contamination of Cr and Ti in the FeY-hi alloy, presumably from the milling media;

- the dependence on sample volume was shown to be important in estimating the bulk composition using APT;

- the hardness of the alloys increases with the addition of Ti, from 1.8 to 2.5 GPa, and further increases when Cr is also added, from 2.5 to 3.2 GPa;
• the FeY and FeY-hi alloys contained very different particle distributions and this was explained by the difference in milling times, 4 compared to 20 h;

• the addition of Ti transformed the bcc-Y$_2$O$_3$ to the Y$_x$Ti$_y$O$_{7−δ}$ pyrochlore, with TEM and APT showing some variation in the exact composition of the phase formed; the O-fraction was ~60 at% and decreased slightly with decreasing cluster radius;

• the addition of Cr did not significantly alter the oxide chemistry, but did cause a decrease in the Y:Ti ratio (which was also shown to vary as a function of cluster size);

• a Cr-rich shell was formed around all the clusters in FeCrTiY and evidence was presented in favour of a constant shell thickness with cluster size; and

• a variation in cluster number density was observed in APT and quantitative measurements of the inhomogeneity of the cluster distributions were made.

The results of ion-irradiation experiments in the following chapter can now be compared to this baseline characterisation to elucidate the influence of irradiation on the oxide particle dispersion.
Chapter 6

Ion Irradiation Experiments

6.1 Introduction

The baseline of the as-received alloys was established in the previous chapter. In this chapter, the influence of ion-irradiation at temperatures between 773 and 973 K to a peak damage dose of 150 dpa is investigated. These temperatures were chosen so that these results would be comparable with others in the literature [23, 135, 309] and to cover the maximum temperature range that these alloys would encounter in service [310]. Additionally, the FeCrTiY and FeTiY alloys were irradiated using Fe$^+$ ions to 100 dpa at cryogenic temperatures where almost all diffusion is frozen out to investigate the irradiation damage in the absence of thermal effects. Historically, irradiation at cryogenic temperatures has been used to investigate irradiation damage [311], but only a few groups have applied it to ODS alloys [24, 190, 221].

Following irradiation at selected temperatures (see the tables in section 3.2 on page 45), the microstructure was characterised using the same techniques given in chapter 5: TEM, APT, GIXRD and nanoindentation. This chapter focuses first on the effect of single high-temperature ion-irradiation of FeY before looking at the effect of irradiation of FeTiY and FeCrTiY at 773–973 K. The behaviour of FeTiY and FeCrTiY show some contrasting features, which are compared in section 6.2.4 on page 171. Lastly, the cryogenic irradiation
results are presented, followed by a discussion of the influence of ion-irradiation temperature on the stability of the oxide particles in these model ODS alloys.

### 6.2 High-Temperature Irradiation

#### 6.2.1 FeY

FeY was only irradiated at one temperature, 773 K, to a peak damage of 150 dpa (as predicted by SRIM). The APT samples taken from FeY had a depth range which translates to a damage range of 43–117 dpa. A schematic showing the depth-damage dependence of APT samples, taken perpendicular to the irradiated surface, is shown in figure 6.2.1.

The oxide particle dispersion after irradiation was examined by EFTEM and APT. Figure 6.2.2 shows typical EFTEM data from a cross-section of the irradiated and unirradiated FeY sample. The unirradiated sample is taken from below the implanted region. The particle number density and average particle size are very similar between the irradiated and unirradiated samples. However, distinct composite Cr-oxide and Y-oxide particles were not observed in the irradiated samples. Atom maps from the irradiated FeY sample are shown in figure 6.2.3. Large clusters, similar to those in the as-received FeY alloy (figure 5.2.2b), can been seen, but there is also a high number density of very small Y-rich clusters. These clusters were observed to align along 1D features, probably pre-existing dislocations (figure 6.2.3a) and at grain boundaries (figure 6.2.3b and 6.2.4a). Figure 6.2.4a shows an atom
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Figure 6.2.2 – (a) EFTEM image (Y-N2.3 edge) from FeY away from the irradiated surface; no damage but experienced the same 773 K 14 h heat treatment (2–3 h of heating, 14 h of irradiation, and then cooling ~0.5 h). (b) Irradiated FeY cross-sectioned perpendicular to the surface. The peak damage, predicted by SRIM, is at the far right of the image ~150 dpa. Both images have a similar Fourier-log thickness of 1.2

map of a mixed Cr-Y oxide with a composition of Fe$_{59}$O$_{31}$Cr$_{8.4}$Y$_{1.3}$ at% and a high density of very small Y-rich clusters in the plane of a GB. A similar oxide was identified in another sample of the same irradiated material containing Fe$_{59}$O$_{29}$Cr$_{9.9}$Y$_{1.6}$ at%. The extent of the mixing of Cr and Y is compared between the irradiated and as-received samples in figure 6.2.4b. The as-received sample shows very little mixing except at the interface, presumably due to trajectory aberrations; however, the irradiated sample shows considerable mixing of Y with Cr.

The modal cluster radius measured in all 6 experiments was greatly reduced, from 7.12 nm in as-received FeY to 1.05 nm after irradiation (773K). This was accompanied by a dramatic increase in cluster number density from 7.8±4.2 to 47.1±28.0 ×10$^{21}$ m$^{-3}$.

The composition of the GBs observed by APT in as-received and irradiated FeY are summarised in table 6.2.1. The as-received sample showed very little Y on the measured boundary; however, a relatively high O concentration was detected in experiment 15576.
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Figure 6.2.3 – Large and small Y-rich clusters in irradiated (773 K ~100 dpa) FeY. Colour key: Y is blue and O is red.

Figure 6.2.4 – (a) Small Y-rich clusters on a grain boundary in irradiated (773 K ~100 dpa) FeY with a mixed Y-Cr oxide Fe$_{59}$O$_{31}$Cr$_{8.4}$Y$_{1.3}$ at%. Viewed perpendicular to the grain boundary. Analysis direction right to left. Colour key: Y is blue and Cr is magenta. ID: 19698. 50 nm scale bar. (b) Y-concentration in a composite cluster in as-received FeY and a mixed Y-Cr oxide cluster in irradiated FeY.

Table 6.2.1 – Grain boundary segregation in FeY in excess atoms/nm$^2$. 

<table>
<thead>
<tr>
<th>Exp. ID</th>
<th>Alloy</th>
<th>Irrd. T /K</th>
<th>dpa</th>
<th>C</th>
<th>N</th>
<th>Y</th>
<th>O</th>
<th>Cr</th>
</tr>
</thead>
<tbody>
<tr>
<td>15576</td>
<td>FeY</td>
<td>-</td>
<td>0</td>
<td>1.46</td>
<td>0.07</td>
<td>0.06</td>
<td>0.29</td>
<td>0.00</td>
</tr>
<tr>
<td>19698</td>
<td>FeY</td>
<td>773</td>
<td>89</td>
<td>0.57</td>
<td>0.00</td>
<td>0.10</td>
<td>0.18</td>
<td>-0.01</td>
</tr>
<tr>
<td>19698</td>
<td>FeY</td>
<td>773</td>
<td>94</td>
<td>0.66</td>
<td>-0.01</td>
<td>0.12</td>
<td>0.24</td>
<td>0.04</td>
</tr>
<tr>
<td>19698</td>
<td>FeY</td>
<td>773</td>
<td>98</td>
<td>1.21</td>
<td>0.02</td>
<td>0.20</td>
<td>0.48</td>
<td>0.04</td>
</tr>
<tr>
<td>19698</td>
<td>FeY</td>
<td>773</td>
<td>101</td>
<td>1.00</td>
<td>0.00</td>
<td>-0.02</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>19698</td>
<td>FeY</td>
<td>773</td>
<td>108</td>
<td>0.32</td>
<td>0.01</td>
<td>0.07</td>
<td>-0.01</td>
<td>-0.04</td>
</tr>
</tbody>
</table>
After irradiation, a reduction in the C and N content of the boundaries was measured and Y
with O were consistently observed at the boundaries. As shown in figure 6.2.3, the Y and O
were observed in very fine clusters on the boundary plane.

The cluster radius and compositions as a function of irradiation damage are shown in
figure 6.2.5. There is no clear trend of radius to damage level, but the clusters with the high-
est Y:O ratios are in the region of highest damage. Figure 6.2.6 shows that the larger clusters
maintained the \( \text{Y}_2\text{O}_3 \) composition of the as-received material but that the smaller clusters
have a much larger spread in Y:O ratio and a higher mean Y:O ratio of 0.93±0.55. This is
similar to the metal:oxygen ratio of the clusters observed in the FeY-hi alloy; for compar-
ison the metal:oxygen histograms for irradiated FeY and as-received FeY-hi are shown in
figure 6.2.7.

Though the composition of the small irradiated clusters in FeY is similar to that of
the clusters in as-received FeY-hi, the ionic density is markedly different and mean ionic-
density cluster line profiles are shown in figures 6.2.8a and 6.2.8b. In FeY-hi, the Fe ionic
density is 30% above the matrix value, but in the irradiated FeY sample, the Fe ionic density
is barely perturbed until the cluster radius is greater than 4 nm. Therefore, although the
small Y-rich clusters in both samples have similar compositions, their evaporation behaviour
is different, possibly indicating a change in cluster nature caused by the irradiation. This
Figure 6.2.6 – Y:O ratio for clusters in FeY before and after irradiation (773 K, 33–57 dpa). Some clusters with Y:O \(\approx 0\) are Fe-oxides. The horizontal grey line marks the Y:O of \(Y_2O_3\).

Figure 6.2.7 – Metal:Oxygen ratio of clusters in irradiated FeY and as-received FeY-hi. The numbers in top right of each panel show the mean and standard deviation for both plots. The vertical lines show the M:O of \(Y_2O_3\) = 0.67.

change in behaviour may be due to a change in crystal structure.

The crystalline structure of the irradiated layer was investigated by GIXRD and the resulting diffractograms from the as-received, unirradiated and irradiated FeY samples are shown in figure 6.2.9. The (222)-\(Y_2O_3\) peak at 15.6° showed reduced intensity following the irradiation and increased intensity in the unirradiated sample. The increased intensity of the annealed sample indicates some increase in oxide volume fraction and the reduction of intensity in the irradiated sample indicates a reduction in volume or amorphisation of the oxide phase. No new peaks appeared after irradiation, indicating that the newly-formed Y-rich clusters do not diffract.
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Figure 6.2.8 – Mean ionic-density line profiles through clusters in (a) the as-received FeY-hi alloy and (b) the irradiated (150 dpa, 773 K) FeY alloy. The clusters are grouped by size (shown at the top of each figure). Profile points from 30–70 represent the total extent of the cluster, \( \Sigma E \).

Figure 6.2.9 – As-received FeY, unirradiated (773 K for 14 h, 0 dpa) and irradiated (773 K 150 dpa) examined by GIXRD.
6.2.2 FeTiY

FeTiY was irradiated at three different high temperatures to a peak damage of 150 dpa at 1.2 um from the surface (as predicted by SRIM). The hardness of the irradiated and unirradiated (part of the irradiated sample that was masked during the irradiation) material was investigated using nanoindentation, and the results are shown in figure 6.2.10.

![Figure 6.2.10](image)

**Figure 6.2.10** – Hardness as a function of nanoindentation depth of irradiated and unirradiated FeTiY. The transparent ribbon shows the scatter of indentation results. Approximately 10 indents per sample condition.

The sample surface before irradiation was not ideal due to the mechanical polishing damage, and after irradiation a surface oxide had formed on the samples. Both of these factors make assessment of the nanoindentation difficult as it is very sensitive to the surface finish. However, figure 6.2.10 does show that FeTiY irradiated at 873 K is 0.5 GPa harder at a depth of 200 nm, roughly the overlap of the plastic zone and the peak irradiation-damage layer. FeTiY irradiated at 773 K may also show some hardening compared to the unirradiated 773 K sample.

The crystallinity of the irradiated FeTiY samples was investigated using glancing inci-
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<table>
<thead>
<tr>
<th>Temperature</th>
<th>Counts</th>
<th>2θ</th>
</tr>
</thead>
<tbody>
<tr>
<td>773 K</td>
<td></td>
<td></td>
</tr>
<tr>
<td>873 K</td>
<td></td>
<td></td>
</tr>
<tr>
<td>973 K</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.2.11 – GIXRD 10–40° 2θ diffractograms of FeTiY irradiated to a peak damage of 150 dpa. The irradiation temperature is shown on the right hand side. The incident angle is 4° giving a probing depth of 1600 nm, within the 1900 nm deep irradiated layer. The as-received sample is shown in grey. Key: Y$_2$Ti$_2$O$_7$ ▲, Y$_2$TiO$_5$ ●, FeO ◆, Fe$_3$O$_4$ ▼, α-Fe +.

Figure 6.2.12 shows the irradiated and unirradiated (control) diffractograms from FeTiY with an incident angle of 4° focused on the Y$_2$Ti$_2$O$_7$-(222) peak at 16.3° 2θ. With the exception of the $T_{irr}$ = 873 K sample, the intensity and widths of peaks in the control samples were very similar to the as-received sample. In the as-received sample and the sample heated to 773 K, small broad peaks, possibly from Y$_2$TiO$_5$, were present at 15.6–
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Figure 6.2.12 – Diffractograms of the $Y_2Ti_2O_7$-(222) peak at 16.3° 2θ in irradiated and unirradiated FeTiY. The $T_{irrd}$ is shown at the top of each panel. The incident angle is 4° giving a $1/e$ attenuation depth of 1.6 um; therefore 30% of the signal comes from the unirradiated substrate (from >1.9 um deep).

15.7° 2θ, but not in the samples with $T_{irrd}>800$ K. The sample heated at 873 K (but not irradiated) showed a noticeable increase in intensity compared to both the other unirradiated samples and the as-received sample; however, this sample had a surface area approximately twice that of the other samples. The irradiation had an approximate duration of 14 hours, and even at 973 K, the particles should be stable in the control sample. The thermal stability reported in similar alloys suggests that no effect should be observable until above 1200 K [59, 126, 128, 299, 312].

To quantify the changes the peaks in figure 6.2.12 were fitted using the routine described in section §A.4 (the full fitting results are also given in section §A.4). The peak width, given by the full-width half maximum (FWHM), is shown as a function of irradiation temperature in figure 6.2.13. The instrumental contribution to peak broadening is negligible, ~0.003° FWHM at 2θ ⩽ 30° [234]; therefore the observed peak width comes from a combination of size-strain effects [313]. All of the irradiated FeTiY samples show much broader peaks, with $T_{irrd} = 773$ K having the broadest peak. The background-corrected integrated counts under the (222) peak are given in figure 6.2.14 and the irradiated samples showed systematically fewer peak counts than their respective control samples.
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The irradiated FeTiY samples were investigated using EFTEM and APT. Ideally, samples would be taken from a specific depth range to give the same level of damage in each; however, this is very difficult and the length of the APT experiment is also variable. Therefore, a range of damage doses were observed; these are given in table 6.2.2. Figure 6.2.15 shows the cluster size (radius $r_z$) and the approximate cluster number density in irradiated FeTiY measured by APT. After irradiation at 773 K, the cluster distribution was very similar to the as-received state. At 973 K, there was a slight reduction in number density and

---

**Figure 6.2.13** – The full-width at half maximum of the $Y_2Ti_2O_7$-(222) peak at 16.3° 2θ in irradiated and unirradiated FeTiY. Error bars show 95% confidence intervals.

**Figure 6.2.14** – The total integrated counts under the $Y_2Ti_2O_7$-(222) peak at 16.3° 2θ in irradiated and unirradiated FeTiY.
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<table>
<thead>
<tr>
<th>Irrd. T /K</th>
<th>Modal radius nm</th>
<th>( N_d \times 10^{23} \text{ m}^{-3} )</th>
<th>Damage range dpa</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>2.12</td>
<td>1.0±0.8</td>
<td>0</td>
</tr>
<tr>
<td>773</td>
<td>2.01</td>
<td>1.2±0.8</td>
<td>61–102</td>
</tr>
<tr>
<td>873</td>
<td>1.28</td>
<td>0.9±1.0</td>
<td>33–150</td>
</tr>
<tr>
<td>973</td>
<td>2.65</td>
<td>0.7±0.5</td>
<td>37–65</td>
</tr>
</tbody>
</table>

Table 6.2.2 – Summary of the modal cluster radius, number density and estimated damage range in dpa for FeTiY.

Figure 6.2.15 – Cluster size distribution, scaled by analysis volume to give cluster number density, of clusters in FeTiY irradiated to ~60 dpa at 773, 873 and 973 K. The dashed line shows the histogram of as-received cluster radii. The vertical lines indicate the modal cluster radius for the as-received alloy (dashed line) and the irradiated samples (solid vertical line).

a small increase in cluster size. At 873 K, a high density of 1.2 nm clusters were formed, which increased the number density and reduced the modal radius to 1.28 nm; this is similar to the behaviour of FeY at 773 K noted above.

The odd behaviour of the FeTiY alloy after irradiation at 873 K is also evident in the Y:Ti:O cluster composition data shown in figure 6.2.16. The ternary diagram shows that for \( T_{\text{irrd}} = 773 \) and 873 K samples, a number of relatively Y-rich clusters were detected, unlike the clusters in FeTiY irradiated at 973 K, which had a higher average Ti-fraction. Only one APT experiment on the \( T_{\text{irrd}} = 773 \) K sample contained many Y-rich clusters, while the clusters in other experiments had a Y:Ti similar to the as-received material. Figure 6.2.16 also shows the effect of the thermal treatment experienced during the ion-irradiation at 773 K on the cluster composition. After the thermal treatment with no irradiation, the average
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Figure 6.2.16 – Y:Ti:O ternary diagrams showing the change in individual cluster compositions in FeTiY after irradiation to ~60 dpa at 773, 873 or 973 K. The strip at the top of each panel gives the irradiation condition. One panel (top left) shows the cluster composition in the unirradiated material. The points from the as-received clusters (from figure 5.4.8) are shown in grey.

O-content was increased and a wide spread of Y:Ti ratios was observed.

The chemical changes of the overall cluster population is summarised in figure 6.2.17, using a cumulative density plot of the Y:Ti ratio of the clusters. All irradiated FeTiY samples showed an increase in the number of low Y:Ti ratio (Ti-rich) clusters, and the median Y:Ti values of the 773 and 973 K clusters were reduced compared to the as-received sample. The width of the distribution of Y:Ti ratios was reduced for \( T_{irrad} = 973 \) K, had a similar breadth for 773 K and was greatly increased for 873 K, in agreement with the observations from the ternary plot (figure 6.2.16). The unirradiated sample heat-treated at 773 K did not show any Ti-rich clusters but had a median Y:Ti of 1.5 and showed broadest distribution of Y:Ti
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Figure 6.2.17 – Distribution of cluster Y/Ti values in FeTiY after irradiation as shown by an empirical cumulative distribution function (CDF). The empirical CDF is a non-parametric estimator of the distribution of a random variable, resulting in a step function that increases by $1/n$ at each data point. The median is given by the $x$ position at $y = 0.5$.

Figure 6.2.18 – Spatial location of clusters in an irradiated sample of FeTiY (~40 dpa, 873 K). The colour scale indicates the Y:Ti ratio and the size of the points is proportional to the cluster radius.

ratios, with 25% of the clusters having Y:Ti > 5.

As for the spatial location of the clusters, figure 6.2.18 shows that the Y-rich clusters in irradiated FeTiY are grouped together, but they do not lie preferentially on grain boundaries like the Y-rich clusters in irradiated FeY. As shown in table 6.2.3, there is generally less solute on the grain boundaries observed in FeTiY as compared to FeY.
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<table>
<thead>
<tr>
<th>Exp. ID</th>
<th>Alloy</th>
<th>Irrd. T /K</th>
<th>dpa</th>
<th>C</th>
<th>N</th>
<th>Y</th>
<th>Ti</th>
<th>O</th>
<th>Cr</th>
</tr>
</thead>
<tbody>
<tr>
<td>15576</td>
<td>FeY</td>
<td>-</td>
<td>0</td>
<td>1.46</td>
<td>0.07</td>
<td>0.06</td>
<td>-</td>
<td>0.29</td>
<td>0.00</td>
</tr>
<tr>
<td>19698</td>
<td>FeY</td>
<td>773</td>
<td>98</td>
<td>1.21</td>
<td>0.02</td>
<td>0.20</td>
<td>-</td>
<td>0.48</td>
<td>0.04</td>
</tr>
<tr>
<td>17053</td>
<td>FeTiY</td>
<td>873</td>
<td>41</td>
<td>2.10</td>
<td>0.00</td>
<td>0.53</td>
<td>0.42</td>
<td>1.41</td>
<td>0.00</td>
</tr>
<tr>
<td>17985</td>
<td>FeTiY</td>
<td>873</td>
<td>120</td>
<td>0.79</td>
<td>0.20</td>
<td>0.08</td>
<td>0.05</td>
<td>0.25</td>
<td>-0.01</td>
</tr>
<tr>
<td>19704</td>
<td>FeTiY</td>
<td>873</td>
<td>61</td>
<td>1.46</td>
<td>0.02</td>
<td>-0.01</td>
<td>-0.18</td>
<td>-0.33</td>
<td>-0.08</td>
</tr>
<tr>
<td>20013</td>
<td>FeTiY</td>
<td>873</td>
<td>62</td>
<td>1.94</td>
<td>0.06</td>
<td>-0.10</td>
<td>0.04</td>
<td>-0.05</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 6.2.3 – Grain boundary segregation in FeTiY in excess atoms/nm².

6.2.3 FeCrTiY

Similarly to the FeTiY material, FeCrTiY was irradiated at three different high temperatures to a peak damage of 150 dpa. The hardness of the irradiated and unirradiated samples was investigated using nanoindentation and the results are shown in figure 6.2.19.

![Figure 6.2.19](image)

Figure 6.2.19 – Hardness as a function of nanoindentation depth of irradiated and unirradiated FeCrTiY. The transparent ribbon shows the variation in averaged indents. Approximately 10 indents per sample condition.

Again, due to the poor surface finish of the samples before irradiation, a large variation in hardness was measured and no significant hardening was observed in the FeCrTiY sam-
Figure 6.2.20 – GIXRD diffractograms of FeCrTiY irradiated to a peak damage of 150 dpa. The incident angle is 2°, giving a probing depth of 800 nm, well within the 1900 nm deep irradiated layer. The as-received sample is shown in grey. Key: $\text{Y}_2\text{Ti}_2\text{O}_7$ ▲, $\text{Y}_2\text{TiO}_5$ ●, $\text{Cr}_3\text{Fe}_5\text{O}_7$ ◆, $\text{Cr}_2\text{O}_3$ ■, $\text{Cr}_{23}\text{C}_6$ x, $\alpha$-$\text{Fe}$ +.

Samples irradiated at 773 and 873 K. Figure 6.2.19 shows that the sample irradiated at 973 K was moderately harder (by 0.5 GPa), but this measurement was complicated by the surface oxidation that occurred at high temperature.

To study the changes in bulk crystal structure, GIXRD investigations were performed on the FeCrTiY samples irradiated at high temperature and the diffractograms are shown in overview in figure 6.2.20. The most noticeable change is the increased intensity of peaks from $\text{M}_{23}\text{C}_6$ carbides, which are just detectable in the as-received sample. The carbide intensity increased with increasing $T_{irrad}$, and were more intense with a 2° incidence angle (probing depth well within the irradiated layer) than at 4° (probing beyond the irradiated layer), suggesting that the carbide growth is enhanced by the ion-irradiation. The unirradi-
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Figure 6.2.21 – The Y$_2$Ti$_2$O$_7$-(222) peak at 16.3° in irradiated FeCrTiY (150 dpa). The different irradiation temperatures are shown at the top of the figure. The as-received sample is shown in grey. The 1/e attenuation depths at incident angles of 2° and 4° are 800 and 1600 nm respectively. The peak damage is at 1200 nm and the total range of damage is to 1900 nm (predicted by SRIM).

The intensity of the Y$_2$Ti$_2$O$_7$ peak is reduced by the ion-irradiation but its position and width are not significantly altered in FeCrTiY. The sample with $T_{irrd} = 973$ K had an increased background either side of the peak due to M$_2$C$_6$ and Fe$_3$O$_4$ peaks near by. With an incident angle of 2° (1/e attenuation depth of 800 nm), the majority of the signal is from the irradiated layer (~1900 nm deep) and all samples irradiated at high temperature show some intensity in the Y$_2$Ti$_2$O$_7$-(222) peak. With an incident angle of 4°, some of the
Figure 6.2.22 – The total integrated counts under the Y$_2$Ti$_2$O$_7$-(222) peak at 16.3° 2θ in irradiated and unirradiated FeCrTiY. Two incident angles are shown with 1/e attenuation depths of 800 and 1610 nm for 2° and 4° respectively, giving 10% and 30% substrate signal for each.

undamaged layer is probed and the area of the Y$_2$Ti$_2$O$_7$ peak is increased. The background-subtracted (222) peak area is given in summary in figure 6.2.22. The peak widths of the 2° incident angle diffractograms were slightly broader and the peak fitting was less confident; otherwise the peak widths (FWHM) of the irradiated samples were similar to that measured in the as-received sample FWHM, about ~0.3° 2θ.

These changes suggest that the particle distribution is modified by the ion-irradiation at high temperature, but does not indicate precisely what modification has taken place. The observed peak width does not indicate a change in particle size or strain, so the loss of peak intensity may result from reduction of particle volume, partial dissolution or amorphisation of the particles by the irradiation. To study the changes to the particles at the microstructural level, these FeCrTiY samples were investigated using EFTEM and APT. The summary data and estimated damage range of the APT samples is shown in table 6.2.4.

First, to address any change in cluster size and number density, figure 6.2.23 shows the cluster size (radius $r_z$) and the approximate cluster number density in irradiated FeCrTiY. After irradiation at all high temperatures, the cluster distribution was very similar to that measured in the as-received state. The difference in cluster number density suggests that
Table 6.2.4 – Summary of the modal cluster radius, number density and estimated damage range in dpa for APT analysis of FeCrTiY.

<table>
<thead>
<tr>
<th>Irrd. T /K</th>
<th>Modal radius nm</th>
<th>$N_d \times 10^{23}$ m$^{-3}$</th>
<th>Damage range dpa</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>1.36</td>
<td>2.6±1.2</td>
<td>0</td>
</tr>
<tr>
<td>773</td>
<td>1.28</td>
<td>1.9±2.3</td>
<td>33–75</td>
</tr>
<tr>
<td>873</td>
<td>1.4</td>
<td>1.7±1.0</td>
<td>36–150</td>
</tr>
<tr>
<td>973</td>
<td>1.42</td>
<td>3.3±1.9</td>
<td>33–80</td>
</tr>
</tbody>
</table>

irradiation at lower temperatures causes a reduction in cluster number density, but this could be due to the inhomogeneity of the as-received alloy and the limited sample volume analysed. The modal cluster sizes were also very similar to the alloy in the as-received state; however, the cluster composition was changed.

The individual cluster chemistry is given in figure 6.2.24, which shows the Y:Ti:O ratio of clusters in FeCrTiY irradiated at high temperature. After irradiation, the Y-rich clusters were lost and the median O-content was decreased. These changes also occurred in the unirradiated control sample heated to 973 K, also shown in figure 6.2.24, but without the spread of Y-content observed in the irradiated samples. The change of Y:Ti ratio is summarised for all treatments of FeCrTiY using an estimated CDF in figure 6.2.25. The median Y:Ti ratio is reduced and the width of the distribution of Y:Ti ratios is also reduced (steeper curve in the
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Figure 6.2.24 – Y:Ti:O ternary diagrams showing the change in individual cluster compositions in FeCrTiY after irradiation at 773, 873 or 973 K to ~60 dpa. The top-left panel shows cluster compositions in FeCrTiY after heating during the irradiation experiment but without damage (973 K for 14 h). The points from the as-received clusters (from figure 5.4.8) are shown in grey.

ECDF) for all of the high-temperature irradiations. As well as changes in cluster chemistry, the composition at microstructural interfaces could also be studied by APT.

The segregation behaviour of both grain boundaries (GBs) and the clusters was investigated using composition line profiles. The measurement of GBs was not systematic or targeted and they rarely occurred in the APT analysis. The observed GB segregation behaviour, relative to the bulk composition, is given in table 6.2.5. Carbon, while observed at GBs in FeY and FeTiY materials, was not segregated to the GBs in FeCrTiY despite all alloys having a similar global C composition (0.09 at% in FeCrTiY and 0.14 at% in FeY). The Cr segregation at the GBs was decreased after irradiation compared to the as-received
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![Empirical cumulative density estimate](image)

**Figure 6.2.25** – Distribution of cluster Y/Ti values in irradiated FeCrTiY

<table>
<thead>
<tr>
<th>Exp. ID</th>
<th>Alloy</th>
<th>Irrd. T /K</th>
<th>dpa</th>
<th>C</th>
<th>N</th>
<th>Y</th>
<th>Ti</th>
<th>O</th>
<th>Cr</th>
</tr>
</thead>
<tbody>
<tr>
<td>15576</td>
<td>FeY</td>
<td>-</td>
<td>0</td>
<td>2.37</td>
<td>0.18</td>
<td>0.56</td>
<td>0.00</td>
<td>1.10</td>
<td>0.00</td>
</tr>
<tr>
<td>15867</td>
<td>FeCrTiY</td>
<td>-</td>
<td>0</td>
<td>0.01</td>
<td>0.11</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
<td>4.32</td>
</tr>
<tr>
<td>16469</td>
<td>FeCrTiY</td>
<td>973</td>
<td>79</td>
<td>0.04</td>
<td>-0.37</td>
<td>-0.06</td>
<td>-0.01</td>
<td>0.06</td>
<td>4.13</td>
</tr>
<tr>
<td>17178</td>
<td>FeCrTiY</td>
<td>873</td>
<td>38</td>
<td>-0.11</td>
<td>0.14</td>
<td>0.44</td>
<td>0.30</td>
<td>0.68</td>
<td>1.30</td>
</tr>
<tr>
<td>17178</td>
<td>FeCrTiY</td>
<td>873</td>
<td>39</td>
<td>-0.02</td>
<td>0.00</td>
<td>0.02</td>
<td>-0.01</td>
<td>-0.03</td>
<td>0.38</td>
</tr>
</tbody>
</table>

**Table 6.2.5** – Grain boundary segregation in FeCrTiY in atoms/nm² relative to the bulk composition.

FeCrTiY alloy. A composition line profile taken across a GB in irradiated FeCrTiY showed a W-shaped Cr-composition profile, as shown in figure 6.2.26.

Line profiles of individual clusters contained too few counts to visualise and so to improve the measurement of the composition average, composition line profiles were made (c.f. section §4.5.1). This method was used to investigate if the Cr-shell identified in figure 5.4.12 on page 133 had changed after irradiation. Figure 6.2.27 shows the line profiles of all clusters in irradiated FeCrTiY grouped by cluster radius. For the samples irradiated at 773 and 873 K, the levels of Cr-enrichment at the clusters were very similar to the as-received sample, but at \(T_{irrd} = 973 \text{ K}\) the Cr-shell became less distinct and had a lower concentration.
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**Figure 6.2.26** – Composition line profile of the segregation behaviour of Cr and C in irradiated FeCrTiY ($T_{irrd} = 973\,K$, 80 dpa), showing a W-shaped Cr profile. The grain boundary position is marked by vertical dashed line. The bulk Cr content is $\sim$13 at% and is marked by a horizontal line. The filled ribbon indicates the approximate error of the measurement. Line profile dimensions: 13 nm radius cylinder 14 nm long. Experiment ID:16469.

**Figure 6.2.27** – Average Cr-composition line profiles from clusters in irradiated FeCrTiY grouped by cluster radius. The columns show different $T_{irrd}$ and the rows show different cluster radius groups. The grey lines shows the Cr-line profiles for the as-received samples. Profile points from 30–70 represent the total extent of the cluster, $2.E_z$. 
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6.2.4 Comparison

As with the as-received alloys, it is constructive to compare the response of the different alloys to irradiation to elucidate the influence of Ti and Cr on the clusters’ radiation tolerance. The change in cluster radius, as measured by APT, is given for all three alloys in figure 6.2.28. After irradiation below 873 K, the cluster radius of all three alloys is reduced compared to the as-received samples, although this reduction is very small for the FeTiY and FeCrTiY alloys. As noted above, the FeY alloy contains two distributions of clusters, one larger population which is consistent with the as-received material, and another of much smaller YO clusters (figure 6.2.3). The chemical changes in FeTiY and FeCrTiY are less marked, but the changes to the Y:Ti:O ratio are compared in figure 6.2.29.

Figure 6.2.29 shows that, for both FeTiY and FeCrTiY, the observed trend is a reduction in O-content with increasing $T_{irrd}$. As the cluster sizes are similar after irradiation, I do not think that this is due to the effect shown in figure 5.4.5 on page 127. Apparently anomalous results for FeTiY at 873 K and FeCrTiY at 973 K are manifested as a very large spread in measured Y:Ti ratio. For FeTiY, the composition change was accompanied by the formation of small Y-rich clusters. The inconsistency of the FeTiY result prompted me to arrange with my Indian collaborators to repeat the ion-irradiation experiment at 873 K (FeTiY, 150 dpa peak damage), but the clusters detected in this repeat sample also showed the same behaviour. The nanoindentation also showed an anomalous result for this FeTiY sample, with a hardness greater than the other samples irradiated at high temperature. Therefore, I conclude that, for this FeTiY material, the effect at 873 K is real and that APT may give some insight into the explanation for the surprising nanoindentation result.
Figure 6.2.28 – Comparison of the cluster sizes measured by APT (radius $r_Z$) for FeY, FeTiY and FeCrTiY irradiated at different temperatures using box-plots. For the irradiated samples, only clusters coming from a region with an estimated damage > 10 dpa are included. Outliers, which lie outside $1.5 \times$ the interquartile range, are rendered as points.

Figure 6.2.29 – Comparison of the median and standard deviation of cluster compositions for FeCrTiY and FeTiY irradiated at high temperature. All samples irradiated to >35 dpa, and approximately 60 dpa on average.
6.3 Low-Temperature Irradiation

6.3.1 Introduction

In addition to ion irradiation carried out at elevated temperatures, it was also possible to perform ion irradiation at cryogenic temperatures at IGCAR, Kalpakkam. These experiments follow the work of others [24, 25, 190, 221] who have used irradiation at low temperatures to minimise thermal diffusion and isolate the effect of the displacement-mixing component of irradiation damage on the microstructure. Due to the variability between ion implants, the samples were irradiated between 110 and 150 K, however, I consider these to be identical because at 150 K thermal diffusion of the solute is very slow.

The hardness of the irradiated layer was investigated by nanoindentation and the resulting hardness as a function depth plots for FeCrTiY and FeTiY are shown in figures 6.3.1 and 6.3.2. All the samples from both materials irradiated at < 150 K (50 or 100 dpa) showed an increased hardness within the first 500 nm from the sample surface. SRIM predicts the peak damage at a depth of 525 nm with a total damage range of 900 nm, meaning that the peak nanoindentation hardness should occur ~130 nm from the surface. For all four samples, the peak hardness was to a similar level of 4 GPa and occurred between 150–200 nm deep. In FeTiY, the peak hardening caused by an ion dose of 50 dpa was the same as in the sample irradiated to 100 dpa, 4.0 and 4.1 GPa respectively. However, in FeCrTiY the peak hardening was higher for the 100 dpa sample (4.7 GPa) than the 50 dpa sample (4.3 GPa).

6.3.2 Crystal Structure

These same samples irradiated at cryogenic temperatures were investigated using EFTEM in cross-section, and an example eigen image highlighting the Y and Ti edges is shown in figure 6.3.3. This micrograph shows only larger particles below the depth of predicted damage a very different dispersion than the as-received material. From other observations, some large (> 50 nm) particles remained but overall the number density of particles has been greatly reduced and the average size is increased.
Looking in detail at one of the larger particles in the same sample, two chemically distinct regions were identified using low-loss EFTEM imaging (figure 6.3.4a). The crystallography of the large particle was observed using HRTEM. The surrounding matrix showed a closely spaced set of planes associated with the α-ferrite; the left half of the particle contained a second larger set of planes; and the Y-rich region on the right showed an amorphous ring in the FFT. It is possible that the amorphisation was caused by the bulk ion irradiation, but it is also possible that the sample preparation by focused ion beam milling may have
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Figure 6.3.3 – EFTEM of the Y and Ti edges in FeCrTiY (a) as-received and (b) irradiated to 100 dpa (peak damage) at 150 K. The light contrast at the top of image (b) is due to diffraction contrast. Fourier-log thickness: approximately: (a) 0.4 (b) 1.4

casted the damage to the crystal structure. To avoid the artefacts created by site-specific preparation, glancing incidence X-Ray diffraction was performed to examine the crystallography of the irradiated surface layer.

Figure 6.3.5 shows the $Y_2Ti_2O_7$-(222) peak before and after irradiation to 100 dpa with $T_{\text{irrad}} < 150$ K in FeCrTiY. At very low incidence angles, the intensity of the diffracted signal is low because the probed volume is very small (a depth <100 nm over an area of a few square mm), but at incidence angles $>1^\circ$, the intensity of the (222) peak from the as-received sample increases to over 2000 counts. However, in the irradiated sample, the (222) peak is not detectable at an incidence angle of $1^\circ$, and at $4^\circ$ the (222) peak has half the counts of the corresponding as-received sample, as shown in summary in figure 6.3.6. The fitted peak width was not significantly different between the two samples, with a FWHM of 0.2-0.35° $2\theta$. These results indicate that the $Y_2Ti_2O_7$ particle volume fraction in the damaged region has been reduced by the low-temperature irradiation without significant change to the size of the scattering domains, which would have been evident by a change in peak width.
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**Figure 6.3.4** – (a) EFTEM eigen image corresponding to the Cr edge. (b) EFTEM eigen image corresponding to the Y edge. (c) HRTEM image of a Cr-Y composite oxide particle with the power spectra for the matrix, Cr(Ti)-oxide and Y-oxide areas inset. Approximate lattice spacings from FFT: 0.24 nm matrix, 0.67 nm upper particle and 0.31–0.33 nm for the amorphous ring.

**Figure 6.3.5** – Diffractograms at different incidence angles from (a) as-received FeCrTiY (b) FeCrTiY irradiated to 100 dpa at <150 K focused on the peak at 16.3°2θ. The numbers on the right indicate the glancing incidence angle. The actual counts have been scaled so that the peaks do not overlap.
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Figure 6.3.6 – Background-subtracted and integrated counts from the Y\textsubscript{2}Ti\textsubscript{2}O\textsubscript{7}-(222) peak as a function of GIXRD incident angle (taken from the 2θ scans in figure 6.3.5).

6.3.3 Chemistry

The nanoindentation showed a great increase in hardness following the irradiation at cryogenic temperatures, and both GIXRD and TEM indicate that the crystal structure and volume fraction of the original particles has been altered. APT analysis of samples taken perpendicular to the sample surface was used to investigate the chemical changes of the clusters caused by the irradiation. One such APT experiment is shown in figure 6.3.7, which captures the predicted peak-damage depth (~530 nm) in the analysed volume. Figure 6.3.7 shows two relatively large (r > 10 nm) clusters made up of Y-, Ti- and O-containing ions. These clusters are much more diffuse than the Y-Ti-O clusters in the as-received material, and also have a lower number density, < 10\textsuperscript{21} m\textsuperscript{-3}. As well as changes to the size and number density, the ionic composition was changed; notably, a high concentration of Ti\textsuperscript{3+} ions were detected around the clusters (~0.15 at% cluster composition), which can be seen circled in figure 6.3.7e. Only a very small concentration of Ti\textsuperscript{4+} ions were detected in the as-received sample (<0.05 at% cluster composition), so this indicates that a significant difference has been induced by the irradiation at cryogenic temperature. Other chemical changes were detected, as shown in the atom map from the irradiated FeTiY alloy in fig-
Figure 6.3.8 – Atom map of FeCrTiY irradiated to 100 dpa at 150 K. The sample is taken perpendicular to the surface at a depth equal to the peak-damage depth predicted by SRIM. ID 18225.

Figure 6.3.7 – Atom map of FeCrTiY irradiated to 100 dpa at 150 K. The sample is taken perpendicular to the surface at a depth equal to the peak-damage depth predicted by SRIM. ID 18225.

Figure 6.3.8, indicating that some clusters had greatly differing Y:Ti ratios. The mean solute content of the matrix (after removing the ions identified as being clustered) was increased in the irradiated samples than in the as-received samples, as shown in figure 6.3.9.

The cluster chemistry changes after irradiation seen in figure 6.3.8, can be summarised by the change in Y:Ti:O ratio and total Fe fraction (Fe/total cluster ions). The Y:Ti:O ratio of the individual clusters irradiated to a dose >70 dpa with a $T_{irrad}$ < 150 K are shown in figure 6.3.10. In both FeCrTiY and FeTiY, the spread of Y:Ti ratios increased, and in FeTiY, many more Y$_x$O$_y$-type clusters (with very little Ti) were detected. In FeCrTiY, the average O-ternary fraction of the clusters was decreased from 0.57±0.04 in the as-received sample to 0.52±0.09 after irradiation at low temperature.

The Fe-content of the irradiated clusters is also different to the as-received material. Figure 6.3.11 shows the Fe-fraction of the clusters as a function of reduced cluster radius.
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Figure 6.3.8 – Atom map from FeTiY irradiated to 100 dpa. The main features are labelled, the mixed Y-Ti-oxide clusters, a yttrium-rich cluster, a Cr-oxide and Cr ions. Fe ions are omitted for clarity. Map thickness (into the page): 10 nm. Colour key: Cr (pink), CrO (orange), Y (blue), YO (blue), Ti (green) and TiO (dark green). ID: 18970

![Atom map from FeTiY](image)

Figure 6.3.9 – Solute content of the matrix after removing ions considered to be clustered in as-received and irradiated FeTiY and FeCrTiY. The results on the right are from samples irradiated to a maximum of 100 dpa at < 150 K. The error bars show standard deviation of compositions measured between different experiments (at least 5 experiments for each panel).

Even relatively large clusters in the $T_{irr}(150 \, K)$ sample had an apparent Fe-content greater than 90%. The Cr-content of the clusters in FeCrTiY was also modified by the irradiation at cryogenic temperature. The Cr composition of the clusters in FeCrTiY was decreased from 15.0±0.9 at% to 12.0±0.9 at%, the same as the bulk Cr concentration—indicating that the Cr-enrichment has been lost after irradiation.

The local chemistry of the clusters was investigated using composition line profiles.

179
Chapter 6: Ion Irradiation Experiments

Figure 6.3.10 – Gibbs triangle showing individual cluster Y:Ti:O ratios as measured by APT after irradiation to more than 70 dpa at $T_{irrd} < 150$ K. The Y:Ti:O points from the as-received samples are shown in grey.

Figure 6.3.11 – Fe-fraction of clusters in FeCrTiY as a function of size, expressed in reduced radius, as-received and after irradiation at $T_{irrd} < 150$ K.

Two typical line profiles from individual clusters are shown in 6.3.12, one from the as-received FeTiY material and another from a sample that has experienced an ion dose of $\sim$75 dpa at $T_{irrd} < 150$ K. Both clusters have a similar Y:Ti:O ratio, but the as-received cluster shows much sharper interfaces with the matrix. The irradiated cluster shows relatively high concentrations of solute above and below the cluster, characteristic of their diffuse nature after irradiation. Both line profiles have the same length relative to the measured cluster size, but in the irradiated sample, the solute extends the full length of the line profile. This is partly due to the ambiguity of the cluster definition in this sample, but also an indication of their more diffuse nature.

To get a better picture of the general behaviour of the local cluster chemistry, averaged
6.3. Low-Temperature Irradiation

Figure 6.3.12 – Two composition line profiles taken parallel to the analysis direction from as-received FeTiY (left) and FeTiY irradiated to 100 dpa (right). From the estimated depth of the cluster from the surface (left), the predicted damage is 75 dpa. Fe is omitted for clarity, but is included in the composition calculation.

Figure 6.3.13 – Composition line profiles through clusters in FeTiY irradiated at $T_{\text{irrd}} < 150$ K, max damage 100 dpa. Only clusters with a radius between 2–4 nm are included. The as-received condition is shown for comparison. Fe is omitted for clarity. The grey numbers show the number of clusters contributing to the average line profiles.

Line profiles were compiled from irradiated FeTiY and FeCrTiY samples. Figure 6.3.13 shows average line profiles for clusters in FeTiY. Clusters in the irradiated material had a much wider solute distribution and lower solute content than the as-received clusters, and these effects were increased at higher doses. Similar behaviour was observed in FeCrTiY (figure 6.3.14), and the Cr-shell was not observed in any clusters irradiated to more than 25 dpa. In the smaller clusters, there was no change in Cr-content through the cluster profile, but in the larger clusters, Cr depletion was observed at the cluster core.

As well as a change in the Cr behaviour of the samples irradiated at low temperatures, the Fe density through the clusters was also modified. In general, in the irradiated samples, the ionic density of the clusters was much lower than in the as-received clusters and the
Figure 6.3.14 – Composition line profiles through clusters in FeTiY irradiated at cryogenic temperature ($T_{\text{irrad}} < 150$ K, max damage 100 dpa). Only clusters with a radius between 2–4 nm are included. The as-received condition is shown for comparison. Fe is omitted for clarity. The grey numbers show the number of clusters contributing to the average line profiles.

Figure 6.3.15 – Approximate Fe ionic density measured from averaged cluster line profiles, both as-received FeTiY and FeTiY irradiated with $T_{\text{irrad}} < 150$ K are shown. The cluster top and bottom are at profile points 30 and 70 respectively.

Ionic density was much less perturbed by the presence of the irradiated clusters. There was a consistent increase in Fe-density in the top half of the clusters, from one radius away from the cluster centre until the cluster centre, but the origin of this effect is unknown.

6.4 Subsequent Treatments

Following the ion irradiation of FeTiY and FeCrTiY at cryogenic temperatures, the same samples were subject to another irradiation treatment at 973 K. Part of the sample surface was masked so that two regions were made; one subject to both irradiation at low temperature and then high temperature (B01010 and C01010 from the Cr-free and Fe14Cr alloys...
respectively), and the other subject to irradiation at low temperature followed by a thermal treatment only (B010H and C010H). The irradiation details are given in tables 3.2.2 and 3.2.3 on page 46. These treatments are instructive as they allow the separation of the influence of irradiation and thermal annealing on starting samples that are already heavily damaged. The hardness was measured by nanoindentation, the crystal structure of the damaged region was assessed by GIXRD, cross-sectional EFTEM analysis was made and APT was performed on selected sample conditions.

The “bulk” properties of the irradiated layer were assessed by nanoindentation and GIXRD. First, the nanoindentation shows that the hardening caused by the irradiation at \( T_{irrd} < 150 \) was recovered after the thermal treatment in FeTiY (figure 6.4.1) and mostly recovered in FeCrTiY (figure 6.4.2). The nanoindentation results also show very little difference between irradiation and annealing at 973 K in both FeTiY and FeCrTiY. Second, the GIXRD scans of FeCrTiY (at 1° incidence angle, probing within the damaged layer) showed, for both the irradiated and annealed samples, only peaks from the \( \alpha\)-Fe and none from oxide or carbide phases.

The nanoindentation results suggest that whatever hardening was caused by the particle dissolution following cryogenic irradiation has been recovered by the annealing or subsequent irradiation at high temperature. However, GIXRD does not show any evidence of the re-formation of the \( \text{Y}_2\text{Ti}_2\text{O}_7 \) phase after either irradiation at 973 K or annealing for
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Figure 6.4.2 – Nanoindentation hardness as a function of displacement into the sample of FeTiY irradiated at cryogenic temperature. The pale ribbon shows the variation between different indentation results. The curve shown for reference is from a sample irradiated at low temperature and then annealed for ~10 hours at 973 K.

10 h. APT was performed to investigate the behaviour of the solute following the above treatments, and example atom maps from irradiated and annealed samples are shown in figure 6.4.3.

After irradiation and annealing, the clusters detected had a very different morphology to the clusters in the samples irradiated at cryogenic temperature. The average cluster compositions were similar to the as-received clusters, and in FeCrTiY, the Cr-content of the clusters had recovered to 15.3 ± 1.4 at% and 14.9 ± 2.2 at% in the annealed and irradiated samples respectively. The changes in cluster size are summarised in figures 6.4.4 for FeTiY and 6.4.5 for FeCrTiY.

The cluster distributions in figure 6.4.4 look very similar, with the same number density and sizes, for both the irradiated and annealed FeTiY sample. After both treatments in both alloys, a distribution of very small clusters are formed, with the annealed sample containing slightly smaller clusters, as given in table 6.4.1. In FeCrTiY, the irradiated sample (C01010) has a higher number density of clusters than the annealed sample (C010H), but both have a similar modal cluster size. It is not only the cluster size and number density that are altered by the treatments following irradiation at $T_{irrd} < 150$ K; the chemistry of the clusters is also altered.

Figure 6.4.6 shows the Y:Ti:O ratio of individual clusters from these samples in their starting condition (100 dpa, 120 K) and following irradiation and annealing at 973 K. The
6.4. Subsequent Treatments

(a) FeTiY, (100 dpa 117 K) 973 K ~10 h
(b) FeTiY, (100 dpa 117 K) 100 dpa, 973 K
(c) FeCrTiY, (100 dpa 118 K) 973 K ~10 h
(d) FeCrTiY, (100 dpa 118 K) 100 dpa 973 K

Figure 6.4.3 – Example atom maps from FeTiY (a,b) and FeCrTiY (c,d) irradiated at cryogenic temperature and then subsequently irradiated (b,d) or annealed (a,c) at 973 K. All volumes are 10x40x150 nm². Analysis direction is top to bottom. IDs: 19046, 19161, 18972 and 18890.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>As-rec.</th>
<th>Irrd.² 973K</th>
<th>Irrd.¹ + Annealed</th>
<th>Irrd.¹ + Irrd.³</th>
</tr>
</thead>
<tbody>
<tr>
<td>FeTiY</td>
<td>2.12</td>
<td>2.65</td>
<td>1.22</td>
<td>1.52</td>
</tr>
<tr>
<td>FeCrTiY</td>
<td>1.36</td>
<td>1.42</td>
<td>0.55</td>
<td>1.04</td>
</tr>
</tbody>
</table>

Table 6.4.1 – Modal cluster radius measured by APT after various irradiation and heat treatments. Irrd.¹ 100 peak dpa damage, $T_{irrd} < 150$ K. Irrd.² 150 peak dpa damage, $T_{irrd} = 973$ K. Irrd.³ 100 peak dpa damage, $T_{irrd} = 973$ K. The annealing of Irrd.¹ was at 973 K for ~10 h.

starting condition had a large spread of Y:Ti:O values, with a median Y:Ti ~2. After annealing, FeCrTiY formed many Ti-O clusters, but on average, the clusters had a reduced O-content compared to the as-received clusters. FeTiY lost some of the Y-rich clusters that were observed in the cryogenic sample, but both annealed samples retained a large variation in cluster composition.

In both irradiated samples, more Ti-rich clusters were formed, and the median Y:Ti ratio was < 1. The clusters formed following irradiation at 973 K are similar to those observed
in section 6.2 for both materials after high-temperature irradiation. Although the cluster chemistry may be similar to that observed after a single irradiation at 973 K, the morphology of the clusters in the sequentially irradiated samples are quite different. As noted above, the clusters formed by these treatments were smaller and formed preferentially on grain boundaries. The GB excess measurements are summarised in table 6.4.2, which shows 0.20–2.5 excess solute atoms/nm$^2$ on the GBs. The Cr segregation shows a wide range from depleted to excess values, -2–12 atoms/nm$^2$. These FeCrTiY samples also contained a non-negligible content of N concentrated at the GBs.
Figure 6.4.6 – Gibbs triangle showing individual cluster Y:Ti:O ratios of clusters in FeTiY and FeCrTiY irradiated to 100 dpa at 130 K, followed by irradiation and annealing at 973 K. The grey points show clusters in the as-received samples.
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Figure 6.4.7 – Median Y, Ti, O ratios of clusters in FeTiY and FeCrTiY irradiated to 100 dpa at < 150 K, followed by irradiation and annealing at 973 K. Error bars show the standard deviation measured for each component.

Table 6.4.2 – Grain boundary segregation in FeCrTiY irradiated (100 dpa, 973 K) and then irradiated again or annealed, as given in the Irradiation Condition column. All values in excess atoms/nm² relative to the bulk composition.

<table>
<thead>
<tr>
<th>Exp. ID</th>
<th>Irradiation Condition</th>
<th>dpa</th>
<th>C</th>
<th>N</th>
<th>Y</th>
<th>Ti</th>
<th>O</th>
<th>Cr</th>
</tr>
</thead>
<tbody>
<tr>
<td>18890</td>
<td>(100 dpa, 120 K), 100 dpa 973 K</td>
<td>94</td>
<td>0.00</td>
<td>0.00</td>
<td>0.07</td>
<td>0.12</td>
<td>0.37</td>
<td>2.42</td>
</tr>
<tr>
<td>18890</td>
<td>(100 dpa, 120 K), 100 dpa 973 K</td>
<td>100</td>
<td>0.00</td>
<td>0.14</td>
<td>0.06</td>
<td>0.31</td>
<td>0.45</td>
<td>-2.04</td>
</tr>
<tr>
<td>18890</td>
<td>(100 dpa, 120 K), 100 dpa 973 K</td>
<td>89</td>
<td>0.03</td>
<td>0.35</td>
<td>0.34</td>
<td>0.69</td>
<td>1.43</td>
<td>-2.38</td>
</tr>
<tr>
<td>18972</td>
<td>(100 dpa, 120 K), 973 K</td>
<td>64</td>
<td>0.03</td>
<td>0.12</td>
<td>0.18</td>
<td>0.02</td>
<td>0.17</td>
<td>1.32</td>
</tr>
<tr>
<td>18516</td>
<td>(100 dpa, 120 K), 973 K</td>
<td>63</td>
<td>0.00</td>
<td>0.21</td>
<td>0.10</td>
<td>0.16</td>
<td>0.39</td>
<td>5.65</td>
</tr>
<tr>
<td>18516</td>
<td>(100 dpa, 120 K), 973 K</td>
<td>66</td>
<td>0.01</td>
<td>0.10</td>
<td>0.05</td>
<td>0.13</td>
<td>0.18</td>
<td>0.52</td>
</tr>
<tr>
<td>18516</td>
<td>(100 dpa, 120 K), 973 K</td>
<td>81</td>
<td>0.04</td>
<td>0.30</td>
<td>0.12</td>
<td>0.19</td>
<td>0.58</td>
<td>0.67</td>
</tr>
<tr>
<td>18622</td>
<td>(100 dpa, 120 K), 973 K</td>
<td>59</td>
<td>0.05</td>
<td>0.00</td>
<td>0.14</td>
<td>0.09</td>
<td>0.17</td>
<td>2.34</td>
</tr>
<tr>
<td>18622</td>
<td>(100 dpa, 120 K), 973 K</td>
<td>64</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.04</td>
<td>0.60</td>
</tr>
<tr>
<td>18785</td>
<td>(100 dpa, 120 K), 973 K</td>
<td>63</td>
<td>0.02</td>
<td>0.17</td>
<td>0.00</td>
<td>0.12</td>
<td>0.08</td>
<td>2.36</td>
</tr>
<tr>
<td>18785</td>
<td>(100 dpa, 120 K), 973 K</td>
<td>64</td>
<td>0.00</td>
<td>0.02</td>
<td>0.14</td>
<td>0.20</td>
<td>0.31</td>
<td>12.79</td>
</tr>
<tr>
<td>18785</td>
<td>(100 dpa, 120 K), 973 K</td>
<td>83</td>
<td>0.00</td>
<td>0.47</td>
<td>0.45</td>
<td>0.56</td>
<td>1.36</td>
<td>5.89</td>
</tr>
</tbody>
</table>

6.5 Discussion

The main aim of the work reported in this chapter is to investigate the behaviour of the oxide particles in ODS steels subject to irradiation, and so to predict how such alloys will behave in service in a fission or fusion reactor environment. My experimental work is ex-situ and the results presented above should be understood in light of the results presented in Chapter 5. As established in Chapter 2, there have been a number of experiments using
different high-energy particles to cause the irradiation damage and I have used heavy self-
ions for this purpose. In section 2.4.3, the current understanding of particle irradiation
behaviour and its relation to ODS materials were explained. A number of questions were
raised, including:

• What is the critical stability temperature of the oxide particles?

• How does it relate to irradiation conditions other than temperature?

• What are the kinetics involved in irradiation-enhanced precipitation and growth?

• Is a universal $T^*$ appropriate, or does it depend on the alloy chemistry and particle
  character?

First, the general observations about the different alloys irradiated at $T_{irrad} > 700$ K are noted
before discussing the evidence for displacement mixing in the samples irradiated at $T_{irrad} <
150$ K. Finally, the different results are brought together in light of the current understanding
of the underlying mechanisms of irradiation damage and put into context with other reported
results.

6.5.1 FeY

After irradiation at 773 K, the FeY sample contained a bi-modal distribution of clusters:
larger clusters of a similar size and composition to those in the as-received material, and
smaller clusters with different evaporation behaviour, which formed preferentially on dislo-
cations and grain boundaries.

Looking first at the larger clusters, these were not removed or dissolved by the irra-
diation and they have the same Y:O ratio as bulk $Y_2O_3$ and the clusters analysed in the
as-received sample, 0.67 (figure 6.2.6). However, the GIXRD analysis indicates a loss of
the (222)-$Y_2O_3$ peak after irradiation at 773 K (figure 6.2.9) and analysis of the evaporation
behaviour shows that the irradiated clusters are very different (figure 6.2.8b). Therefore, I
conclude that the larger particles are amorphised by the irradiation, though they retain the
same composition. Two Cr-Y-composite oxide particles were detected in the irradiated samples. Unlike in the as-received samples, these oxides also showed some degree of mixing (figure 6.2.4b). While the formation of YCrO$_3$ is possible [314], it seems likely that these oxide phases are inter-mixed by the irradiation, and the time at 773 K is not sufficient for thermal diffusion to unmix the components (the Y$_2$O$_3$-Cr$_2$O$_3$ equilibrium phase diagram indicates negligible solubility [315]).

The smaller clusters have a metal:oxygen ratio very different to those of as-received clusters and more similar to the M:O of the small clusters observed in FeY-hi. Thus, the irradiated clusters may be oxygen deficient or a loss of oxygen may be apparent due to some APT artefact. Williams et al. [128] also observed clusters with a M:O close to 1 and 0.67, with the 0.67 clusters being larger in size and showing a different evaporation behaviour. When studying bulk Y$_2$O$_3$, Williams et al. observed a loss of Y ions, not O, during the experiment due to detector pile-up [121]. No evidence of ion dissociation that could cause the loss of neutral molecules was found [121]. Although the small clusters found after the irradiation have a composition similar to those found in FeY-hi, the ionic density through the clusters is very different (figure 6.2.8b). The ionic density of the small irradiated clusters is much lower than in the as-received material and more similar to the the ionic density of the clusters in the samples irradiated at cryogenic temperatures (figure 6.3.15). Therefore, these small clusters that form during the irradiation are very different to the small clusters observed in the as-received samples, even though they have similar sizes and compositions. Furthermore, the relatively low ionic density of the irradiated clusters reduces the chance that ions are lost due to pile-up at the detector. Therefore, unless another mechanism comes into play only with very small clusters, I judge that no significant loss of ions is occurring.

Another difference between the irradiated clusters and the FeY-hi clusters is their location: the irradiated clusters form preferentially on fast diffusion paths, GBs and dislocations (figure 6.2.3). The most Y-rich clusters were formed in the regions of highest damage (figure 6.2.5), suggesting either clustering of Y by irradiation-induced mechanisms or the preferential loss of O from the clusters. Therefore, this evidence together with that presented above
demonstrates the modification of the original $Y_2O_3$ oxide clusters and the formation of a new population of different Y-O clusters by irradiation at 773 K.

6.5.2 FeTiY

The GIXRD analysis showed a broader and less intense $Y_2Ti_2O_7-(222)$ peak in all the FeTiY samples subject to irradiation at high temperature compared to the unirradiated samples (figure 6.2.13). This indicates both a reduction in volume fraction (reduced intensity) and decrease in scattering domain size or increased strain distribution (increased peak width), but the APT results do not suggest the same reduction in oxide volume fraction or cluster size (figure 6.2.15). This discrepancy may result from the difference in techniques: GIXRD is biased towards the detection of larger crystalline particles and APT toward chemical features. Therefore, the clusters observed by APT may not be the same features observed by GIXRD, meaning that the larger particles may be disrupted preferentially by the irradiation but the smaller clusters are more stable. The evidence from the irradiation of FeY suggests the larger particles are amorphous, which would mean that they do not contribute to the diffracted intensity. The stability of the smaller clusters is consistent with the theory of inverse-Ostwald ripening [226], where the combination of displacement damage and thermal diffusion leads to an eventual steady state with a specific stable particle size [225].

Conversely, the slight growth of the clusters measured by APT and reduction in number density when irradiated at 973 K could be evidence of radiation-induced Ostwald ripening of initially smaller clusters [25]. The increased vacancy concentration caused by the irradiation causes an increase in diffusion rates, leading to accelerated thermal growth. The trend of the GIXRD peak widths in figure 6.2.13 suggests that larger particles are being formed at the higher irradiation temperatures, but the particles resulting from the irradiation are still smaller than those in the as-received and unirradiated samples.

The odd results from the samples irradiated at $T_{irr} = 873$ K (both nanoindentation and APT) suggest that at this temperature there is some different behaviour. The Y-rich clusters...
observed in this sample are spatially correlated (figure 6.2.18) and therefore, with the small sample volume of APT, an analysis may contain Y-rich clusters or may not depending on the exact spatial location. Indeed, some APT experiments contained Y-rich clusters and others did not. These features could be caused by chemical inhomogeneity in the starting material (c.f. figure 5.4.7 on page 128) or may result from the irradiation treatment. The Y-rich clusters in 873 K FeTiY had similar compositions to the small clusters observed in irradiated FeY; however, the clusters in FeTiY formed homogeneously, rather than preferentially on GBs and dislocations. By contrast in FeTiY, Y-, Ti- or O-depletion was observed at the GBs compared to the as-received sample. Comparing FeY and FeTiY, either the addition of titanium or the original particle distribution makes a considerable difference to the interaction of solute with the GBs. As shown in Chapter 5, the addition of Ti to the FeY alloy composition drastically reduces the cluster size, and so I would expect that Ti has the same refining influence during irradiation. The exact influence of Ti, whether it promotes nucleation or simply stabilises clusters, is uncertain, but the effect is the same. The other key difference is the initial cluster distribution in the two alloys: FeY contains much larger clusters and therefore has a much smaller area to act as sinks for point defects. In the absence of strong sinks, the defects may primarily be annihilated at GBs and this could promote the formation of the small clusters there.

### 6.5.3 FeCrTiY

In FeCrTiY after irradiation, GIXRD analysis of the \( \text{Y}_2\text{Ti}_2\text{O}_7 \) (222) peak showed reduced intensity, similar to FeTiY, but had the same FWHM as the as-received material (figure 6.2.22). The cluster size distribution measured by APT also showed only slight changes (within the range of variation of the inhomogeneity of the sample) after irradiation (figure 6.2.23). The GIXRD data did show, however, that carbides were formed by the irradiation, with increasing volume fraction at higher \( T_{\text{irrd}} \) (figure 6.2.20). These carbides, though occasionally observed by TEM, have a low enough number density to evade analysis by APT. APT of the oxide clusters did show a difference between the irradiated and as-received sam-
6.5. Discussion

The Y:Ti of all the irradiated and unirradiated samples was reduced relative to that of the starting material (figure 6.2.25). Unlike in FeTiY, no Y-rich clusters were formed by the irradiation, and the O-fraction of the clusters was slightly reduced. Lescoat et al. [25] similarly reported a reduction of the Y:Ti ratio of the smaller clusters after irradiation to 150 dpa at 773 K. The $T_{\text{irrd}}$ 973 K sample showed different Cr segregation behaviour; the Cr-shell around the clusters was deteriorated compared to the as-received sample but still evident (figure 6.2.27) and Cr was depleted around GBs.

Looking at the nanohardness results, only the 973 K sample showed a noticeable increase after irradiation. Above 700 K it is expected that the hardening from loop damage would be annealed out [316, 317]. Though this sample contained the largest clusters of the FeCrTiY samples irradiated at high temperature (1.42 nm modal radius), it also had the highest number density of clusters. Additionally, GIXRD showed the carbide formation was greatest at 973 K; therefore both the oxide cluster distribution and the carbide particles may explain the increased nanoindentation hardness of this sample compared to the other FeCrTiY samples.

6.5.4 Displacement Mixing

To isolate the effect of irradiation damage in the absence of thermal diffusion, irradiation experiments were performed with $T_{\text{irrd}} < 150$ K to limit thermal diffusion. After this irradiation, a significant hardening was measured in both FeTiY and FeCrTiY, with FeTiY showing saturation of the hardness after 50 dpa and FeCrTiY showing further hardening at 100 dpa peak damage dose. The similarity of the hardness of the two different alloys leads me to conclude that the hardening comes from the same mechanism in both alloys, irrespective of Cr content. Point defects and dislocation loops may be formed by irradiation at $< 150$ K, which would cause significant hardening [318].

Looking at the oxide particles, the evidence from HRTEM and GIXRD results shows that larger particles remain intact but are not crystalline (figure 6.3.4). The loss of the smaller particles and reduction in number density seen from the cross-sectional EFTEM
(figure 6.3.3) indicates that particles may have been dissolved by the irradiation. This is in agreement with previous reports, with the critical temperature for amorphisation of Y$_2$Ti$_2$O$_7$ reported as 780 K (1 MeV Kr ions, 0.4 dpa critical dose) [319] and < 750 K for Cr-oxide [320].

This was investigated further by APT experiments that showed large and diffuse clusters of solute ions, confirming that the clusters have been disrupted by the irradiation (figure 6.3.7). The presence of metallic Ti$^{++}$ ions, the increased solute content in the matrix (figure 6.3.9) and the difference in detected ionic density through the clusters are further evidence that the clusters have been at least partially dissolved by the irradiation. Therefore, the large increase in nanohardness may result from solid solution strengthening from the Y, Ti and O atoms displaced into the matrix and defects in the matrix caused by irradiation damage.

Though this dissolution behaviour is similar to that observed by others [24, 25, 190, 221], it contradicts the results shown by [24, 25] who noted a complete loss of clustering after irradiation at cryogenic temperatures. The clusters investigated by Parish et al. [190, 221] were larger and not fully dissolved by irradiation at 170 K and 160 dpa. The shape of the concentration profile shown in figure 6.3.12 is qualitatively similar to the Ti line scans shown in [190, 221], although the APT data is at a much smaller scale and better resolution than the STEM EDS line scans. Comparing my APT data with APT data reported elsewhere [24, 25], there is a discrepancy in that my clusters were not fully dissolved despite similar irradiation conditions. This may be due to a number of factors:

1. Larger initial radii of the particles in the as-received material preventing full dissolution [221].

2. Annealing caused by electronic stopping of the incident ions could help reform clusters or increase the solute mobility [221].

3. Other researchers may not have looked at a large enough volume to encounter these larger solute clusters. In both [24] and [25] the volume of examined material is not estimated.
4. Immiscible systems may not mix on irradiation [194], that is, there may be enough energy after the displacement cascade to allow some thermodynamic processes to occur, which is in agreement with the extreme stability of Y$_2$O$_3$ particles in $\alpha$-Fe reported in [220].

On reflection, it is most likely that a combination of the above effects are present. A larger initial particle size seems like the most likely explanation as to the difference between my results and those reported in [24, 25], who started with particle radii of 1.7 and 3.0 nm respectively. My FeTiY and FeCrTiY alloys contained a low number density of larger particles, >5 nm radius and $10^{21}$ m$^{-3}$, which could then form the diffuse clusters after irradiation (c.f. figure 6.3.8). If the irradiation at $T_{irrd} < 150$ K causes pure mixing of the components, then it is expected that this would lead to a smaller variation in cluster compositions. However, the cluster compositions showed a wider range of compositions from Y-O to Ti-O, indicating some influence of thermodynamics during the displacement cascade.

6.5.4.1 Mixing Model

Looking at the amount of displacement mixing predicted from a purely physical model, relative to the amount of mixing measured experimentally, gives insight into the actual displacement-mixing mechanism. For example, Monnet et al. [18] used a ballistic model to account for the displacement damage caused to MgO by electron-irradiation, and concluded that the ballistic mechanism could not be solely responsible for the rate of shrinkage of the particles. Displacement mixing [191, 321] can be approximated to a diffusion process with the following diffusion coefficient, using the displacement rate $\Gamma$ and the mean squared displacement $\langle x^2 \rangle$:

$$D_m = \frac{1}{6} \Gamma \langle x^2 \rangle$$

The analytical solution for the concentration $C(x)$ around a dissolving sphere of initial radius $r_0$ is given by [322]:
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Figure 6.5.1 – SRIM predicted solute (Y+Ti+O) concentration from a 5 nm thick layer of Y$_2$Ti$_2$O$_7$ embedded in Fe at a depth of 450 nm (solid black curve). 10,000 simulated incident ions (Fe$^+$ 1.8 MeV), displacement energies: Fe 40 eV and 57 eV for Y, Ti and O, multiplied by a dose of $9 \times 10^{16}$ ions/cm$^2$ to give a peak damage of 100 dpa. Density of Y$_2$Ti$_2$O$_7$ set to 5 g/cm$^3$. The dashed line is the fitted diffusion model with $C_0 = 1$ and $\sqrt{Dm}t = 0.49$ nm$^{-1}$, giving $D_m = 4.5–7.5 \times 10^{-20}$ cm$^2$s$^{-1}$.

$$C(x) = C_0 \left[ \text{erf} \left( \frac{r_0 - x}{\sqrt{Dt}} \right) + \text{erf} \left( \frac{r_0 + x}{\sqrt{Dt}} \right) \right]$$ (6.5.1)

where $C_0$ is the initial concentration in the sphere, $t$ is time and $D$ is the diffusion coefficient in m$^2$s$^{-1}$. If $D$ is replaced with $D_m$ and $t$ with the displacement damage dose rate $\Gamma$, then this can be used to estimate $D_m$ from a concentration profile of a dissolved particle. Figure 6.5.1 shows the SRIM-predicted concentration profile of a 5 nm Y-Ti oxide particle after irradiation to 100 dpa, overlaid with the diffusion model given in equation 6.5.1 with $D_m = 4.5–7.5 \times 10^{-20}$ cm$^2$s$^{-1}$. This is an underestimation of $D_m$ because SRIM does not account for the accumulation of displaced atoms, as noted by [221], and because SRIM is a purely ballistic simulation, there is no chemical influence on the mixing.

The alternative method for estimating $D_m$ using SRIM is to measure $\langle x^2 \rangle$ directly from the recoil distribution [226]. Lescoat et al. [25] use this method and come to a $D_m$ of $6.7 \times 10^{-19} – 1.3 \times 10^{-18}$ cm$^2$s$^{-1}$, assuming the displacement rate $T$ is equal to the damage rate in dpa [25]. Once $D_m$ is calculated, it can be used in the same way as by Frost and Russel [321];
thus the shape of the concentration profile should agree with equation 6.5.1. However, the profile predicted by SRIM does not fit this model well, especially as SRIM predicts a higher concentration further from the particle than the diffusive model, but the shape of the SRIM profile does match the experimentally measured composition line profiles given in figures 6.3.12 and 6.3.13, which have a wide spread of solute either side of the cluster.

Despite the limitations of the diffusion model, it allows an approximate measure of the dissolution of the clusters as a function of damage. This is only possible by making an assumption about the initial size of the cluster. Here I have estimated the initial cluster radius from the number of counts (of Y, Ti and O) in the measured line profile. Figure 6.5.2 shows the fitted width of the composition line profile normalised by an estimate of the initial radius. The linear line of best fit from figure 6.5.2 indicates, with a p-value < 0.1%, that the composition profile width is proportional to the damage in dpa, but without knowledge of the exact starting size of the clusters before irradiation, it is not possible to estimate $\sqrt{D_m} \Gamma$.

Having looked at the effects of irradiation in the absence of thermal diffusion, using the data from the samples annealed and irradiated at high temperature, the influence of
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Figure 6.5.3 – The steady-state diffusion coefficient of Y during irradiation, at a displacement rate of $6.4 \times 10^{-3}$ dpa/s, as a function of temperature. The contributions from displacement mixing, radiation-enhanced diffusion and thermal diffusion are indicated. The values are representative of bulk diffusion of Y in Fe with a sink strength of $4.3 \times 10^{11}$ cm$^{-2}$, as per [25].

Temperature on the irradiation processes can be investigated.

### 6.5.5 High-Temperature Irradiation

Lescoat et al. [25] demonstrated the application of established descriptions of irradiation-enhanced diffusion [323] and the estimate of displacement mixing (presented above) to determine the stability of the oxide particles as a function of temperature. They argued that the growth of the particles is controlled by the diffusion of Y in Fe, as this is the slowest diffusing species. The diffusion coefficient of Y as a function of temperature under irradiation (using their parameters and values) is shown in figure 6.5.3.

Figure 6.5.3 has 3 regimes:

1. $T > 1000$ K: diffusion of Y is dominated by thermal diffusion, $D_{th}$
2. $400 < T < 1000$ K: diffusion is thermal but enhanced by an excess of vacancies created by irradiation, $D_{irr}$
3. T < 400 K: the diffusion coefficient is defined by displacement mixing (equation 6.5.1), $D_m$

Lescoat et al. explained the coarsening of the particles at $T_{irrd}$ 773 K by irradiation-enhanced Ostwald ripening due to the enhanced diffusion coefficient, and they explained the loss of particles at $T_{irrd}$ 170 K by $D_m$ being greater than $D_{irr}$. In another similar experiment by Allen et al. [23], shrinkage of the particles at 773 K was observed. However, in my experiments with $T_{irrd} = 773$ K, coarsening was not observed, despite the similarity of the irradiation conditions. One important difference between the experiments is the alloy composition because Lescoat’s material contained roughly twice the content of Y$_2$O$_3$: Fe-18Cr-1W-0.3Ti-0.6Y$_2$O$_3$ and Allen’s starting material contained much larger particles.

Lescoat considered the particles as either growing or shrinking based on the value of $D_{irr}(T)$ relative to $D_m$. However, early models of particle stability under irradiation suggest that during irradiation it is possible to reach steady-state conditions [321]. That is, after some initial time, the particle radii will tend to some constant value, rather than continuous growth or dissolution. Some of the limitations of the early models, such as the assumption of fixed displacement distance or the restriction that solute can only be moved from particles to the matrix, have been relaxed by more complex phase-field [225] or molecular dynamics models [226]. It is not in the scope of this work to carry out detailed computer modelling; however, the important implication of the later modelling work indicates that though $D_m$ is analogous to a diffusion process, it does not take place at the atomic length scale. This difference in length scales leads to mesoscopic patterning of the microstructure [324], including the steady-state behaviour described by [321].

Another assumption made by Lescoat et al. was that the growth of the Y-Ti oxides was controlled solely by the diffusion of Y. This is the case with my experimental results on the irradiation of FeY; new Y-rich clusters were formed in diffusion short-cuts. However, they noted the reduction in the Y:Ti ratio of the smaller clusters after irradiation at 773 K, similar to my own findings, and this chemical alteration indicates that Ti has an important role in the cluster growth. In both irradiated FeTiY and FeCrTiY, generally fewer Y-rich clusters were
observed compared to the as-received material. This may be due to the preferential dissolution of these clusters or the gain of Ti by these clusters. Given the much greater diffusion rates of O and Ti in Fe compared to Y (even when enhanced by irradiation), it seems plausible that the redistribution of Ti is responsible for the chemical alteration of the clusters after irradiation at high temperature. For instance, in neutron irradiated MA957, Ti segregation to the grain boundaries was observed [325]. The thermal and radiation-enhanced diffusion coefficients of Y and Ti are shown in figure 6.5.4. Because the irradiation experiments had some time of annealing after the irradiation (as the samples cooled), the resulting microstructure is a product of both radiation-enhanced and thermal diffusion. The clusters in $T_{irrad}$ 973 K FeTiY show a much smaller variation in composition than in the as-received material, indicating homogenization of the cluster compositions—consistent with the Ti redistribution theory. The samples irradiated at 150 K and then subsequently irradiated also showed a trend to reduced Y:Ti ratio (figure 6.4.7) consistent with this idea. In contrast to this homogenization behaviour, the $T_{irrad} < 150$ K samples show a broader distribution of cluster compositions and the smallest clusters are Y-rich. This behaviour is consistent with chemical unmixing during irradiation, rather than homogenization.

### 6.5.6 Conclusions

The irradiation behaviour of the oxide clusters in the model ODS alloys studied was a combination of displacement mixing, which is evident at low temperatures, and radiation-enhanced diffusion of both Y and Ti. Although clusters were present in the samples irradiated at high temperature, these may not all be the same clusters which existed before the irradiation, and as the results from FeY showed, new clusters can be nucleated during the irradiation. The presence of Ti and an initial distribution of clusters seems to reduce the solute (Y, Ti and O) segregation to the grain boundaries. However, the samples irradiated at low temperature and then annealed show that if solute is ejected into the matrix then it will segregate to the GBs. As described by numerical models, the cluster population is dynamic with the irradiation conditions and may reach a steady state after prolonged periods.
of irradiation with a specific stable cluster radius and number density.

The critical stability temperature ($T^*$, defined in section 2.4.3) of the oxides can be judged from the APT results. For FeY, the irradiation at 773 K is in the $T \ll T^*$ regime as new clusters are precipitated. For FeTiY, $T^*$ lies between 873 and 973 K because the clusters in the $T_{irrd}$ 973 K sample showed some coarsening. However, $T^*$ for the clusters in FeCrTiY must lie above 973 K for the irradiation conditions used in my experiments, as no coarsening was observed at this temperature. Even ignoring the chemical behaviour of the clusters, the cluster size evidence presented shows that $T^*$ depends on the alloy composition. Thus, it is possible that the ODS alloy composition can be tuned to form clusters with an adequate irradiation resistance for the conditions they will experience in service.

### 6.6 Summary

Three model ODS alloys have been subject to a high dose of self-ion irradiation at a range of different temperatures to investigate the irradiation stability of the oxide particles they con-
tain. In general, the volume fraction of crystalline oxide phase was reduced by irradiation, but clusters of similar radii and number density to the as-received material were observed in all alloys. Evidence from HRTEM indicates that the particles may be amorphised by ion-irradiation, something the APT is insensitive to. However, changes in the ionic density of the clusters detected using my new averaging line profile methodology may be a result of amorphisation.

The cluster stability was observed as a function of temperature, with subtle differences in chemistry and distribution in the samples irradiated at higher temperatures, and more dramatic changes in the samples irradiated below 150 K. The samples irradiated at cryogenic temperatures showed no crystalline oxide reflections in GIXRD data and large increases in hardness, but the APT data showed some clustering of Y, Ti and O was still present. Investigation of the chemistry of these clusters indicated the displacement mixing of the material was not purely a physical process and had some chemical component. Changes in cluster chemistry at high temperature also suggest that redistribution of Ti, rather than only Y, is important for determining the response of the clusters to irradiation.

Critically, it is clear from these results that the distinction of “stable” or “not stable” is insufficient to describe the irradiation response, as it involves many factors including the cluster size, number density, morphology and chemistry. The experimental results presented in this chapter highlight some of limitations of the current understanding of precipitate stability under irradiation, specifically the role of diffusion short-cuts (in irradiated FeY) and that the growth of the clusters may not be limited solely by the Y flux.
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Summary and Conclusions

7.1 Introduction

The safe and reliable operation of fission and fusion power production relies on the structural stability of their construction materials. Oxide dispersion strengthened steels possess high-temperature properties that make them suitable for the fuel cladding material in advanced fission reactors and for the first wall and blanket materials for fusion reactors. It is important to understand the behaviour of these oxide clusters under irradiation, as they provide the high-temperature stability and irradiation resistance of these materials. However, few studies on ODS alloys have been conducted in a systematic manner and to such a level of detail before, while very few studies have compared the irradiation resistance of different alloys under the same irradiation conditions. This chapter gives an overview summary of the work in the preceding chapters, followed by the overall conclusions of the work and suggestions for future research.

7.2 Summary

The empirical findings of this work are given in summary in chapters 5 and 6. A graphical summary of the atom probe results are shown in figure 7.2.1. These findings were made possible through the application of high-resolution characterisation techniques de-
Figure 7.2.1 – Summary image of atom maps from samples subject to different irradiation conditions. The as-received samples are shown at the top, second row shows the samples after irradiation at high temperature, the 3rd row are samples irradiated at 120 K and the bottom row shows the result of subsequent irradiation and thermal treatments.
7.2. Summary

tailed in chapter 3 and the extended data analysis techniques given in chapter 4. This section summarises how the findings of this work address the research questions posed in the introduction: what is the effect of alloy composition on the particles; what is the irradiation behaviour of the oxide clusters; and how does this behaviour depend on \(T_{irrad}\) and alloy composition? I have been the first to apply GIXRD to study irradiation damage of ODS alloys and I have implemented improved atom probe data analysis methods in order to address these questions.

The methods of TEM and APT using FIB to prepare samples, though complex, has become routine for the site-specific study of the shallow damage layers produced by ion irradiation. However, the inhomogeneity of my ODS samples studied (section §5.5) has posed some difficulties for the small-scale characterisation techniques of TEM and APT. Therefore, glancing incidence XRD was applied to study the irradiation response of the oxide phases on a macroscopic scale. This technique is complementary to APT, and revealed changes in both the oxide clusters as a function of irradiation temperature and the radiation-enhanced growth of carbides in the Cr-containing ODS alloy.

The main limitation of using APT to study ODS materials is the differing evaporation behaviour of the metal matrix and the oxide phases. Refinements to the reconstruction protocol and continuous or *in-situ* measurement of the tip shape [327] are necessary to further improve the reconstruction accuracy. The current reconstruction protocol may also be improved by comparison of the reconstructed data with computer models of the APT experiment [258]. However, chapter 4 explains how I used automated, systematic and organised methods to enhance the current analysis of the APT data. I have taken pragmatic approaches to analyse the oxide clusters, using composition line profiles parallel to the APT analysis direction and implementing a matrix correction to measure the composition. My extended methods illuminated changes in the cluster chemistry as a function of irradiation treatment and gave more statistical confidence to the findings. Certain et al. [135] noted that composition line profiles of some clusters in an irradiated ODS sample analysed by APT “were too noisy to detect a subtle increase in Cr concentration.” [135]. However, the profile averaging
routine I have developed (section §4.5.1) has demonstrated Cr-rich shells in even sub-2 nm radii clusters in the irradiated samples (figure 6.2.27).

### 7.3 Conclusions

Evidence from my own results and that summarised in the literature suggest the oxide phases present in ODS alloys are formed during the consolidation and are not simply a dispersion of the original $Y_2O_3$ oxide. The effect of Ti on the oxide structure is well known and my results are in agreement with those reported elsewhere, that Ti strongly interacts with the oxide clusters and produces a new Y-Ti oxide phase. My work shows that a range of Y:Ti ratios in the oxide clusters are possible and I suggest these may occur due to micrometre-range variations in the chemistry of the mechanically alloyed powders before consolidation. These findings are in agreement with TEM studies of similar alloys, which show that defective or vacancy-rich oxides may form. The effect of Cr on the oxides is less well understood, but my results show conclusively that the presence of Cr reduces the cluster size, enhances number density and induces the formation of Cr-rich shells around the clusters.

The high-temperature irradiation behaviour was observed to be different for each of the three alloy compositions; the Fe–$Y_2O_3$ alloy nucleated many small Y-rich clusters on grain boundaries and dislocations; the Fe–Ti–$Y_2O_3$ alloy showed anomalous behaviour at $T_{irrd} \leq 873$ K by forming Y-rich clusters homogeneously and showing cluster coarsening at 973 K; and the clusters Fe–Cr–Ti–$Y_2O_3$ alloy retained their Cr-rich shells, average radius and number density after irradiation. After irradiation at 973 K, the predominantly Ti-rich clusters were observed, and it is proposed that this is due to the redistribution of Ti during the irradiation by combination of displacement damage and irradiation-enhanced diffusion. However, after irradiation at < 150 K, the smallest clusters were removed but larger diffuse clusters remained. These larger clusters had a large variety of different compositions and this was taken to be evidence of chemically-driven displacement un-mixing rather than a purely physical homogenisation. Annealing or further irradiation of these samples at 973 K.
resulted in a high number density of very small clusters that formed on grain boundaries in the Fe–Cr–Ti–Y$_2$O$_3$ alloy. The larger clusters formed in the irradiated samples are evidence of irradiation enhancing the diffusion rates and causing accelerated growth of the clusters, rather than causing dissolution of the clusters. Comparison of the FeTiY and FeCrTiY alloys showed that the critical temperature $T^*$ (for the irradiation conditions used) was $T^*_{\text{FeTiY}} \ll 973\,\text{K}$ and $T^*_{\text{FeCrTiY}} < 973\,\text{K}$ for samples that had been irradiated at low-temperature first.

### 7.4 Suggestions for Future Work

The conclusions and results presented above highlight the need for further investigation of specific aspects. These are given below:

- Creation of an alloy of Fe, Cr and Y$_2$O$_3$ to compare the influence of Cr in the absence of Ti
- A detailed investigation of the dose rate effects, using different displacement damage rates and including a comparison of a diffuse and rastered ion beam
- A control experiment of cryogenic irradiation of an Fe-Cr alloy to measure the extent of the hardening caused in the matrix in the absence of oxide particles
- Some kind of modelling work, similar to [220], to replicate the partial dissolution of the oxide particles at high-dose irradiation at $< 150\,\text{K}$
- An experiment to determine how the mechanical properties depend on the microstructural properties of ODS alloys, for example, what is the optimal oxide particle size and volume fraction? This information could be used to optimise ODS alloys
- Good progress has been made on the modelling of point defects and clusters in irradiated metals, however the modelling of chemical segregation and clustering is less well understood. Therefore further investigation should be made into the chemical changes which occur during irradiation, including the development of a unified framework for understanding these effects in any irradiated metal
• The measurement of clustering in this work required an arbitrarily parameterised selection procedure. In the future an objective approach, perhaps the maximisation of information c.f. [328] or such as that used in principal component analysis, should be used to inform the cluster selection.

****

This study set out to improve our understanding of irradiation damage of oxide particles in oxide dispersion strengthened steel through the use of model alloys. Well controlled and systematically varied alloy compositions provided insight into the refining influence of Ti, but also into the effect of Cr to form shells around the particles and restrict their size. The irradiation stability was shown to depend on the initial particle distribution, particle chemistry and irradiation temperature. Irradiation at cryogenic temperature did not fully dissolve the particles, and the cluster compositions showed evidence for the thermodynamic influence on displacement mixing. These results were only made possible by the application of novel analysis techniques applied to APT data and careful processing of the mass-spectrum data. Changes to the crystalline structure were observed in bulk samples using the new application of GIXRD to study the shallow depth irradiation damage. The irradiation damage at high temperature was explained in the context of existing models, and the discrepancies between their predictions and the experimental results presented highlighted the need for the use of more sophisticated modelling techniques.
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Appendix A

Appendices

A.1 SRIM Calculation

Stopping Range In Matter (SRIM) calculations were performed using the “simple” Kichin-Pease mode with 40 \text{eV} displacement energy and 0 \text{eV} lattice binding energy as per the guidelines given in [184]; 10,000 ions were simulated in the SRIM 2013 version with the 2008 stopping power version. Details of the calculation and operation can be found in [186]. An image of the TRIM calculation window is shown in figure A.1.1. The damage in dpa was calculated from the VACANCY.txt output; by summing the vacancies due to ions and recoils, multiplying by the ion dose (ions cm$^{-2}$) and dividing by the number of atoms in a 1 cm$^2$ area by 1 Å thick layer, $8.48 \times 10^{14}$ for Fe. This calculation is performed by the R function SRIM2dpa.R:

```r
SRIM2dpa <- function(fileName, dose = 1.5E17, atoms = 8.48E14) {
  # reads the VACANCY.txt file produced by SRIM
  # atoms = number of atoms in a 1 angstrom thick layer of area A
  # dose = number of ions per area A (eg per 1 cm$^2$)
  # returns a data frame, names: depth, ions, recoils, total, dpa
  # library(data.table)
  # library("dplyr")
  # read file using fread
  vac <- fread(fileName, header=TRUE, nrow=100, skip="---
  ---
  ---")
  # rename and select columns
  setnames(vac,c("depth","b1","ions","b2","recoils"))
  vac <- select(vac,depth,ions,recoils)
  mutate(vac,total=ions+recoils, dpa=total*dose/atoms)
}
```

A.2 Principal Component Analysis Example

Principal component analysis (PCA) was performed on EFTEM data using the singular value decomposition method described in [153, 242, 243] and implemented in HyperSpy [243]; for more information regarding PCA, see [244].

Supposing a line-spectrum $D$ that can be described by a linear model:
A.2. Principal Component Analysis Example

Figure A.1.1 – Screen shot of the TRIM calculation window.

\[ D = [d_{i,j}]_{m \times n} = [p_{i,j}]_{m \times l} \times [s_{i,j}]_{l \times n} \]  
\[ (A.2.1) \]

where \( m \) is the number of pixels in the line scan, \( n \) the number of channels in the spectrum and \( l \) the number of components, e.g. spectra of individual compounds. Normally, what we actually measure is a noisy version of \( D, D' \):

\[ D = [d_{i,j}]_{m \times n} = [p_{i,j}]_{m \times l} \times [s_{i,j}]_{l \times n} + Noise \]  
\[ (A.2.2) \]

\( D' \) could be factorized as follows:

\[ D' = [\hat{p}_{i,j}]_{m \times k} \times [\hat{s}_{i,j}]_{k \times n} \text{ where } k \leq \min(m,n). \]  
\[ (A.2.3) \]

Extra constraints are needed to fully determine the matrix factorization; therefore orthogonality is imposed. This decomposition is called Principal Component Analysis and is performed using singular value decomposition (SVD). The components \( k \) are sorted in order of decreasing “explained variance” (eigen values), which are multiplied by the corresponding eigen vectors to retrieve the original data. The assumption, stated in equation A.2.2, is that the combination of components and noise is linear and that there are \( k \) principal components (which are selected based on their explained variance):

\[ D' = [\hat{p}_{i,j}]_{m \times k} \times [\hat{s}_{i,j}]_{k \times n} + [\hat{p}_{i,j}]_{m \times k-l} \times [\hat{s}_{i,j}]_{k-l \times n} \]  
\[ (A.2.4) \]
Therefore the de-noised data is retrieved as:

\[ D' \approx [\bar{p}_{i,j}]_{m \times k} \times [\bar{s}_{i,j}]_{k \times n} \]  \hspace{1cm} (A.2.5)

with the noise components equal to:

\[ Noise \approx [\bar{p}_{i,j}]_{m \times k-l} \times [\bar{s}_{i,j}]_{k-l \times n} \]  \hspace{1cm} (A.2.6)

For EFTEM data, either the eigen vectors \( \bar{\rho} \) themselves or the reconstructed data \( D'' \) are used for further analysis.

A.3 File Formats

A.3.1 .POS file

Used to store the x, y, z and \( m/z \) ratios of reconstructed ion species from an APT experiment. Read in MATLAB using readpos.m:

\[ [x, y, z, m, nb] = \text{readpos(fileName)} \]

A.3.2 .EPOS file

Used to store the pos file information with additional information from the experiment. This includes, the raw time-of-flight value, the voltage pulse amplitude, the standing voltage amplitude, the detector coordinates (\( X_D \) and \( Y_D \)), the number of pulses since the last detected ion and the hit multiplicity. Read in MATLAB using readepos.m:

\[ [x, y, z, m, tof, vdc, vp, xd, yd, dP, nm, nb] = \text{readepos(fileName)} \]

A.3.3 .RRNG file

 Specifies ranges of \( m/z \) values which correspond to specific ionic species. My function rangeReader.m can read the format specified below into the MATLAB work-space.

\[ [\text{element_num}, \text{range_num}, \text{elements}, \text{ranges}] = \text{rangeReader(rrrgFile)} \]

\[
\begin{align*}
\text{[Ions]} \\
\text{Number}=9 \\
\text{Ion1}=\text{Fe} \\
\text{Ion2}=\text{C} \\
\text{Ion3}=\text{N} \\
\ldots \\
\text{Ion9}=\text{W} \\
\text{[Ranges]} \\
\text{Number}=59 \\
\text{Range1}=27.9475 \hspace{1cm} 27.9913 \hspace{1cm} \text{Vol:0.01177 Fe:1 Color:FF00FF} \\
\text{Range2}=55.8950 \hspace{1cm} 55.9738 \hspace{1cm} \text{Vol:0.01177 Fe:1 Color:FF00FF}
\end{align*}
\]
A.4 Lorentzian Peak Fitting

Peaks in GIX diffractograms were fit using a Lorentzian peak:

\[ f(x) = \frac{\alpha}{(x-\beta)^2 + \gamma} + c + mx \]  \hspace{1cm} (A.4.1)

Where \( \alpha \) is the amplitude of the the peak, \( \beta \) is the peak position, \( \gamma \) is the peak width (2 \times \sqrt{\gamma} = FWHM), and where \( c \) and \( m \) describe a linear background. The fitting is performed in MATLAB using the following:
Chapter A: Appendices

<table>
<thead>
<tr>
<th>$T_{\text{irrd}}$/K</th>
<th>Damage dpa</th>
<th>Amp</th>
<th>FWHM /$\phi$ 2$\theta$</th>
<th>Integrated counts</th>
<th>Centre /2$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>-</td>
<td>2.92</td>
<td>0.26</td>
<td>2514</td>
<td>16.26</td>
</tr>
<tr>
<td>773</td>
<td>150</td>
<td>0.63</td>
<td>0.23</td>
<td>629</td>
<td>16.22</td>
</tr>
<tr>
<td>873*</td>
<td>150</td>
<td>0.63</td>
<td>0.53</td>
<td>170</td>
<td>16.16</td>
</tr>
<tr>
<td>973</td>
<td>150</td>
<td>1.15</td>
<td>0.43</td>
<td>430</td>
<td>16.24</td>
</tr>
</tbody>
</table>

(a) 2$\circ$, 800 nm attenuation length.

<table>
<thead>
<tr>
<th>$T_{\text{irrd}}$/K</th>
<th>Damage dpa</th>
<th>Amp</th>
<th>FWHM /$\phi$ 2$\theta$</th>
<th>Integrated counts</th>
<th>Centre /2$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>-</td>
<td>4.55</td>
<td>0.32</td>
<td>2734</td>
<td>16.27</td>
</tr>
<tr>
<td>773</td>
<td>150</td>
<td>1.43</td>
<td>0.29</td>
<td>1092</td>
<td>16.28</td>
</tr>
<tr>
<td>873</td>
<td>150</td>
<td>0.84</td>
<td>0.35</td>
<td>449</td>
<td>16.28</td>
</tr>
<tr>
<td>973</td>
<td>150</td>
<td>0.50</td>
<td>0.23</td>
<td>443</td>
<td>16.25</td>
</tr>
</tbody>
</table>

(b) 4$\circ$, 1600 nm attenuation length.

Table A.4.1 – The result of fitting a Lorentzian peak, with a background subtraction, to the $Y_2Ti_2O_7$-(222) peak at 16.3 2$\theta$ in the GIX diffractograms from irradiated FeCrTiY. * This sample had a very low intensity diffractogram overall but the experiment could not be repeated, therefore the fitting should not be considered reliable.

<table>
<thead>
<tr>
<th>$T_{\text{irrd}}$/K</th>
<th>Damage dpa</th>
<th>Amp</th>
<th>FWHM /$\phi$ 2$\theta$</th>
<th>Integrated counts</th>
<th>Centre /2$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>-</td>
<td>0.47</td>
<td>0.17</td>
<td>675</td>
<td>16.27</td>
</tr>
<tr>
<td>773</td>
<td>150</td>
<td>0.96</td>
<td>0.31</td>
<td>576</td>
<td>16.26</td>
</tr>
<tr>
<td>773</td>
<td>-</td>
<td>0.57</td>
<td>0.15</td>
<td>876</td>
<td>16.31</td>
</tr>
<tr>
<td>873</td>
<td>150</td>
<td>1.38</td>
<td>0.30</td>
<td>895</td>
<td>16.28</td>
</tr>
<tr>
<td>873</td>
<td>-</td>
<td>0.90</td>
<td>0.15</td>
<td>1470</td>
<td>16.31</td>
</tr>
<tr>
<td>973</td>
<td>150</td>
<td>0.85</td>
<td>0.27</td>
<td>648</td>
<td>16.28</td>
</tr>
<tr>
<td>973</td>
<td>-</td>
<td>0.44</td>
<td>0.15</td>
<td>701</td>
<td>16.32</td>
</tr>
</tbody>
</table>

Table A.4.2 – The result of fitting a Lorentzian peak, with a background subtraction, to the $Y_2Ti_2O_7$-(222) peak at 16.3 2$\theta$ in the GIX diffractograms from irradiated FeTiY. Incident angle 4$\circ$; 1600 nm attenuation length.

function $F = lfun3L(p,x)$
$F = p(1)./(((x-p(2)).^2+p(3)) + p(4) + p(5)).*x;$
end

[params, resnorm, residual] = lsqcurvefit(@lfun3L,p0,x,y,lb,ub);

The result of using the above routine on the FeCrTiY samples irradiated at high temperature is shown in table A.4.1.

A.5 MATLAB Programs

List of the most important MATLAB scripts I have written, some to be used in-conjunction with $posgen$ (D Haley*). The source code for these functions and others are available digi-

*http://apttools.sourceforge.net
A.6 Cluster selection parameters

Cluster selection parameters for APT data were chosen according to the details given in section 3.7.8 on page 73 and the specific parameters used are given in table A.6.1.
Table A.6.1 – Cluster selection parameters used in “usable” experimental data sets. ID prefix = “R14_”. \( D_{\text{max}} \), \( L \) and \( E_r \) are in nm. Sample codes with “u” suffix are unirradiated (heat treated only).

<table>
<thead>
<tr>
<th>ID</th>
<th>Alloy</th>
<th>Sample Code</th>
<th>( D_{\text{max}} )</th>
<th>( L )</th>
<th>( E_r )</th>
<th>( N_{\text{min}} )</th>
<th>Core ions</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>15065</td>
<td>FeTiY</td>
<td>FeTiY</td>
<td>0.8</td>
<td>0.8</td>
<td>12</td>
<td>Fe2O, O, TiO, Y, YO</td>
<td>99</td>
<td></td>
</tr>
<tr>
<td>15202</td>
<td>FeCrTiY</td>
<td>FeCrTiY</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>15 O, TiO, Y, YO</td>
<td>86</td>
<td></td>
</tr>
<tr>
<td>15529</td>
<td>FeCrTiY</td>
<td>FeCrTiY</td>
<td>1.2</td>
<td>1.2</td>
<td>20</td>
<td>O, TiO, Y, YO</td>
<td>76</td>
<td></td>
</tr>
<tr>
<td>15576</td>
<td>FeY</td>
<td>FeY</td>
<td>1.2</td>
<td>1.2</td>
<td>20</td>
<td>O, O2, Y, YO, YO2</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>15577</td>
<td>FeY-hi</td>
<td>FeY-hi</td>
<td>1.2</td>
<td>1.2</td>
<td>20</td>
<td>Y, YO</td>
<td>715</td>
<td></td>
</tr>
<tr>
<td>15627</td>
<td>FeY-hi</td>
<td>FeY-hi</td>
<td>2</td>
<td>2</td>
<td>12</td>
<td>Y, YO</td>
<td>217</td>
<td></td>
</tr>
<tr>
<td>15645</td>
<td>FeY</td>
<td>FeY</td>
<td>1.3</td>
<td>1.3</td>
<td>30</td>
<td>Y, YO, YO2</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>15733</td>
<td>FeTiY</td>
<td>FeTiY</td>
<td>0.9</td>
<td>0.9</td>
<td>12</td>
<td>O, TiO, Y, YO</td>
<td>86</td>
<td></td>
</tr>
<tr>
<td>15734</td>
<td>FeCrTiY</td>
<td>FeCrTiY</td>
<td>0.85</td>
<td>0.85</td>
<td>10</td>
<td>O, TiO, Y, YO</td>
<td>372</td>
<td></td>
</tr>
<tr>
<td>15781</td>
<td>FeY-hi</td>
<td>FeY-hi</td>
<td>0.8</td>
<td>0.8</td>
<td>12</td>
<td>Y, YO</td>
<td>114</td>
<td></td>
</tr>
<tr>
<td>15873</td>
<td>FeTiY</td>
<td>FeTiY</td>
<td>1</td>
<td>1</td>
<td>12</td>
<td>Y, YO</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>15867</td>
<td>FeCrTiY</td>
<td>FeCrTiY</td>
<td>1.2</td>
<td>1.2</td>
<td>20</td>
<td>TiO, Y, YO</td>
<td>63</td>
<td></td>
</tr>
<tr>
<td>15868</td>
<td>FeCrTiY</td>
<td>FeCrTiY</td>
<td>0.8</td>
<td>0.8</td>
<td>20</td>
<td>TiO, Y, YO</td>
<td>86</td>
<td></td>
</tr>
<tr>
<td>15972</td>
<td>FeTiY</td>
<td>FeTiY</td>
<td>0.86</td>
<td>0.8</td>
<td>6</td>
<td>Y, YO</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>15975</td>
<td>FeY</td>
<td>FeY</td>
<td>1</td>
<td>1</td>
<td>29</td>
<td>Y, YO</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>16245</td>
<td>FeTiY</td>
<td>FeTiY</td>
<td>1.4</td>
<td>1.4</td>
<td>12</td>
<td>O, Y, YO</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>16416</td>
<td>FeCrTiY</td>
<td>C2</td>
<td>0.8</td>
<td>0.8</td>
<td>25</td>
<td>O2, Y, YO</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>16421</td>
<td>FeCrTiY</td>
<td>C2</td>
<td>0.8</td>
<td>0.8</td>
<td>15</td>
<td>TiO, Y, YO</td>
<td>102</td>
<td></td>
</tr>
<tr>
<td>16469</td>
<td>FeCrTiY</td>
<td>C2</td>
<td>1</td>
<td>1</td>
<td>20</td>
<td>TiO, Y, YO</td>
<td>62</td>
<td></td>
</tr>
<tr>
<td>16559</td>
<td>FeCrTiY</td>
<td>C1</td>
<td>1</td>
<td>1</td>
<td>17</td>
<td>YO</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>16725</td>
<td>FeCrTiY</td>
<td>C2</td>
<td>1</td>
<td>1</td>
<td>15</td>
<td>TiO, YO</td>
<td>58</td>
<td></td>
</tr>
<tr>
<td>16731</td>
<td>FeCrTiY</td>
<td>C2</td>
<td>0.9</td>
<td>0.9</td>
<td>20</td>
<td>Y, YO</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>16915</td>
<td>FeCrTiY</td>
<td>C1</td>
<td>0.7</td>
<td>0.7</td>
<td>15</td>
<td>O, TiO, Y, YO</td>
<td>83</td>
<td></td>
</tr>
<tr>
<td>16917</td>
<td>FeCrTiY</td>
<td>C1</td>
<td>0.9</td>
<td>0.9</td>
<td>15</td>
<td>O, TiO, Y, YO</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>16919</td>
<td>FeCrTiY</td>
<td>C2</td>
<td>1</td>
<td>1</td>
<td>10</td>
<td>CrO, TiO, YO</td>
<td>115</td>
<td></td>
</tr>
<tr>
<td>16933</td>
<td>FeCrTiY</td>
<td>C1</td>
<td>0.8</td>
<td>0.6</td>
<td>15</td>
<td>CrO, O, TiO, Y, YO</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>16977</td>
<td>FeTiY</td>
<td>B2</td>
<td>1.4</td>
<td>0.5</td>
<td>15</td>
<td>O, O2, TiO, Y, YO</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>17014</td>
<td>FeTiY</td>
<td>B1</td>
<td>0.7</td>
<td>0.7</td>
<td>15</td>
<td>O, TiO, Y, YO</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>17031</td>
<td>FeTiY</td>
<td>B1</td>
<td>1.2</td>
<td>1.2</td>
<td>15</td>
<td>O, TiO, Y, YO</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>17053</td>
<td>FeTiY</td>
<td>B3</td>
<td>0.95</td>
<td>0.95</td>
<td>15</td>
<td>O, TiO, Y, YO</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>17125</td>
<td>FeTiY</td>
<td>B3</td>
<td>1</td>
<td>1</td>
<td>12</td>
<td>TiO, Y, YO</td>
<td>52</td>
<td></td>
</tr>
<tr>
<td>17156</td>
<td>FeCrTiY</td>
<td>C3</td>
<td>0.8</td>
<td>0.8</td>
<td>10</td>
<td>Y, YO</td>
<td>56</td>
<td></td>
</tr>
<tr>
<td>17167</td>
<td>FeTiY</td>
<td>B2</td>
<td>0.9</td>
<td>0.9</td>
<td>20</td>
<td>O, TiO, Y, YO</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>17169</td>
<td>FeTiY</td>
<td>B2</td>
<td>0.8</td>
<td>0.8</td>
<td>15</td>
<td>O, TiO, Y, YO</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>17178</td>
<td>FeCrTiY</td>
<td>C3</td>
<td>1.05</td>
<td>1.05</td>
<td>10</td>
<td>TiO, Y, YO</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>17183</td>
<td>FeCrTiY</td>
<td>C3</td>
<td>0.7</td>
<td>0.7</td>
<td>10</td>
<td>CrO, TiO, YO</td>
<td>94</td>
<td></td>
</tr>
<tr>
<td>17226</td>
<td>FeTiY</td>
<td>B2</td>
<td>0.8</td>
<td>0.8</td>
<td>20</td>
<td>TiO, Y, YO</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>17242</td>
<td>FeCrTiY</td>
<td>C2u</td>
<td>0.7</td>
<td>0.7</td>
<td>11</td>
<td>O, TiO, Y, YO</td>
<td>116</td>
<td></td>
</tr>
<tr>
<td>17343</td>
<td>FeTiY</td>
<td>B3</td>
<td>0.9</td>
<td>0.9</td>
<td>10</td>
<td>O, TiO, Y, YO</td>
<td>207</td>
<td></td>
</tr>
<tr>
<td>17344</td>
<td>FeTiY</td>
<td>B3</td>
<td>0.8</td>
<td>0.8</td>
<td>8</td>
<td>O, TiO, Y, YO</td>
<td>69</td>
<td></td>
</tr>
<tr>
<td>17757</td>
<td>FeTiY</td>
<td>B1u</td>
<td>0.7</td>
<td>0.7</td>
<td>12</td>
<td>TiO, Y, YO</td>
<td>18</td>
<td></td>
</tr>
</tbody>
</table>
Table A.6.1 – Cluster selection parameters used in “usable” experimental data sets. ID prefix = “R14_”. $D_{\text{max}}$, $L$, and $E_r$ are in nm. Sample codes with “u” suffix are unirradiated (heat treated only).

<table>
<thead>
<tr>
<th>ID</th>
<th>Alloy</th>
<th>Sample Code</th>
<th>$D_{\text{max}}$</th>
<th>$L$</th>
<th>$E_r$</th>
<th>$N_{\text{min}}$</th>
<th>Core ions</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>17758</td>
<td>FeTiY</td>
<td>B1u</td>
<td>0.9</td>
<td>0.9</td>
<td>0</td>
<td>20</td>
<td>O, TiO, Y, YO</td>
<td>4</td>
</tr>
<tr>
<td>17868</td>
<td>FeTiY</td>
<td>B1u</td>
<td>0.7</td>
<td>0.7</td>
<td>0</td>
<td>25</td>
<td>O, TiO, Y, YO</td>
<td>23</td>
</tr>
<tr>
<td>17870</td>
<td>FeTiY</td>
<td>B1u</td>
<td>0.9</td>
<td>0.9</td>
<td>0</td>
<td>10</td>
<td>O, TiO, Y, YO</td>
<td>38</td>
</tr>
<tr>
<td>17886</td>
<td>FeTiY</td>
<td>B1u</td>
<td>0.8</td>
<td>0.8</td>
<td>0</td>
<td>21</td>
<td>O, TiO, Y, YO</td>
<td>44</td>
</tr>
<tr>
<td>17890</td>
<td>FeTiY</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>10</td>
<td>FeO, YO</td>
<td>1</td>
</tr>
<tr>
<td>17985</td>
<td>FeTiY</td>
<td>B3</td>
<td>1.1</td>
<td>1.1</td>
<td>0</td>
<td>8</td>
<td>O2, Y, YO</td>
<td>4</td>
</tr>
<tr>
<td>17989</td>
<td>FeTiY</td>
<td>B3</td>
<td>1.3</td>
<td>1.3</td>
<td>0</td>
<td>8</td>
<td>O2, Y, YO</td>
<td>15</td>
</tr>
<tr>
<td>17996</td>
<td>FeTiY</td>
<td>B3</td>
<td>0.8</td>
<td>0.8</td>
<td>0</td>
<td>12</td>
<td>O, TiO, Y, YO</td>
<td>22</td>
</tr>
<tr>
<td>18002</td>
<td>FeTiY</td>
<td>B3</td>
<td>0.9</td>
<td>0.9</td>
<td>0</td>
<td>15</td>
<td>O, TiO, Y, YO</td>
<td>6</td>
</tr>
<tr>
<td>18053</td>
<td>FeTiY</td>
<td>B3</td>
<td>0.85</td>
<td>0.85</td>
<td>0</td>
<td>12</td>
<td>O, TiO, Y, YO</td>
<td>22</td>
</tr>
<tr>
<td>18090</td>
<td>FeTiY</td>
<td>B3</td>
<td>1.3</td>
<td>1.3</td>
<td>0</td>
<td>12</td>
<td>Y, YO</td>
<td>8</td>
</tr>
<tr>
<td>18097</td>
<td>FeTiY</td>
<td>B3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>15</td>
<td>TiO, Y, YO</td>
<td>25</td>
</tr>
<tr>
<td>18138</td>
<td>FeCrTiY</td>
<td>C3</td>
<td>1.1</td>
<td>1.1</td>
<td>0</td>
<td>12</td>
<td>TiO, Y</td>
<td>160</td>
</tr>
<tr>
<td>18141</td>
<td>FeCrTiY</td>
<td>C3</td>
<td>0.95</td>
<td>0.95</td>
<td>0</td>
<td>12</td>
<td>TiO, Y, YO</td>
<td>53</td>
</tr>
<tr>
<td>18146</td>
<td>FeCrTiY</td>
<td>C3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>12</td>
<td>Y, YO</td>
<td>34</td>
</tr>
<tr>
<td>18220</td>
<td>FeCrTiY</td>
<td>FeCrTiY</td>
<td>0.9</td>
<td>0.9</td>
<td>0</td>
<td>15</td>
<td>CrO, TiO, Y, YO</td>
<td>259</td>
</tr>
<tr>
<td>18225</td>
<td>FeCrTiY</td>
<td>C010</td>
<td>1.2</td>
<td>1.2</td>
<td>0</td>
<td>14</td>
<td>TiO, Y, YO</td>
<td>47</td>
</tr>
<tr>
<td>18357</td>
<td>FeCrTiY</td>
<td>C010</td>
<td>1.1</td>
<td>1.1</td>
<td>0</td>
<td>20</td>
<td>Y, YO</td>
<td>15</td>
</tr>
<tr>
<td>18420</td>
<td>FeCrTiY</td>
<td>C010</td>
<td>1.5</td>
<td>1.5</td>
<td>0</td>
<td>16</td>
<td>Y</td>
<td>5</td>
</tr>
<tr>
<td>18422</td>
<td>FeCrTiY</td>
<td>C010</td>
<td>1.1</td>
<td>1.1</td>
<td>0</td>
<td>24</td>
<td>TiO, Y, YO</td>
<td>81</td>
</tr>
<tr>
<td>18452</td>
<td>FeCrTiY</td>
<td>C0510</td>
<td>0.9</td>
<td>0.9</td>
<td>0</td>
<td>10</td>
<td>TiO, YO</td>
<td>64</td>
</tr>
<tr>
<td>18516</td>
<td>FeCrTiY</td>
<td>C010H</td>
<td>0.9</td>
<td>0.9</td>
<td>0</td>
<td>6</td>
<td>TiO, Y, YO</td>
<td>371</td>
</tr>
<tr>
<td>18622</td>
<td>FeCrTiY</td>
<td>C010H</td>
<td>1.2</td>
<td>1.2</td>
<td>0</td>
<td>12</td>
<td>TiO, Y, YO</td>
<td>79</td>
</tr>
<tr>
<td>18628</td>
<td>FeCrTiY</td>
<td>C0510</td>
<td>1.1</td>
<td>1.1</td>
<td>0</td>
<td>12</td>
<td>TiO, Y, YO</td>
<td>122</td>
</tr>
<tr>
<td>18633</td>
<td>FeCrTiY</td>
<td>C010</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>20</td>
<td>Y, YO</td>
<td>59</td>
</tr>
<tr>
<td>18784</td>
<td>FeCrTiY</td>
<td>C010H</td>
<td>0.8</td>
<td>0.8</td>
<td>0</td>
<td>15</td>
<td>Y, YO</td>
<td>20</td>
</tr>
<tr>
<td>18785</td>
<td>FeCrTiY</td>
<td>C010H</td>
<td>0.8</td>
<td>0.8</td>
<td>0</td>
<td>15</td>
<td>Y, YO</td>
<td>90</td>
</tr>
<tr>
<td>18799</td>
<td>FeCrTiY</td>
<td>C01010</td>
<td>1.1</td>
<td>1.1</td>
<td>0</td>
<td>12</td>
<td>TiO, Y, YO</td>
<td>91</td>
</tr>
<tr>
<td>18800</td>
<td>FeCrTiY</td>
<td>C01010</td>
<td>0.9</td>
<td>0.9</td>
<td>0</td>
<td>6</td>
<td>TiO, YO</td>
<td>32</td>
</tr>
<tr>
<td>18818</td>
<td>FeCrTiY</td>
<td>C010H</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>12</td>
<td>TiO, Y, YO</td>
<td>121</td>
</tr>
<tr>
<td>18890</td>
<td>FeCrTiY</td>
<td>C01010</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>12</td>
<td>TiO, Y, YO</td>
<td>582</td>
</tr>
<tr>
<td>18927</td>
<td>FeCrTiY</td>
<td>C01010</td>
<td>0.8</td>
<td>0.8</td>
<td>0</td>
<td>8</td>
<td>TiO, Y, YO</td>
<td>363</td>
</tr>
<tr>
<td>18953</td>
<td>FeCrTiY</td>
<td>C01010</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>10</td>
<td>O2, Y, YO</td>
<td>312</td>
</tr>
<tr>
<td>18959</td>
<td>FeTiY</td>
<td>B010</td>
<td>1.3</td>
<td>1.3</td>
<td>0</td>
<td>12</td>
<td>YO</td>
<td>12</td>
</tr>
<tr>
<td>18965</td>
<td>FeTiY</td>
<td>B010</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>15</td>
<td>Ti, TiO, Y, YO</td>
<td>44</td>
</tr>
<tr>
<td>18969</td>
<td>FeTiY</td>
<td>B010</td>
<td>1.3</td>
<td>1.3</td>
<td>0</td>
<td>15</td>
<td>Y, YO</td>
<td>20</td>
</tr>
<tr>
<td>18970</td>
<td>FeTiY</td>
<td>B010</td>
<td>1.5</td>
<td>1.49</td>
<td>0</td>
<td>15</td>
<td>TiO, Y, YO</td>
<td>59</td>
</tr>
<tr>
<td>18972</td>
<td>FeCrTiY</td>
<td>C010H</td>
<td>0.6</td>
<td>0.6</td>
<td>0</td>
<td>6</td>
<td>CrO, FeO, TiO, Y, YO</td>
<td>517</td>
</tr>
<tr>
<td>18973</td>
<td>FeCrTiY</td>
<td>C010H</td>
<td>1.2</td>
<td>1.2</td>
<td>0</td>
<td>8</td>
<td>TiO, Y, YO</td>
<td>108</td>
</tr>
<tr>
<td>18974</td>
<td>FeCrTiY</td>
<td>C01010</td>
<td>0.85</td>
<td>0.85</td>
<td>0</td>
<td>8</td>
<td>TiO, Y, YO</td>
<td>20</td>
</tr>
<tr>
<td>19009</td>
<td>FeCrTiY</td>
<td>C01010</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>12</td>
<td>TiO, Y, YO</td>
<td>92</td>
</tr>
</tbody>
</table>
Table A.6.1 – Cluster selection parameters used in “usable” experimental data sets. ID prefix = “R14_”. $D_{\text{max}}, L$ and $E_r$ are in nm. Sample codes with “u” suffix are unirradiated (heat treated only).

<table>
<thead>
<tr>
<th>ID</th>
<th>Alloy</th>
<th>Sample Code</th>
<th>$D_{\text{max}}$</th>
<th>$L$</th>
<th>$E_r$</th>
<th>$N_{\text{min}}$</th>
<th>Core ions</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>19016</td>
<td>FeCrTiY</td>
<td>C01010</td>
<td>1.2</td>
<td>1.2</td>
<td>0</td>
<td>12</td>
<td>TiO, Y, YO</td>
<td>246</td>
</tr>
<tr>
<td>19046</td>
<td>FeTiY</td>
<td>B010H</td>
<td>1.4</td>
<td>1.4</td>
<td>0</td>
<td>12</td>
<td>Y, YO</td>
<td>126</td>
</tr>
<tr>
<td>19080</td>
<td>FeTiY</td>
<td>B010</td>
<td>0.8</td>
<td>0.8</td>
<td>0</td>
<td>10</td>
<td>TiO, Y, YO</td>
<td>104</td>
</tr>
<tr>
<td>19081</td>
<td>FeTiY</td>
<td>B010</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>10</td>
<td>Y, YO</td>
<td>18</td>
</tr>
<tr>
<td>19105</td>
<td>FeTiY</td>
<td>B010</td>
<td>1.4</td>
<td>1.4</td>
<td>0</td>
<td>15</td>
<td>TiO, Y, YO</td>
<td>5</td>
</tr>
<tr>
<td>19128</td>
<td>FeTiY</td>
<td>B010H</td>
<td>1.2</td>
<td>1.2</td>
<td>0</td>
<td>12</td>
<td>TiO, Y, YO</td>
<td>284</td>
</tr>
<tr>
<td>19129</td>
<td>FeTiY</td>
<td>B010H</td>
<td>1.4</td>
<td>1.4</td>
<td>0</td>
<td>10</td>
<td>TiO, Y, YO</td>
<td>109</td>
</tr>
<tr>
<td>19161</td>
<td>FeTiY</td>
<td>B01010</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>10</td>
<td>TiO, Y, YO</td>
<td>203</td>
</tr>
<tr>
<td>19169</td>
<td>FeTiY</td>
<td>B01010</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>10</td>
<td>TiO, Y, YO</td>
<td>153</td>
</tr>
<tr>
<td>19272</td>
<td>FeY</td>
<td>A1</td>
<td>1.6</td>
<td>1.6</td>
<td>0</td>
<td>12</td>
<td>Y, YO</td>
<td>35</td>
</tr>
<tr>
<td>19435</td>
<td>FeY</td>
<td>FeY</td>
<td>1.6</td>
<td>1.6</td>
<td>0</td>
<td>15</td>
<td>Y, YO</td>
<td>25</td>
</tr>
<tr>
<td>19616</td>
<td>FeY</td>
<td>A1</td>
<td>1.4</td>
<td>1.4</td>
<td>0</td>
<td>8</td>
<td>O, O2, Y, YO</td>
<td>55</td>
</tr>
<tr>
<td>19644</td>
<td>FeY</td>
<td>A1</td>
<td>1.5</td>
<td>1.5</td>
<td>0</td>
<td>6</td>
<td>Y, YO</td>
<td>55</td>
</tr>
<tr>
<td>19663</td>
<td>FeY</td>
<td>A1</td>
<td>1.05</td>
<td>1.05</td>
<td>0</td>
<td>4</td>
<td>Fe2O, FeO, YO</td>
<td>14</td>
</tr>
<tr>
<td>19698</td>
<td>FeY</td>
<td>A1</td>
<td>1.4</td>
<td>1.4</td>
<td>0</td>
<td>6</td>
<td>FeO, Y, YO</td>
<td>161</td>
</tr>
<tr>
<td>19704</td>
<td>FeTiY</td>
<td>B3b</td>
<td>1.4</td>
<td>1.4</td>
<td>0</td>
<td>12</td>
<td>TiO, Y, YO</td>
<td>20</td>
</tr>
<tr>
<td>19793</td>
<td>FeY</td>
<td>A1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>8</td>
<td>Y, YO</td>
<td>35</td>
</tr>
<tr>
<td>19834</td>
<td>FeTiY</td>
<td>B1</td>
<td>1.4</td>
<td>1.4</td>
<td>0</td>
<td>12</td>
<td>O2, Y, YO</td>
<td>45</td>
</tr>
<tr>
<td>19835</td>
<td>FeTiY</td>
<td>B1</td>
<td>1.4</td>
<td>1.4</td>
<td>0</td>
<td>6</td>
<td>O2, TiO, Y, YO</td>
<td>24</td>
</tr>
<tr>
<td>19855</td>
<td>FeTiY</td>
<td>B1</td>
<td>1.5</td>
<td>1.5</td>
<td>0</td>
<td>6</td>
<td>TiO, TiO2, Y, YO</td>
<td>58</td>
</tr>
<tr>
<td>19858</td>
<td>FeTiY</td>
<td>B1</td>
<td>1.2</td>
<td>1.2</td>
<td>0</td>
<td>6</td>
<td>TiO, TiO2, Y, YO</td>
<td>46</td>
</tr>
<tr>
<td>19948</td>
<td>FeTiY</td>
<td>B05</td>
<td>1.2</td>
<td>1.2</td>
<td>0</td>
<td>12</td>
<td>TiO, Y, YO</td>
<td>5</td>
</tr>
<tr>
<td>19950</td>
<td>FeCrTiY</td>
<td>C0510</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>12</td>
<td>TiO, Y, YO</td>
<td>78</td>
</tr>
<tr>
<td>20013</td>
<td>FeTiY</td>
<td>B3b</td>
<td>1.2</td>
<td>1.2</td>
<td>0</td>
<td>8</td>
<td>TiO, Y, YO</td>
<td>20</td>
</tr>
<tr>
<td>20021</td>
<td>FeTiY</td>
<td>B1</td>
<td>1.4</td>
<td>1.4</td>
<td>0</td>
<td>12</td>
<td>FeO, O, TiO, Y, YO</td>
<td>108</td>
</tr>
<tr>
<td>20066</td>
<td>FeTiY</td>
<td>B3b</td>
<td>1.2</td>
<td>1.2</td>
<td>0</td>
<td>12</td>
<td>TiO, Y, YO</td>
<td>6</td>
</tr>
</tbody>
</table>
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