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Abstract

The mod $p$ representation associated to an elliptic curve is called split/non-split dihedral if its image lies in the normaliser of a split/non-split Cartan subgroup of $GL_2(F_p)$. Let $X^+_{\text{split}}(p)$ and $X^+_{\text{non-split}}(p)$ denote the modular curves which classify elliptic curves with dihedral split and non-split mod $p$ representation, respectively. We call such curves (split/non-split) Cartan modular curves. It is well known that $X^+_{\text{split}}(p)$ is isomorphic to the curve $X^+_0(p^2)$. On the other hand, the curve $X^+_{\text{non-split}}(p)$ is distinctly different from any of the classical modular curves. Despite this apparent disparity, it is shown in this thesis that the Jacobian of $X^+_{\text{non-split}}(p)$ is isogenous to the new part of the Jacobian of $X^+_0(p^2)$.

The method of proof uses the Selberg trace formula. An explicit formula for the trace of Hecke operators is derived for both split and non-split Cartan modular curves. Comparing these two trace formulae, one obtains a trace relation, which in combination with the Eichler-Shimura relations allows us to conclude that the L-series of the two abelian varieties in question are the same, up to finitely many L-factors. The result then follows by Faltings' isogeny theorem.
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Chapter 1

Introduction

Let $E$ be an elliptic curve defined over a number field $K$. The galois group $\text{Gal}(\overline{K}|K)$ acts on the $\overline{K}$-points of $E$. In particular, this action leaves stable the $p$-torsion points of $E$, denoted $E[p]$. Hence, one obtains a representation $\rho_{E,p} : \text{Gal}(\overline{K}|K) \to \text{Aut}(E[p]) \cong GL_2(\mathbb{F}_p)$, called the mod $p$ representation of $E$.

Let $p$ be an odd prime. It is known from the theory of complex multiplication that the mod $p$ representation of an elliptic curve over $\mathbb{Q}$ with complex multiplication has image lying in the normaliser of a (split/non-split) Cartan subgroup of $GL_2(\mathbb{F}_p)$, if it is irreducible. Such a mod $p$ representation is called (split/non-split) dihedral. Conversely, one may ask whether these are the only elliptic curves over $\mathbb{Q}$ with dihedral mod $p$ representation (see [Ser72], section 4.3).

There exist modular curves $X^+_{\text{split}}(p)$ and $X^+_{\text{non-split}}(p)$ defined over $\mathbb{Q}$ which classify elliptic curves with split and non-split dihedral mod $p$ representation in the sense that the $\mathbb{Q}$-rational points of $X^+_{\text{split}}(p)$ and $X^+_{\text{non-split}}(p)$ correspond to elliptic curves over $\mathbb{Q}$ with split and non-split dihedral mod $p$ representation [DR72]. The above question can therefore be rephrased by asking whether the non-cuspidal $\mathbb{Q}$-rational points on the modular curves $X^+_{\text{split}}(p)$ and $X^+_{\text{non-split}}(p)$ arise only from elliptic curves over $\mathbb{Q}$ with complex multiplication.

If genus of $X^+_{\text{split}}(p)$ or $X^+_{\text{non-split}}(p)$ is zero, then it has infinitely many $\mathbb{Q}$-rational points. Thus, the question has a negative answer in this situation, which occurs for $p = 3, 5, 7$. Only $X^+_{\text{non-split}}(p)$ achieves genus one and this occurs for $p = 11$. It can be shown that $X^+_{\text{non-split}}(11)$ is the elliptic curve 121E in [BK72] and that its Mordell-Weil group has rank one. Thus, there are infinitely many elliptic curves over $\mathbb{Q}$ with non-split dihedral mod 11 representation. For all other values of $p$, $X^+_{\text{split}}(p)$ and $X^+_{\text{non-split}}(p)$ have genus greater than one so there are only finitely many elliptic curves over $\mathbb{Q}$ with dihedral mod $p$ representation by Faltings' Theorem. Hence, in these cases it is plausible that the non-cuspidal rational points arise only from elliptic curves over $\mathbb{Q}$ with complex multiplication, although it may be possible for some exceptions to occur for small values of $p$. Indeed, in [Ser72], it is asked whether this is the case for $p \geq 19$. 
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Because of the isomorphism $X^+_{\text{split}}(p) \cong X^+_0(p^2)$, the methods of [Maz77] [Maz78] can be used to tackle this problem in the split case. In [Mom84], some progress has been made in this direction. However, Mazur states in [Maz77] that the non-split case does not seem to be approachable by known methods. In an effort to understand $X^+_{\text{non-split}}(p)$, we prove the following Theorem:

**Theorem 1** The jacobian of $X^+_{\text{non-split}}(p)$ is isogenous to the new part of the jacobian of $X^+_0(p^2)$.

The method of proof uses the Selberg trace formula. We calculate an explicit formula for the trace of Hecke operators acting on the space of weight two cusp forms of $X^+_{\text{split}}(p)$ and $X^+_{\text{non-split}}(p)$. Subsequently, we obtain the following trace identity:

**Theorem 2** For $n$ prime to $p$,

$$tr(T_n \mid S_2(\Gamma^+_{\text{non-split}}(p))) = tr(T_n \mid S_2(\Gamma^+_0(p^2))^\text{new})$$

(1.1)

By the Eichler-Shimura congruence relations, one sees that the L-series of $J(X^+_{\text{non-split}}(p))$ and $J(X^+_0(p^2))^\text{new}$ are the same except possibly for the L-factor at $p$. Thus, $J(X^+_{\text{non-split}}(p))$ and $J(X^+_0(p^2))^\text{new}$ are isogenous by Faltings' isogeny Theorem [Fal86].

The technique of making the Selberg trace formula explicit for Hecke operators is well-known for the unit group of an Eichler order of level $N$ with character $\chi$ in an indefinite quaternion algebra over $\mathbb{Q}$ [Hij74]. Two new aspects are involved in deriving an explicit trace formula for $\Gamma^+_{\text{split}}(p) \cong \Gamma^+_0(p^2)$ and $\Gamma^+_{\text{non-split}}(p)$. Firstly, these two Fuchsian groups do not arise as the unit group of an order in an indefinite quaternion algebra, but rather as a normaliser extension of a unit group. This introduces some minor adjustment terms in the usual calculation of the trace formula for unit groups. Secondly, the order arising in the non-split case does not resemble an Eichler order. As a result, the method for obtaining the quantities $c^+_{\chi}(\alpha, \tau)$ is more complicated in the non-split case.

The trace relation originates from an observation of Birch [Bir94], following genus calculations in [Che94], that the genus of $X^+_{\text{non-split}}(p)$ is precisely the genus of $X^+_{\text{split}}(p)$ less the genus of $X_0(p)$. Subsequent computations by the author using modular symbols confirmed that the action of Hecke operators on the space of weight two cusp forms in each case was the same for some small primes. It has also come to the recent attention of the author that there are references in the literature to the modular curve $X^+_{\text{non-split}}(p)$. Gross in [Gro80] p. 66 quotes [Lig77] and states that Ligozat observes the isogeny in Theorem 1. Also, Darmon in [Dar93] states that Elkies observes a variant of the isogeny in question.

Edixhoven [Edi95] has recently given an alternate and more enlightening proof of the isogeny in Theorem 1 based on the representation theory of $GL_2(F_p)$. His method and some of its consequences will be discussed in the concluding chapter.
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The curves $X_{\text{split}}^+(p)$ and $X_{\text{non-split}}^+(p)$ also classify those elliptic curves which Wiles stated in his original Cambridge lectures to be the first class of elliptic curves which he proved to be modular, referred to as the CM-case. The subsequent paper [Wil95] however (due to certain technical difficulties), only deals with the ordinary CM-case, which excludes those elliptic curves classified by $X_{\text{non-split}}^+(p)$.

Finally, there has been some recent interest in $X_{\text{non-split}}^+(p)$ due to its appearance in the application of the Shimura-Taniyama-Weil conjecture to variants of the Fermat equation. In particular, knowledge about the $\mathbb{Q}$-rational points on $X_{\text{non-split}}^+(p)$ would strengthen the results obtained in [Dar93] [Rib80].

1.1 Modular curves associated to Cartan subgroups

For an odd prime $p$, we define in this section a class of modular curves associated to Cartan subgroups of $GL_2(\mathbb{F}_p)$, as smooth projective curves over $\mathbb{C}$.

For $\lambda \in \mathbb{F}_p$, let $\theta_\lambda$ be the following matrix in $M_2(\mathbb{F}_p)$:

$$
\theta_\lambda = \begin{pmatrix}
0 & 1 \\
\lambda & 0 
\end{pmatrix}.
$$

(1.2)

We define $H_\lambda(p)$ to be the subgroup $\mathbb{F}_p[\theta_\lambda]^\times = (\mathbb{F}_p + \mathbb{F}_p \theta_\lambda)^\times$ of $GL_2(\mathbb{F}_p)$. It is easily seen that two subgroups $H_\lambda(p)$ and $H_{\lambda'}(p)$ are conjugate if and only if $(\lambda) = (\lambda')$. With this in mind, we make the following definition:

**Definition 1.1.1** A subgroup of $GL_2(\mathbb{F}_p)$ which is in the conjugacy class of $H_\lambda(p)$ is called a non-split Cartan subgroup, a unitriangular subgroup, a split Cartan subgroup, accordingly as $(\lambda) = 1, 0, 1$.

The normalisers of the above subgroups can be described in the following way:

**Lemma 1.1.1** Let $H^+_\lambda(p)$ denote the normaliser of $H_\lambda(p)$. Then

$$
H^+_\lambda(p) = \begin{cases}
H_\lambda(p) \prod \omega H_\lambda(p) & \text{if } (\lambda) = -1 \\
\prod_{d \in \mathbb{F}_p^\times} \omega_d H_\lambda(p) & \text{if } (\lambda) = 0 \\
H_\lambda(p) \prod \omega H_\lambda(p) & \text{if } (\lambda) = 1.
\end{cases}
$$

where

$$
\omega = \begin{pmatrix}
1 & 0 \\
0 & -1 
\end{pmatrix},
$$

$$
\omega_d = \begin{pmatrix}
1 & 0 \\
0 & d 
\end{pmatrix}.
$$
A subgroup in the conjugacy class of $H^*_\lambda(p)$ is called the normaliser of a non-split Cartan subgroup, a Borel subgroup, the normaliser of a split Cartan subgroup, accordingly as $\left(\frac{\lambda}{p}\right) = -1, 0, 1$. It is a well-known fact that these three types of subgroups give all the non-exceptional proper maximal subgroups of $\text{GL}_2(\mathbb{F}_p)$ (see section 2 of [Ser72]).

It is sometimes convenient to use the following more canonical descriptions of the subgroups $H^*_\lambda(p)$:

i. (the normaliser of a non-split Cartan subgroup)

$$N'_\lambda(p) = \left\{ \begin{pmatrix} \alpha & \beta \\ \lambda \beta & \alpha \end{pmatrix}, \begin{pmatrix} \alpha & \beta \\ -\lambda \beta & -\alpha \end{pmatrix} \mid (\alpha, \beta) \neq (0, 0), \left(\frac{\lambda}{p}\right) = -1 \right\}$$

There is really no natural choice for $\lambda$ unless $p \equiv -1 \pmod{4}$, in which case we set $\lambda = -1$. In most contexts, the choice of $\lambda$ does not matter and we use the notation $N'(p)$ to refer to $N'_\lambda(p)$ with some choice of quadratic non-residue $\lambda$.

ii. (a Borel subgroup)

$$B(p) = \left\{ \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} \mid a, d \in \mathbb{F}_p^\times, b \in \mathbb{F}_p \right\}$$

iii. (the normaliser of a split Cartan subgroup)

$$N(p) = \left\{ \begin{pmatrix} a & 0 \\ 0 & d \end{pmatrix}, \begin{pmatrix} 0 & a \\ d & 0 \end{pmatrix} \mid a, d \in \mathbb{F}_p^\times \right\}$$

From above, we also get canonical descriptions $T^*_\lambda(p)$, $U(p)$, $T(p)$ of non-split Cartan, unipotent, split Cartan subgroups.

Suppose $H$ is a subgroup of $\text{GL}_2(\mathbb{F}_p)$. Let $\Gamma_H(p)$ be the congruence subgroup of $\text{SL}_2(\mathbb{Z})$ which reduces modulo $p$ to $H \cap \text{SL}_2(\mathbb{F}_p)$. The compact Riemann surface $X_H(p) = \Gamma_H(p)\backslash \mathcal{H}^*$ is a smooth projective curve over $\mathbb{C}$.

Our case of interest is when $H$ is the normaliser of a Cartan subgroup of $\text{GL}_2(\mathbb{F}_p)$. We note that if $H$ and $H'$ are conjugate subgroups of $\text{GL}_2(\mathbb{F}_p)$, then $X_H(p)$ is isomorphic to $X_{H'}(p)$ as curves over $\mathbb{C}$. Hence, the isomorphism class of $X_H(p)$ only depends on the conjugacy class of $H$ in $\text{GL}_2(\mathbb{F}_p)$. However, to fix things, we prefer to use a particular choice of subgroups in the definition below:

$$\Gamma^+_{\text{non-split}, \lambda}(p) = \Gamma_{N'_\lambda(p)}(p) \quad (1.3)$$

$$X^+_{\text{non-split}, \lambda}(p) = \Gamma^+_{\text{non-split}, \lambda}(p)\backslash \mathcal{H}^* \quad (1.4)$$

$$\Gamma^+_{\text{split}}(p) = \Gamma_N(p) \quad (1.5)$$

$$X^+_{\text{split}}(p) = \Gamma^+_{\text{split}}(p)\backslash \mathcal{H}^*. \quad (1.6)$$
We call $X_{\text{non-split}, \lambda}(p)$ and $X_{\text{split}}(p)$ Cartan modular curves.

For later reference, we also make the following definitions:

$$\Gamma_{\text{non-split}, \lambda}(p) = \Gamma_{T_1(p)}(p) \quad (1.7)$$
$$X_{\text{non-split}, \lambda}(p) = \Gamma_{\text{non-split}, \lambda}(p) \backslash \mathbb{H}^* \quad (1.8)$$

$$\Gamma_{\text{split}}(p) = \Gamma_{T_1(p)}(p) \quad (1.9)$$
$$X_{\text{split}}(p) = \Gamma_{\text{split}}(p) \backslash \mathbb{H}^* \quad (1.10)$$

$$\Gamma_0(p) = \Gamma_{B(p)}(p) \quad (1.11)$$
$$X_0(p) = \Gamma_0(p) \backslash \mathbb{H}^* \quad (1.12)$$

The choice of quadratic non-residue $\lambda$ in 1.3, 1.7 above will often be omitted in contexts where it does not matter.

The genus of $X_{\text{split}}(p)$ and $X_{\text{non-split}}(p)$ can be calculated either using classical methods [Che94] or the trace formula (see section 5.2) as

$$g_{\text{split}}^+(p) = \frac{1}{24} \left( p^2 - 8p + 11 - 4 \left( \frac{-3}{p} \right) \right) \quad (1.13)$$
$$g_{\text{non-split}}^+(p) = \frac{1}{24} \left( p^2 - 10p + 23 + 6 \left( \frac{-1}{p} \right) + 4 \left( \frac{-3}{p} \right) \right) \quad (1.14)$$

Also, in [BT92] a table for the genera of $X_{\text{non-split}}(p)$ and $X_{\text{split}}(p)$ are given for $p \leq 349$.

Using the Riemann-Hurwitz formula, it can be shown that there is no covering map from $X_{\text{split}}(p)$ to $X_{\text{non-split}}(p)$ for large enough primes $p$. Hence, the homomorphism of jacobians which we are considering does not seem be given in a straightforward way.

### 1.2 Moduli spaces of elliptic curves

The purpose of this section is to discuss the existence of a $\mathbb{Q}$-model for the smooth projective curves over $\mathbb{C}$, $X_{\text{non-split}}(p)$ and $X_{\text{split}}(p)$, and to give a modular interpretation of the $K$-rational points of this $\mathbb{Q}$-model. With this aim in mind, we briefly review some formalism regarding moduli problems and the general representability results of Drinfeld.

#### Some formalism

A geometric point of a scheme $X$ is a morphism $\text{Spec}(\Omega) \rightarrow X$ where $\Omega$ is an algebraically-closed field. Given an $S$-scheme $X/S$ and a geometric point $\text{Spec}(\Omega)/S$ of $S$, the fibre product $X \times_S \text{Spec}(\Omega)$ is called a geometric fibre.

**Definition 1.2.1** An $S$-scheme $E/S$ together with an $S$-section of $E/S$ is called an elliptic curve if:
i. The structure morphism $E \to S$ is proper and smooth.

ii. The geometric fibres of $E/S$ are connected (necessarily smooth) curves of genus one.

Let $C$ be a subcategory of $(\text{Sch})$. We denote by $(\text{Ell})/C$ the category of elliptic curves in $C$ defined over variable base schemes in $C$ whose morphisms are pull-back squares in $C$. Although we discuss moduli problems for elliptic curves in $C = (\text{Sch})$, the formalism extends equally well other choices of $C$ (for instance, $C = (\text{Var}/C)$ or $C = (\text{Sch}/S)$ where $S$ is a fixed scheme). By convention, we set $(\text{Ell}) = (\text{Ell})/(\text{Sch})$ and $(\text{Ell})/(\text{Sch}/S) = (\text{Ell})/S$.

**Definition 1.2.2** A moduli problem $\mathcal{P}$ for $(\text{Ell})$ is a contravariant functor $(\text{Ell}) \to (\text{Sets})$.

**Definition 1.2.3** Let $\mathcal{P}$ be a moduli problem for $(\text{Ell})$. The contravariant functor

$$
\mathcal{M}_\mathcal{P} : (\text{Sch}) \to (\text{Sets})
$$

$$
S \mapsto \text{isomorphism classes of } (E/S, \phi) \text{ where } \phi \in \mathcal{P}(E/S).
$$

is called the moduli space associated to $\mathcal{P}$.

**Definition 1.2.4** A moduli problem $\mathcal{P}$ is rigid if for each $E/S$ and $\phi \in \mathcal{P}(E/S)$ there are no automorphisms of $E/S$ which fix $\phi$.

The functor $\mathcal{P}$ is representable if and only if the functor $\mathcal{M}_\mathcal{P}$ is representable and $\mathcal{P}$ is rigid. Indeed, if $\mathcal{P}$ is representable by $E/\mathcal{M}$, then $\mathcal{M}$ represents $\mathcal{M}_\mathcal{P}$ and it is easily seen from the universal property of pull-back squares that $\mathcal{P}$ is rigid. On the other hand, if $\mathcal{M}$ represents $\mathcal{M}_\mathcal{P}$, then the elliptic curve $E/\mathcal{M}$ which is associated to the identity of $\mathcal{M}_\mathcal{P}(\mathcal{M}) = \text{Hom}_{(\text{Sch})}(\mathcal{M}, \mathcal{M})$ represents $\mathcal{P}$, where rigidity of $\mathcal{P}$ ensures that the desired isomorphism of functors is injective.

**Definition 1.2.5** Let $\mathcal{P}$ be a rigid moduli problem on $(\text{Ell})$. A scheme $\mathcal{M}$ is called a fine moduli scheme for $\mathcal{P}$ if it represents the moduli space $\mathcal{M}_\mathcal{P}$.

There is a weaker definition of fine moduli scheme given in [Mum94] which excludes the rigidity condition. The example of $Y(N)/\{\pm 1\}$ discussed in the next section gives an example where these two notions differ.

Often a fine moduli scheme for $\mathcal{P}$ does not exist and one has to consider the next best approximation:

**Definition 1.2.6** Let $\mathcal{P}$ be a moduli problem on $(\text{Ell})$. A pair $(\mathcal{M}, \alpha)$ consisting of a scheme $\mathcal{M}$ and a natural transformation of functors $\alpha : \mathcal{M}_\mathcal{P}(\cdot) \to \text{Hom}(\cdot, \mathcal{M})$ is called a coarse moduli scheme for $\mathcal{P}$ if:

i. The natural transformation $\alpha$ is bijective on algebraically-closed fields $\Omega$. 
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ii. If $(M', a')$ is another such pair and $a'$ satisfies the above property, then $a'$ factors through $a$ uniquely.

So a coarse moduli scheme for $P$ is a scheme $M$ which represents the moduli space $M_P$ on algebraically-closed fields $\Omega$ and which is universal with respect to this property. Of course, every fine moduli scheme is a coarse moduli scheme.

**Level $N$-structures**

Let $E/S$ be an elliptic curve. Given a section $t \in E[N](S)$ and an integer $m$, we note that $m \cdot t$ is only dependent on the congruence class of $m$ in $\mathbb{Z}/NZ$. Also, given a section $t \in E[N](S)$, its image $t(S)$ can be considered as a Cartier divisor on $E$.

A Drinfeld basis over $S$ for $E[N]$ is then a pair of sections $\phi_1, \phi_2 \in E[N](S)$ which satisfy

$$
\sum_{a, b \in \mathbb{Z}/NZ} a \cdot \phi_1(S) + b \cdot \phi_2(S) = E[N]
$$

as Cartier divisors of $E[N]$.

Let $\mu^*(N)$ be the group scheme $\mathbb{Z}[X]/(\Phi_N(X))$, where $\Phi_N(X)$ is the $N$-th cyclotomic polynomial.

There are two moduli problems which can be formed using the notion of a Drinfeld basis:

$$
\mathcal{E}(N) : (Ell) \to (Sets)
$$

$E/S \mapsto$ the set of Drinfeld bases over $S$ for $E[N]$ (1.16)

$$
\mathcal{E}^{can}(N) : (Ell)/\mu^*(N) \to (Sets)
$$

$E/S/\mu^*(N) \mapsto$ the set of Drinfeld bases $\phi$ over $S$ for $E[N]$ (1.17)

such that the Weil pairing $\epsilon_N(\phi)$ is the structure morphism of $S/\mu^*(N)$(1.18)

We denote by $\mathcal{Y}(N)$ and $\mathcal{Y}^{can}(N)$, the moduli spaces associated to $\mathcal{E}(N)$ and $\mathcal{E}^{can}(N)$. The Weil pairing $\epsilon_N$ gives a natural transformation of functors $\epsilon_N : \mathcal{Y}(N) \to \mu^*(N)$ by sending an isomorphism class $(E/S, \phi)$ to $\epsilon_N(\phi) \in \mu^*(N)(S)$.

**Theorem 1.2.1** (Drinfeld) For $N \geq 3$, there exists a fine moduli scheme $Y(N)$ for $\mathcal{E}(N)$. The characteristic zero geometric fibres of $Y(N)/\text{Spec}(\mathbb{Z})$ are smooth curves.

**Corollary 1.2.1** Let $Y(N)$ be the fine moduli scheme given in Theorem 1.2.1.

i. The Weil pairing $\epsilon_N$ gives $Y(N)$ the structure of a $\mu^*(N)$-scheme.

ii. $Y(N)/\mu^*(N)$ is a fine moduli scheme for $\mathcal{E}^{can}(N)$.

iii. The characteristic zero geometric fibres of $Y(N)/\mu^*(N)$ are smooth connected curves.
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For a discussion of these results, see sections 6, 7 of [MW84] and chapters 4, 5, 9 of [KM85].

The $\mu^*(N)$-scheme $Y(N)/\mu^*(N)$ given above represents the functor $\mathcal{Y}_{\text{can}}(N)$ on $(\text{Sch}/\mu^*(N))$. Its $\text{Spec}(\mathbb{C})$-fibres can be interpreted as follows: Let $\sigma : \text{Spec}(\mathbb{C}) \to \mu^*(N)$ be a morphism (such a morphism is given by a choice of embedding $\mathbb{Z}[X]/(\Phi_N(X)) \cong \mathbb{Z}[\zeta] \to \mathbb{C}$ and hence a specific choice of primitive $N$-th root of unity). The pull-back of $Y(N)/\mu^*(N)$ along $\sigma$ gives a smooth connected curve in $(\text{Sch}/\mathbb{C})$, which we denote by $Y(N)_\sigma/\text{Spec}(\mathbb{C})$. The curve $Y(N)_\sigma/\text{Spec}(\mathbb{C})$ is seen to represent the functor $\mathcal{Y}_{\text{can}}(N)$ which assigns to a scheme $S \in (\text{Sch}/\mathbb{C})$, the isomorphism classes of $(E/S, \phi)$ such that $e_N(\phi) \in \mu^*(N)(S)$ is the structure morphism of $S/\text{Spec}(\mathbb{C})$ composed with $\sigma$. For instance, if $S = \mathbb{C}$, then $\mathcal{Y}_{\text{can}}(N)(\mathbb{C})$ gives the isomorphism classes of $(E/\text{Spec}(\mathbb{C}), \phi)$ such that $e_N(\phi)$ is the primitive $N$-th root of unity determined by the morphism $\sigma$.

Level $H$-structures

Associated to a subgroup $H$ of $GL_2(\mathbb{Z}/NZ)$ are the following two moduli problems:

\begin{align}
E_H(N) : (\text{Ell}) & \to (\text{Sets}) \\
E/S & \mapsto \text{the set of Drinfeld bases over } S \text{ for } E[N]/H \\
E_{\text{can}}^H(N) : (\text{Ell})/\mu_H^*(N) & \to (\text{Sets}) \\
E/S/\mu_H^*(N) & \mapsto \text{the set of Drinfeld bases } \phi \text{ over } S \text{ for } E[N]/H \\
& \text{such that } e_N(\phi) \text{ is the structure morphism of } S/\mu_H^*(N)
\end{align}

where

i. a Drinfeld basis $\phi$ over $S$ for $E[N]/H$ consists of the data $(t_i, \phi_i)$ where

(a) $t_i : T_i \to S$ is an étale morphism
(b) $\phi_i$ is a Drinfeld basis over $T_i$ for $(E \times_S T_i)[N]
(c) \phi_i = \phi_j$ when considered as Drinfeld bases over $T_i \times_S T_j$ for $(E \times_S (T_i \times_S T_j))[N]
(d) S = \cup_i t_i(T_i)$

and we identify two Drinfeld bases $\phi$ and $\phi'$ over $S$ for $E[N]/H$ if and only if for each $T_i \times_S T_j'$ we have étale morphisms $u_{k,i,j} : U_{k,i,j} \to T_i \times_S T_j'$ such that

(a) $\phi_i = h_{k,i,j} \phi_j'$ for some $h_{k,i,j} \in H$ when considered as Drinfeld bases over $U_{k,i,j}$ for $(E \times_S U_{k,i,j})[N]
(b) T_i \times_S T_j' = \cup u_{k,i,j}(U_{k,i,j})$
(in fancier language, a Drinfeld basis over $S$ for $E[N]/H$ is a Drinfeld basis for $E[N]$ locally for the étale topology and we identify two Drinfeld bases $\phi$ and $\phi'$ if and only if locally for the étale topology we have $\phi = h\phi'$ for $h \in H$)

ii. $\mu_H^*(N)$ is the quotient of $\mu^*(N)$ by $H$ where the action of $H$ on $\mu^*(N)$ is given by the determinant map.

For a discussion of level $H$-structures, see [DR72], Chapter 4, section 3. Since $GL_2(\mathbb{Z}/N\mathbb{Z})$ acts on the isomorphism classes of $(E/S, \phi)$ where $\phi \in \mathcal{E}(N)(E/S)$, we also obtain an action of $GL_2(\mathbb{Z}/N\mathbb{Z})$ on the functor $\mathcal{Y}(N)$ and hence on the fine moduli scheme $Y(N)$ given by Theorem 1.2.1. By the properties of the Weil pairing, the action of $GL_2(\mathbb{Z}/N\mathbb{Z})$ on $Y(N)$ and $\mu^*(N)$ are compatible with the structure morphism of $Y(N)/\mu^*(N)$.

**Corollary 1.2.2** Let $Y(N)$ be the fine moduli scheme given in Theorem 1.2.1 and suppose $H$ is a subgroup of $GL_2(\mathbb{Z}/N\mathbb{Z})$.

i. The quotient scheme $Y_H(N) = Y(N)/H$ exists and is a coarse moduli scheme for $\mathcal{E}_H(N)$.

ii. The characteristic zero geometric fibres of $Y_H(N)/\text{Spec}(\mathbb{Z})$ are smooth curves.

**Corollary 1.2.3** Let $Y_H(N)$ be the coarse moduli scheme given in Corollary 1.2.2.

i. The Weil pairing $\epsilon_N$ gives $Y_H(N)$ the structure of a $\mu^*_H(N)$-scheme.

ii. $Y_H(N)/\mu^*_H(N)$ is a coarse moduli scheme for $\mathcal{E}^{\text{pr}}_H(N)$.

iii. The characteristic zero geometric fibres of $Y_H(N)/\mu^*_H(N)$ are smooth connected curves.

For a discussion of these results, see sections 6, 7 of [MW84] and chapters 7, 8 of [KM85].

Using the fact that $Y_H(N)/\mu^*_H(N)$ is a coarse moduli scheme for $\mathcal{E}^{\text{pr}}_H(N)$, one can interpret the Spec$(\mathbb{C})$-fibres of $Y_H(N)/\mu^*_H(N)$ to a certain extent. Let $\sigma_H : \text{Spec}(\mathbb{C}) \to \mu^*_H(N)$ be a morphism. The pull-back of $Y_H(N)/\mu^*_H(N)$ along $\sigma_H$ gives a smooth connected curve in $(\text{Sch}/\mathbb{C})$, which we denote by $Y_H(N)_{\sigma_H}/\text{Spec}(\mathbb{C})$. The Spec$(\mathbb{C})$-points of $Y_H(N)_{\sigma_H}/\text{Spec}(\mathbb{C})$ correspond to isomorphism classes $(E/\mathbb{C}, \phi)$, where $\phi$ is an $H$-equivalence class of bases for $E[N]$ and $\epsilon_N(\phi)$ is the $H$-equivalence class of primitive $N$-th roots of unity determined by the morphism $\sigma_H$.

Let $I = \pm 1$. The moduli spaces $\mathcal{Y}_I(N)$ and $\mathcal{Y}(N)$ are isomorphic because $(E/S, \phi) \cong (E/S, -\phi)$ by the $-1$ automorphism of $E/S$. Thus, $\mathcal{E}_I(N)$ is a moduli problem whose associated moduli space $\mathcal{Y}_I(N)$ is representable but is not rigid.
Representability in \((\text{Var}/\mathbb{C})\)

One can be completely concrete so as to work with \((\text{Var}/\mathbb{C})\) instead of \((\text{Sch})\) and \((\text{Ell})/(\text{Var}/\mathbb{C})\) instead of \((\text{Ell})\). In doing so, we can relate the scheme \(Y(N)\) with the classical complex analytic description. This will be done in the following way: We show that the disconnected modular curve \(Z(N) = (\Gamma(N)\setminus \mathfrak{H}) \times \mu^*(N)(\mathbb{C})\) is a coarse moduli \(\mathbb{C}\)-variety for the functor \(\mathcal{E}(N)\) in the sense that the conditions of 1.2.6 are satisfied, but we only require that \(\alpha\) be a bijection on the field \(\mathbb{C}\). If \(Y(N)/\text{Spec}(\mathbb{C})\) is the \(\text{Spec}(\mathbb{C})\)-fibre of \(Y(N)/\text{Spec}(\mathbb{Z})\), then \(Y(N)/\text{Spec}(\mathbb{C})\) is a coarse moduli scheme for \(\mathcal{E}(N)\) on \((\text{Ell})/(\text{Var}/\mathbb{C})\). By the universal property of \(Z(N)\), there exists a morphism \(\beta : Z(N) \to Y(N)/\text{Spec}(\mathbb{C})\) which is seen to be bijective on \(\mathbb{C}\). Since we are working in \((\text{Var}/\mathbb{C})\), this implies that \(\beta\) is an isomorphism.

Let first us consider the case of \(\mathcal{P}(1)\). This moduli problem assigns to an elliptic curve \(E/S\) a fixed one element set. Thus, \(\mathcal{M}(1)\) is the functor which assigns to a variety \(S\), the isomorphism classes of elliptic curves \(E/S\).

Classically, one constructs \(\Gamma(1)\backslash \mathfrak{H}\) as a compact Riemann surface which then inherits the structure of a unique smooth projective curve in \((\text{Var}/\mathbb{C})\), which in this case is isomorphic to the projective line by the classical \(j\)-function. The open Riemann surface \(Z(1) = \Gamma(1)\backslash \mathfrak{H}\) is then isomorphic to the affine line \(\text{Spec}(\mathbb{C}[j])\). To show that \(Z(1)\) is a coarse moduli scheme for \(\mathcal{P}(1)\) by hand, we need to address the following points.

First of all, one requires a natural transformation of functors \(\alpha : \mathcal{M}(\cdot) \to \text{Hom}(\cdot, Z(1))\). This amounts to assigning to an isomorphism class of \(E/S\), a morphism \(\alpha(E/S) : S \to Z(1)\). This assignment must be natural in the sense that if \(\sigma : S' \to S\) and \(E'/S'\) is the pull-back of \(E/S\) along \(\sigma\), then we have \(\alpha(E'/S') = \alpha(E/S) \circ \sigma\).

The main point in constructing \(\alpha\) is the ability to obtain a Weierstrass model for any \(E/S\). By a Weierstrass model for \(E/S\), we mean an open cover \(S = \bigcup \lambda U_\lambda\) such that

i. \(U_\lambda = \text{Spec}(R_\lambda)\) where \(R_\lambda\)

ii. \(E \mid U_\lambda /U_\lambda \cong \text{Spec}(R_\lambda[X,Y]/(Y^2 - (4X^3 - g_2,\lambda X - g_3,\lambda))) / \text{Spec}(R_\lambda)\) for some \(g_{2,\lambda}, g_{3,\lambda} \in R_\lambda\)

The desired morphism from \(S\) to \(Z(1) = \text{Spec}(\mathbb{C}[j])\) is then given by the expression of the \(j\)-invariant in terms of the coefficients \(g_{2,\lambda}, g_{3,\lambda} \in R_\lambda\). That is, we define a morphism on \(j : S \to \text{Spec}(\mathbb{C}[j])\) by defining it on the open sets \(j_\lambda : U_\lambda = \text{Spec}(R_\lambda) \to \text{Spec}(\mathbb{C}[j])\), which amounts to defining a \(\mathbb{C}\)-algebra homomorphism \(j_\lambda : \mathbb{C}[j] \to R_\lambda\) and hence expressing \(j\) in terms of elements in \(R_\lambda\). The particular expression we take is nothing but \(j = g_{2,\lambda}^3/(g_{2,\lambda}^2 - 27g_{3,\lambda}^2)\). Note that the discriminant \(\Delta = g_{2,\lambda}^2 - 27g_{3,\lambda}^2\) is invertible in \(R_\lambda\) since \(E \mid U_\lambda\) is an elliptic curve over \(U_\lambda = \text{Spec}(R_\lambda)\). One can check that this defines a morphism \(j : S \to \text{Spec}(\mathbb{C}[j])\) and that this association gives us the desired natural transformation \(\alpha\).
Now, by construction of $Z(1)$,
\[
\alpha(\text{Spec}(\mathbb{C})) : \mathcal{M}(1)(\text{Spec}(\mathbb{C})) \to \text{Hom}(\text{Spec}(\mathbb{C}), Z(1))
\]
is bijective (see section 1.2 for more details). We have therefore obtained a pair
\((Z(1), \alpha)\) which satisfies the first property of 1.2.6 for $\Omega = \mathbb{C}$. We now need
to check that $Z(1)$ is universal with respect to this property. One way to do
this would be to construct an elliptic curve $E/Z(1)$ whose fibre at a $\mathbb{C}$-point of
$Z(1)$ is in the isomorphism class of elliptic curves it is supposed to represent.
Then, if $(\mathcal{M}', \alpha')$ is another pair which satisfies the first property of 1.2.6 for
$\Omega = \mathbb{C}$, one obtains a morphism $\alpha'(E/Z(1)) : Z(1) \to \mathcal{M}'$, and hence a natural
transformation of functors $\beta : \text{Hom}(\cdot, Z(1)) \to \text{Hom}(\cdot, \mathcal{M}')$. The property of
the fibres of $E/Z(1)$ allow us to deduce that $\alpha' = \beta \circ \alpha$ on $\mathbb{C}$. Since we are
working in $(\text{Var}/\mathbb{C})$, this implies that $\alpha' = \beta \circ \alpha$ on all of $(\text{Var}/\mathbb{C})$ and that $\beta$
is uniquely determined.

The problem is therefore reduced to finding a family $E/Z(1)$ as above. One
can certainly come close to writing down such a family:
\[
E/Z(1) : \text{Spec}(\mathbb{C}[j][X, Y])/(Y^2 - (X^3 - 27 \frac{j}{j - 1728} X + 54 \frac{j}{j - 1728})) \quad (1.21)
\]
However, $E/Z(1)$ is not an elliptic curve since for $j = 0, 1728$ the fibres are
not elliptic curves. Moreover, it is not possible to write down an elliptic curve
$E/Z(1)$ with the required property: any such elliptic curve is a twist of the one
given above, but by inspection of the Weierstrass equations for the twists of the
above family one sees that it is not possible to twist the above family so that
its fibres are elliptic curves for all $j$-invariants.

We can remedy this problem in the following way. Let $G$ be a finite group
which acts on $S \in (\text{Var}/\mathbb{C})$ in such a way that the quotient $q : S \to S/G$ exists
and the inverse image of a $\mathbb{C}$-point in $S/G$ is the $G$-orbit of a $\mathbb{C}$-point in $S$.
Suppose that $S/G \cong Z(1)$ and that we have an elliptic curve $E/S$ with the
property that two $\mathbb{C}$-fibres $E_s$ and $E_t$ are isomorphic if and only if the two $\mathbb{C}$-
points $s$ and $t$ of $S$ lie in the same $G$-orbit. Also, if $s$ is a $\mathbb{C}$-point of $S$, then $E_s$
is in isomorphism class of elliptic curves represented by the point $q(s) \in Z(1)$.

Now suppose $(\mathcal{M}', \alpha')$ is another pair satisfying the first property of 1.2.6
for $\Omega = \mathbb{C}$. If we have all of the above, then using $\alpha'$, we obtain a morphism
$\alpha'(E/S) : S \to \mathcal{M}'$. Moreover, it is clear that this morphism is $G$-equivariant
so by the universal property of quotients, we see that $\alpha(E/S)$ factors through
a unique morphism $\beta : Z(1) \to \mathcal{M}'$. One can then check that the existence of
$\beta$ gives $(Z(1), \alpha)$ the desired universal property.

Thus, it remains to show such an $E/S$ exists. We take
\[
S = \text{Spec}(\mathbb{C}[j, j^{1/3}, (j - 1728)^{1/2}]) \quad (1.22)
\]
which is easily seen to be isomorphic to the elliptic curve $\text{Spec}(\mathbb{C}[T, U]/(U^2 - (T^3 - 1728))$ (i.e. make the substitutions $T^3 = j, U^2 = (j - 1728)$). There is
an action of $\{\pm 1, \pm 3, \pm 5 \}^1$ on $S$ such that $S/G \cong \text{Spec}(\mathbb{C}[j])$ exists and the
inverse image of a $\mathbb{C}$-point is the $G$-orbit of a $\mathbb{C}$-point.
We define $E/S$ to be
\[
E/S : \text{Spec}(\mathbb{C}[T,U,X,Y]/(Y^2 - (X^3 - 27TX + 54U), U^2 - (T^3 - 1728)))
\]  
(1.23)
It is not hard to check that $E/S$ has the desired properties. For instance, $E$ has $j$-invariant equal to $T^3 = j$. Thus, $Z(1)$ is a coarse moduli $\mathbb{C}$-variety for $\mathcal{P}(1)$.

One can imagine a similar argument to show that $Z(N) = \Gamma_0(N) \backslash \mathbb{C}$ is a coarse moduli scheme for $E(N)$, again working in $(\text{Var}/\mathbb{C})$ and $(\text{Ell}/\text{Var}/\mathbb{C})$. Let $Y^2 = 4X^3 - g_2X - g_3$ be an elliptic curve over $S$ and let $\phi : \mathbb{Z}/N\mathbb{Z} \times \mathbb{Z}/N\mathbb{Z} \rightarrow E[N]$ be a basis over $S$ for $E[N]$. For $a \in \mathbb{Z}/N\mathbb{Z} \times \mathbb{Z}/N\mathbb{Z}$, we define the Fricke invariants as:
\[
f_a^\phi = \frac{g_2g_3}{\Delta} \cdot (\text{X-coordinate of } \phi(a)) \quad (1.24)
\]
\[
f_a^{2,\phi} = \frac{g_2^2}{\Delta} \cdot (\text{X-coordinate of } \phi(a))^2 \quad (1.25)
\]
\[
f_a^{3,\phi} = \frac{g_3}{\Delta} \cdot (\text{X-coordinate of } \phi(a))^3. \quad (1.26)
\]
Note that
\[
f_a^{2,\phi} = \frac{1}{4^3(j - 1728)}(f_a^\phi)^2 
\]
(1.27)
\[
f_a^{3,\phi} = \frac{1}{4^3j(j - 1728)}(f_a^\phi)^3. \quad (1.28)
\]

It is a fact that the function field of $X(N)$ is $\mathbb{C}(j(\tau), f_a(\tau))$ where $j(\tau)$ and $f_a(\tau)$ are the invariants of the elliptic curve $E_\tau = \mathbb{C}/ \langle 1, \tau \rangle$ with $\phi$ taken to be the basis $(1/N, \tau/N)$ (see Proposition 6.9 in [ShiT1]). The coordinate ring of the affine curve $Y(N)$ is the subalgebra $\mathbb{C}[j(\tau), f_a(\tau)]$ of $\mathbb{C}(j(\tau), f_a(\tau))$.

Thus, given $(E/S, \phi)$, we can define a morphism $S \rightarrow Y(N)$ in a way similar by using the invariants $j, f_a^\phi$. In case that $\text{Aut}(E/S) = \mu_4, \mu_6$, we use the Fricke invariants $f_a^{2,\phi}, f_a^{3,\phi}$, respectively.

As a result of the above discussion, we obtain:

**Lemma 1.2.1** Let $Y(N)$ be the fine moduli scheme given in Theorem 1.2.1. The $\text{Spec}(\mathbb{C})$-fibre of $Y(N)/\text{Spec}(\mathbb{Z})$ is isomorphic to $(\Gamma(N) \backslash \mathbb{H}) \times \mu^*(N)(\mathbb{C})$.

**Lemma 1.2.2** Let $Y(N)/\mu^*(N)$ be the fine moduli scheme given in Corollary 1.2.1. The $\text{Spec}(\mathbb{C})$-fibre of $Y(N)/\mu^*(N)$ along a morphism $\sigma : \text{Spec}(\mathbb{C}) \rightarrow \mu^*(N)$ is isomorphic to $\Gamma(N) \backslash \mathbb{H}$.

**Lemma 1.2.3** Suppose $H \subset \text{GL}_2(\mathbb{Z}/N\mathbb{Z})$. Let $Y_H(N)$ be the coarse moduli scheme given in Corollary 1.2.2. The $\text{Spec}(\mathbb{C})$-fibre of $Y_H(N)/\text{Spec}(\mathbb{Z})$ is isomorphic to $(\Gamma_H(N) \backslash \mathbb{H}) \times \mu_H^*(N)(\mathbb{C})$.

**Lemma 1.2.4** Suppose $H \subset \text{GL}_2(\mathbb{Z}/N\mathbb{Z})$. Let $Y_H(N)/\mu^*_H(N)$ be the coarse moduli scheme given in Corollary 1.2.3. The $\text{Spec}(\mathbb{C})$-fibre of $Y_H(N)/\mu^*_H(N)$ along a morphism $\sigma_H : \text{Spec}(\mathbb{C}) \rightarrow \mu_H^*(N)$ is isomorphic to $\Gamma_H(N) \backslash \mathbb{H}$. 
C-points of Y(N)

In this section, we consider the disconnected modular curve $Z(N) = (\Gamma(N) \setminus \mathfrak{H}) \times \mu^*(N)(\mathbb{C})$ and the natural transformation of functors $\alpha : \mathcal{Y}(N)(\cdot) \to \text{Hom}(\cdot, Z(N))$ which gives it the structure of a coarse moduli scheme for $\mathcal{E}(N)$. Again, we work in $(\text{Var/C})$ and $(\text{Ell/(Var/C)}$. We show that $\alpha$ is bijective on the field $\mathbb{C}$.

Given $(E/\mathbb{C}, \phi)$, we can represent it in the form $(\mathbb{C}/(\omega_1, \omega_2 >, (\omega_1, \omega_2)P)$ where $< \omega_1, \omega_2 > = \mathbb{Z}\omega_1 + \mathbb{Z}\omega_2$ is a lattice in $\mathbb{C}$ and $P$ is a matrix in $\text{GL}_2(\mathbb{Z}/\mathbb{N}\mathbb{Z})$. We can make this representation a bit more canonical by choosing a basis so that $P = \begin{pmatrix} 1 & 0 \\ 0 & d \end{pmatrix}$. Furthermore, the pair $(\mathbb{C}/(\omega_1, \omega_2 >, (\omega_1/N, d \cdot \omega_2/N) ) \cong (\mathbb{C}/ < 1, \tau >, (1/N, d \cdot \tau/N) )$ where $\tau \in H$.

It is not hard to check that two pairs $(\mathbb{C}/ < 1, \tau >, (1/N, d \cdot \tau/N) )$ and $(\mathbb{C}/ < 1, \tau' >, (1/N, d' \cdot \tau'/N) )$ are isomorphic if and only if $\tau$ and $\tau'$ are equivalent under a transformation in $\Gamma(N)$ and $d = d' \in (\mathbb{Z}/N\mathbb{Z})^\times \cong \mu^*(N)(\mathbb{C})$.

Thus, given an isomorphism class $(E/\mathbb{C}, \phi) \in \mathcal{Y}(N)(\mathbb{C})$, we can associate to it a point on $Z(N)$, namely, write the isomorphism class $(E/\mathbb{C}, \phi)$ in the form $(\mathbb{C}/ < 1, \tau >, (1/N, d \cdot \tau/N) )$ and send it to the point $(\tau, \exp^{2\pi id/N} \in Z(N)(\mathbb{C})$. By the remarks above, this defines a bijection between $\mathcal{Y}(N)(\mathbb{C})$ to $Z(N)(\mathbb{C})$. This is precisely the association given by the functor $\alpha$. Therefore, $\alpha$ is bijective on the field $\mathbb{C}$.

K-points of $Y_H(N)$

Suppose $H \subset \text{GL}(\mathbb{Z}/N\mathbb{Z})$ is a subgroup containing $\pm 1$ and $\det(H) = (\mathbb{Z}/N\mathbb{Z})^\times$. Let $Y_H(N)/\text{Spec}(\mathbb{Q})$ be the $\text{Spec}(\mathbb{Q})$-fibre of $Y_H(N)/\text{Spec}(\mathbb{Z})$. The $\text{Spec}(\mathbb{C})$-fibre of $Y_H(N)/\text{Spec}(\mathbb{Q})$ is isomorphic to the smooth connected curve $\Gamma_H(N)\setminus \mathfrak{H}$ by Lemma 1.2.3. Thus, $Y_H(N)/\text{Spec}(\mathbb{Q})$ provides a $\mathbb{Q}$-model for the curve $\Gamma_H(N)\setminus \mathfrak{H}$.

We wish to interpret the $K$-points of $Y_H(N)/\text{Spec}(\mathbb{Q})$ where $K$ is a field extension of $\mathbb{Q}$. We know that $Y_H(N)/\text{Spec}(\mathbb{Q})$ is a coarse moduli scheme for $\mathcal{E}_H(N)$, considered as a functor on $(\text{Ell/}/\mathbb{Q})$. Therefore, the set $\mathcal{Y}_H(N)(\text{Spec}(K))$ consists of the isomorphism classes of pairs $(E/K, [\phi]_H)$ where $\phi \in \mathcal{E}_H(N)(\text{Spec}(K))$ (note: $\phi$ is defined over $K^!$). Let $\sigma : \text{Spec}(\mathbb{C}) \to \text{Spec}(K)$ be a morphism. Consider the following diagram in $(\text{Sch/}/\mathbb{Q})$:

$$
\begin{array}{ccc}
\mathcal{Y}_H(N)(\text{Spec}(K)) & \xrightarrow{\sigma} & \text{Hom}(\text{Spec}(K), Y_H(N)) \\
\downarrow & & \downarrow \\
\mathcal{Y}_H(N)(\text{Spec}(\mathbb{C})) & \xrightarrow{\sigma} & \text{Hom}(\text{Spec}(\mathbb{C}), Y_H(N))
\end{array}
$$

(1.29)

We note that $\alpha$ on the bottom is a bijection as $Y_H(N)$ is a coarse moduli scheme for $\mathcal{E}_H(N)$. Also, since $Y_H(N)/\text{Spec}(\mathbb{Q})$ is a $\mathbb{Q}$-model for its $\text{Spec}(\mathbb{K})$-fibre, we see that $\sigma : \text{Hom}(\text{Spec}(K), Y_H(N)) \to \text{Hom}(\text{Spec}(\mathbb{K}), Y_H(N))$ is an injective map. Thus, we see that two pairs $(E/K, [\phi]_H)$ and $(E'/K, [\phi']_H)$ when
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considered as $K$-points of $Y_H(N)/\text{Spec}(\mathbb{Q})$ under $\alpha$ are equivalent if and only if
they are isomorphic over $\overline{K}$. Thus, this is the sense in which $Y_H(N)/\text{Spec}(\mathbb{Q})$
fails to represent $Y_H(N)$ on $(\text{Sch}/\mathbb{Q})$.

On the other hand, $\alpha(\text{Spec}(K))$ is surjective so given a $K$-rational point
$P$ of $Y_H(N)$, there exists a pair $(E, [\phi]_H) \in Y_H(N)(\text{Spec}(\overline{K}))$ to which it
corresponds, [DR72], Chapter 6, section 3, Proposition 3.2. The main idea of
the proof is to consider the pair $(E, [\phi]_H) \in Y_H(N)(\text{Spec}(\overline{K}))$ which corresponds
to the point $P$. One can construct an obstruction class associated to this pair
in $H^2(\text{Gal}(\overline{K} \mid K), \text{Aut}_\overline{K}(E, [\phi]_H))$ which is trivial if and only if $(E, [\phi]_H)$ can
be defined over $K$, [Gir71], section 7.3. The argument in [DR72] then shows
the cohomology group above is trivial.

The surjectivity of $\alpha(\text{Spec}(K'))$ can also be seen in a more bare-handed
approach. As before, a $K$-rational point $P$ of $Y_H(N)$ corresponds uniquely
to a $\overline{K}$-isomorphism class $(E, [\phi]_H) \in Y_H(N)(\text{Spec}(\overline{K}))$. Since $P$ maps to
a $K$-rational point of $Y(1)$, we see that the $j$-invariant of $E$ is $K$-rational.
Therefore, by a suitable $\overline{K}$-isomorphism, we may assume that $E$ is defined over $K$.
The actions of $\text{Gal}(\overline{K} \mid K)$ on $Y_H(N)(\text{Spec}(\overline{K}))$ and $Y_H(N)(\text{Spec}(\overline{K}))$ are
compatible with the morphism $\alpha(\text{Spec}(\overline{K}))$. Therefore, since $P$ corresponds to
a $K$-rational point of $Y_H(N)(\text{Spec}(\overline{K}))$, we see for all $\sigma \in \text{Gal}(\overline{K} \mid K)$ that
$[\phi]_H^\sigma = [\zeta][\phi]_H$ where $[\cdot] : \mu_n/\nu \to \text{Aut}(E)$, $\zeta \in \mu_n/\nu$, and $\nu$ is the intersection
of $H$ and the image of $\text{Aut}(E)$ in $\text{Aut}(E[N])$. Hence, we obtain a representation
$\rho : \text{Gal}(\overline{K} \mid K) \to \mu_n/\nu$. Since $\pm 1 \in H$, $\nu$ contains at least $\pm 1$. For simplicity,
let us consider the case $n = 4$. If $\rho$ is trivial, then $(E, [\phi]_H)$ is already defined
over $K$, otherwise $\nu = \{\pm 1\}$ and $\rho$ is surjective to $\mu_4/\{\pm 1\}$. Let $\psi : E \to E_D$
be the isomorphism defined over $\overline{K}$ from $E/K$ to a twist $E_D/K$. One can easily
check that

$$
\psi(\phi)^\sigma = [\zeta][\psi(\phi)] = [\zeta][\rho(\sigma)]\psi(\phi)
$$

(1.30)

for $\sigma \in \text{Gal}(\overline{K} \mid K)$ where $\zeta$ is the 1-cocycle associated to the twist $E_D$. Let
$L = K(\sqrt{D_0})$ be the quadratic extension associated to $\rho$. If we consider the
particular twist $D = D_0$, it is easy to see that $[\zeta][\rho(\sigma)] = \pm 1$. Hence, the
twisted pair $(E_D/K, [\psi(\phi)]_H)$ is defined over $K$.

The description of the $K$-points of $Y_H(N)/\text{Spec}(\mathbb{Q})$ above can be reinterpreted
in terms of galois representations. A $K$-point of $Y_H(N)/\text{Spec}(\mathbb{Q})$ is a
pair $(E/K, [\phi]_H)$. Since it is defined over $K$, we see that for all $\sigma \in \text{Gal}(\overline{K} \mid K)$,
$(E/K, [\phi]_H) = (E/K, [\phi]_H)$. The condition $[\phi]_H^\sigma = [\phi]_H$ means that the
$\text{Gal}(\overline{K} \mid K)$ representation on $E[N]$ lies in the subgroup $H \subset \text{GL}_2(\mathbb{Z}/N\mathbb{Z})$.

Finally, we note the following curious phenomenon. Consider the following
two subgroups:

$$
I = \left\{ \pm \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \right\}
$$

(1.31)

$$
D = \left\{ \begin{pmatrix} \pm 1 & 0 \\ 0 & * \end{pmatrix} \right\}
$$

(1.32)
The Spec($\mathbb{C}$)-fibre of $Y_l(N)/\text{Spec}(\mathbb{Z})$ and $Y_D(N)/\text{Spec}(\mathbb{Z})$ are, respectively:

\begin{align*}
Y_l(N)/\text{Spec}(\mathbb{C}) &\cong (\Gamma_l(N)\backslash\mathfrak{H}) \times \mu^*(N)(\mathbb{C}) \\
Y_D(N)/\text{Spec}(\mathbb{C}) &\cong (\Gamma_D(N)\backslash\mathfrak{H}).
\end{align*}

(1.33) \hspace{1cm} (1.34)

We note that $\Gamma_D = \Gamma_l$ so that $Y_l(N)$ consists of $\phi(N)$ copies of $Y_D(N)/\text{Spec}(\mathbb{C})$. Since $Y_D(N)/\text{Spec}(\mathbb{C})$ has a $\mathbb{Q}$-model, it follows that $Y_l(N)/\text{Spec}(\mathbb{C})$ also has a $\mathbb{Q}$-model, even though it is most naturally defined over $\mathbb{Q}(\zeta_N)$.

**Compactifications**

It will be convenient to consider compactifications $X(N)$, $X_H(N)$, $X(N)/\mu^*(N)$, $X_H(N)/\mu_H^*(N)$ of the modular curves $Y(N)$, $Y_H(N)$, $Y(N)/\mu^*(N)$, $Y_H(N)/\mu_H^*(N)$. One can describe the extra points in the compactification as corresponding to Néron polygons with level structure up to a certain equivalence relation [DR72], but we content ourselves with noting that the Spec($\mathbb{C}$)-fibres of $X(N)$, $X_H(N)$, $X(N)/\mu^*(N)$, $X_H(N)/\mu_H^*(N)$ are smooth projective curves over $\mathbb{C}$ given by

\begin{align*}
X(N) &\colon (\Gamma(N)\backslash\mathfrak{H}) \times \mu^*(N)(\mathbb{C}) \\
X_H(N) &\colon (\Gamma_H(N)\backslash\mathfrak{H}) \times \mu_H^*(N)(\mathbb{C}) \\
X(N)/\mu^*(N) &\colon \Gamma(N)\backslash\mathfrak{H}^* \\
X_H(N)/\mu_H^*(N) &\colon \Gamma_H(N)\backslash\mathfrak{H}^*
\end{align*}

(1.35) \hspace{1cm} (1.36) \hspace{1cm} (1.37) \hspace{1cm} (1.38)

where $\mathfrak{H}^* = \mathfrak{H} \cup \mathbb{Q} \cup \{\infty\}$.

### 1.3 Complex multiplication points

The general philosophy behind the study of rational points of $X_H(N)$ is that for large $N$, the only non-cuspidal rational points of $X_H(N)$ should arise from complex multiplication curves. In this section, we discuss how elliptic curves with complex multiplication give rise to rational points on the curves $X_H(p)$ where $p$ is a prime.

**Proposition 1.3.1** Let $E$ be an elliptic curve defined over $L$ with complex multiplication by a maximal order $\mathfrak{r}$ in $K$. Then the $\text{Gal}(\overline{L}/L)$ representation on $E[p]$ has image lying in:

\[
\begin{cases}
\text{the normaliser of a non-split Cartan subgroup} & \text{if } p \text{ is inert in } \mathfrak{r} \\
a \text{ Borel subgroup} & \text{if } p \text{ is ramified in } \mathfrak{r} \\
\text{the normaliser of a split Cartan subgroup} & \text{if } p \text{ is split in } \mathfrak{r}
\end{cases}
\]

**Proof.** Let $M = L \cdot K$ and let $\text{End}(E) = \mathfrak{r}$ be an order in $K$. Since the action of galois commutes with the action of $\mathfrak{r}$ on $E[p]$, we see that $E[p]$ can be considered as a $(\mathfrak{r}/pt)[\text{Gal}($\overline{M}/M)$]$-module. Since $E[p]$ is a free rank one $\mathfrak{r}/pt$-module, the image of the mod $p$ representation of $\text{Gal}(\overline{M}/M)$ lies in $(\mathfrak{r}/pt)^\times$. 
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However, \((t/\rho t)^x \cong (\mathbb{F}_p)^x, (\mathbb{F}_p[x])^x, (\mathbb{F}_p^2)^x\) depending on whether \(p\) is inert, ramified, split in \(t\). It follows that the image of the mod \(p\) representation of Gal\((M|M)\) lies in a non-split Cartan, unitriangular, split Cartan subgroup of GL\(_2(\mathbb{F}_p)\). Therefore, the image of the mod \(p\) representation of Gal\((L|L)\) lies in the normaliser of these subgroups.

Consider the case of \(H\) a Borel subgroup of GL\(_2(\mathbb{F}_p)\). The modular curve \(X_H(p)\) is then the modular curve \(X_0(p)\). From the general philosophy alluded to above, for \(p\) large enough the non-cuspidal \(\mathbb{Q}\)-rational points of \(X_0(p)\) should only arise from complex multiplication curves over \(\mathbb{Q}\). However, there are only finitely many \(\mathbb{Q}\)-isomorphism classes of elliptic curves over \(\mathbb{Q}\) with complex multiplication and in order for such a curve to give rise to a \(\mathbb{Q}\)-rational point of \(X_0(p)\), \(p\) must be ramified in the CM-fields of these curves. This restricts \(p\) to a finite number of primes which divide the discriminants of the CM-fields involved. Hence, in this case, we see that for \(p\) large enough, there should not be any non-cuspidal \(\mathbb{Q}\)-rational points on \(X_0(p)\). Indeed, this should be the case once \(p\) is larger than the largest discriminant of a CM-field of an elliptic curve over \(\mathbb{Q}\), that is, \(p > 163\). This is the famous result of Mazur [Maz78].

On the other hand, if \(H\) is the normaliser of a (split/non-split) Cartan subgroup of GL\(_2(\mathbb{F}_p)\), then an elliptic curve defined over \(\mathbb{Q}\) with complex multiplication in \(K\) will give rise to a \(\mathbb{Q}\)-rational point of \(X_H(p)\) if \(p\) is split/inert in \(K\). Thus, in this case, \(X_H(p)\) will in general have some non-cuspidal \(\mathbb{Q}\)-rational points arising from complex multiplication curves, though by the general philosophy, these should be the only ones for \(p\) large enough. Momose has made obtained some results using methods of Mazur in the split case [Mom84]. A related result of Serre [Ser72] states for a fixed elliptic curve over \(\mathbb{Q}\), its mod \(p\) galois representation has image GL\(_2(\mathbb{F}_p)\) for \(p\) larger than some bound which is dependent on the elliptic curve. This bound can be made explicit [MW93].

There exists a class of modular curves which have more refined modular interpretations, called “twisted modular curves” in [Maz77]. Given a mod \(p\) representation \(\rho\), it is possible to associate to a certain \(\mathbb{Q}\)-twist \(X_\rho(p)\) of \(X_D(p)\) such that the \(\mathbb{Q}\)-points of this twisted modular curve correspond to the \(\mathbb{Q}\)-isomorphism classes of elliptic curves \(E\) over \(\mathbb{Q}\) such that \(\rho_{E,p} \cong \rho\). In particular, let \(S\) be the set of elliptic curves over \(\mathbb{Q}\) which have complex multiplication in \(K\) where \(p\) is inert. The \(\mathbb{Q}\)-points of the twisted modular curves \(X_{\rho_E,p}\) where \(E \in S\) give all elliptic curves over \(\mathbb{Q}\) with mod \(p\) representation isomorphic to a (non-split) complex multiplication mod \(p\) representation. If the general philosophy about the \(\mathbb{Q}\)-points of \(X^+_{\text{non-split}}(p)\) is to be believed, then for \(p\) large enough, the only \(\mathbb{Q}\)-point on \(X_{\rho_E,p}\) should arise from \(E\) itself. A more detailed description of this class of twisted modular curves is described in [SR95]. They are used in the final stages to Wiles’ proof of Fermat’s Last Theorem to deal with the case of reducible mod 3 representations.
1.4 Double coset operators on Fuchsian groups

Let $\Gamma$ be a Fuchsian group of the first kind. Then $X_\Gamma = \Gamma \backslash \mathbb{H}^*$ is a compact Riemann surface. Associated to $\Gamma$ is its vector space of weight $k$ cusp forms $S_k(\Gamma)$. In this section, we will describe some natural linear operators on $S_k(\Gamma)$ which we call double coset operators. We will also interpret these operators geometrically in case of $k = 2$.

**Action on $S_k(\Gamma)$**

To define a double coset operator on $S_k(\Gamma)$, we start with a double coset $T_\delta T$ where $\delta \in \text{GL}_2(\mathbb{R})^+$. From the Lemma below, we see that if $\delta$ lies in the commensurator $T$ of $\Gamma$ (i.e. those elements in $\text{GL}_2(\mathbb{R})^+$ which conjugate $\Gamma$ to a group which is commensurable with $\Gamma$), the double coset $\Gamma \delta \Gamma$ can be decomposed into a finite union of cosets $\cup_{\lambda \in \Lambda} \Gamma \delta \lambda$. We define the linear operator $\Theta_k(\Gamma \delta \Gamma)$ as:

$$\Theta_k(\Gamma \delta \Gamma) : S_k(\Gamma) \to S_k(\Gamma)$$

$$f \mapsto \det(\delta)^{k/2-1} \sum_{\lambda \in \Lambda} f|_{\delta \lambda}$$

It is easily checked that $\Theta_k(\Gamma \delta \Gamma)$ sends $S_k(\Gamma)$ to itself and is thus a linear operator on the vector space $S_k(\Gamma)$ (see Proposition 3.37 in [Shi71]). We call the linear operator $\Theta_k(\Gamma \delta \Gamma)$ a double coset operator. The definition of $\Theta_k(\Gamma \delta \Gamma)$ does not depend on the choice of $\Lambda$ by invariance of $f \in S_k(\Gamma)$ by $\Gamma$.

**Lemma 1.4.1** Let $\delta \in \text{GL}_2(\mathbb{R})^+$ and let $\Gamma$ be a Fuchsian group. The following are equivalent:

1. $\Gamma \delta \Gamma = \cup_{\lambda \in \Lambda} \Gamma \delta \lambda$ where $\Lambda \subset \Gamma$ and the cosets $\Gamma \delta \lambda$ are all distinct.

2. $\Lambda$ forms a complete set of inequivalent representatives for $(\Gamma \cap \delta^{-1}\Gamma \delta) \backslash \Gamma$.

**Proof.** Note firstly that $\lambda, \lambda' \in \Gamma$, $\Gamma \delta \lambda = \Gamma \delta \lambda'$ if and only if $(\Gamma \cap \delta^{-1}\Gamma \delta) \delta \lambda = (\Gamma \cap \delta^{-1}\Gamma \delta) \delta \lambda'$. 

Suppose that $\Gamma = \cup_{\lambda \in \Lambda} (\Gamma \cap \delta^{-1}\Gamma \delta) \lambda$. Multiplying on the left by $\Gamma \delta$ we obtain $\Gamma \delta \Gamma = \cup_{\lambda \in \Lambda} (\Gamma \delta \Gamma \cap \Gamma \delta) \lambda = \cup_{\lambda \in \Lambda} \Gamma \delta \lambda$. By the opening remark, all these cosets are distinct.

Suppose that $\Gamma \delta \Gamma = \cup_{\lambda \in \Lambda} \Gamma \delta \lambda$ where $\Lambda \subset \Gamma$ and the cosets $\Gamma \delta \lambda$ are all distinct. By the opening remark, $\Lambda$ forms an inequivalent set of representatives for $\Gamma \cap \delta^{-1}\Gamma \delta \backslash \Gamma$. On the other hand, for any $\lambda \in \Gamma$, $\Gamma \delta \lambda$ occurs in $\Gamma \delta \Gamma$ so that $\Lambda$ forms a complete set of inequivalent representatives. \qed

Define $\mathcal{T}(\Gamma)$ to be the free $\mathbb{Z}$-module generated by the set of double cosets $\Gamma \delta \Gamma$ where $\delta \in \hat{\Gamma}$. One can define a multiplication on $\mathcal{T}(\Gamma)$ by extending $\mathbb{Z}$-linearly the following rule:

$$\Gamma \delta \Gamma \cdot \Gamma \delta' \Gamma = \sum_{\alpha \in \mathbb{T}} \Gamma \alpha \delta' \Gamma$$

$\mathbb{T}$ denotes the group of bounded torsion elements of $\hat{\Gamma}$. This multiplication is compatible with the natural structure of $\mathcal{T}(\Gamma)$ as a left $\mathbb{Z}[\hat{\Gamma}]$-module.

$\mathcal{T}(\Gamma)$ is a finitely generated $\mathbb{Z}[\hat{\Gamma}]$-module of rank $\frac{1}{2} \text{rank} \mathcal{H}(\Gamma)$ with natural structure as a free $\mathbb{Z}$-module. If $\Gamma$ is congruence, $\mathcal{T}(\Gamma)$ is of finite index. The algebraic closure of $\mathbb{Q}(\Gamma)$ is equal to the field of $\mathbb{Q}(\Gamma)$ with the action of $\mathbb{Z}[\hat{\Gamma}]$ by the multiplication.
where $\Gamma \delta \Gamma = \cup_{\alpha \in \Gamma} \Gamma \alpha$. The resulting multiplication is well-defined, associative, and $\mathbb{Z}$-linear so that $\mathcal{T}(\Gamma)$ becomes a $\mathbb{Z}$-algebra (see section 3.1 in [Shi71]).

The map which sends $\Gamma \delta \Gamma$ to $\Theta_k(\Gamma \delta \Gamma)$ defines a representation $\Theta_k$ of the $\mathbb{Z}$-algebra $\mathcal{T}(\Gamma)$ to the $\mathbb{Z}$-algebra $\text{End}(S_k(\Gamma))$. We will often abuse notation and not make this representation explicit.

The map which sends $\Gamma \delta \Gamma$ to the integer $|\Gamma \cap \delta^{-1} \Gamma \delta \backslash \Gamma|$ defines a representation $\text{deg} : \mathcal{T}(\Gamma) \to \mathbb{Z}$.

**Action on $S_2(\Gamma)$**

The action of double coset operators on $S_2(\Gamma)$ can be interpreted as endomorphisms of $J(X_\Gamma)$, essentially because $S_2(\Gamma)$ is the cotangent space to the complex torus associated to $J(X_\Gamma)$.

Let $\delta \in \Gamma$. The map $z \mapsto \delta^{-1}(z)$ induces a morphism $w_\delta$ from $X_{\delta \Gamma \delta^{-1} \Gamma}$ to $X_{\Gamma \cap \delta^{-1} \Gamma}$. Hence, we have the following diagram:

$$
\begin{array}{ccc}
X_{\delta \Gamma \delta^{-1} \Gamma} & \xrightarrow{w_\delta} & X_{\Gamma \cap \delta^{-1} \Gamma} \\
\pi_1 \downarrow & & \pi_2 \downarrow \\
X & = & X
\end{array}
$$

(1.41)

Define $T_\delta$ as the endomorphism of $\text{Div}(X_\Gamma)$ given by $\pi_1 \pi_2^* w_\delta$. The fact the $w_\delta$ is a morphism means that $T_\delta$ factors to an endomorphism $\Theta_k(T_\delta)$ of $J(X_\Gamma)$.

The following Lemmas are easily verified:

**Lemma 1.4.2** Let $\Lambda$ be a complete set of inequivalent representatives for $(\Gamma \cap \delta^{-1} \Gamma \delta \backslash \Gamma)$. The endomorphism $T_\delta$ of $\text{Div}(X_\Gamma)$ is explicitly given by:

$$
T_\delta(\Gamma z) = \sum_{\lambda \in \Lambda} \Gamma \delta \lambda z.
$$

(1.42)

**Lemma 1.4.3** Let $\gamma_1, \gamma_2 \in \Gamma$. Then $T_\delta = T_{\gamma_1 \gamma_2}$ as endomorphisms of $\text{Div}(X_\Gamma)$.

Given a double coset $\Gamma \delta \Gamma$, one can associate to it a well-defined endomorphism $T_{\Gamma \delta \Gamma}$ of $\text{Div}(X_\Gamma)$ by Lemma 1.4.3. The endomorphism $\Theta_k(T_{\Gamma \delta \Gamma})$ of $J(X_\Gamma)$ it induces coincides with the endomorphism $\Theta_k(\Gamma \delta \Gamma)$ of $S_2(\Gamma)$ defined in the previous section under the identification of $S_2(\Gamma)$ with the cotangent space of $J(X_\Gamma)$.

More generally, suppose that $\Gamma_1$ and $\Gamma_2$ are commensurable so that they both have the same commensurator. In weight $k = 2$, the double coset operator $\Theta_k(\Gamma_1 \delta \Gamma_2)$ can be interpreted as a divisorial correspondence from $X_{\Gamma_1}$ to $X_{\Gamma_2}$. Such a correspondence is called a modular correspondence and induces a homomorphism from $J(X_{\Gamma_1})$ to $J(X_{\Gamma_2})$. Formally, all homomorphisms of jacobians arise from a divisorial correspondence. One may ask whether the isogeny under investigation is given by a linear combination of modular correspondences. Recent work by Edixhoven (to be discussed in the conclusion) has answered this in the affirmative.
1.5 Arithmetic congruence groups

In this section, we define a certain class of Fuchsian groups of the first kind called arithmetic congruence groups and discuss the notion of a Hecke operator on them. This class of Fuchsian groups is derived from indefinite quaternion algebras over \(\mathbb{Q}\) and includes the groups \(\Gamma_{\text{split}}(p)\) and \(\Gamma_{\text{non-split}}(p)\) for which we are interested in obtaining an explicit trace formula.

Quaternion algebras, orders, unit groups

A central simple algebra \(B\) of dimension four over \(\mathbb{Q}\) is called a quaternion algebra over \(\mathbb{Q}\). On \(B\), there is an anti-automorphism of order 2 \((x \mapsto \bar{x})\) as well multiplicative and additive maps to \(\mathbb{Q}\), called the reduced norm \((x \mapsto n(x))\) and reduced trace \((x \mapsto t(x))\), respectively. Similarly, one can consider quaternion algebras over an arbitrary field \(F\), but we restrict our attention to the cases of \(F = \mathbb{Q}\), and the completion \(F = \mathbb{Q}_v\) of \(\mathbb{Q}\) at a place \(v\).

By Wedderburn's Theorem, a quaternion algebra \(B\) over field \(F\) is isomorphic to \(M_2(F)\) or a division quaternion algebra. With this in mind, we say that a quaternion algebra \(B\) over \(\mathbb{Q}\) is split or ramified at a place \(v\) of \(\mathbb{Q}\) if \(B_v\) is isomorphic to \(M_2(\mathbb{Q}_v)\) or a division algebra over \(\mathbb{Q}_v\), respectively. It is a fact that \(B\) is ramified at a finite number of even places \(v\) and one defines the discriminant of \(B\) to be the product of \(p_v\) where \(v\) runs through the places where \(B\) ramifies.

Let \(B\) be a quaternion algebra over \(\mathbb{Q}\). Unlike fields over \(\mathbb{Q}\), the set of integral elements of \(B\) does not form ring. As a replacement, one considers \(\mathbb{Z}\)-modules of rank 4 which are subrings of \(B\). Such an object is called an order of \(B\). Any order of \(B\) is contained in a maximal order, though this may not be unique. There is a similar notion of orders in quaternion algebras over \(\mathbb{Q}_v\), where \(v\) is finite place. For \(v = \infty\), we set by convention \(\mathbb{Z}_\infty = \mathbb{Q}_\infty\) so that orders in \(\mathbb{B}_\infty\) are just \(\mathbb{B}_\infty\) itself.

Lemma 1.5.1 Let \(R\) be an order in a quaternion algebra \(B\) over \(\mathbb{Q}\). The units of \(R\) are given by

\[
R^* = \{ x \in R \mid n(x) \in \mathbb{Z}^\times \} \quad (1.43)
\]

Proof. This follows from the fact that \(x \mapsto \bar{x}\) preserves orders. \(\square\)

Let \(R^{x,+}\) be the elements in \(R^x\) with positive reduced norm. By the above Lemma, \(R^{x,+}\) consists of the elements in \(R\) of reduced norm one. We call this group the unit group of \(R\) (not to be confused with the units of \(R\)). The unit group of \(R\) will often be denoted by \(\Gamma_R\).

Adelisation of quaternion algebras

It is useful to analyse quaternion algebras \(B\) over \(\mathbb{Q}\) by considering the local quaternion algebras \(B_v = B \otimes_\mathbb{Q} \mathbb{Q}_v\) for each place \(v\) of \(\mathbb{Q}\). Indeed, one knows that \(B_v \cong M_2(\mathbb{Q}_v)\) for all but a finite number of even places \(v\) of \(\mathbb{Q}\).
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Given an order \( R \) in \( B \), its localisations \( R_v = R \otimes \mathbb{Z} \mathbb{Z}_v \) are orders in \( B_v \). The correspondence between orders \( R \) and collections of local orders \( \{ R_v \} \) is characterised by the following two Lemmas:

**Lemma 1.5.2** Let \( R \) and \( R' \) be orders in a quaternion algebra \( B \) over \( \mathbb{Q} \). Then \( R_v = R'_v \) for all but a finite number of places.

**Proof.** Since \( R \) and \( R' \) are both \( \mathbb{Z} \)-modules of rank 4, \( R \cap R' \) is of finite index in \( R \) and \( R' \). For places \( v \) not dividing \( [R : R \cap R'] \) and \( [R' : R \cap R'] \), we have \( R_v = R'_v \). \( \square \)

**Lemma 1.5.3** Suppose \( B \) is a quaternion algebra over \( \mathbb{Q} \). Let \( \{ R_v \} \) be a collection of local orders \( R_v \) where \( v \) runs through all places of \( \mathbb{Q} \). If there exists an order \( R' \) such that \( R'_v = R_v \) for all but a finite number of places \( v \), then there exists an unique order \( R \) whose localisation at \( v \) is \( R_v \) for all places \( v \).

**Proof.** Refer to Lemma 5.2.4(3) in [Miy89]. \( \square \)

Consider the example of \( B = \mathbb{M}_2(\mathbb{Q}) \). It is easily checked that \( \mathbb{M}_2(\mathbb{Z}) \) is an order in \( B \). Since \( \mathbb{M}_2(\mathbb{Z})_v = \mathbb{M}_2(\mathbb{Z}_v) \) for all places \( v \) of \( \mathbb{Q} \), we see that if \( R \) is an order in \( B \), then \( R_v = \mathbb{M}_2(\mathbb{Z}_v) \) for all but a finite number of places \( v \). Conversely, if \( \{ R_v \} \) is a collection of local orders such that \( R_v = \mathbb{M}_2(\mathbb{Z}_v) \) for all but a finite number of places \( v \), then there exists an order \( R \) whose localisation at a place \( v \) is \( R_v \) for all places \( v \).

In general, we have:

**Corollary 1.5.1** Let \( B \) be a quaternion algebra over \( \mathbb{Q} \) and let \( R \) be an order in \( B \). Then \( R_v \) is a maximal order in \( B_v \) for all but a finite number of places \( v \).

**Proof.** Maximal orders in \( B \) exist, so the result follows from Lemma 1.5.2. \( \square \)

**Lemma 1.5.4** Let \( B_v \) be a quaternion algebra over \( \mathbb{Q}_v \) where \( v \) is a finite place.

i. If \( B_v \) is split, then all maximal orders of \( B_v \) are conjugate to \( \mathbb{M}_2(\mathbb{Z}_v) \).

ii. If \( B_v \) is ramified, then there is a unique maximal order \( S_v \) of \( B_v \).

**Proof.** If \( B_v \) is split, then \( B_v \cong \mathbb{M}_2(\mathbb{Q}_v) \). Any order \( R_v \) lies in \( \text{End}(\Lambda) \) where \( \Lambda \) is a lattice in \( \mathbb{Q}_v^2 \). Thus, by a suitable change of basis (which is uniquely determined up to conjugation by \( \text{GL}_2(\mathbb{Z}_v) \)), we may assume \( \text{End}(\Lambda) = \mathbb{M}_2(\mathbb{Z}_v) \).

If \( B_v \) is ramified, then \( B_v \) is a division algebra. The unique maximal order of \( B_v \) is given by

\[
S_v = \{ x \in B_v \mid n(x) \in \mathbb{Z}_v \}.
\]

\( \square \)
The adelisation $B_A$ of a quaternion algebra $B$ over $\mathbb{Q}$ is an object which allows us to analyse $B$ locally in a way which reflects the properties in listed in the Lemmas above. It is defined as the restricted topological product of the $B_v$'s with respect to the open subrings $R_v$, where $R$ is an order in $B$. The resulting topological ring does not depend on the choice of $R$ (essentially because of Lemma 1.5.2). Similarly, the adelisation $B^x_A$ of $B^x$ is the restricted product of $B^x_v$ with respect to the subgroups $R^x_v$, where again the resulting topological group does not depend on the choice of $R$. Note that one can embed $B$ into $B_A$ using the diagonal map. Also, it is sometimes useful to consider the adelisation of $B_A$, $B^x_A$ over finite places only, denoted $B^0_A$, $B^x_A$, respectively, and we will often use the decompositions, $B_A = B_\infty \times B^0_A$ and $B^x_A = B^x_\infty \times B^x_A$ to distinguish between the cases of finite and infinite places.

Using adelisations, Lemmas 1.5.2 and 1.5.3 can be summarised as

**Lemma 1.5.5** Given an order $R$ in $B$, the product of local orders $R_A = B_\infty \times \prod_{v \neq \infty} R_v$ is contained in $B_A$. Conversely, given a product of orders $R_A = B_\infty \times \prod_{v \neq \infty} R_v$ which is contained in $B_A$, $R = R_A \cap B$ is an order of $B$.

**Arithmetic congruence groups**

**Definition 1.5.1** A quaternion algebra $B$ over $\mathbb{Q}$ is called indefinite or definite if $B_\infty$ is isomorphic to $M_2(\mathbb{Q}_\infty)$ or a division algebra over $\mathbb{Q}_\infty$, respectively.

**Definition 1.5.2** Let $B$ be an indefinite quaternion algebra over $\mathbb{Q}$. Let $\Gamma^0_A$ be an open compact subgroup of $B^x_A$ and let $\Gamma = B^x \cap (B^x_\infty \times \Gamma^0_A)$. We call $\Gamma$ an arithmetic congruence group.

**Remark 1.5.1** We note that it is possible for an arithmetic congruence group $\Gamma$ to arise from different open compact subgroups of $B^x_A$. However, it will usually be clear from the context which open compact subgroup we are taking, so we will suppress this dependence.

**Lemma 1.5.6** Let $B$ be an indefinite quaternion algebra over $\mathbb{Q}$ and suppose $\Gamma$ is an arithmetic congruence group in $B^x$. Then there exist orders $R \subset S$ in $B$ satisfying

$$\Gamma_R \subset \Gamma \subset \Gamma_S.$$ 

**Proof.** (For the proof, we will use the Lemmas below describing the open compact subgroups of $B^x_A$.)

Since $\Gamma$ is an arithmetic congruence group, $\Gamma = B^x \cap (B^x_\infty \times \Gamma^0_A)$ for some open compact subgroup of $B^x_A$. By Lemma 1.5.9, there exists a finite set of finite places $P$ such that $\Gamma_v = R'_v$ for $v \notin P$ and $\Gamma_v$ is an open compact subgroup of $B^x_v$ for $v \in P$, where $R'_v$ denotes the localisation at $v$ of an order $R'$. Since $\Gamma_v$ is an compact open subgroup of $B^x_v$ for $v \in P$, by Lemma 1.5.7 and 1.5.8, there exist orders $R'_v$ and $S''_v$ such that $R'_v^x \subset \Gamma_v \subset S''_v^x$. Let $S$
be the order such that $S_v = R'_v$ for $v \notin P$ and $S_v = S''_v$ for $v \in P$. Let $R$ be the order such that $R_v = R'_v$ for $v \notin P$ and $R_v = R''_v$ for $v \in P$. Then $\Gamma_R \subset \Gamma = B^x \cap (B^x_{\infty} \times \Gamma_0^\alpha) \subset \Gamma_S$ so that $\Gamma$ is an arithmetic congruence group.

Lemma 1.5.7 Suppose $v$ is a finite place of $Q$. Then $\Gamma_v$ is a compact subgroup of $B^x_v$ if and only if

i. ($B_v$ split) $\Gamma_v$ can be conjugated to lie in $GL_2(Z_v)$ as a closed subgroup.

ii. ($B_v$ ramified) $\Gamma_v$ lies in $S^x_v$ as a closed subgroup, where $S_v$ is the unique maximal order of $B_v$.

Proof. Suppose $B_v$ is split. Let $\Lambda$ be a lattice in $Q^2_v$. By compactness and the fact that $\text{Aut}(\Lambda)$ is an open subgroup of $B^x_v$, we see that $\Gamma_v$ and $\text{Aut}(\Lambda)$ are commensurable. Thus, we can form a $\Gamma_v$-invariant lattice $\Lambda'$ so that $\Gamma_v$ is contained in $\text{Aut}(\Lambda')$, which is conjugate to $GL_2(Z_v)$.

Suppose $B_v$ is ramified. We note that $\text{det}(\Gamma_v) \subset Z^\times_v$ since $\Gamma_v$ is compact and $\text{det} : B^x_v \rightarrow Q^\times_v$ is continuous. By the description of the maximal order $S_v$ in $B_v$, given in the proof of Lemma 1.5.4, we see that $\Gamma_v \subset S_v$. Therefore, $\Gamma_v \subset S^x_v$.

For the converse, we note that $GL_2(Z_v)$ and $S^x_v$ are compact subgroups of $B^x_v$ in each respective case.

Lemma 1.5.8 Suppose that $v$ is a finite place of $Q$. Then $\Gamma_v$ is an open subgroup of $B^x_v$ if and only if $\Gamma_v$ contains $R^x_v$ for some order $R_v$ in $B_v$.

Proof. We simply note that a basis for the topology on $B^x_v$ is given by $\{x \cdot R^x_v \mid x \in B^o_v\}$ where $R_v$ is any order in $B_v$.

Lemma 1.5.9 $\Gamma_0^\alpha$ is an open compact subgroup of $B^{x,0}_\alpha$ if and only if

$$\Gamma_0^\alpha = \prod_{v \in P} \Gamma_v \times \prod_{v \in P} R^x_v$$

(1.44)

where $P$ is a finite set of finite places, $R_v$ denotes the localisation at $v$ of an order $R$, and $\Gamma_v$ is a open compact subgroup of $B^x_v$.

Proof. A basis for the topology on $B^{x,0}_\alpha$ is given by

$$U(P) = \prod_{v \in P} U^x_v \times \prod_{v \in P} R^x_v$$

(1.45)

where $P$ runs through finite sets of finite places, $U^x_v$ is an open subgroup of $B^x_v$, and $R_v$ denotes the localisation at $v$ of an order $R$.

Since $\Gamma_0^\alpha$ is an open set, it is a union of basis sets $U(P)$ as above. By compactness, it is in fact a finite union of such sets. The result then follows by noting that $\Gamma_v$ is a compact open subgroup of $B^x_v$ for all finite places $v$. 

\[\square\]
If $B$ is an indefinite quaternion algebra over $\mathbb{Q}$ then $\phi : B \otimes_{\mathbb{Q}} \mathbb{R} \cong M_2(\mathbb{R})$ for some isomorphism $\phi$. Under the isomorphism $\phi$, $B$ can be viewed as a subalgebra of $M_2(\mathbb{R})$. In this way an arithmetic congruence group $\Gamma$ of $B^\times$ can be identified with a Fuchsian group of the first kind: The group $\Gamma$ is by Lemma 1.5.6 a subgroup of a unit group of finite index. Since unit groups of orders in indefinite quaternion algebras are well-known to be Fuchsian groups of the first kind (see Theorem 5.2.13 in [Miy89]), it follows that $\Gamma$ is a Fuchsian group of the first kind.

**Definition 1.5.3** Let $\Gamma$ be an arithmetic congruence group. Let $P$ be the set of finite places $v$ such that $\Gamma_v \neq S_v^\times$ where $S_v$ is a maximal order in $B_v$. By Lemma 1.5.9 and Lemma 1.5.1, $P$ is a finite set. We define the level of $\Gamma$ to be $N = \prod_{v \in P} v$.

**Lemma 1.5.10** Let $\Gamma$ be an arithmetic congruence group of level $N$. Then there exist orders $R \subseteq S$ such that $\Gamma_R \subseteq \Gamma \subseteq \Gamma_S$ and $R_v = S_v$ is maximal in $B_v$ if and only if $v \mid N$.

**Proof.** Let $R \subseteq S$ be a choice of orders such that $\Gamma_R \subseteq \Gamma \subseteq \Gamma_S$. By Lemma 1.5.2 and 1.5.1, there exists a finite set of finite places $P$ such that for $v \notin P$, $R_v = S_v$ is maximal in $B_v$. If $v \in P$ is such that $\Gamma_v = S_v^\times$, where $S_v^\times$ is a maximal order in $B_v$, then we modify $R$ and $S$ so that $R_v = S_v = S_v^\times$. The resulting $R$ and $S$ has the desired property. \qed

For later reference, we quote the important

**Theorem 1.5.1** (Strong approximation) Let $B$ be an indefinite quaternion algebra over $\mathbb{Q}$ and let $\Gamma_0^0 \subseteq B_0^\times$ be an open compact subgroup of $B_0^\times$ such that $n(\Gamma_v) = \mathbb{Z}_v^\times$ for all finite places $v$. Then

$$B_\Lambda^\times = B^\times \cdot (B_\infty^{x,+} \times \prod_{v \neq \infty} \Gamma_v). \quad (1.46)$$

**Proof.** The proof of Theorem 5.2.11 in [Miy89] for $\Gamma_0 = R_0^x$ also works for a general compact open subgroup. \qed

**Definition 1.5.4** A strong arithmetic congruence group $\Gamma$ is an arithmetic congruence group such that $n(\Gamma_v) = \mathbb{Z}_v^\times$ for all finite places $v$.

**Some examples**

Let us give some examples of (strong) arithmetic congruence groups:

i. Let $B$ be an indefinite quaternion algebra and suppose $R$ is an order in $B$. Then $\Gamma_0 = \prod_{v \neq \infty} R_v^\times$ is an open compact subgroup of $B_0^\times$ so that $\Gamma = B^\times \cap B_\infty^{x,+} \times \Gamma_0^0$ is an arithmetic congruence group of $B^\times$. In fact, by Lemma 1.5.1, $\Gamma$ is the unit group $\Gamma_R$ of $R$. 
ii. Let $B = M_2(\mathbb{Q})$. Consider the following subset of $M_2(\mathbb{Z})$:

$$R_0(p) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mid c \equiv 0 \pmod{p} \right\}.$$ 

It is easily checked that $R = R_0(p)$ is an order in $B$. The unit group $\Gamma = \Gamma_R$ is an arithmetic congruence group of level $p$.

iii. Let $B = M_2(\mathbb{Q})$ and set $R = R(1) = M_2(\mathbb{Z})$. The unit group $\Gamma = \Gamma_R$ is an arithmetic congruence group of level 1.

iv. Let $B = M_2(\mathbb{Q})$ and consider the following subset of $M_2(\mathbb{Z})$:

$$R_{\text{non-split},\lambda}(p) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in M_2(\mathbb{Z}) \mid a \equiv d \pmod{p}, c \equiv \lambda b \equiv 0 \pmod{p} \right\}$$

where $\left( \frac{\lambda}{p} \right) = -1$. The set $R_{\text{non-split},\lambda}(p)$ is an order in $B$: It is clear $R_{\text{non-split},\lambda}(p)$ is a subring of $B$ so the only point to check is that it is a $\mathbb{Z}$-module of rank 4. For this, we note that

$$R_{\text{non-split},\lambda}(p) = \mathbb{Z}\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \oplus \mathbb{Z}\begin{pmatrix} 0 & 1 \\ \lambda & 0 \end{pmatrix} \oplus \mathbb{Z}\begin{pmatrix} 0 & p \\ 0 & 0 \end{pmatrix} \oplus \mathbb{Z}\begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}$$

where $\lambda$ is any element of $\mathbb{Z}$ such that $\lambda \equiv \lambda \pmod{p}$.

The unit group $\Gamma_R$ is an arithmetic congruence group of level $p$ and is in fact the group $F_{\text{non-split},\lambda}(p)$ given in section 1.1.

Let $\Gamma_0^\lambda = \prod_{v | p \neq \infty} R_v^\lambda \cup \omega R_v^\lambda$ where $\omega = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$. Then $\Gamma_0^\lambda$ is an open compact subgroup of $B_\infty^\lambda$ so that $\Gamma = B_\infty^\lambda \cap B_\infty^{+,\lambda}$ is an arithmetic congruence group of level $p$ which is in fact the group $F_{\text{split}}^+(p)$ given in section 1.1.

v. Let $B = M_2(\mathbb{Q})$ and consider the following subset of $M_2(\mathbb{Z})$:

$$R_{\text{split}}(p) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in M_2(\mathbb{Z}) \mid b \equiv c \equiv 0 \pmod{p} \right\}$$

The set $R_{\text{split}}(p)$ is an order in $B$: It is clear $R_\lambda(p)$ is a subring of $B$ so the only point to check is that it is a $\mathbb{Z}$-module of rank 4. For this, we note that

$$R_{\text{split}}(p) = \mathbb{Z}\begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \oplus \mathbb{Z}\begin{pmatrix} 0 & p \\ 0 & 0 \end{pmatrix} \oplus \mathbb{Z}\begin{pmatrix} 0 & 0 \\ p & 0 \end{pmatrix} \oplus \mathbb{Z}\begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}.$$ 

The unit group $\Gamma_R$ is an arithmetic congruence group of level $p$ and is in fact the group $\Gamma_{\text{split}}(p)$ given in section 1.1.

Let $\Gamma_0^\lambda = \prod_{v | p \neq \infty} R_v^\lambda \cup \omega R_v^\lambda$ where $\omega = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$. Then $\Gamma_0^\lambda$ is an open compact subgroup of $B_\infty^\lambda$ so that $\Gamma = B_\infty^\lambda \cap B_\infty^{+,\lambda} \cap \Gamma_0^\lambda$ is an arithmetic congruence group of level $p$ which is in fact the group $\Gamma_{\text{split}}^+(p)$ given in section 1.1.
Hecke operators

In this section, we define Hecke operators on strong arithmetic congruence groups.

Lemma 1.5.11 Let $B$ be an indefinite quaternion algebra over $\mathbb{Q}$ and let $\Gamma$ be an arithmetic congruence group in $B^\times$. The commensurator of $\Gamma$ contains $B^\times$.

Proof. A proof can be seen from the special case given in Lemma 3.10 of [Shi71].

Thus, for $\delta \in B^\times$, the double coset $\Gamma \delta \Gamma$ defines a double coset operator $\Theta_k(\Gamma \delta \Gamma)$ on $S_k(\Gamma)$.

Let $B$ be an indefinite quaternion algebra over $\mathbb{Q}$ with discriminant $D$ and let $\Gamma$ be a strong arithmetic congruence group in $B^\times$ with level $N$.

Let $l \mid m$ be two positive integers such that $(lm, DN) = 1$. Write $l = \prod_{v \in Q} v^e v$ and $m = \prod_{v' \in Q} v'^f$ where $e_v \leq f_v \neq 0$. For $v \in Q$, we see that $\Gamma_v = S_v$ where $S_v$ is a maximal order in $B_v \cong M_2(\mathbb{Q}_v)$. By Lemma 1.5.4, $S_v = \alpha_v^{-1} M_2(\mathbb{Z}_v) \alpha_v$ for some $\alpha_v \in GL_2(\mathbb{Q}_v)$, which is unique up to multiplication on the left by $GL_2(\mathbb{Z}_v)$.

Define $(\delta_v)_v \in B^\times_{\mathbb{Q}}$ as follows:

$$
\delta_v = \begin{cases} 
1 & \text{for } v \notin Q \\
\alpha_v \left( \begin{array}{cc}
 v^e & 0 \\
 0 & v'^f
\end{array} \right) \alpha_v^{-1} & \text{for } v \in Q.
\end{cases}
$$

By Theorem 1.5.1, there exists an element $\delta \in B^\times$ such that $(\delta_v)_v = (\delta)_v \cdot \gamma$ where $\gamma \in B^\times_{\mathbb{Q}}$. Define $T_{l,m}$ to be the double coset $\Gamma \delta \Gamma$. This double coset is well-defined and does not depend on the choice of $\alpha_v$ nor $\delta$. Furthermore, for $n$ a positive integer such that $(n, DN) = 1$, we define the $n$-th Hecke operator to be the formal sum $T_n = \sum_{l|m, lm=n} T_{l,m}$.

Let $R, S$ be orders such that $\Gamma_R \subset \Gamma \subset \Gamma_S$ and $R_v = S_v$ is maximal in $B_v$ if and only if $v \mid N$ (see Lemma 1.5.10). We note that the $\delta$ given by strong approximation above is such that $\delta \in \bigcup_{\omega \in \Omega} \omega R$, where $\Gamma = \bigcup_{\omega \in \Omega} \omega \Gamma_R$.

Remark 1.5.2 Since $\delta$ can be taken to lie in $R$, we see that $T_{l,m} = \Gamma \delta \Gamma$ is contained in $S_n$, the elements in $S$ with reduced norm $n = lm$. Similarly, $T_n$ is contained in $S_n$.

The following two Lemmas are easily deduced from their classical counterparts.

Lemma 1.5.12 For $m$, $n$, $p$ prime to $DN$, the Hecke operators satisfy the following relations:

$$
T_{mn} = T_m T_n \text{ for } (m, n) = 1 \\
T_p T_p^e = T_{p^{e+1}} + p T_{p^e} T_{p^{e-1}}
$$
Proof. c.f. Lemma 4.5.7. in [Miy89].

Lemma 1.5.13 For $n = \prod_{p \mid n} p^{e_p}$ prime to $DN$,

$$\deg(T_n) = \prod_{p \mid n} \frac{1 - p^{e_p+1}}{1 - p}.$$ 

Proof. One uses the relations given above and an inductive argument.

We call the subalgebra $T(\Gamma) = \mathbb{Z}[T_n \mid (n, N) = 1] \subset T(\Gamma)$ a Hecke algebra. It has a representation $\Theta_k$ into $\text{End}(S_k(\Gamma))$. 
Chapter 2

The Trace formula for Hecke operators

The Selberg trace formula is a general formula from analysis which gives, under suitable hypotheses, the trace of an linear operator acting on a Hilbert space.

Let \( \Gamma \) be a Fuchsian group of the first kind. For \( k > 2 \), the vector space of cusp forms \( S_k(\Gamma) \) together with the Petersson inner product is a finite-dimensional Hilbert space (see Theorems 2.1.5 and section 6.3 of [Miy89]). There are natural linear operators \( \Gamma \delta \Gamma \) which act on \( S_k(\Gamma) \) (see section 1.4). The Selberg trace formula can be used to calculate the traces of these operators and in this particular context, it reads:

**Theorem 2.0.2** Let \( \Gamma \) be a Fuchsian group of the first kind and let \( \Gamma \delta \Gamma \) be a double coset operator. Then

\[
tr(\Gamma \delta \Gamma \mid S_k(\Gamma)) = |Z(\Gamma)|^{-1} \int_{\Gamma \setminus \Gamma} \sum_{\alpha \in \Gamma \delta \Gamma} \kappa(z; \alpha) dv(z)
\]

(2.1)

where

\[
Z(\Gamma) = \text{center of } \Gamma
\]

\[
\kappa(z; \alpha) = \det(\alpha)^{k-1} K_k(\alpha z, z) j(\alpha, z)^{-k} \Im(z)^k
\]

\[
K_k(z_1, z_2) = \frac{k-1}{4\pi} \left( \frac{z_1 - \bar{z}_2}{2i} \right)^{-k}
\]

**Proof.** See the proof of Theorem 6.4.2 in [Miy89]. \( \square \)

For \( k = 2 \), there are some complications in convergence of the sum \( \sum_{\alpha \in \Gamma \delta \Gamma} \kappa(z, \alpha) \) which add an extra term \( \deg(\Gamma \delta \Gamma) \) to the trace formula above. Refer to [Eic57] [Eic72] for a treatment of this case and the case \( k > 2 \) above which uses the slightly different viewpoint of generalised abelian integrals.

The above formula for the trace of \( \Gamma \delta \Gamma \) can be simplified by an integral calculation so it involves only sums. We shall content ourselves with quoting
some standard sources for this part as they are valid for quite general Fuchsian
group of the first kind.

If $\Gamma$ is a strong arithmetic congruence group rather than an arbitrary Fuchsian
group of the first kind, then there is a distinguished class of linear operators $T_n$ on $S_k(\Gamma)$ called Hecke operators (see section 1.5). By an algebraic calcu-
lation, the above trace formula can be put into an explicit form which is in
principle calculable. We will illustrate this algebraic calculation for a certain
class of strong arithmetic congruence groups. The calculation is a modification
of the one done in section 6.5 in [Miy89] for unit groups of orders in quaternion
algebras over $\mathbb{Q}$.

2.1 Integral calculation for Fuchsian groups of
the first kind

**Theorem 2.1.1** Let $\Gamma$ be a Fuchsian group of the first kind and let $\Gamma\delta\Gamma$ be a
double coset operator. Suppose that $\Gamma\delta\Gamma$ satisfies the following condition:

**Condition 2.1.1**
There is an element $g \in \text{GL}_2(\mathbb{R})$ with $\det(g) = -1$ such that $g^{-1}\Gamma\delta\Gamma g \subseteq \Gamma\delta\Gamma$.

Then the Selberg trace formula for $\Gamma\delta\Gamma$ on $S_k(\Gamma)$ can be simplified to the follow-
ing form:

\[
tr(\Gamma\delta\Gamma \mid S_k(\Gamma)) = t^\Sigma + \delta(k) \tag{2.2}
\]

\[
t^\Sigma = - \lim_{s \to 0^+} \sum_{\alpha \in \Gamma\delta\Gamma / \Gamma} k(\alpha)l(\alpha) \tag{2.3}
\]

\[
\delta(k) = \begin{cases} 
\deg(\Gamma\delta\Gamma) & \text{if } k = 2 \\
0 & \text{otherwise} \tag{2.4}
\end{cases}
\]

\[
k(\alpha) = \begin{cases} 
\frac{k-1}{2\pi} v(\Gamma \setminus \mathcal{H}) sgn(\alpha)^k \text{det}(\alpha)^{k/2-1} & \text{if } \alpha \in \Gamma\delta\Gamma^a \\
\frac{4^k}{\eta_\alpha^a - \eta_\alpha} \eta_\alpha^{k-1} & \text{if } \alpha \in \Gamma\delta\Gamma^c \\
sgn(\zeta_\alpha)^k \min(|\zeta_\alpha|, |\eta_\alpha|)^{k-1} & \text{if } \alpha \in \Gamma\delta\Gamma^{h,c} \\
\frac{4}{\eta_\alpha} sgn(\zeta_\alpha)^k \text{det}(\alpha)^{k/2-1} & \text{if } \alpha \in \Gamma\delta\Gamma^{p,c} \tag{2.5}
\end{cases}
\]

\[
l(\alpha) = \begin{cases} 
1/|Z(\Gamma)| & \text{if } \alpha \in \Gamma\delta\Gamma^a \\
1/2 |\Gamma(\alpha)| & \text{if } \alpha \in \Gamma\delta\Gamma^c \\
1/|Z(\Gamma)| & \text{if } \alpha \in \Gamma\delta\Gamma^{h,c} \\
1/|Z(\Gamma)| |m(\alpha)|^{s+1} & \text{if } \alpha \in \Gamma\delta\Gamma^{p,c} \tag{2.6}
\end{cases}
\]
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where

\[ \Gamma_\delta \Gamma' / \Gamma = \text{elements of } \Gamma_\delta \Gamma \text{ up to conjugation by } \Gamma \]
\[ \Gamma_\delta \Gamma^o = \text{scalar elements of } \Gamma_\delta \Gamma \]
\[ \Gamma_\delta \Gamma^e = \text{elliptic elements of } \Gamma_\delta \Gamma \]
\[ \Gamma_\delta \Gamma^{h,c} = \text{hyperbolic cuspidal elements of } \Gamma_\delta \Gamma \]
\[ \Gamma_\delta \Gamma^{p,c} = \text{parabolic cuspidal elements of } \Gamma_\delta \Gamma \]
\[ \nu(\Gamma \backslash \mathcal{F}) = \text{volume of } \Gamma \backslash \mathcal{F} \]
\[ \zeta_\alpha, \eta_\alpha = \text{eigenvalues of } \alpha \text{ in any order and not necessarily distinct} \]
\[ \text{sgn}(\alpha) = \text{sgn}(\zeta_\alpha) \text{ (this is well-defined if } \alpha \text{ is not elliptic)} \]
\[ \Gamma(\alpha) = \text{those elements in } \Gamma \text{ which centralise } \alpha \]
\[ m(\alpha) = \text{a number which depends on } \alpha / \Gamma \text{ to be explained below} \]

Proof. Refer to Theorem 6.4.10 in [Miy89] for a detailed derivation in the case \( k > 2 \). For \( k = 2 \), see the statement in [Miy89] and [Hij74]. A proof can be found in [Sal71], who in turn cites [Eic57] for a derivation in the case which pertains to us. Also, [Miy89] refers to [Ish73] for an alternative proof from [Eic57] based on a certain limiting process. \( \square \)

There is also a version of the above Theorem in the case that \( \Gamma_\delta \Gamma \) does not satisfy condition 2.1.1. See Theorem 6.4.9 in [Miy89].

We now explain in more detail the various components and terms involved in the above trace formula:

First of all, we recall the definitions of scalar, elliptic, hyperbolic, parabolic, cuspidal elements of \( \text{GL}_2(\mathbb{R})^+ \).

**Lemma 2.1.1** Let \( \mathbb{Q} \subset k \subset \mathbb{R} \) be a field. Then the \( \text{GL}_2(k) \)-conjugacy classes of elements in \( M_2(k) \) are represented uniquely by elements of the following type.

\[
\begin{pmatrix}
\lambda & 0 \\
0 & \lambda
\end{pmatrix} \quad \text{where } \lambda \in k \quad \text{(scalar)}
\]
\[
\begin{pmatrix}
0 & 1 \\
-n & t
\end{pmatrix} \quad \text{where } t^2 - 4n < 0 \quad \text{(elliptic)}
\]
\[
\begin{pmatrix}
0 & 1 \\
-n & t
\end{pmatrix} \quad \text{where } t^2 - 4n > 0 \quad \text{(hyperbolic)}
\]
\[
\begin{pmatrix}
0 & 1 \\
-n & t
\end{pmatrix} \quad \text{where } t^2 - 4n = 0 \quad \text{(parabolic)}
\]

**Proof.** This follows from the Frobenius normal form for \( M_2(k) \). See p. 347 of [Coh82]. \( \square \)

**Corollary 2.1.1** Elements \( g \in \text{GL}_2(\mathbb{R})^+ \) can be classified according to their
action on $\mathcal{H}$ as follows:

- **scalar** if $g$ fixes all points in $\mathbb{C} \cup \{\infty\}$
- **elliptic** if $g$ has two fixed points, one in $\mathcal{H}$ and the other in $\bar{\mathcal{H}}$
- **hyperbolic** if $g$ has two fixed points in $\mathbb{R} \cup \{\infty\}$
- **parabolic** if $g$ has one fixed point in $\mathbb{R} \cup \{\infty\}$

**Proof.** Let $k = \mathbb{R}$ in Lemma 2.1.1. □

**Definition 2.1.1** An element $g \in GL_2(\mathbb{R})^+$ is called cuspidal (with respect to $\Gamma$) if at least one of its fixed points is a cusp of $\Gamma$.

For instance, if $\Gamma$ is a congruence subgroup of $SL_2(\mathbb{Z})$, then the cusps of $\Gamma$ are precisely $\mathbb{Q} \cup \{\infty\}$. Thus, an element of $GL_2(\mathbb{R})^+$ is cuspidal with respect to $\Gamma$ if one of its fixed points lies in $\mathbb{Q} \cup \{\infty\}$. On the other hand, if $\Gamma$ is the unit group of an order in an indefinite quaternion algebra over $\mathbb{Q}$ which is a division algebra, then $\Gamma$ has no cusps and there are no elements of $GL_2(\mathbb{R})^+$ which are cuspidal with respect to $\Gamma$.

**Lemma 2.1.2**

\[
GL_2(\mathbb{R})^+_{\infty} = \left\{ \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} \mid ad > 0 \right\}
\]

\[
GL_2(\mathbb{R})^{+,p}_{\infty} = \left\{ \begin{pmatrix} a & b \\ 0 & a \end{pmatrix} \mid a \neq 0 \right\}
\]

\[
GL_2(\mathbb{R})^{+,0}_{\infty} = \left\{ \begin{pmatrix} a & 0 \\ 0 & d \end{pmatrix} \mid ad > 0 \right\}
\]

\[
GL_2(\mathbb{R})^+_0 = \mathbb{R}^+ \cdot SO_2(\mathbb{R})
\]

**Proof.** See Lemma 1.3.2 in [Miy89]. □

**Lemma 2.1.3** Suppose that $\alpha$ is elliptic/parabolic so that it has a unique fixed point $z$ in $\mathcal{H} \cup \mathbb{R} \cup \{\infty\}$. The group $\Gamma(\alpha)$ is precisely the group of elements $\Gamma_z$.

**Proof.** Suppose $\gamma \in \Gamma$ centralises $\alpha$. Then $\gamma$ is also elliptic/parabolic and has the same fixed point $z$ in $\mathcal{H} \cup \mathbb{R}$.

Suppose $\gamma \in \Gamma_z$. Then both $\gamma$ and $\alpha$ lie in the subgroup of elements in $GL_2(\mathbb{R})^+_0$ which are elliptic/parabolic. This subgroup is abelian by Lemma 2.1.2 so that $\gamma$ and $\alpha$ commute with each other and $\gamma$ lies in $\Gamma(\alpha)$. □

We explain the term $m(\alpha)$ arising in the case of $\alpha$ parabolic. Let $z$ be the unique fixed point of $\alpha$ in $\mathbb{R}$. By Lemma 2.1.3, $\Gamma(\alpha) = \Gamma_z$. Let $\sigma \in SL_2(\mathbb{R})$ such that $\sigma(z) = \infty$. Then

\[
\sigma \Gamma(\alpha) \sigma^{-1} = \sigma \Gamma_z \sigma^{-1} = \Gamma_{\infty} = Z(\Gamma) \cdot \begin{pmatrix} 1 & b \\ 0 & 1 \end{pmatrix}
\]
for some $h > 0$ and
$$\sigma \sigma^{-1} = \begin{pmatrix} \zeta & \tau \\ 0 & \zeta \end{pmatrix}$$
for some $\zeta, \tau$. We define
$$m(\alpha) = \frac{\tau}{\zeta} h.$$ 
Thus, the quantity $m(\alpha)$ measures the power of the translation $z \mapsto z + h$ which $\alpha$ represents. Note that the definition of $m(\alpha)$ is independent of the choice of $\sigma$ since $\sigma$ is determined up to multiplication on the left by matrices of the form
$$\begin{pmatrix} a & b \\ 0 & a^{-1} \end{pmatrix}$$ (2.7)
and the expression defining $m(\alpha)$ does not change when $\sigma$ is multiplied on the left by such a matrix.

Lemma 2.1.4 Let $\alpha$ and $\beta$ be elements of $GL_2(\mathbb{R})^+$.  

i. If $\alpha$ and $\beta$ are $GL_2(\mathbb{R})$-conjugate, then they are of the same type (i.e. elliptic, hyperbolic, parabolic).

ii. If $\alpha$ and $\beta$ are $GL_2(\mathbb{R})^-$-conjugate and elliptic/parabolic, then they are not $GL_2(\mathbb{R})^+$-conjugate.

iii. If $\alpha$ and $\beta$ are $GL_2(\mathbb{R})^-$-conjugate and hyperbolic, then they are also $GL_2(\mathbb{R})^+$-conjugate.

Proof. See Lemma 1.3.5 in [Miy89].

We note that $k(\alpha)$ only depends on the $GL_2(\mathbb{R})$-conjugacy class of $\alpha$ as it is only determined by the type of $\alpha$ and its characteristic polynomial (see Lemma 2.1.4 above). As for $l(\alpha)$, we have the following Lemma:

Lemma 2.1.5 Let $\alpha$ and $\beta$ be elements of $GL_2(\mathbb{R})^+$. Suppose there exists a $\alpha \in GL_2(\mathbb{R})$ such that $\alpha = \sigma^{-1} \beta \sigma$ and $\Gamma(\alpha) = \sigma^{-1} \Gamma(\beta) \sigma$. Then $l(\alpha) = l(\beta)$.

Proof. The only non-trivial case to check is when $\alpha$ is parabolic where it follows directly from the definition of the quantity $m(\alpha)$. 

In particular, if $\alpha$ and $\beta$ are $\Gamma$-conjugate, then $l(\alpha) = l(\beta)$ so the quantity $l(\alpha)$ only depends on the $\Gamma$-conjugacy class of $\alpha$ as suggested by the trace formula.

We can decompose the set $\Gamma \delta \Gamma/\Gamma$ into four parts, $\Gamma \delta \Gamma^e/\Gamma$, $\Gamma \delta \Gamma^p/\Gamma$, $\Gamma \delta \Gamma^h/\Gamma$, $\Gamma \delta \Gamma^{p,c}/\Gamma$ and correspondingly we have $t^\circ = t^e + t^h + t^{p,c}$. The sets $\Gamma \delta \Gamma^o/\Gamma$, $\Gamma \delta \Gamma^e/\Gamma$, $\Gamma \delta \Gamma^h, \Gamma, \Gamma \delta \Gamma^{p,c}/\Gamma$ are finite whereas the set $\Gamma \delta \Gamma^{p,c}/\Gamma$ is infinite (see section 2.2). Thus, the limit above is really needed only for the term $t^{p,c}$ and it is in this case that the quantity $l(\alpha)$ depends on $s$. 
We will be mainly interested in the case $k = 2$. Here, the trace formula reads:

$$\text{tr}(\Gamma \delta \Gamma \mid S_2(X_\Gamma)) = t^\Sigma + \deg(\Gamma \delta \Gamma)$$  \hspace{1cm} (2.8)

$$t^\Sigma = - \lim_{s \to 0^+} \sum_{\alpha \in \Gamma \delta \Gamma / \Gamma} k(\alpha) l(\alpha)$$  \hspace{1cm} (2.9)

$$k(\alpha) = \begin{cases} \frac{1}{4\pi} \nu(\Gamma \delta \Gamma) & \text{if } \alpha \in \Gamma \delta \Gamma^o \\ 1 & \text{if } \alpha \in \Gamma \delta \Gamma^e \\ \frac{\min(|k_\alpha|, |\eta_\alpha|)}{|k_\alpha - \eta_\alpha|} & \text{if } \alpha \in \Gamma \delta \Gamma^{h,c} \\ \frac{\delta}{4} & \text{if } \alpha \in \Gamma \delta \Gamma^{p,c} \end{cases}$$  \hspace{1cm} (2.10)

$$l(\alpha) = \begin{cases} 1/|Z(\Gamma)| & \text{if } \alpha \in \Gamma \delta \Gamma^o \\ 1/2 |\Gamma(\alpha)| & \text{if } \alpha \in \Gamma \delta \Gamma^e \\ 1/|Z(\Gamma)| & \text{if } \alpha \in \Gamma \delta \Gamma^{h,c} \\ 1/|Z(\Gamma)|^{t+1} & \text{if } \alpha \in \Gamma \delta \Gamma^{p,c} \end{cases}$$  \hspace{1cm} (2.11)

### 2.2 Algebraic calculation for arithmetic congruence groups

In this section, we consider the trace formula in Theorem 2.1.1 for Hecke operators $T_n$ on strong arithmetic congruence groups $\Gamma$. The trace formula in Theorem 2.1.1 is stated for a double coset operator. However, the Hecke operator $T_n$ for a strong arithmetic congruence group $\Gamma$ is a sum of the double coset operators $T_{l,m}$, so by the additivity of the trace formula, we can simply replace the double coset $\Gamma \delta \Gamma$ in the trace formula by $T_n = \cup_{|l|m > 0, l = m} \Gamma \delta_{l,m} \Gamma$. We will perform an algebraic calculation to make this trace formula for $T_n$ explicitly calculable for strong arithmetic congruence groups $\Gamma$ which satisfy

**Condition 2.2.1**

There exist orders $R, S$ such that $\Gamma_R \subset \Gamma \subset \Gamma_S$ and $\Gamma \subset N(R) = \{ \delta \in B^\times \mid \delta^{-1} R\delta = R \}$.

**Some facts about orders**

We first recall some facts about quadratic algebras (i.e. an algebra of dimension 2 over a field) and orders in quadratic algebras.

**Lemma 2.2.1** Let $K$ be a quadratic algebra over $\mathbb{Q}$. Then $K$ is isomorphic to one of the following:

$$K = \begin{cases} \text{an imaginary quadratic field} \\ \mathbb{Q} \times \mathbb{Q} \\ \text{a real quadratic field} \\ \mathbb{Q}[\epsilon] \text{ where } \epsilon^2 = 0 \end{cases}$$
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Proof. If $\alpha \in K - \mathbb{Q}$, then $K = \mathbb{Q}[\alpha]$. The different types of minimal polynomials of $\alpha$ which can arise correspond to the different types of quadratic algebras which occur.

Corollary 2.2.1 Let $B$ be an indefinite quaternion algebra over $\mathbb{Q}$ which we consider as being embedded in $M_2(\mathbb{R})$ under some fixed isomorphism $\phi : B \otimes \mathbb{Q} \mathbb{R} \cong M_2(\mathbb{R})$. Let $\alpha \in B$ be a non-scalar with characteristic polynomial $X^2 - tX + n$. Set $D = t^2 - 4n$. Then $K = \mathbb{Q}[\alpha]$ is a quadratic algebra over $\mathbb{Q}$ of the following type:

$$K = \begin{cases} 
\text{an imaginary quadratic field} & \text{if } \alpha \text{ is elliptic} \\
\mathbb{Q} \times \mathbb{Q} & \text{if } \alpha \text{ is hyperbolic and } D \text{ is a square in } \mathbb{Q} \\
\text{a real quadratic field} & \text{if } \alpha \text{ is hyperbolic and } D \text{ is not a square in } \mathbb{Q} \\
\mathbb{Q}[\epsilon] \text{ where } \epsilon^2 = 0 & \text{if } \alpha \text{ is parabolic}
\end{cases}$$

where the terms scalar, elliptic, hyperbolic, and parabolic refer to the type of $\alpha$ considered as an element of $M_2(\mathbb{R})$ (see Lemma 2.1.1).

Lemma 2.2.2 Let $K$ be a quadratic algebra over $\mathbb{Q}$.

i. If $K$ is not $\mathbb{Q}[\epsilon]$, then the ring of integers of $K$ is an order. This order contains all orders of $K$ and is called the maximal order of $K$. It is given by

$$\mathfrak{r}_K = \begin{cases} 
\mathcal{O}_K & \text{if } \alpha \text{ is elliptic} \\
\mathbb{Z} \times \mathbb{Z} & \text{if } \alpha \text{ is rational hyperbolic} \\
\mathcal{O}_K & \text{if } \alpha \text{ is irrational hyperbolic}
\end{cases}$$

ii. If $K = \mathbb{Q}[\epsilon]$, then the ring of integers is given by $\mathbb{Z} + \mathbb{Q}\epsilon$ (which is not a finitely-generated $\mathbb{Z}$-module).

Proof. The case of $K \neq \mathbb{Q}[\epsilon]$ is well-known. For $K = \mathbb{Q}[\epsilon]$, the result is easily verified.

Lemma 2.2.3 Let $K$ be a quadratic algebra over $\mathbb{Q}$.

i. If $K$ is not $\mathbb{Q}[\epsilon]$, then every order in $K$ is given by $\mathbb{Z} + f\mathfrak{r}_K$, where $f$ is a positive integer.

ii. If $K$ is $\mathbb{Q}[\epsilon]$, then every order in $K$ is given by $\mathbb{Z} + \mathbb{Z}f\epsilon$, where $f$ is a positive rational number.

Proof. The proof of Lemma 6.6.1 in [Miy89] works for $\mathbb{Q}$ in place of $\mathbb{Q}_p$.

The number $f$ is uniquely determines the order and is called the conductor of the order. If $K$ is not $\mathbb{Q}[\epsilon]$, then for an order $\mathfrak{r}$ in $K$, the conductor of $\mathfrak{r}$ is equal to the index $[\mathfrak{r}_K : \mathfrak{r}]$.

Finally, we quote the following Lemma for later reference.
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Lemma 2.2.4 Let $B$ be a quaternion algebra over $\mathbb{Q}$ and suppose $\alpha \in B - \mathbb{Q}$. The elements in $B$ which commute with $\alpha$ are given by the elements in $\mathbb{Q}[\alpha]$.

Proof. See Lemma 5.2.2(3) in [Miy89]. $\square$

The Trace Formula in Terms of $B$

We now follow the algebraic calculation given in [Miy89] with some modifications to obtain an explicit formula for the traces of Hecke for the class of strong arithmetic congruence groups which satisfy condition 2.2.1. To make explicit the assumptions used in this algebraic calculation, we list them below.

Condition 2.2.2

i. $B$ is an indefinite quaternion algebra over $\mathbb{Q}$ with discriminant $D$ which we regard as being contained in $M_2(\mathbb{R})$.

ii. $\Gamma$ is a strong arithmetic congruence group of level $N'$ in $B^\times$.

iii. $N$ is a multiple of $N'$

iv. $R \subseteq S$ are orders of $B$ such that $\Gamma_R \subseteq \Gamma \subseteq \Gamma_S$ and $R_v = S_v$ is maximal in $B_v$ if and only if $v \nmid N'$ (see Lemma 1.5.10).

v. $M$ is a positive integer such that $M \cdot S \subseteq R$ (note: $N | M$)

vi. $\Gamma \subseteq N(R) = \{\delta \in B^\times | \delta^{-1}R\delta = R\}$

vii. $n$ is prime to $DN$

We allow $N$ to be larger than the level of $\Gamma$ so that we can write down a common trace formula in chapter 3 for $\Gamma_{\text{non-split}}^+(p)$, $\Gamma_{\text{split}}^+(p)$, $\Gamma_0(p)$, $\Gamma(1)$, even though the levels differ.

In section 2.1, a formula for the trace of $\Gamma \delta \Gamma$, and hence $T_n$, was given. We now wish to make this formula more explicit. Consider the term

$$t^\Sigma = \lim_{\delta \to \delta^+} \sum_{\alpha \in T_n/\Gamma} k(\alpha)l(\alpha).$$

Since $k(\alpha)$ is invariant under conjugation by $B^\times$, we have

$$\sum_{\alpha \in T_n/\Gamma} k(\alpha)l(\alpha) = \sum_{\alpha \in T_n/B^\times} k(\alpha) \sum_{\beta \in (T_n \cap B^\times) / \Gamma} l(\beta) = \sum_{\alpha \in S_n/B^\times} k(\alpha) \sum_{\beta \in (T_n \cap B^\times) / \Gamma} l(\beta).$$

where

$$C(\alpha) = \{\delta \alpha \delta^{-1} | \delta \in B^\times\}. \quad (2.12)$$
Let \( S_n \) denote the elements in \( S \) with reduce norm \( n \). By remark 1.5.2, \( T_n \subset S_n \).

We can replace \( T_n \) by \( S_n \) in the outer sum since if \( \alpha \in S_n \) but is not \( B^\times \)-conjugate to an element in \( T_n \), then \( T_n \cap C(\alpha) = \emptyset \) anyways.

Consider

\[
C(\alpha, \tau) = \{ \delta \alpha \delta^{-1} \mid \delta \in B^\times, Q[\alpha] \cap \delta^{-1}R \delta = \tau \}.
\]

Since \( Q[\alpha] \cap \delta^{-1}R \delta \) is an order in \( Q[\alpha] \) for any \( \delta \in B^\times \), we have that \( C(\alpha) = \bigcup \mathcal{C}(\alpha, \tau) \). Moreover, if \( \beta \in C(\alpha, \tau) \) and \( \beta \in C(\alpha, \tau') \), then \( \tau = \tau' \) so the union is disjoint. Also, \( C(\alpha, \tau) \) is closed under conjugation by \( \Gamma \) because of the hypothesis \( \Gamma \subset N(R) \) in 2.2.2.

**Lemma 2.2.5** If \( \tau \not\subset \mathbb{Z}[M \alpha] \), then \( T_n \cap C(\alpha, \tau) = \emptyset \).

**Proof.** Suppose that \( \beta \in T_n \cap C(\alpha, \tau) \neq \emptyset \). Since \( T_n \subset S \), we have that \( \beta \in S \) so by the defining property of \( M \), \( M \beta \in R \). Thus, we have \( M \beta \in \delta \tau \delta^{-1} \) and hence \( M \alpha \in \tau \). Therefore, \( \tau \supset \mathbb{Z}[M \alpha] \). \( \square \)

**Lemma 2.2.6** If \( \tau \not\subset \mathbb{Z}[\alpha] \), then \( (T_n \cap R) \cap C(\alpha, \tau) = \emptyset \).

**Proof.** Suppose that \( \beta \in (T_n \cap R) \cap C(\alpha, \tau) \neq \emptyset \). Then \( \beta \in \delta \tau \delta^{-1} \) and hence \( \alpha \in \tau \). Therefore, \( \tau \supset \mathbb{Z}[\alpha] \). \( \square \)

Thus, it suffices to consider only those orders \( \tau \supset \mathbb{Z}[M \alpha] \) in the inner sum of 2.2.1. If \( l(\beta) \) only depends on \( \tau \) and not on the particular \( \beta \in T_n \cap C(\alpha, \tau) \), then the sum can be rewritten as:

\[
\sum_{\alpha \in S_n/B^\times} k(\alpha) \sum_{\beta \in (T_n \cap C(\alpha)) / \Gamma} l(\beta) = \sum_{\alpha \in S_n/B^\times} k(\alpha) \sum_{\tau \supset \mathbb{Z}[M \alpha]} l(\tau) \cdot \left| (T_n \cap C(\alpha, \tau)) / \Gamma \right|.
\]

**Lemma 2.2.7** Let \( \Gamma \) be an arithmetic congruence group. If \( \beta \) and \( \beta' \) are elements of \( T_n \cap C(\alpha, \tau) \), then \( l(\beta) = l(\beta') \).

**Proof.** The strategy is to show that there is an element \( \sigma \) of \( B^\times \) which conjugates \( \Gamma(\beta) \) to \( \Gamma(\beta') \) and \( \beta \) to \( \beta' \) so we can apply Lemma 2.1.5.

Write \( \Gamma = \bigcup_{\omega \in \Omega} \omega \Gamma_R \) where \( \Omega \) is a complete set of inequivalent representatives for \( \Gamma / \Gamma_R \). Then

\[
\Gamma(\beta) = \mathbb{Q}[\beta] \cap \Gamma = \bigcup_{\omega \in \Omega} \mathbb{Q}[\beta] \cap \omega \Gamma_R
\]

since one knows that the elements in \( B \) which commute with \( \beta \) are precisely the elements in \( \mathbb{Q}[\beta] \) (see Lemma 2.2.4).

Next, note that \( l(\beta) \) does not depend \( \beta \) if \( \alpha \) is hyperbolic so from here on we assume that \( \alpha \) is either elliptic or parabolic. In these two cases, we see that every element in \( \mathbb{Q}[\beta] \) has non-negative norm. Therefore,
Consider the set \( a = \mathbb{Q}[\beta] \cap \omega R \) for a fixed \( \omega \in \Omega \). We can assume without loss of generality that \( a \) is not contained in \( \delta \Gamma^{-1} \). Now, as \( \mathbb{Q}[\beta] \cap R = \delta \Gamma^{-1} \), \( a \) is a \( \delta \Gamma^{-1} \)-module. Moreover, \( a' = M \cdot a \) is an ideal of \( \delta \Gamma^{-1} \). Since \( M \) is invertible in \( \mathbb{Q}[\beta] \), we see that \( a = \frac{1}{M} a' \). Thus, \( a \cap \mathbb{Q} \) is a fractional ideal of \( \mathbb{Q} \) which means that it is the \( \mathbb{Z} \)-module generated by a rational number \( \frac{m}{M} \) where \( (m, M) = 1 \). One knows that the denominators of this fractional ideal has denominators in \( M \) exactly because \( a \) is not contained in \( \delta \Gamma^{-1} \) whereas \( M \cdot a \) is.

Let \( x \in a \). The reduced norm \( n(x) \) lies in fractional ideal \( a \cap \mathbb{Q} = \left( \frac{m}{M} \right) \) since conjugation preserves \( a \). The only way \( n(x) \) can be \( \pm 1 \) is if \( m = \pm 1 \). This cannot happen because it would imply that \( \pm 1 \) lies in \( R \cap \omega R \), a contradiction as this would mean that \( \omega \) lies in \( R^x \), contrary to our assumption that \( a \not\subseteq \delta \Gamma^{-1} \). Since there are no elements in \( a \) with unital reduced norm, it follows that \( \mathbb{Q}[\beta] \cap \omega R^x \) is empty. Therefore, \( \Gamma(\beta) \) is in fact just \( \delta \Gamma^{-1} \delta^{-1} \). Therefore, we see that given \( \beta \) and \( \beta' \), then \( \sigma = \delta^{-1} \delta' \) conjugates \( \Gamma(\beta) \) to \( \Gamma(\beta') \) and \( \beta \) to \( \beta' \). Therefore, by Lemma 2.1.5, \( l(\beta) = l(\beta') \). \( \square \)

Remark 2.2.1 The main point of Lemma 2.2.7 is that \( \mathbb{Q}[\beta] \cap \Gamma \) is no larger than \( \mathbb{Q}[\beta] \cap R^x = \delta \Gamma^{-1} \). However, if we consider this locally at \( v \mid N \), one finds that \( \mathbb{Q}_v[\beta] \cap \Gamma_v \) may be larger than \( \mathbb{Q}_v[\beta] \cap R^x_v \) (see Lemma 3.1.3).

If \( \alpha \in T_n^{nc}/B^x \), then there are infinitely-many orders \( \mathfrak{t} \) containing \( \mathbb{Z}[N\alpha] \) so the set \( T_n^{nc}/\Gamma \) is infinite. On the other hand, there are only finitely many \( \alpha \in T_n^s/B^x, T_n^{nc}/B^x \), and there are only finitely-many orders \( \mathfrak{t} \) containing \( \mathbb{Z}[M\alpha] \) in this case so that \( T_n^s/\Gamma \) and \( T_n^{nc}/\Gamma \) are all finite. For more details, see section 3.7.

Since an arithmetic congruence group satisfies condition 2.1.1, we have therefore shown

**Proposition 2.2.1** Under the hypotheses and definitions of 2.2.2 and Theorem 2.1 we have

\[
tr(T_n \mid S_k(\Gamma)) = t^\Sigma + \delta(k)
\]

\[
t^\Sigma = \sum_{\alpha \in S_n/B^x} k(\alpha) \sum_{\mathfrak{t} \supset \mathbb{Z}[M\alpha]} l(\mathfrak{t}) \cdot |(T_n \cap C(\alpha, \mathfrak{t}))/\Gamma|.
\]

The trace formula in terms of \( B_A \)

In this section, we work in the same situation outlined in 2.2.2. We now localise the calculation and express the trace formula in terms of the adelisation \( B_A \) of
B. If $\alpha \in S_n$ and $r$ is an order in $Q[\alpha]$, we let

\[ r_v = r \otimes \mathbb{Z} \mathbb{Z}_v \]  
(2.15)

\[ r_A = r \otimes \mathbb{Z} \mathbb{Z}_A \]  
(2.16)

\[ C_v(\alpha) = \{ \delta \alpha \delta^{-1} | \delta \in B_v^x \} \]  
(2.17)

\[ C_A(\alpha) = \{ \delta \alpha \delta^{-1} | \delta \in B_A^x \} \]  
(2.18)

\[ C_v(\alpha, r) = \{ \delta \alpha \delta^{-1} | \delta \in B_v^x, Q_v[\alpha] \cap \delta^{-1} R_v \delta = r_v \} \]  
(2.19)

\[ C_A(\alpha, r) = \{ \delta \alpha \delta^{-1} | \delta \in B_A^x, Q_A[\alpha] \cap \delta^{-1} R_A \delta = r_A \} \]  
(2.20)

where by convention we set $\mathbb{Z}_\infty = \mathbb{Q}_\infty = \mathbb{R}$. We also define

\[ \Gamma_A = B_\infty^{x+} \times \Gamma^0_A. \]  
(2.21)

Lemma 2.2.8

i. The map

\[ \theta : C(\alpha)/\Gamma \rightarrow C_A(\alpha)/\Gamma_A \]

arising from the natural inclusion $\iota : C(\alpha) \rightarrow C_A(\alpha)$ is surjective.

ii. For any $g \in C_A(\alpha, r)$, \( |\theta^{-1}(g/\Gamma_A)| = h^+(r) \) where

\[ g/\Gamma_A = \text{the orbit of } g \text{ under conjugation by } \Gamma_A \]

\[ h^+(r) = h(r)/w(r) \]

\[ h(r) = \left| Q_A[\alpha]^x/r_A^{x+} \cdot Q[\alpha] \right| \]

\[ w(r) = \text{a quantity to be explained below.} \]

Proof. We will use the notation \( \cdot/\Gamma \) or \( \cdot/\Gamma_A \) to denote the orbit of \( \cdot \) under conjugation by $\Gamma$ or $\Gamma_A$, respectively. The proof of this Lemma is based on Lemma 6.5.2 of [Miy89].

Let $g$ be an element of $C_A(\alpha)$. Then $g = hah^{-1}$ for some $h \in B_A^x$. Strong approximation holds for $\Gamma_0^0$ by the hypotheses 2.2.2 on $\Gamma$ so we can write $h = \gamma \delta$ where $\gamma \in \Gamma_A$ and $\delta \in B^x$. Hence $\theta(\delta \alpha \delta^{-1}/\Gamma) = g/\Gamma_A$ so $\theta$ is indeed surjective.

Let $g$ be an element of $C_A(\alpha, r)$. Then $g = hah^{-1}$ for some $h \in B_A^x$ where $Q_A[\alpha] \cap h^{-1} R_A h = r_A$. Now,

\[ \xi \alpha \xi^{-1}/\Gamma_A = g/\Gamma_A \]

\[ \iff \xi \alpha \xi^{-1} = \gamma hah^{-1} \gamma^{-1} \text{ for some } \gamma \in \Gamma_A \]

\[ \iff \xi^{-1} \gamma hah^{-1} \gamma^{-1} \xi = \alpha \text{ for some } \gamma \in \Gamma_A \]

\[ \iff \xi \in (\Gamma_A h Q[\alpha]^x) \cap B^x \]

where the last equivalence uses the fact that the centraliser of $\alpha$ is $Q_A[\alpha]^x$ (see Lemma 2.2.4). Thus, we have

\[ \iota^{-1}(g/\Gamma_A) = \{ \xi \alpha \xi^{-1} | \xi \in (\Gamma_A h Q_A[\alpha]^x) \cap B^x \} .\]
Similarly,

\[ \xi \alpha \xi^{-1} / \Gamma = \eta \alpha \eta^{-1} / \Gamma \]

\[ \iff \Gamma \xi \mathcal{Q}[\alpha]^\times = \Gamma \eta \mathcal{Q}[\alpha]^\times. \]

Hence, we see that

\[ \theta^{-1}(g / \Gamma_A) = \Gamma \setminus (\Gamma_A \delta \mathcal{Q}[\alpha]^\times) \cap B^\times / \mathcal{Q}[\alpha]^\times. \]

Write \( h = \gamma \delta \) by strong approximation, where \( \gamma \in \Gamma_A \) and \( \delta \in B^\times \). Then we see that

\[ \theta^{-1}(g / \Gamma_A) = \Gamma \setminus (\Gamma_A \delta \mathcal{Q}[\alpha]^\times) \cap B^\times / \mathcal{Q}[\alpha]^\times \]

\[ = \Gamma \setminus (\Gamma_A \cdot \mathcal{Q}[\alpha][\delta \alpha^{-1}]^\times) \cap B^\times / [\delta \alpha^{-1}]^\times. \]

The last equation can be seen by writing an element \( \xi \in \Gamma_A \delta \mathcal{Q}[\alpha]^\times = \Gamma_A \mathcal{Q}[\delta \alpha^{-1}]^\times \delta \) as \( \xi = \xi' \delta \). We then see that \( \xi'(\delta \alpha^{-1})\xi'^{-1} / \Gamma = \eta'(\delta \alpha^{-1})\eta'^{-1} / \Gamma \) if and only if \( \Gamma \xi' \mathcal{Q}[\delta \alpha^{-1}]^\times = \Gamma \eta' \mathcal{Q}[\delta \alpha^{-1}]^\times \).

Let \( E = \mathcal{Q}[\delta \alpha^{-1}]^\times \). If \( x \in E \), then by strong approximation there exists \( \gamma \in \Gamma_A \) such that \( \gamma x \in (\Gamma_A \cdot E) \cap B^\times \). On the other hand, suppose that \( x_1, x_2 \in \mathcal{Q}[\delta \alpha^{-1}]^\times \) and \( \gamma_1, \gamma_2 \in \Gamma_A \). Then

\[ \Gamma \gamma_1 x_1 E \cap B^\times = \Gamma \gamma_2 x_2 E \cap B^\times \iff x_1 x_2^{-1} \in (E \cap \Gamma_A) \cdot (E \cap B^\times). \]

Hence, we see that

\[ \theta^{-1}(g / \Gamma_A) = E / (E \cap \Gamma_A) \cdot (E \cap B^\times) \]

\[ = \mathcal{Q}[\delta \alpha^{-1}]^\times / (\mathcal{Q}[\delta \alpha^{-1}] \cap \Gamma_A) \cdot \mathcal{Q}[\delta \alpha^{-1}]^\times \]

\[ = \mathcal{Q}[\alpha]^\times / (\mathcal{Q}[\alpha] \cap \delta^{-1} \Gamma_A \delta) \cdot \mathcal{Q}[\alpha]^\times. \]

Because \( g \in C_A(\alpha, \tau) \), we see that \( \mathcal{Q}[\alpha] \cap \delta^{-1} \Gamma_A \delta = \tau \) so that \( \mathcal{Q}[\alpha] \cap \delta^{-1} \Gamma_A \delta = \mathcal{Q}[\alpha]^\times \). Hence, \( \theta^{-1}(g) = h^+(\tau) = h(\tau) / w(\tau) \) where

\[ w(\tau) = [\mathcal{Q}[\alpha] \cap \delta^{-1} \Gamma_A \delta : \mathcal{Q}[\alpha]^\times]. \] (2.22)

Remark that \( w(\tau) \) does not depend on the choice of \( \delta \) above as \( \delta \) is determined up to \( \Gamma_A \cap B^\times = \Gamma \) and \( \Gamma \) normalises \( \Gamma_A \).

At finite \( v \) not dividing \( N \), \( \Gamma_v = R_v^\times \) so that \( \mathcal{Q}[v][\alpha] \cap \delta^{-1} \Gamma_v \delta = \mathcal{Q}[v]^\times \). At \( v = \infty \), \( \mathcal{Q}_\infty[\alpha] \cap \delta^{-1} B_\infty^\times \delta = \mathcal{Q}_\infty^\times \). At \( v \) dividing \( N \), \( \mathcal{Q}_v[\alpha] \cap \delta^{-1} \Gamma_v \delta \) contains \( \mathcal{Q}_v^\times \) with index at most \( [\Gamma_v : \mathcal{Q}_v^\times] \). Thus,

\[ w(\tau) = \prod_{v \mid N} [\mathcal{Q}_v[\alpha] \cap \delta^{-1} \Gamma_v \delta : \mathcal{Q}_v^\times] \leq \prod_{v \mid N} [\Gamma_v : \mathcal{Q}_v^\times]. \] (2.23)
Lemma 2.2.9 Let $S$ be a subset of $B^\times$ which is invariant under conjugation by $\Gamma$. Let $S_A$ be a subset of $B_A^\times$ invariant under conjugation by $\Gamma_A$ and satisfying $S_A \cap B^\times = S$. The natural map

$$\theta : (S \cap C(\alpha))/\Gamma \longrightarrow (S_A \cap C_A(\alpha))/\Gamma_A$$

is surjective and $|\theta^{-1}(g)| = h^+(\tau)$ for any $g \in (S_A \cap C_A(\alpha, \tau))/\Gamma_A$.

Proof. Let $g \in (S_A \cap C_A(\alpha))/\Gamma_A$. By Lemma 2.2.8, there exists an $g' \in C(\alpha)$ such that $g' = \gamma^{-1}g\gamma$ where $\gamma \in \Gamma_A$. However, any such $g'$ lies in $S_A \cap B^\times$ so $g' \in S \cap C(\alpha)$. Hence, $\theta$ is surjective.

Suppose in addition $g$ lies in $(S_A \cap C_A(\alpha, \tau))/\Gamma_A$. Any element in $C(\alpha)/\Gamma$ which maps to $g$ under $\theta$ must in fact lie in $S$, so that $\theta^{-1}(g)$ has all $h^+(\tau)$ possible elements.

Since $S = T_n \cap C(\alpha, \tau)$ and $S_A = (T_n)_A \cap C_A(\alpha, \tau)$ satisfy the hypotheses of Lemma 2.2.9, we see that

$$|(T_n \cap C(\alpha, \tau))/\Gamma| = h^+(\tau) \cdot |((T_n)_A \cap C_A(\alpha, \tau))/\Gamma_A|$$

$$= h^+(\tau) \cdot \prod_v |((T_n)_v \cap C_v(\alpha, \tau))/\Gamma_v|.$$ 

Therefore, the desired sum is finally simplified to

$$\sum_{\alpha \in S_n/\Gamma} k(\alpha)l(\alpha) =$$

$$\sum_{\alpha \in S_n/\Gamma} k(\alpha) \sum_{\alpha \in B^\times \cap \mathbb{Z}[M_\alpha]} l(\tau)h^+(\tau) \cdot \prod_v |((T_n)_v \cap C_v(\alpha, \tau))/\Gamma_v|.$$ 

and we obtain

Proposition 2.2.2 Under the hypotheses and definitions of 2.2.2 and Theorem 2.1, we have

$$tr(T_n | S_k(\Gamma)) = t^\Sigma + \delta(k)$$

$$t^\Sigma = \sum_{\alpha \in S_n/\Gamma} k(\alpha) \sum_{\alpha \in B^\times \cap \mathbb{Z}[M_\alpha]} l(\tau)h^+(\tau) \cdot \prod_v |((T_n)_v \cap C_v(\alpha, \tau))/\Gamma_v|.$$ 

Chapter 3
Calculation for Cartan modular curves

3.1 Overview

In this chapter, we calculate an explicit trace formula for Hecke operators $T = T_n$ on $\Gamma = \Gamma_{\text{non-split}, \lambda}(p), \Gamma_{\text{split}}(p)$. According to the algebraic calculation given in section 2.2, an explicit determination of the trace formula for $\Gamma$ in the form of 2.2.2 amounts to a calculation of

$$c_v^+(\alpha, r) = \frac{|(T_v \cap C_v(\alpha, r))/\Gamma_v|}{|R_v^x|}$$

for each place $v$.

Hijikata’s results in [Hij74] give explicit representatives for this set in the case when $\Gamma = \Gamma_0(p)$. In fact, he considers $\Gamma = \Gamma_0(N)$ together with a character $\chi$ of $(\mathbb{Z}/N\mathbb{Z})^\times$. We modify his calculation to the case $\Gamma = \Gamma_{\text{non-split}, \lambda}(p), \Gamma_{\text{split}}(p)$. The method is based on Miyake’s [Miy89] detailed exposition of Hijikata’s work.

To fix notation for the rest of the chapter, let

i. $p$ be an odd prime

ii. $B = M_2(\mathbb{Q})$

iii. $\Gamma = \Gamma_{\text{non-split}, \lambda}(p), \Gamma_{\text{split}}(p), \Gamma_0(p), \Gamma(1)$

iv. $R = R_{\text{non-split}, \lambda}(p), R_{\text{split}}(p), R_0(p), R(1)$

v. $S = M_2(\mathbb{Z})$

vi. $T = T_n$ where $n$ is prime to $p$

vii. $c_v(\alpha, r) = |(T_v \cap C_v(\alpha, r))/R_v^x|$

viii. $c_v^+(\alpha, r) = |(T_v \cap C_v(\alpha, r))/\Gamma_v|$. 
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From the discussion in section 1.5, we see that the hypotheses of 2.2.2 are satisfied so that the form of the trace formula given in 2.2.2 is valid for \( \Gamma \). In the context above, \( N' = N = M = p \) for \( \Gamma_{\text{non-split}}^+(p) \), \( \Gamma_{\text{split}}^+(p) \), \( \Gamma_0(p) \), and \( N = 1 \) for \( \Gamma(1) \).

**Lemma 3.1.1** Suppose \( v \neq p \). Then

\[
\mathbf{c}_v^+(\alpha, \tau) = \begin{cases} 
1 & \text{if } v \neq \infty \\
\alpha \text{ elliptic} & \text{if } v = \infty \\
\alpha \text{ hyperbolic} & \text{if } v = \infty \\
\alpha \text{ parabolic} & \text{if } v = \infty
\end{cases}
\]

**Proof.** For \( v \nmid p\infty \), \( \Gamma_v = R_v \) is conjugate to the maximal order \( M_2(\mathbb{Z}_v) \) so by Theorem 6.6.7 of [Miy89], \( \mathbf{c}_v^+(\alpha, \tau) = 1 \). For \( v = \infty \), see calculation (6.6.1) in [Miy89]. \( \square \)

Thus, the distinguishing factor in the trace formula for \( \Gamma \) is \( \mathbf{c}_v^+(\alpha, \tau) \) whose determination will be the goal of this chapter.

Let \( T_0 = T \cap R \) and \( T_\omega = T \cap \omega R \) so that \( T = T_0 \Pi T_\omega \) (because \( n \) is prime to \( p \)).

**Lemma 3.1.2** If \( T \cap C_p(\alpha, \tau) \neq \emptyset \), then exactly one of \( (T_0)_p \cap C_p(\alpha, \tau) \), \( (T_\omega)_p \cap C_p(\alpha, \tau) \) is non-empty. If the former holds, then \( \tau_p \supset \mathbb{Z}_p[\alpha] \). If the latter holds, then \( \tau_p = \mathbb{Z}_p[\alpha] \).

**Proof.** Suppose that \( \beta \in T_\omega \cap C_p(\alpha, \tau) \neq \emptyset \). Then \( \beta = \delta \alpha \delta^{-1} \) for some \( \delta \in B^x \) where \( \mathbb{Q}_p[\beta] \cap R_p = \delta \mathfrak{r}_p \delta^{-1} \). Now, \( \beta \in R_p \) if and only if \( \alpha \in \tau_p \). Hence, either \( (T_0)_p \cap C_p(\alpha, \tau) \) is non-empty and \( \alpha \in \tau_p \), or \( (T_\omega)_p \cap C_p(\alpha, \tau) \) is non-empty and \( \alpha \notin \tau_p \).

Suppose we are in the latter case. We always have that \( p\alpha \in R_p \) so that \( p\alpha \in \tau_p \). Since there are no orders between \( \mathbb{Z}_p[\alpha] \) and \( \mathbb{Z}_p[p\alpha] \), we have \( \tau_p = \mathbb{Z}_p[p\alpha] \). \( \square \)

As we would like to make a comparison between the traces of \( X_{\text{split}}^+(p) \) and \( X_{\text{non-split}}^+(p) \), the trace formulae should at this stage at least have the same form. In order for this to be true, the quantity \( h^+(\tau) \) should be the same irrespective of whether we are in the split or non-split case.

**Lemma 3.1.3** Suppose \( \Gamma = \Gamma_{\text{non-split}}^+(p), \Gamma_{\text{split}}^+(p) \). Let \( \alpha \in S_n \) and \( \tau \) be an order in \( \mathbb{Q}[\alpha] \). If \( T_\tau \cap C_p(\alpha, \tau) \neq \emptyset \) then

\[
h^+(\tau) = \begin{cases} 
h(\tau) & \text{if } \tau_p \supset \mathbb{Z}_p[\alpha] \\
h(\tau)/2 & \text{if } \tau_p = \mathbb{Z}_p[\alpha]
\end{cases}
\] (3.1)
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Proof. Let \( \beta \in T_p \cap C_p(\alpha, r) \) so that \( \beta = \delta \alpha \delta^{-1} \) and \( \mathbb{Q}_p[\alpha] \cap \delta^{-1} R_p \delta = r_p \) for some \( \delta \in B^\times \). Recall the situation in Lemma 2.2.8: If we let \( g \) in the Lemma to be \( \beta \), then the \( \delta \) above corresponds to a choice of \( \delta \) in the Lemma. Therefore, it suffices to show that \([\mathbb{Q}_p[\alpha] \cap \delta^{-1} \Gamma_p \delta : \mathbb{Q}_p[\alpha] \cap \delta^{-1} R_p^\times \delta] = 1, 2 \) accordingly as \( r_p \supset \mathbb{Z}_p[\alpha], \ r_p = \mathbb{Z}_p[\rho \alpha] \).

Suppose \( r_p \supset \mathbb{Z}_p[\alpha] \). The proof of Lemma 3.1.2 shows that \( \beta \in R_p \) so that \( \mathbb{Q}_p[\beta] \cap \omega R_p \supset p R_p \). As \( \Gamma_p = R_p^\times \Pi \omega R_p^\times \), it follows that \( \mathbb{Q}_p[\beta] \cap \Gamma_p = \mathbb{Q}_p[\beta] \cap R_p^\times \) so \( w(\tau) = 1 \).

Suppose \( r_p = \mathbb{Z}_p[\rho \alpha] \). The proof of Lemma 3.1.2 shows that \( \beta \in (T_\omega)_p \cap C_p(\alpha, r) \). Therefore, \( \beta \in \mathbb{Q}_p[\beta] \cap \Gamma_p \) but \( \beta \notin \mathbb{Q}_p[\beta] \cap R_p^\times \). Hence, \( w(\tau) = 2 \).

3.2 Standard elements in \( C_p(\alpha, r) \)

In order to determine the size of
\[
(T_p \cap C_p(\alpha, r))/\Gamma_p
\]
we first define some standard elements in \( C_p(\alpha, r) \). It will turn out that these standard elements will be sufficient to form a complete set of representatives.

First define
\[
D_p(t, n, \rho) = \{ g \in (\mathbb{Z}_p + \rho p R_p) - (\mathbb{Z}_p + \rho p^1 R_p) \mid t(g) = t, n(g) = n, (3.2) \}
\]
g and \( \alpha \) are of the same type (i.e. scalar, elliptic, hyperbolic, parabolic).

Lemma 3.2.1 Suppose that \( r_p \supset \mathbb{Z}_p[\alpha] \) and \([r_p : \mathbb{Z}_p[\alpha]] = p^\rho \). Then
\[
g \in C_p(\alpha, r) \iff g \in D_p(t(\alpha), n(\alpha), \rho)
\]

Proof. (See Lemma 6.6.3 in [Miy89].) First note that
\[
g \in C_p(\alpha, r) \iff g = \delta \alpha \delta^{-1} \text{ for some } \delta \in B^\times \text{ and } \mathbb{Q}_p[g] \cap R_p = \delta r_p \delta^{-1}.
\]

Now,
\[
\mathbb{Q}_p[g] \cap R_p = \delta r_p \delta^{-1} \iff [\mathbb{Q}_p[g] \cap R_p : \mathbb{Z}_p[g]] = p^\rho
\]
\[
\iff \mathbb{Z}_p[g] = \mathbb{Z}_p + p^\rho \mathbb{Q}_p[g] \cap R_p
\]
\[
\iff g \in \mathbb{Z}_p + p^\rho R_p \text{ and } g \notin \mathbb{Z}_p + p^1 R_p.
\]

As \( g = \delta \alpha \delta^{-1} \) for some \( \delta \in B^\times \) if and only if \( t(g) = t(\alpha) \) and \( n(g) = n(\alpha) \) and both \( g \) and \( \alpha \) are of the same type, we obtain the desired result.

Corollary 3.2.1 Suppose that \( r_p \supset \mathbb{Z}_p[\rho \alpha] \) and \([r_p : \mathbb{Z}_p[\rho \alpha]] = p^\rho \). Then
\[
g \in C_p(\alpha, r) \iff p \cdot g \in D_p(p \cdot t(\alpha), p^2 \cdot n(\alpha), \rho)
\]
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Proof.

\[ g \in C_p(\alpha, \tau) \]
\[ \iff p \cdot g \in C_p(p\alpha, \tau) \]
\[ \iff p \cdot g \in D_p(p \cdot t(\alpha), p^2 \cdot n(\alpha), \rho) \]

where the last equivalence follows from Lemma 3.2.1 as applied to \( p\alpha \). □

Hence, to determine elements in \( C_p(\alpha, \tau) \), it suffices to determine elements in \( D_p(t, n, \rho) \). Let

\[ g_{\xi,u} = \xi + p^u \begin{pmatrix} 0 & u \\ \bar{n}(\xi)/u & \bar{t}(\xi) \end{pmatrix} \]  

(3.4)

where

\[ \bar{n}(\xi) = -f(\xi)/p^{2p} \]  

(3.5)
\[ \bar{t}(\xi) = (t - 2\xi)/p^u \]  

(3.6)

where \( f(x) = x^2 - tx + n \). By construction, the element \( g_{\xi,u} \) has the same norm \( n \) and trace \( t \). Hence, provided the matrix

\[ r_{\xi,u} = \begin{pmatrix} 0 & u \\ \bar{n}(\xi)/u & \bar{t}(\xi) \end{pmatrix} \]  

(3.7)

lies in \( R_p \) but not in \( pR_p \), the element \( g_{\xi,u} \) will lie in \( D_p(t, n, \rho) \). Thus, one can construct some standard elements \( g_{\xi,u} \) in \( C_p(\alpha, \tau) \) by Lemma 3.2.1.

3.3 Counting Lemmas

We give some technical Lemmas which will be used in the following two sections. It may be useful to refer to them during some of the calculations to follow.

Lemma 3.3.1 Let \( f(x) = x^2 - tx + n \in \mathbb{Z}_p[x] \) and suppose \( \xi \in \mathbb{Z}_p \) satisfies \( f(\xi) \equiv 0 \pmod{p^r} \). Then

\[ t - 2\xi \equiv 0 \pmod{p^{[r/2]}} \iff \Delta(f) \equiv 0 \pmod{p^r}. \]  

(3.8)

Proof. This follows from the fact that \( \Delta(f) \equiv (t - 2\xi)^2 \pmod{p^r} \). □

Lemma 3.3.2 Let \( f(x) = x^2 - tx + n \in \mathbb{Z}_p[x] \). Suppose that \( \Delta(f) = p^\delta d \) where \( p \nmid d \). The number of solutions to \( f(x) \equiv 0 \pmod{p^r} \) modulo \( p^r \) is given by

\[ r_p(\nu, \delta, \epsilon, d) = \begin{cases} \delta \geq \epsilon & p^{\nu - [\epsilon/2]} \\ \delta < \epsilon & \begin{cases} \delta \text{ odd} & 0 \\ \delta \text{ even} & \left[ \frac{d}{p^{\nu - [\epsilon]} - 1} \right] p^\nu - (\epsilon - \delta/2) \end{cases} \end{cases} \]  

(3.9)

where \( \left[ \frac{d}{p^\nu} \right] \) denotes the number of solutions to \( x^2 \equiv d \pmod{p^r} \) and the expressions \( p^{\nu - [\epsilon/2]} \), \( p^{\nu - (\epsilon - \delta/2)} \) are defined to be 1 when \( \nu - (\epsilon - \delta/2) < 0 \), \( \nu - \lfloor \epsilon/2 \rfloor \).
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Proof. This is a routine calculation. □

Lemma 3.3.3 Assume p is an odd prime. Let \( r(\alpha, \beta) = \left| \{ x \in \mathbb{F}_p \mid \left( \frac{\alpha x^2 - \beta}{p} \right) = 1 \} \right| \) where \( \alpha \neq 0 \). Then

\[
\begin{align*}
\left( \frac{\alpha}{p} \right) = 1 & \quad \begin{cases} 
(p - 1)/2 & \text{if } \left( \frac{\beta}{p} \right) = -1 \\
p - 1 & \text{if } \left( \frac{\beta}{p} \right) = 0 \\
(p - 3)/2 & \text{if } \left( \frac{\beta}{p} \right) = 1
\end{cases} \\
\left( \frac{\alpha}{p} \right) = -1 & \quad \begin{cases} 
(p - 1)/2 & \text{if } \left( \frac{\beta}{p} \right) = -1 \\
0 & \text{if } \left( \frac{\beta}{p} \right) = 0 \\
(p + 1)/2 & \text{if } \left( \frac{\beta}{p} \right) = 1
\end{cases}
\end{align*}
\]

Proof. This is a routine calculation. □

Lemma 3.3.4 Assume p is an odd prime. Let \( f_\epsilon(x) = a_\epsilon x^2 + b_\epsilon x + c_\epsilon \in \mathbb{F}_p[x] \) and suppose \( \Delta(f_\epsilon) = \alpha x^2 - \beta \) where \( \alpha \neq 0 \). The total number of distinct roots of \( f_\epsilon(x) \) as \( \epsilon \) varies through \( \mathbb{F}_p \) is

\[
2 \cdot r(\alpha, \beta) + \left[ \frac{\alpha \beta}{p} \right]
\]

where \( r(\alpha, \beta), \left[ \frac{\alpha \beta}{p} \right] \) are as in Lemma 3.3.2, Lemma 3.3.3, respectively.

Proof. This is a routine calculation. □

3.4 The case of non-split Cartan

Assume now that \( R = R_{\text{non-split,} \lambda}(p) \) and \( \Gamma = \Gamma_{\text{non-split,} \lambda}(p) \). If \( g_{\xi, u} \) satisfies the following conditions

\begin{align*}
&u = p^\delta w \\
&\delta = 0, 1 \\
&0 < w < p \\
&\bar{n}(\xi) \equiv \lambda u^2 \pmod{p^{1+\delta}} \\
&\bar{l}(\xi) \equiv 0 \pmod{p} \\
&\bar{n}(\xi) \not\equiv \lambda u^2 \pmod{p^{2+\delta}} \text{ or } \bar{l}(\xi) \not\equiv 0 \pmod{p^{2}}
\end{align*}

(3.10)

then the \( r_{\xi, u} \) of the previous section will lie in \( R_p \) but not in \( pR_p \) so \( g_{\xi, u} \) will lie in \( D_p(t, n, \rho) \). The following Lemma shows that the set of elements \( g_{\xi, u} \) satisfying condition 3.10 forms a complete set of representatives for \( D_p(t, n, \rho) / / R_p^\times \).

Lemma 3.4.1 Let \( g \in D_p(t, n, \rho) \). Then \( g \) is \( R_p^\times \)-conjugate to an element \( g_{\xi, u} \) for some \( \xi, u \) satisfying 3.10.
Proof. Suppose that \( g \in D_p(t, n, \rho) \) and write
\[
g = \begin{pmatrix} a & b \\ c & d \end{pmatrix}.
\]
Now, \( g \in \mathbb{Z}_p + p^\nu R_p \) and \( g \notin \mathbb{Z}_p + p^{\nu+1} R_p \) so \( g \) satisfies all of the following conditions
\[
\begin{align*}
b &\equiv 0 \pmod{p^\nu} \\
c &\equiv 0 \pmod{p^\nu} \\
a - d &\equiv 0 \pmod{p^{\nu+1}} \\
(c - \lambda b)/p^\nu &\equiv 0 \pmod{p}
\end{align*}
\]
and at least one of the following conditions
\[
\begin{align*}
b &\not\equiv 0 \pmod{p^{\nu+1}} \\
c &\not\equiv 0 \pmod{p^{\nu+1}} \\
a - d &\not\equiv 0 \pmod{p^{\nu+2}} \\
(c - \lambda b)/p^{\nu+1} &\not\equiv 0 \pmod{p}
\end{align*}
\]
First suppose that \( b \not\equiv 0 \pmod{p^{\nu+2}} \). Rewrite \( g \) into the following form:
\[
g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} = aI + \begin{pmatrix} 0 & b \\ c & d - a \end{pmatrix} = aI + p^\nu \begin{pmatrix} 0 & b' \\ c' & (d - a)/p^\nu \end{pmatrix}
\]
where \( b' = b/p^\nu \) and \( c' = c/p^\nu \). Put \( b'' = p^\delta b' \) so that \( b'' \in \mathbb{Z}_p^\times \). Note that \( 0 \leq \delta \leq 1 \). Since \( b'' = u + kp'' = u(1 + \frac{k}{u}p'') \) for some \( 0 < u < p \), the following matrix
\[
h = \begin{pmatrix} 1 & 0 \\ 0 & (1 + \frac{k}{u}p'')^{-1} \end{pmatrix}
\]
lies in \( R_p^\times \). Conjugating \( g \) by this matrix allows us to assume \( b' = p^\delta b'' \) where \( 0 < b'' < p \) so that \( b' \) is among the finite set of possibilities listed in condition 3.10. On the other hand,
\[
f(a) = a^2 - ta + n = a^2 - (a + d)a + (ad - bc) = -bc.
\]
Therefore, \( \bar{n}(a)/b' = c' \) and \( \bar{t}(a) = (t - 2a)/p^\nu = (d - a)/p^\nu \). Hence, \( h^{-1}gh = g_{a,b'} \) where \( a, b' \) satisfy 3.10.
Suppose that $c \not\equiv 0 \pmod{p^{r+2}}$. Conjugating $g$ by the matrix
\[
\begin{pmatrix}
0 & 1 \\
\lambda & 0
\end{pmatrix} \in R_p^X
\]
replaces the entry $b$ by $c/\lambda$ so we can revert to the previous case.

Now, assume that $b \equiv c \equiv 0 \pmod{p^{r+2}}$ but $a - d \not\equiv 0 \pmod{p^{r+2}}$. Conjugating $g$ by the matrix
\[
\begin{pmatrix}
1 & 1 \\
\lambda & 1
\end{pmatrix} \in R_p^X
\]
replaces the entry $b$ by $\frac{1}{1-\lambda}(a - d + b - c) \not\equiv 0 \pmod{p^{r+2}}$ so we can again revert to the first case.

The case $b \equiv c \equiv 0$ (mod $p^{r+2}$) but $(c - \lambda b)/p^{r+1} \not\equiv 0$ (mod $p$) cannot happen for the former conditions imply $(c - \lambda b)/p^{r+1} \equiv 0$ (mod $p$).

Having established that the elements $g_{\xi,u}$ form a complete set representatives for $D_p(t,n,p)/R^+_p$, the next step is to determine when two $g_{\xi,u}$'s are $R^+_p$-conjugate. The answer is given in the next three Lemmas.

**Lemma 3.4.2** The elements $g_{\xi,u}$ and $g_{\xi',u'}$ are $R^+_p$-conjugate only if $u \equiv u' \pmod{p}$ and $(\xi' - \xi)/p^\rho \equiv 0 \pmod{p}$

*Proof.* The elements $g_{\xi,u}$ and $g_{\xi',u'}$ are conjugate if and only if $r_{\xi,u}$ and $r_{\xi',u'} + (\xi' - \xi)/p^\rho I$ are conjugate. Note however that any $R^+_p$-conjugate of $r_{\xi,u}$ is congruent to $r_{\xi,u}$ modulo $p$. This follows from the fact an element of $R_p$ is fixed modulo $p$ by conjugation by an element of $R^+_p$. Hence, we have that $u' \equiv u \pmod{p}$ and $(\xi' - \xi)/p^\rho \equiv 0 \pmod{p}$ as required.

**Lemma 3.4.3** If $u, u'$ are prime to $p$, then $g_{\xi,u}$ and $g_{\xi',u'}$ are $R^+_p$-conjugate if and only if $u = u'$ and $(\xi' - \xi)/p^\rho \equiv 0 \pmod{p}$.

*Proof.* Necessity was proven in the Lemma 3.4.2. Suppose $u = u'$ and $(\xi' - \xi)/p^\rho \equiv 0 \pmod{p}$. Consider the matrix
\[
\begin{pmatrix}
1 \\
(\xi' - \xi)/p^\rho & 0
\end{pmatrix} \in R_p^X.
\]
A routine calculation shows this matrix conjugates $g_{\xi,u}$ to $g_{\xi',u'}$.

**Lemma 3.4.4** The elements $g_{\xi,pw}$ and $g_{\xi',pw'}$ are $R^+_p$-conjugate if and only if
\[
\Delta(\epsilon) = (\bar{n}(\xi')/p^2 + \lambda w'^2)^2 + 4\lambda w'^2(\epsilon^2 + \epsilon i(\xi')/p - \bar{n}(\xi')/p^2)
\]
is a square modulo $p$, where $\epsilon = (\xi' - \xi)/p^{\rho+1}$. If particular, if $\epsilon \equiv 0 \pmod{p}$, then $g_{\xi,pw}$ and $g_{\xi',pw'}$ are $R^+_p$-conjugate.
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Proof. Let \( u = pw, u' = pw' \). We compute those \( h \in B^\times \) which centralise \( g_{\xi',u'} \). Remark that \( h \) centralises \( g_{\xi',u'} \) if and only if it centralises the matrix

\[
  r_{\xi',u'} = \begin{pmatrix} 0 & u' \\ \bar{n}(\xi')/u' & \bar{t}(\xi') \end{pmatrix}.
\]

Writing

\[
  h = \begin{pmatrix} a & b \\ c & d \end{pmatrix}
\]

we obtain the following four equations from the condition \( hr_{\xi',u'} = r_{\xi',u'}h \).

\[
  \begin{align*}
    b\bar{n}(\xi')/u' &= cu' \\
    au' + b\bar{t}(\xi') &= du' \\
    d\bar{n}(\xi')/u' &= a\bar{n}(\xi')/u' + c\bar{t}(\xi') \\
    cu' + d\bar{t}(\xi') &= b\bar{n}(\xi')/u' + d\bar{t}(\xi')
  \end{align*}
\]

A simple calculation then shows that \( h \) has the form

\[
  h = \begin{pmatrix} a & b \\ b\bar{n}(\xi')/u^2 & a + b\bar{t}(\xi')/u' \end{pmatrix}.
\]

The matrix

\[
  \begin{pmatrix} 1 & 0 \\ (\xi' - \xi)/p^su & 1 \end{pmatrix}
\]

conjugates \( g_{\xi,u} \) to \( g_{\xi',u}, \) and the matrix

\[
  \begin{pmatrix} 1 & 0 \\ 0 & u'/u \end{pmatrix}
\]

conjugates \( g_{\xi',u} \) to \( g_{\xi',u'} \). Thus, the general element in \( B^\times \) which conjugates \( g_{\xi,u} \) to \( g_{\xi',u'} \) has the form

\[
  c(a,b) = \begin{pmatrix} a & b \\ a(\xi' - \xi)/p^su + b\bar{n}(\xi')/uu' & \bar{n}(\xi')/u'^2 \end{pmatrix}.
\]

The elements \( g_{\xi,u} \) and \( g_{\xi',u'} \) are \( R^\times_p \)-conjugate if and only if there exist \( a, b \) such that the matrix \( c(a,b) \) lies in \( R^\times_p \). The matrix \( c(a,b) \) lies in \( R^\times_p \) if and only if \( a, b \in \mathbb{Z}_p \) and the following system of two equations holds:

\[
  \begin{align*}
    a(u'/u - 1) + b((\xi' - \xi)/p^s u + \bar{t}(\xi')/u) &\equiv 0 \pmod{p} \quad (3.11) \\
    a(\xi' - \xi)/p^s u + b(\bar{n}(\xi')/uu' - \lambda) &\equiv 0 \pmod{p} \quad (3.12)
  \end{align*}
\]
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There exists a non-trivial solution to this system if and only if the determinant of the above linear system is zero. This determinant is easily calculated as:

$$\Xi = w^{-1}w^{-2} \cdot \{(w' - w)(\bar{n}(\xi')/p^2 - \lambda w') - \epsilon(\epsilon + \bar{t}(\xi')/p)w'\} \quad (3.13)$$

where $\epsilon = (\xi' - \xi)/p^{\rho+1}$. The equation $\Xi \equiv 0 \pmod{p}$ is a quadratic equation in the variable $w$ with discriminant

$$\Delta(\epsilon) = (\bar{n}(\xi')/p^2 + \lambda w'^2)^2 + 4\lambda w'^2\epsilon^2 + \epsilon\bar{t}(\xi')/p - \bar{n}(\xi')/p^2 \quad (3.14)$$

Thus, $g_{\xi,u}$ and $g_{\xi',u'}$ are $R_p^\times$-conjugate if and only if $\Delta$ is a square modulo $p$. $\square$

We are now ready to compute the quantities $c_p(\alpha, t)[X^+_{\text{non-split}, \lambda}(p)]$ and $c_p^+(\alpha, r)[X^+_{\text{non-split}, \lambda}(p)]$.

**Proposition 3.4.1** Let $\alpha \in S_n$. Assume that $r_p \supset \mathbb{Z}_p[\alpha]$. Put $[r_p : \mathbb{Z}_p[\alpha]] = p^\rho$, $D = \Delta(\alpha)$, $d = D/p^{\rho^2}$, $\mu = \text{ord}_p(d)$. Then

$$c_p(\alpha, r)[X^+_{\text{non-split}, \lambda}(p)] = \begin{cases} 2 & \text{if } (\frac{\alpha}{p}) = -1 \\ 0 & \text{if } (\frac{\alpha}{p}) = 0 \\ 0 & \text{if } (\frac{\alpha}{p}) = 1 \\ p - 2 & \text{if } (\frac{\alpha^{p^2}}{p}) = -1 \\ p - 1 & \text{if } (\frac{\alpha^{p^2}}{p}) = 0 \\ p & \text{if } (\frac{\alpha^{p^2}}{p}) = 1. \end{cases} \quad (3.15)$$

**Proof.** In this case, we have $T_p \cap C_p(\alpha, t) = (C_\rho)_p \cap C_p(\alpha, t) = C_p(\alpha, t)$ by Lemma 3.1.2. Hence, we will determine the size of $C_p(\alpha, t)/R_p^\times$. By Lemma 3.4.1 and Lemma 3.2.1, the elements $g_{\xi,u}$ satisfying condition 3.10 give a complete set of representatives for $C_p(\alpha, t)/R_p^\times$.

Recall condition 3.10 and note the following two equivalences:

$$\bar{n}(\xi)/u \equiv \lambda u \pmod{p} \quad (3.15)$$

$$f(x) = x^2 - t\xi + (n + p^\rho \lambda u^2) \equiv 0 \pmod{p^{2\rho+1+\delta}} \quad (3.16)$$

$$\bar{t}(\xi) \equiv 0 \pmod{p} \iff t - 2\xi \equiv 0 \pmod{p^{\rho+1}} \quad (3.17)$$

where $\delta = v_p(u) = 0, 1$. If $\xi, u$ satisfy these conditions, then by Lemma 3.3.1, $D \equiv p^{2\rho} \lambda u^2 \pmod{p^{2\rho+1+\delta}}$ and hence $d \equiv \lambda u^2 \pmod{p^{\rho+\delta}}$.

Assume that $\mu < 2$. If there exist $\xi, u$ satisfying condition 3.10 with $v_p(u) = 1$, then $D \equiv 0 \pmod{p^{2\rho+2}}$ and hence $d \equiv 0 \pmod{p^2}$. Since $\mu < 2$, we deduce there are no elements $g_{\xi,u}$ with $v_p(u) = 1$ in this case. If $v_p(u) = -1$, then there are two $u$'s prime to $p$ such that $d \equiv \lambda u^2 \pmod{p}$. Moreover, since the discriminant of the polynomial $f(x)$ in condition 3.15 is equal to $D - p^{2\rho+1+\delta} \equiv 0 \pmod{p^{2\rho+1}}$, there is precisely one root $\xi \in \mathbb{Z}_p$ modulo $p^{\rho+1}$ of $f(x)$ for each $u$ by Lemma 3.3.2. Hence, by Lemma 3.4.3, $c_p(\alpha, r_p) = 2$. If $v_p(u) = 0, 1$, then
Suppose \( \mu \geq 2 \). If there exist \( \xi, u \) satisfying condition 3.10 with \( v_p(u) = 0 \), then \( D \equiv p^{2p} \lambda u^2 \pmod{p^{p+1}} \) and hence \( d \equiv \lambda u^2 \pmod{p} \). This implies that \( d \) is prime to \( p \). Hence, there are no \( g_{\xi,u} \)'s with \( u \) prime to \( p \) in this case and we can assume that \( u = pw \) where \( w \) is prime to \( p \). Note when \( v_p(u) = 1 \), the conditions 3.15 and 3.17 on \( \xi \) are independent of \( w \). There are \( p \) values of \( \xi \) modulo \( p^{p+1} \) satisfying these two conditions for each \( w \) by Lemma 3.3.2. Hence, a priori there are \( p(p-1) \) distinct \( g_{\xi,pw} \)'s by Lemma 3.4.4. However, some of these \( g_{\xi,u} \)'s are \( R_p^* \)-conjugate and some of them may lie in \( \mathbb{Z}_p + p^{p+1} R_p \) (refer to condition 3.10).

Let us first fix a \( g_{\xi,pw} \) satisfying all the conditions of 3.10. We shall count the number of distinct elements \( g_{\xi,pw} \) in the orbit of \( g_{\xi,pw} \) under conjugation by \( R_p^* \). According to Lemma 3.4.4, \( g_{\xi,pw} \) is \( R_p^* \)-conjugate to \( g_{\xi',pw} \) if and only if \( \Delta(\epsilon) \) is a square modulo \( p \) where \( \epsilon = (\xi'/\xi)/p^{p+1} \). Note that \( \Delta(\epsilon) \) has the form \( \alpha \epsilon^2 - \beta \) where

\[
\alpha = 4\lambda w^2, \\
\beta = 16\lambda w^2 (\lambda w^2 \bar{t}(\xi')^2/p^2 - (\bar{n}(\xi')/p^2 - \lambda w^2)^2) \\
\epsilon' = \epsilon + \bar{t}(\xi')/p.
\]

Observe that \( \beta \not\equiv 0 \pmod{p} \) unless \( \bar{t}(\xi')/p \equiv 0 \pmod{p} \) and \( \bar{n}(\xi')/p^2 \equiv \lambda w^2 \pmod{p} \). This cannot happen as \( g_{\xi',pw} \) was assumed to satisfy the conditions of 3.10.

As \( \epsilon \) varies through \( \mathbb{F}_p \), the total number of roots to \( \Theta \equiv 0 \pmod{p} \) is \( p+1 \) by Lemma 3.3.4. We must be careful however to eliminate any pairs \( (\xi, w) \) with \( w = 0 \) since these are excluded by condition 3.10. Looking back on the conjugation relation 3.13, we see this will occur if and only if

\[
\epsilon^2 + \epsilon \bar{t}(\xi')/p - \bar{n}(\xi')/p^2 \equiv 0 \pmod{p}.
\]

This equation has a solution if and only if

\[
(\bar{t}(\xi')^2 + 4\bar{n}(\xi'))/p^2 = (t^2 - 4n)/p^{2p+2} = D/p^{2p+2} = d/p^2
\]

is a square modulo \( p \). When \( \left( d/p^2 \right) = -1, 0, 1 \), the number of \( (\xi, w) \) with \( w = 0 \) is therefore 0, 1, 2, respectively, and hence the orbit size is \( p+1, p, p-1 \), respectively.

We now consider the question of determining those \( g_{\xi,pw} \) which lie in \( \mathbb{Z}_p + p^{p+1} R_p \) (and hence do not satisfy all the conditions of 3.10). This amounts to counting the number of \( g_{\xi,u} \) with \( u \) prime to \( p \) and \([\tau_p : \mathbb{Z}_p[\alpha]] = p^{p+1} \). Recalling the calculation done for the case \( \mu < 2 \), we see there are 2 or 0 such \( g_{\xi,pw} \)'s depending on whether \( \left( D/p^{2p+2} \right) = \left( d/p^2 \right) = -1, \) or 0,1.

We now have enough information to compute \( c_p(\alpha, \tau) \). If \( \left( d/p^2 \right) = -1 \), then there are \( p(p-1) - 2 = p^2 - p - 2 \) \( g_{\xi,pw} \)'s satisfying condition 3.10. The orbit under conjugation by \( R_p^* \) of any particular element has size \( p+1 \). Hence, there
are \( p - 2 \) conjugacy classes of elements. If \( \left( \frac{d}{p} \right) = 0 \) or 1, then there \( p(p - 1) \) \( g_{\xi,p,w} \)'s satisfying condition 3.10. If the former case occurs, then the orbit size is \( p \) and hence there are \( p - 1 \) conjugacy classes. If the latter case occurs, then the orbit size is \( p - 1 \), and there are \( p \) conjugacy classes.

**Proposition 3.4.2** With the same hypotheses as in Lemma 3.4.1, we have

\[
\left\{ \begin{array}{ll}
\mu < 2 & \text{if } \left( \frac{d}{p} \right) = -1 \\
0 & \text{if } \left( \frac{d}{p} \right) = 0 \\
0 & \text{if } \left( \frac{d}{p} \right) = 1 \\
\frac{p - 1}{2} & \text{if } \left( \frac{\sigma d}{p} \right) = -1 \\
\frac{p - 1}{2} & \text{if } \left( \frac{\sigma d}{p} \right) = 0 \\
\frac{p + 1}{2} & \text{if } \left( \frac{\sigma d}{p} \right) = 1.
\end{array} \right.
\]

**Proof.** The involution \( \omega \) acts on \((T_p \cap C_p(\alpha, \tau))//R^\times_p\). To determine the size of \((T_p \cap C_p(\alpha, \tau))//R^\times_p\) it suffices to count the fixed points of this action. In the case \( \mu < 2 \), the involution \( \omega \) does not fix any \( g_{\xi,u} \)'s, so \( c_p^+(\alpha, \tau) = c_p(\alpha, \tau)/2 \).

Suppose \( \mu \geq 2 \). As in the previous Lemma, the standard representatives \( g_{\xi,u} \) for \( C_p(\alpha, \tau)//R^\times_p \) in this case satisfy \( u = pw \) where \( w = 1, \ldots, p - 1 \). From the proof of 3.4.4, we see that \( c_{\xi,p,w}^+ \) and \( \omega g_{\xi,p,w} \omega^{-1} \) are \( R^\times_p \)-conjugate if and only if \( \xi \equiv 0 \pmod{p} \). This is equivalent to

\[
\tilde{n}(\xi')/p^2 + \lambda w^2 \equiv 0 \pmod{p}. \tag{3.18}
\]

For each fixed \( w' \), the condition 3.18 is a quadratic equation in \( \xi' \). As \( w' \) varies through \( \mathbb{F}_p \), we see by Lemma 3.3.4 that the total number of roots to this quadratic equation is \( p + 1 \) if \( \left( \frac{d}{p} \right) = \pm 1 \), and 0 otherwise. Now, \( w' = 0 \) causes 3.18 to be soluble if and only if \( \left( \frac{d}{p} \right) = 1 \). Therefore, as \( w' \) varies through \( \mathbb{F}_p^\times \), the total number of roots to this quadratic equation is \( p + 1, 0, p - 1 \), accordingly as \( \left( \frac{d}{p} \right) = -1, 0, 1 \).

We note that any two \( g_{\xi,p,w} \) satisfying 3.18 are \( R^\times_p \)-conjugate. Hence, there is one fixed point if \( \left( \frac{d}{p} \right) = \pm 1 \) and none otherwise. Thus, for \( \left( \frac{d}{p} \right) = -1 \), \( c_p^+(\alpha, \tau) = \frac{p - 2 - 1}{2} + 1 = \frac{p - 1}{2} \). For \( \left( \frac{d}{p} \right) = 0 \), \( c_p^+(\alpha, \tau) = \frac{p - 1}{2} \). For \( \left( \frac{d}{p} \right) = 1 \), \( c_p^+(\alpha, \tau) = \frac{p + 1}{2} + 1 = \frac{p + 3}{2} \).

From Lemma 3.2.1, a determination of \( T_p \cap C_p(\alpha, \tau)//R^\times_p \) in the case of \( r = \mathbb{Z}_p[p\alpha] \) therefore reduces to a determination of those elements \( g_{\xi,u} \in D_p(p \cdot t(\alpha), p^2 \cdot n(\alpha), 0) \) which satisfy \( g_{\xi,u}/p \in (T_\omega)_p \), up to \( R^\times_p \)-conjugacy.
Proposition 3.4.3 Let $\alpha \in S_n$. Assume that $\tau_p = \mathbb{Z}_p[p\alpha]$. Put $d = \Delta(\alpha)$. Then

$$c^+_p(\alpha, \tau)[X^+_{\text{non-split}, \lambda}(p)] = c_p(\alpha, \tau)[X^+_{\text{non-split}, \lambda}(p)] = \begin{cases} 0 & t \equiv 0 \pmod{p} \quad 1 \quad \text{if } \left( \frac{\xi}{p} \right) = 0, \\ 1 & t \equiv 0 \pmod{p} \quad 0 \quad \text{if } \left( \frac{\xi}{p} \right) = -1, \\ 0 & t \equiv 0 \pmod{p} \quad 1 \quad \text{if } \left( \frac{\xi}{p} \right) = 1. \end{cases}$$

Proof. In this case, $T_p \cap C_p(\alpha, \tau) = (T_w)_p \cap C_p(\alpha, \tau)$ by Lemma 3.1.2. By Lemma 3.2.1, $g \in C_p(\alpha, \tau)$ if and only if $p \cdot g \in D_p(p \cdot t(\alpha), p^2 \cdot n(\alpha), 0)$.

Suppose $g_{\xi,pw} \in D_p(p \cdot t(\alpha), p^2 \cdot n(\alpha), 0)$. By the argument given in the beginning of Lemma 3.4.1, it follows that $d \equiv \lambda u^2 \pmod{p}$. As $\mu \geq 2$, $u$ cannot be prime to $p$ and hence $u = pw$ for $w = 1, \ldots, p - 1$.

We now count the number of $g_{\xi,pw}$ (up to $\xi \pmod{p^{\mu+2}}$) such that $g_{\xi,pw}/p \in (T_w)_p$.

Note that

$$g_{\xi,pw}/p = \begin{pmatrix} \xi/p & w \\ \xi/p + t(\xi)/p & \xi/p \end{pmatrix} \frac{w}{\xi/p}$$

For $g_{\xi,pw}/p$ to lie in $(T_w)_p$, we must have

$$t \equiv 0 \pmod{p}$$

$$\xi^2 - pt\xi + p^2 n - p^2\lambda u^2 \equiv 0 \pmod{p^3}$$

As $w$ varies through $\mathbb{F}_p^x$, the total number of roots $\xi$ to the quadratic equation above is $p + 1, 0, p - 1$ accordingly as $\left( \frac{\xi}{p} \right) = -1, 0, 1$. Thus, there is one $g_{\xi,pw}/p \in (T_w)_p$ up to $R^x$-conjugacy if $\left( \frac{\xi}{p} \right) = \pm 1$ and 0 otherwise (as the orbit size of $g_{\xi,pw}$ under conjugation by $R^x$ is precisely $p + 1, 0, p - 1$ accordingly as $\left( \frac{\xi}{p} \right) = -1, 0, 1$.

As there is at most one element in $T_p \cap C_p(\alpha, \tau)/R^x_p$, we see that

$$c^+_p(\alpha, \tau) = c_p(\alpha, \tau).$$

3.5 The case of split Cartan

Since $X_{\text{split}}(p) \cong X_0(p^2)$, one can attempt to derive an explicit trace formula for $X^+_{\text{split}}(p) \cong X^+_0(p^2)$ in terms of the known formulae for $X_0(p^2)$. However, we shall directly calculate an explicit trace formula for $X^+_{\text{split}}(p)$. This approach has the advantage of putting $X^+_{\text{split}}(p)$ on a more equal footing with $X^+_{\text{non-split}}(p)$ so that the trace formulae can be more transparently compared. In addition, since $X^+_{\text{split}}(p)$ covers $X(1)$ whereas $X^+_0(p^2)$ does not, the calculation is of a more standard nature.
Assume now that $R = R_{\text{split}}(p)$ and $\Gamma = \Gamma_{\text{split}}^+(p)$. If $\xi$ satisfies the following conditions,

\begin{align*}
    f_\diamond(\xi) &\equiv 0 \pmod{p^{2\rho+2}} \\
    t - 2\xi &\equiv 0 \pmod{p^\rho},
\end{align*}

then the element $g_\xi = g_{\xi,p}$ defined by

$$g_{\xi,p} = \xi + p^\rho \begin{pmatrix} 0 & p \\ \bar{n}(\xi)/p & i(\xi) \end{pmatrix}$$

will lie in $D_p(t, n, \rho)$.

**Lemma 3.5.1** Let $g \in D_p(t, n, \rho)$. Then $g$ is $\Gamma_p$-conjugate to an element $g_\xi$ satisfying 3.19.

**Proof.** Suppose that $g \in D_p(t, n, \rho)$ and write

$$g = \begin{pmatrix} a & b \\ c & d \end{pmatrix}.$$

Now, $g \in \mathbb{Z}_p + p^\rho R_p$ and $g \not\in \mathbb{Z}_p + p^{\rho+1} R_p$ so $g$ satisfies all of the following conditions

\begin{align*}
    b &\equiv 0 \pmod{p^{\rho+1}} \\
    c &\equiv 0 \pmod{p^{\rho+1}} \\
    a - d &\equiv 0 \pmod{p^\rho}
\end{align*}

and at least one of the following conditions

\begin{align*}
    b &\not\equiv 0 \pmod{p^{\rho+2}} \\
    c &\not\equiv 0 \pmod{p^{\rho+2}} \\
    a - d &\not\equiv 0 \pmod{p^{\rho+1}}
\end{align*}

First suppose that $b \not\equiv 0 \pmod{p^{\rho+2}}$. By a modification of the argument in Lemma 3.4.1, we see that $g$ is $R_p^\times$-conjugate to some $g_\xi$ satisfying condition 3.19.

Suppose that $c \not\equiv 0 \pmod{p^{\rho+2}}$. Conjugating $g$ by $\omega \in \Gamma_p$ replaces the entry $b$ by $c$ so we can revert to the previous case.

Now, assume that $b \equiv c \equiv 0 \pmod{p^{\rho+2}}$ but $a - d \not\equiv 0 \pmod{p^{\rho+1}}$. Conjugating $g$ by the matrix

$$\begin{pmatrix} 1 & p \\ 0 & 1 \end{pmatrix} \in R_p^\times$$

replaces the entry $b$ by $p(a - d) + b - p^2 c \not\equiv 0 \pmod{p^{\rho+2}}$ so we can again revert to the first case. \qed
Thus, the elements $g_\xi$ and $\omega g_\xi \omega^{-1}$ satisfying condition 3.19 form a complete set of representatives for $D_\rho(t, n, p)/R_\rho^\times$.

We also note that an element $g \in D_\rho(t, n, p)$ is $R_\rho^\times$-conjugate to an element $g_\xi$ for some $\xi$ satisfying 3.19 if and only if $b \not\equiv 0 \pmod{p^{\rho+2}}$ or $a - d \not\equiv 0 \pmod{p^{\rho+1}}$ as it is only in the case when $c \not\equiv 0 \pmod{p^{\rho+2}}$ that we need to conjugate by an element of $\Gamma_\rho$. We therefore obtain the following two Lemmas:

**Lemma 3.5.2** Elements $g_\xi$ and $g_{\xi'}$ are $R_\rho^\times$-conjugate if and only if $\xi \equiv \xi' \pmod{p^{\rho+2}}$.

**Lemma 3.5.3** Elements $g_\xi$ and $\omega g_{\xi'} \omega^{-1}$ are $R_\rho^\times$-conjugate if and only if

\[
\begin{align*}
\left\{ \begin{array}{ll}
0 & \text{if } (\frac{\xi}{p}) = -1 \\
0 & \text{if } (\frac{\xi}{p}) = 0 \\
2 & \text{if } (\frac{\xi}{p}) = 1 \\
p & \text{if } (\frac{d/\rho^2}{p}) = -1 \\
p + 1 & \text{if } (\frac{d/\rho^2}{p}) = 0 \\
p + 2 & \text{if } (\frac{d/\rho^2}{p}) = 1.
\end{array} \right.
\end{align*}
\]

We are now ready to compute the quantities $c_\rho(\alpha, t)[X^+_{\text{split}}(p)]$ and $c_\rho^+(\alpha, t)[X^+_{\text{split}}(p)]$.

**Proposition 3.5.1** Let $\alpha \in S_\rho$. Assume that $T_\rho \supset \mathbb{Z}_p[\alpha]$. Put $[T_\rho : \mathbb{Z}_p[\alpha]] = p^\rho$, $D = \Delta(\alpha)$, $d = D/p^{2\rho}$, $\mu = \text{ord}_p(d)$. Then

\[
c_\rho(\alpha, t)[X^+_{\text{split}}(p)] = \begin{cases}
0 & \text{if } (\frac{\xi}{p}) = -1 \\
0 & \text{if } (\frac{\xi}{p}) = 0 \\
2 & \text{if } (\frac{\xi}{p}) = 1 \\
p & \text{if } (\frac{d/\rho^2}{p}) = -1 \\
p + 1 & \text{if } (\frac{d/\rho^2}{p}) = 0 \\
p + 2 & \text{if } (\frac{d/\rho^2}{p}) = 1.
\end{cases}
\]

**Proof.** In this case, we have $T_\rho \cap C_\rho(\alpha, t) = (T_\rho)_p \cap C_\rho(\alpha, t) = C_\rho(\alpha, t)$ by Lemma 3.1.2. Hence, we will determine the size of $C_\rho(\alpha, t)/R_\rho^\times$.

If $\mu < 2$, then by Lemma 3.3.2 the number of $\xi$ modulo $p^{\rho+2}$ satisfying condition 3.19 is $0, 0, 2$, accordingly as $(\frac{\xi}{p}) = -1, 0, 1$. An element $\omega g_\xi \omega^{-1}$ is not $R_\rho^\times$-conjugate to some $g_\xi$, if and only if

\[
\begin{align*}
f_\alpha(\xi) &\equiv 0 \pmod{p^{2\rho+3}} \\
t - 2\xi &\equiv 0 \pmod{p^{\rho+1}}
\end{align*}
\]

by Lemma 3.5.3. There are no such $\xi$ by Lemma 3.3.2 so that $c_\rho(\alpha, t) = 0, 0, 2$ accordingly as $(\frac{\xi}{p}) = -1, 0, 1$.

Suppose $\mu \geq 2$. The number of $\xi$ modulo $p^{\rho+2}$ satisfying condition 3.19 is $p$. The number of $\xi$ modulo $p^{\rho+2}$ which satisfy 3.20 is $0, 1, 2$, accordingly as $(\frac{d/\rho^2}{p}) = -1, 0, 1$. Thus, $c_\rho(\alpha, t) = p, p + 1, p + 2$ accordingly as $(\frac{d/\rho^2}{p}) = -1, 0, 1$. \(\square\)
Proposition 3.5.2 With the same hypotheses as in Lemma 3.5.1, we have

\[
c_p^+(\alpha, r)[X_{split}^+(p)] = \begin{cases} 
0 & \text{if } (\frac{\alpha}{p}) = -1 \\
0 & \text{if } (\frac{\alpha}{p}) = 0 \\
1 & \text{if } (\frac{\alpha}{p}) = 1 \\
\frac{p+1}{2} & \text{if } (\frac{3/p^2}{p}) = -1 \\
\frac{p+1}{2} & \text{if } (\frac{3/p^2}{p}) = 0 \\
\frac{p+3}{2} & \text{if } (\frac{3/p^2}{p}) = 1.
\end{cases}
\]

Proof. The involution \( \omega \) acts on \((T_p \cap C_p(\alpha, r))/R_p^\times \) so to determine the size of \((T_p \cap C_p(\alpha, r))/T_p\) it suffices to count the fixed points of this action.

Now, \( \omega g_p \omega^{-1} \) is \( R_p^\times \)-conjugate to \( g_p \) by Lemma 3.20 if and only if

\[
f_\alpha(\xi) \equiv 0 \pmod{p^{2p+3}} \\
t - 2\xi \equiv 0 \pmod{p^{p+2}}.
\]

If \( \mu < 2 \), then there are no \( \xi \)'s which satisfy

\[
f_\alpha(\xi) \equiv 0 \pmod{p^{2p+3}} \\
t - 2\xi \equiv 0 \pmod{p^{p+2}}.
\]

Hence, there are no fixed points in this case, and \( c_p^+(\alpha, r) = c_p(\alpha, r)/2 \).

If \( \mu = 2 \), then there is one \( \xi \) modulo \( p^{p+2} \) which satisfies 3.21. If \( \mu \geq 3 \), then there is one \( \xi \) modulo \( p^{p+2} \) which satisfies

\[
f_\alpha(\xi) \equiv 0 \pmod{p^{2p+3}} \\
t - 2\xi \equiv 0 \pmod{p^{p+2}}.
\]

Hence, there is one fixed point if \( \mu = 2 \) and none otherwise. Therefore, for \( (\frac{3/p^2}{p}) = -1 \), \( c_p^+(\alpha, r) = \frac{p+1}{2} - 2 = \frac{p+1}{2} \). For \( (\frac{3/p^2}{p}) = 0 \), \( c_p^+(\alpha, r) = \frac{p+1}{2} \). For \( (\frac{3/p^2}{p}) = 1 \), \( c_p^+(\alpha, r) = \frac{p+2}{2} + 1 = \frac{p+3}{2} \).

Proposition 3.5.3 Let \( \alpha \in S_n \). Assume that \( r_p = Z_p[pa] \). Put \( d = \Delta(\alpha) \). Then

\[
c_p^+(\alpha, r)[X_{split}^+(p)] = c_p(\alpha, r)[X_{split}^+(p)] = \begin{cases} 
t \not\equiv 0 \pmod{p} & 0 \\
t \equiv 0 \pmod{p} & \begin{cases} 
1 & \text{if } (\frac{\alpha}{p}) = -1 \\
0 & \text{if } (\frac{\alpha}{p}) = 0 \\
1 & \text{if } (\frac{\alpha}{p}) = 1.
\end{cases}
\end{cases}
\]

Proof. In this case, \( T_p \cap C_p(\alpha, r) = (T_\omega)_p \cap C_p(\alpha, r) \) by Lemma 3.1.2. By Lemma 3.2.1, \( g \in C_p(\alpha, r) \) if and only if \( p \cdot g \in D_p(p \cdot t(\alpha), p^2 \cdot n(\alpha), 0) \).
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Suppose \( g_\xi \in D_p(p \cdot t(\alpha), p^2 \cdot n(\alpha), 0) \). We count the number of \( g_\xi \) (up to \( \xi \hspace{1em} \pmod{p^2} \)) such that \( g_\xi/p \in (T_\omega)_p \). Note that

\[
g_\xi/p = \binom{\xi/p}{\bar{n}(\xi)/p^2, \xi/p + \bar{t}(\xi)/p}
\]

For \( g_\xi/p \) to lie in \( (T_\omega)_p \), we must have additionally

\[
t \equiv 0 \pmod{p} \tag{3.23}
\]

\[
\xi \equiv 0 \pmod{p^2}. \tag{3.24}
\]

There is one \( \xi \) modulo \( p^2 \) satisfying these conditions. As \( t \equiv 0 \pmod{p} \), \( (\xi) \neq 0 \). Furthermore, there are no \( \xi \)'s which satisfy

\[
\frac{f_\alpha(\xi)}{\mu} \equiv 0 \pmod{p^{2p+3}}
\]

\[
t - 2\xi \equiv 0 \pmod{p^{p+2}}.
\]

so all \( \omega g_\xi \omega^{-1} \)'s are \( R_p^* \)-conjugate to the element \( g_\xi \) above.

3.6 The case of Borel

From the table on p. 266 of [Miy89], the local invariants \( c_p^+(\alpha, r) \) for \( \Gamma = \Gamma_0(p), \Gamma(1) \) can be obtained as:

**Proposition 3.6.1** Let \( \alpha \in S_n \). Assume that \( \tau_p \supset Z_p[\alpha] \). Put \( [\tau_p : Z_p[\alpha]] = p^\rho \), \( D = \Delta(\alpha), d = D/p^{3\rho}, \mu = \text{ord}_p(d) \). Then

\[
c_p^+(\alpha, r)[X_0(p)] = \begin{cases}
0 & \text{if } (\frac{\xi}{p}) = -1 \\
1 & \text{if } (\frac{\xi}{p}) = 0 \\
2 & \text{if } (\frac{\xi}{p}) = 1 \\
2 & \text{if } (\frac{d/p^2}{p}) = -1 \\
2 & \text{if } (\frac{d/p^2}{p}) = 0 \\
2 & \text{if } (\frac{d/p^2}{p}) = 1.
\end{cases}
\]

**Proposition 3.6.2** Let \( \alpha \in S_n \). Assume that \( \tau_p = Z_p[\rho \alpha] \). Then

\[
c_p^+(\alpha, r)[X_0(p)] = 0.
\]

**Proposition 3.6.3** Let \( \alpha \in S_n \). Assume that \( \tau_p \supset Z_p[\alpha] \). Then

\[
c_p^+(\alpha, r)[X(1)] = 1.
\]

**Proposition 3.6.4** Let \( \alpha \in S_n \). Assume that \( \tau_p = Z_p[\rho \alpha] \). Then

\[
c_p^+(\alpha, r)[X(1)] = 0.
\]
3.7 Explicit form of the trace formula

Following [Miy89] section 6.8, we give an numerically computable form of the trace formula in situation being considered in this chapter for weight \( k = 2 \).

We make more explicit the main term \( t^S \) of the trace formula in the form of 2.2.2:

\[
t^S = - \lim_{s \to 0^+} \sum_{\alpha \in S_n/B^\times} k(\alpha) \sum_{\tau \supset \mathbb{Z}[M\alpha]} l(\tau) h^+(\tau) \cdot \prod_v c^+_v(\alpha, \tau). \tag{3.25}
\]

By Lemma 2.1.1, a complete set of representatives for \( S_n/B^\times \) excluding scalars is given by the matrices

\[
\begin{pmatrix}
0 & 1 \\
-n & t
\end{pmatrix}
\]

where \( t \in \mathbb{Z} \). By construction, \( t(\alpha) = t \) and \( n(\alpha) = n \). Now, \( \alpha \) is elliptic, hyperbolic-cuspidal, parabolic-cuspidal accordingly as \( \Delta(\alpha) = t^2 - 4n \) is negative, a positive square, a positive non-square, zero. We now consider the inner sum according to the four cases above. Note that \( c^+_v(\alpha, \tau) = 2, 1, 2 \) accordingly as \( \alpha \in T^e, T^{h,c}, T^{p,c} \) and \( c^+_v(\alpha, \tau) = 1 \) for \( v \mid M\infty \) (see Lemma 3.1.1).

If \( \alpha \) is scalar, then \( n \) is necessarily a square and \( \alpha \) must be

\[
\alpha = \pm \begin{pmatrix}
\sqrt{n} & 0 \\
0 & \sqrt{n}
\end{pmatrix}.
\]

Now,

\[
k(\alpha) = \frac{1}{4\pi} v(\Gamma \backslash \mathcal{F}^*)
\]

\[
l(\alpha) = 1/|Z(\Gamma)|
\]

so that

\[
t^0 = \frac{1}{4\pi} v(\Gamma \backslash \mathcal{F}^*). \tag{3.26}
\]

Note that \( T^0_n/\Gamma \) is easy to calculate directly so that it is not necessary to break it up any further as in the other cases.

If \( \alpha \) is elliptic, then \( K = \mathbb{Q}[\alpha] \) is an imaginary quadratic field. Write \( t^2 - 4n = m^2 d_K \) so that \( [\mathfrak{r}_K : \mathfrak{r}] = m \). The inner summation is over orders \( \mathfrak{r} \) in \( K \) such that \( \mathfrak{r}_K \supset \mathfrak{r} \supset \mathbb{Z}[M\alpha] \), or in other words, orders \( \mathfrak{r}_f \) with conductor \( f \) dividing \( mM \). Now,

\[
k(\alpha) = 1
\]

\[
l(\mathfrak{r}_f) = 1/2 |\mathfrak{r}_f^*|
\]
so that we have

\[
t^e = - \sum_{t \in \mathbb{Z}, t^2 - 4n = m^2} k(\alpha) \sum_{f \mid m} l(\tau_f) h^+(\tau_f) \cdot 2 \prod_{v \mid M} c_v^+(\alpha, \tau_f)
\]

\[
= \sum_{t \in \mathbb{Z}, t^2 - 4n = m^2} \sum_{f \mid m} \frac{h^+(\tau_f)}{|\tau_f|^2} \cdot \prod_{v \mid M} c_v^+(\alpha, \tau_f). \tag{3.27}
\]

If \( \alpha \) is rational hyperbolic, then \( K = \mathbb{Q} \times \mathbb{Q} \) is a product of two fields. Write \( t^2 - 4n = m^2 \) so that \([\tau_K : \tau] = m\). The inner sum is then over orders \( \tau_f \) with conductor \( f \) dividing \( mM \). Now,

\[
k(\alpha) = \frac{\min(|\zeta_\alpha|, |\eta_\alpha|)}{|\zeta_\alpha - \eta_\alpha|}
\]

\[
h(\tau_f) = \phi(f)
\]

\[
l(\tau_f) = 1/|Z(\Gamma)|
\]

so that we have

\[
t^h = - \sum_{t \in \mathbb{Z}, t^2 - 4n = m^2} k(\alpha) \sum_{f \mid m} l(\tau_f) h^+(\tau_f) \cdot \prod_{v \mid M} c_v^+(\alpha, \tau_f)
\]

\[
= \sum_{t \in \mathbb{Z}, t^2 - 4n = m^2} \frac{\min(|\zeta_\alpha|, |\eta_\alpha|)}{|\zeta_\alpha - \eta_\alpha|} \sum_{f \mid m} \frac{h^+(\tau_f)}{|Z(\Gamma)|} \cdot \prod_{v \mid M} c_v^+(\alpha, \tau_f). \tag{3.28}
\]

If \( \alpha \) is parabolic, let \( \eta \) be the unique eigenvalue of \( \alpha \) so that \( t = 2\eta \) and \( n = \eta^2 \). Then \( K = \mathbb{Q}[\alpha] = \mathbb{Q}[\varepsilon] \) where \( \varepsilon = \alpha - \eta \) satisfies \( \varepsilon^2 = 0 \). If \( \tau = \mathbb{Z}[M\varepsilon] \), then by Propositions 3.4.3, 3.5.3 and the fact that \((n, M) = 1\), we see that \( c_v^+(\alpha, \tau) = 0 \) for \( v \mid M \). Hence, in the inner sum, it suffices to sum orders in \( K \) containing \( \mathbb{Z}[\alpha] \). An order in \( K \) containing \( \mathbb{Z}[\alpha] = \mathbb{Z}[\varepsilon] \) is of the form \( \mathbb{Z}' = \mathbb{Z} + \frac{l}{2} \mathbb{Z}c \) where \( l \) is a positive integer. Now, \( k(\alpha) = \frac{3}{4}, h^+(\mathbb{Z}') = h(\mathbb{Z}') = 1 \) and a routine calculation shows that \( l(\mathbb{Z}') = \frac{(l/2)^j + 1}{|Z(\Gamma)|} \). Therefore we have

\[
t^p = - \lim_{s \to 0^+} \sum_{t \in \mathbb{Z}, t^2 - 4n = 0} k(\alpha) \sum_{l=1}^{\infty} l(\mathbb{Z}') h^+(\mathbb{Z}') \cdot 2 \prod_{v \mid M} c_v^+(\alpha, \mathbb{Z}')
\]

\[
= - \lim_{s \to 0^+} \sum_{t \in \mathbb{Z}, t^2 - 4n = 0} \frac{s}{4} \frac{|\eta|^s+1}{|Z(\Gamma)|} \sum_{l=1}^{\infty} \frac{1}{l^{t+1}} \prod_{v \mid M} 2c_v^+(\alpha, \mathbb{Z}')
\]

\[
= - \lim_{s \to 0^+} \sum_{t \in \mathbb{Z}, t^2 - 4n = 0} \frac{s}{2} \frac{|\eta|^s+1}{|Z(\Gamma)|} \times \prod_{p \mid M} (1 - p^{-s+1})^{-1} \times \prod_{p \mid M} \sum_{r=0}^{\infty} \frac{1}{p^{r(s+1)}} c_p^+(\alpha, \mathbb{Z}'^p) \tag{3.29}
\]

For the subgroups under consideration, \( c_p^+(\alpha, \mathbb{Z}'^p) \) does not depend on \( p \) in the case of \( \alpha \) parabolic: if \( \alpha \) is parabolic, the quantity \( \mu \) is effectively equal to \( \infty \) no matter what \( \rho \) is, so that \( c_p^+(\alpha, \mathbb{Z}'^p) \) is a fixed value as it takes on a fixed value.
once $\mu \geq 3$ (refer to Propositions 3.4.2, 3.5.2). Thus, the above expression is equal to

\[
\tau^p = - \lim_{s \to 0^+} \sum_{t \in \mathbb{Z}, t^2 - 4n = 0} \frac{s}{2} \frac{|\eta|^{s+1}}{|Z(\Gamma)|} \zeta(s+1) \times \prod_{\nu | M} c_\nu^+(\alpha, \mathbb{Z}[\epsilon]) \\
= \sum_{t \in \mathbb{Z}, t^2 - 4n = 0} \frac{1}{2} \frac{|\eta|}{|Z(\Gamma)|} \times \prod_{\nu | M} c_\nu^+(\alpha, \mathbb{Z}[\epsilon]) \\
= \frac{|\eta|}{|Z(\Gamma)|} \times \prod_{\nu | M} c_\nu^+(\alpha, \mathbb{Z}[\epsilon]). \quad (3.30)
\]
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The Jacobians of Cartan modular curves

In this chapter, the main result of this thesis is deduced from the trace calculations of the previous chapter. The main idea of the proof is consider the two abelian varieties $J(X_{\text{non-split}}^+(p))$ and $J(X_0^+(p^2))^\text{new}$ defined over $\mathbb{Q}$ and the Hecke algebra $T = \mathbb{Z}[T_n \mid (n, p) = 1]$. The $T$-modules $S_2(X_{\text{non-split}}^+(p))$ and $S_2(X_0^+(p^2))^\text{new}$ are semi-simple and have the same traces by Theorem 2. Thus, they are isomorphic $T$-modules. By Eichler-Shimura, it follows that the L-series of the two abelian varieties above are the same, up to finitely-many L-factors. Faltings' isogeny Theorem then implies that the two abelian varieties in question are isogenous over $\mathbb{Q}$.

4.1 The new part of $J(X_0^+(p^2))$

Consider the decomposition

$$S_2(\Gamma_0(p^2)) = S_2(\Gamma_0(p^2))^\text{new} \oplus S_2(\Gamma_0(p^2))^\text{old}$$

where $S_2(\Gamma_0(p^2))^\text{old}$ is the vector space generated by the two inclusions of $S_2(\Gamma_0(p))$ into $S_2(\Gamma_0(p^2))$. The decomposition above is defined via the Petersson inner product and is stable under the action of Hecke. There is thus a corresponding decomposition of the jacobian $J(X_0(p^2))$ into a new and an old part which is stable under the action of Hecke. From Atkin-Lehner theory [AL70], there is a basis for $S_2(\Gamma_0(p^2))^\text{new}$ which consists of eigenforms for all Hecke operators. Furthermore, there is a basis for $S_2(\Gamma_0(p^2))^\text{old}$ which consists of eigenforms for $T_q$ and $W_p$ such that the eigenvalue for $W_p$ is 1 for half of forms in the basis and $-1$ for the other half, and the eigenvalues for $T_q$ correspond to their eigenvalues as eigenforms on $S_2(\Gamma_0(p))$. Explicitly, if $\{f_1(z) \ldots f_g(z)\}$ is a basis for $S_2(\Gamma_0(p))$, where $g$ is the genus of $X_0(p)$ and the $f_i(z)$ are eigenforms for all $T_q$, then $\{f_1(z) \pm f_1 |_{R_p}(z), \ldots, f_g(z) \pm f_g |_{R_p}(z)\}$ is a basis for $S_2(\Gamma_0(p^2))^\text{old}$ with the required property, where $R_p = \begin{pmatrix} p & 0 \\ 0 & 1 \end{pmatrix}$. The sign in
$f_1(z) \pm f_i |_{B_p}(z)$ determines its eigenvalue for the operator $W_p$. Refer to Lemma 26 in [AL70] and the comments thereafter for more details.

The old part of the $J(X_0^+(p^2))$ therefore consists of one copy of $S_2(\Gamma_0(p))$ so we have

**Lemma 4.1.1**

$$\text{tr}(T_n | S_2(\Gamma_0^+(p^2))^\text{new}) = \text{tr}(T_n | S_2(\Gamma_0^+(p^2))) - \text{tr}(T_n | S_2(\Gamma_0(p))).$$

### 4.2 Comparison of trace formulae

The following table summarises the calculations done in chapter 3. Refer to the hypotheses of Propositions 3.4.2, 3.5.2, 3.4.3, 3.5.3 for further explanation of the terms used in the table.

<table>
<thead>
<tr>
<th>$\mathfrak{p}$</th>
<th>$\mu &lt; 2$</th>
<th>$\mu \geq 2$</th>
<th>$\Gamma_{\text{non-split}}^+(p)$</th>
<th>$\Gamma_{\text{split}}^+(p)$</th>
<th>$\Gamma_0(p)$</th>
<th>$\Gamma(1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathfrak{p} \subseteq \mathbb{Z}_p[\alpha]$</td>
<td>$\mu &lt; 2$</td>
<td>$\mu \geq 2$</td>
<td>$\Gamma_{\text{non-split}}^+(p)$</td>
<td>$\Gamma_{\text{split}}^+(p)$</td>
<td>$\Gamma_0(p)$</td>
<td>$\Gamma(1)$</td>
</tr>
<tr>
<td>$t \equiv 0 \pmod{p}$</td>
<td>$t \equiv 0 \pmod{p}$</td>
<td>$t \equiv 0 \pmod{p}$</td>
<td>$t \equiv 0 \pmod{p}$</td>
<td>$t \equiv 0 \pmod{p}$</td>
<td>$t \equiv 0 \pmod{p}$</td>
<td>$t \equiv 0 \pmod{p}$</td>
</tr>
<tr>
<td>$t \not\equiv 0 \pmod{p}$</td>
<td>$t \not\equiv 0 \pmod{p}$</td>
<td>$t \not\equiv 0 \pmod{p}$</td>
<td>$t \not\equiv 0 \pmod{p}$</td>
<td>$t \not\equiv 0 \pmod{p}$</td>
<td>$t \not\equiv 0 \pmod{p}$</td>
<td>$t \not\equiv 0 \pmod{p}$</td>
</tr>
</tbody>
</table>

Table 4.1: Calculation of $c_p^+(\alpha, \mathfrak{r})$ for $X_{\text{non-split}}^+(p)$, $X_{\text{split}}^+(p)$, $X_0(p)$, $X(1)$

By inspection of the table, we obtain

$$c_p^+(\alpha, \mathfrak{r})[X_{\text{non-split}}^+(p)] - (c_p^+(\alpha, \mathfrak{r})[X_{\text{split}}^+(p)] - c_p^+(\alpha, \mathfrak{r})[X_0(p)]) = c_p^+(\alpha, \mathfrak{r})[X(1)].$$

so that

$$t^{(i)}[X_{\text{non-split}}^+(p)] - (t^{(i)}[X_{\text{split}}^+(p)] - t^{(i)}[X_0(p)]) = t^{(i)}[X(1)]$$

where $(\cdot) = (e), (h, c), (p, c)$.

From the discussion in section 3.7,

$$t^c[X_{\Gamma}] = \frac{1}{4\pi} \nu(\Gamma \setminus \mathfrak{H}^*)$$

Therefore, using the fact that

$$\nu(\Gamma \setminus \mathfrak{H}^*) = \frac{1}{3\pi} [\Gamma(1) : \Gamma]$$
and \([\Gamma(1) : \Gamma] = p(p-1)/2, p(p+1)/2, p+1, 1\) for \(\Gamma = \Gamma_{\text{non-split}}(p), \Gamma_{\text{split}}(p), \Gamma_0(p), \Gamma(1)\), we see that

\[ t^o[X_{\text{non-split}}(p)] - (t^o[X_{\text{split}}(p)] - t^o[X_0(p)]) = t^o[X(1)]. \]  

(4.6)

Thus,

\[ t^E[X_{\text{non-split}}(p)] - (t^E[X_{\text{split}}(p)] - t^E[X_0(p)]) = t^E[X(1)] \]

(4.7)

so that

\[ \text{tr}(T_n | S_2(\Gamma_{\text{non-split}}(p))) - (\text{tr}(T_n | S_2(\Gamma_{\text{split}}(p))) - \text{tr}(T_n | S_2(\Gamma_0(p)))) \]

(4.8)

\[ = \text{tr}(T_n | S_2(\Gamma(1))) = 0 \] 

(4.9)

for all \(n\) prime to \(p\). By Lemma 4.1.1 and the fact that \(X_0^+(p^2) \cong X_{\text{split}}(p)\), we obtain

**Theorem 2** For all \(n\) prime to \(p\),

\[ \text{tr}(T_n | S_2(\Gamma_{\text{non-split}}(p))) = \text{tr}(T_n | S_2(\Gamma_0(p)^{\text{new}})). \]

**4.3 The Eichler-Shimura relations**

Let \(\Gamma\) be a strong arithmetic congruence group in \(B^\times = \text{GL}_2(\mathbb{Q})\) of level \(N\). Consider the modular curve \(X_\Gamma\). The modular curve \(X_\Gamma\) has a proper smooth model over \(\mathbb{Z}[1/N]\) so the reduction \(X_\Gamma/\mathbb{F}_q\) of \(X_\Gamma\) modulo \(q\) gives a smooth curve over \(\mathbb{F}_q\) for \(q \nmid N\) (see [Igu68] or [KM85]). Similarly, \(J(X_\Gamma)\) has a proper smooth model over \(\mathbb{Z}[1/N]\) so the reduction \(J_\Gamma/\mathbb{F}_q\) of \(J(X_\Gamma)\) modulo \(q\) gives an abelian variety over \(\mathbb{F}_q\) for \(q \nmid N\). The Hecke operator \(T_q\) can be considered as an endomorphism of \(J(X_\Gamma)\) which can be reduced mod \(q\) to give an endomorphism \(\overline{T_q}\) of \(J(X_\Gamma)/\mathbb{F}_q\).

**Theorem 4.3.1 (Eichler-Shimura)** Let \(\Gamma\) be a strong arithmetic congruence group in \(B^\times = \text{GL}_2(\mathbb{Q})\) of level \(N\). Let \(X_\Gamma\) be the corresponding modular curve over \(\mathbb{Z}[1/N]\). For \(q \nmid N\), we have

\[ \overline{T_q} = F_q + V_q < q > \] 

as endomorphisms of \(J(X_\Gamma)/\mathbb{F}_q\),

where \(F_q\) and \(V_q\) are the Frobenius and Verschiebung endomorphisms on \(J(X_\Gamma)\), and \(< q >\) is the endomorphism of \(J(X_\Gamma)\) induced by letting the matrix \(% q 0 \\
0 q\) \(\in \text{GL}_2(\mathbb{Z}/N\mathbb{Z})\) act on \(X_\Gamma\).

**Proof.** See Theorem 7.9 in [Shi71].
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If \( \Gamma_p \) contains all scalars for \( p \mid N \), then the diamond operators act trivially. We will assume this is the case in the sequel as \( \Gamma_{\text{non-split}}(p), \Gamma_{\text{split}}(p), \Gamma_0(p), \Gamma(1) \) all have this property.

For an abelian variety \( A \) defined over \( \mathbb{Q} \), the \( L \)-factor at a prime \( q \) is defined to be

\[
L_q(A, X) = \det(1 - F_q X \mid T_l(A))^{-1}
\]

where \( X = q^{-s} \) and \( l \) is any prime. The Eichler-Shimura congruence relation allows one to express the \( L \)-factor of \( J = J(X_\Gamma) \) at a prime \( q \mid N \) in terms of the action of the Hecke operator \( T_q \) on \( S_2(\Gamma) \) [BSD72]. We briefly recall this process:

Suppose \( q \neq l \). From the identity \( F_q V_q = V_q F_q = q \), we see that

\[
\det(1 - T_q X + qX^2 \mid T_l(J)) = \det(1 - F_q X \mid T_l(J)) \cdot \det(1 - V_q X \mid T_l(J))
\]

\[
= \det(1 - F_q X \mid T_l(J))^2
\]

\[
= \det(1 - F_q X \mid T_l(J))^2 \text{ (since } l \neq q)\]

\[
= L_q(A, X)^2
\]

where the equality \( \det(1 - F_q X \mid T_l(J)) = \det(1 - V_q X \mid T_l(J)) \) follows from a calculation in [Wei48].

On the other hand,

\[
\det(1 - T_q X + qX^2 \mid T_l(J)) = \det(1 - T_q X + qX^2 \mid T_l(J)) \text{ (since } l \neq q)\]

\[
= \det(1 - T_q X + qX^2 \mid H^{1+}(J, \mathbb{C}) \oplus H^{1-}(J, \mathbb{C}))\]

\[
= \det(1 - T_q X + qX^2 \mid H^{1+}(J, \mathbb{C}))^2
\]

where we use the fact that the \( l \)-adic cohomology is isomorphic to two copies of the complex cohomology (Hodge decomposition). Since \( H^{1+}(J, \mathbb{C}) = H^0(J, \Omega^1(J)) = H^0(X_\Gamma, \Omega^1(X_\Gamma)) = S_2(\Gamma) \), the \( L \)-factor at \( q \) for \( J \) is therefore

\[
L_q(J, X) = \det(1 - T_q X + qX^2 \mid S_2(\Gamma)).
\]

Thus, by choosing \( l \mid N \) in the above argument, we see that the action of the Hecke algebra \( \mathbb{T} = \mathbb{Z}[T_n \mid (n, N) = 1] \) on \( S_2(X_\Gamma) \) determines the \( L \)-factors of \( J(X_\Gamma) \) at primes \( q \mid N \).

What has been said above also applies to any quotient of \( J(X_\Gamma) \) which is stable under the action of Hecke by replacing \( S_2(\Gamma) \) by a suitable subspace. For instance, the \( L \)-factors of \( J(X_\Gamma^+(p^2))^{\text{new}} \) at primes \( q \neq p \) are determined by the action of the Hecke algebra \( \mathbb{T} = \mathbb{Z}[T_n \mid (n, p) = 1] \) on \( S_2(\Gamma_0^+(p^2))^{\text{new}} \).

4.4 The Jacobian of \( X_{\text{non-split}}^+(p) \)

Consider the Hecke algebra \( \mathbb{T} = \mathbb{T}(\Gamma_{\text{non-split}}^+(p)) \cong \mathbb{T}(\Gamma_0^+(p^2)) = \mathbb{Z}[T_n \mid (n, p) = 1] \). The \( \mathbb{T} \)-modules \( S_2(\Gamma_{\text{non-split}}^+(p)) \) and \( S_2(\Gamma_0^+(p^2))^{\text{new}} \) are semi-simple as there is a basis for \( S_2(\Gamma_{\text{non-split}}^+(p)) \) and \( S_2(\Gamma_0^+(p^2))^{\text{new}} \) consisting of eigenforms for \( \mathbb{T} \).
Lemma 4.4.1 Let $M$ be a finite-dimensional vector space over $\mathbb{C}$. Suppose we have a representation of a ring $R$ 

$$\rho : R \to \text{End}(M)$$

which gives $M$ the structure of a semi-simple $R$-module.

Then the character $\chi$ of $\rho$

$$\chi : R \to \mathbb{C}$$

$$r \mapsto \text{tr}(\rho(r))$$

determines the representation $\rho$ up to isomorphism.

Proof. This is a well-known principle. $\square$

Since the two semi-simple $T$-modules $S_2(\Gamma^\pm_{\text{non-split}}(p))$ and $S_2(\Gamma^\pm_0(p^2))^\text{new}$ have the same characters by Theorem 2, they are isomorphic $T$-modules by the above Lemma. By the discussion in the previous section, we then see that the L-factors of $J(X^\pm_{\text{non-split}}(p))$ and $J(X^+_0(p^2))^\text{new}$ are the same for all $q \neq p$. Therefore, by Faltings' isogeny Theorem [Fal86], the two abelian varieties above are isogenous over $\mathbb{Q}$.

Theorem 1 The jacobian of $X^+_{\text{non-split}}(p)$ is isogenous to the new part of the jacobian of $X^+_0(p^2)$.

4.5 A trace relation in higher weights

The quantities $c^+_n(\alpha, \tau)$ do not depend on the weight of the space of cusp forms on which the Hecke operators act. Hence, a similar trace relation holds for the space of cusp forms of higher weight:

$$\text{tr}(T_n | S_k(\Gamma^\pm_{\text{non-split}}(p))) - \text{tr}(T_n | S_k(\Gamma(1))) = \text{tr}(T_n | S_k(\Gamma^\pm_{\text{split}}(p))) - \text{tr}(T_n | S_2(\Gamma_0(p)))$$

(4.12)

for all $n$ prime to $p$. In general, $S_k(\Gamma(1))$ is non-zero for higher weights so the trace relation now asserts that the trace on $S_k(\Gamma^\pm_{\text{non-split}}(p))$ excluding level 1 old forms is the same as the trace on $S_k(\Gamma^\pm_{\text{split}}(p))$ excluding level $p$ old forms. It would be interesting to interpret this trace relation geometrically, especially in terms of Edixhoven's setting [Edi95].

Mazur's approach to studying the rational points on $X_0(p)$, a certain quotient of $J_0(p)$ called the Eisenstein quotient was used. An essential property of this quotient is that it is non-trivial and has finite Mordell-Weil group. The isogeny between $J(X^+_{\text{non-split}}(p))$ and $J(X^+_0(p^2))^\text{new}$ shows that such behaviour does not occur in the non-split case, at least conjecturally: $J(X^+_0(p^2))^\text{new}$ decomposes up to isogeny into a product of simple abelian varieties defined over $\mathbb{Q}$ whose $L$-series have negative $\epsilon$-factors. Thus, standard conjectures predict
that each factor has positive rank and $J(X_{\text{non-split}}^+(p))$ does not have any non-trivial quotients with finite Mordell-Weil group. Thus, one cannot even begin to apply Mazur’s approach. Notice in the case of $X_{\text{split}}^+(p)$, one can get around this because of the old part in $X_0^+(p^2) \cong X_{\text{split}}^+(p)$. Indeed, Mazur describes a surjective map from $J(X_{\text{split}}^+(p))$ to $J_0^-(p)$ which Momose exploits in his study of rational points on $X_{\text{split}}^+(p)$.

If one descends to $X_0(p)$ to study the points on $X_{\text{split}}^+(p)$, the trace relation above suggests that one should descend to $X(1)$ to study the points on $X_{\text{non-split}}^+(p)$. However, in order to get something non-trivial from $X(1)$, one has to consider cusp forms of higher weight whose geometry less well-understood.
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Examples

5.1 Cartan modular curves of genus ≤ 1

The Cartan modular curves $X^+_{\text{non-split}}(p)$ and $X^+_{\text{split}}(p)$ have genus zero precisely when $p = 3, 5, 7$, and in each case a $\mathbb{Q}$-rational point exists on the curve.

Suppose $X = \Gamma \backslash \mathbb{H}^*$ is a genus zero Cartan modular curve as above. The existence of a $\mathbb{Q}$-rational point on $X$ means that the function field of $X$ is of the form $\mathbb{Q}(t)$. The function $t$ is called a hauptmodul of $X$.

Since $X$ is a finite cover of $X(1)$, the function field $\mathbb{Q}(t)$ is a finite extension of $\mathbb{Q}(j)$. This implies that there is a relation of the form

$$j = \frac{P(t)}{Q(t)} \tag{5.1}$$

where $P(x), Q(x)$ are polynomials in $\mathbb{Q}[x]$. As entertainment for the reader, these relations will be computed explicitly in the spirit of Fricke and Klein, though details will only be provided in the non-split case since the calculation in the split case is of a more standard nature [Bir72].

The hauptmodul $t$ is unique up to a $\mathbb{Q}$-Mobius transformation. Hence, it is necessary to normalise it uniquely before attempting to find its relation with $j$. This can be done in a number of ways: one can, for instance, specify its value on three distinct points, or its value on two distinct points and the leading coefficient of its $q$-expansion. Whatever the method of normalising $t$, one is still left with the following problem: only certain normalisations of $t$ are allowed. An arbitrary normalisation of $t$ will in general give a hauptmodul for $X$ over $\mathbb{C}$: it will generate the function field of the curve over $\mathbb{C}$, but it will not in general generate the function field of the curve over $\mathbb{Q}$. Hence, although $j$ would still be a rational function of such a $t$, the coefficients of this rational function would in general lie in $\mathbb{C}$. To get a proper normalisation, one needs to know more about the desired hauptmodul $t$.

Lemma 5.1.1 Let $\mathfrak{g}(p)$ be the modular function of level $p$ and suppose $H$ is a subgroup of $GL_2(\mathbb{F}_p)/\{\pm 1\} = \text{Gal}(\mathfrak{g}(p)/\mathbb{Q}(j))$. Let $\mathfrak{g}_H(p)$ be the fixed field of $H$
and suppose \( t_H \) be a primitive element for the extension \( \mathbb{F}_p(q) | \mathbb{Q}(j) \). Consider the group

\[
D = \left\{ \begin{pmatrix} 1 & 0 \\ 0 & d \end{pmatrix} \mid d \in \mathbb{F}_p^\times \right\}
\]

Then the field generated by the coefficients of the \( q \)-expansion of \( t_H \) is the subfield of \( \mathbb{Q}(\zeta_p) \) given by the fixed field of the group \( \text{det}(D \cap H) \subset \mathbb{F}_p^\times = \text{Gal}(\mathbb{Q}(\zeta_p) | \mathbb{Q}) \).

**Proof.** A matrix of the form \( \begin{pmatrix} 1 & 0 \\ 0 & d \end{pmatrix} \) acts as \( d \in \mathbb{F}_p^\times = \text{Gal}(\mathbb{Q}(\zeta_p) | \mathbb{Q}) \) on the \( q \)-coefficients of \( t_H \). This follows from \( \mathfrak{F}(p) \) being generated over \( \mathbb{Q}(j) \) by the Fricke functions \( f_a \) and that the action of such a matrix on a Fricke function \( f_a \) is as described by inspection of the \( q \)-expansion of \( f_a \). Note that the \( q \)-coefficients of \( t_H \) lie in \( \mathbb{Q}(\zeta_p) \) so this makes sense. Such a matrix therefore fixes the field of \( q \)-coefficients of \( t_H \) if and only if it lies in \( H \). \( \square \)

**Remark 5.1.1** Although \( j \) and \( f_a \) have convergent \( q \)-expansions, the general element in \( \mathbb{Q}(j, f_a) \) will not. Even so, the description of the action of matrices in \( D \) on elements in \( \mathbb{Q}(j, f_a) \) still holds.

**Corollary 5.1.1** Let \( t \) be a hauptmodul for a genus zero Cartan modular curve over \( \mathbb{Q} \). The field generated by the coefficients of the \( q \)-expansion of \( t \) is \( \mathbb{Q}, \mathbb{Q}(\zeta_p + \zeta_p^*), \) in the split, non-split case, respectively.

**Lemma 5.1.2** Suppose that \( j = \frac{P(t)}{Q(t)} \) where \( t \) is a hauptmodul for a genus zero subgroup \( \Gamma \) of \( \Gamma(1) \), \( P(x) \) and \( Q(x) \) are monic polynomials in \( \mathbb{Q}[x] \), and \( \lambda \in \mathbb{Q} \). Let \( K \) denote the field generated by the coefficients of the \( q \)-expansion of \( t \). If \( \deg(P) = \deg(Q) \), then \( K = \mathbb{Q}(a_0) \) where \( a_0 \) is a root of \( Q(x) \). Otherwise, \( K = \mathbb{Q}(\lambda^{1/h}) \) where \( h \) is the width of the cusp \( \infty \).

**Proof.** Let \( \mu = [\Gamma(1) : \Gamma] \). If \( t = a_{-1}q^{-1} + a_0 + a_1q + a_2q^2 + \ldots \) where \( a_{-1} \neq 0 \), then \( \deg(P) = \mu \) and \( \deg(Q) = \mu - h \). Substituting the \( q \)-expansions of \( t \) and \( j \) into the equation \( jQ(t) = \lambda P(t) \), and equating powers of \( q \), we see that \( a_{-1} = 1/\lambda^{1/h} \) and \( a_n \) is a polynomial with \( \mathbb{Q} \)-coefficients in \( a_{-1}, a_0, \ldots, a_{n-1} \) for \( n \geq 0 \). Hence, \( K = \mathbb{Q}(\lambda^{1/h}) \).

If \( t = a_0 + a_1q + a_2q^2 + \ldots \) where \( a_0 \neq 0 \), then \( \deg(P) = \deg(Q) = \mu \). Again, by substituting the \( q \)-expansions of \( t \) and \( j \) into the equation \( jQ(t) = \lambda P(t) \), we see that \( a_0 \) is a root of \( Q(x) \) and \( a_n \in \mathbb{Q}(a_0, \ldots, a_{n-1}) \) for \( n \geq 0 \). Therefore, \( K = \mathbb{Q}(a_0) \) where \( a_0 \) is a root of \( Q(x) \).

If \( t = a_1q + a_2q^2 + \ldots \), then \( \deg(Q) = \mu \) and \( \deg(P) = \mu - h \). By the substitution \( t \to 1/t \), we can reduce to the first case. \( \square \)

**Corollary 5.1.2** The coefficients of the \( q \)-expansion of \( t \) lie in \( \mathbb{Q} \) if and only if \( t \) has a normalisation with \( t(\infty) = \infty \) and \( \lambda \) is an \( h \)-th power.
Proof. Suppose that $j = \frac{P(t)}{Q(t)}$ where $\text{deg}(P) = \text{deg}(Q)$. Since the coefficients of the $q$-expansion of $t$ lie in $Q$, $Q(x)$ must have a root $a$ in $Q$ by the proof of Lemma 5.1.2. By the substitution $t \rightarrow 1/(t - a)$, a normalisation with $t(\infty) = \infty$ is obtained. If on the other hand $\text{deg}(P) = \mu - h$ and $\text{deg}(Q) = \mu$, the substitution $t \rightarrow 1/t$ gives the desired normalisation.

Conversely, suppose $t$ has a normalisation with $t(\infty) = \infty$ and $\lambda$ is an $h$-th power. By Lemma 5.1.2, the $q$-coefficients of $t$ lie in $Q$.

The above Corollary provides a starting point for finding the correct normalisation. By Lemma 5.1.1, the field of $q$-coefficients of $t$ in the non-split case is precisely $Q(\zeta_p + \bar{\zeta}_p)$, which is strictly larger than $Q$ for $p = 5, 7$. Hence, in these two cases, $t$ does not have a normalisation with $t(\infty) = \infty$. Indeed, the covering relation

$$j = \frac{P(t)}{Q(t)}$$

must have the property $\text{deg}(P) = \text{deg}(Q)$ where each root of $Q(x)$ generates the field $Q(\zeta_p + \bar{\zeta}_p)$. Any two primitive elements of the extension $Q(\zeta_p + \bar{\zeta}_p)|Q$ differ by a $Q$-Mobius transformation if $p = 5, 7$ (since the degree of the extension is $\leq 3$). Now, $X^+_{\text{non-split}}(p)$ has 2, 3 cusps respectively when $p = 5, 7$, so $Q(x)$ is a $5^{th}$, $7^{th}$ power of some degree 2, 3 polynomial. Because of the above remark, a suitable $Q$-Mobius transformation allows us to assume that these two polynomials are $x^2 + x + 1$, $x^3 + x^2 - 2x - 1$, respectively.

One can now find a suitable normalisation (keeping in mind the restrictions and deductions outlined above) for $t$. From the fundamental domain of $\Gamma$, one can deduce how the finite cover $X \rightarrow X(1)$ branches. This in turn allows us to set up a system of non-linear equations which determine the desired covering relation between $j$ and $t$. The method described works in principle, but the system of equations which one must solve is usually too large to be done even on a computer. Hence, in practice one must try to reduce the size of resulting system of equations any which way one can. To reduce the number of variables, one should always try to choose a normalization which places a known value at a branched point. Also, if the covering factors through an intermediate curve, then one can compute the relation in two steps, keeping in mind the intermediate hauptmodul may have to be normalised in two different ways to obtain the smallest system of equations for each of the two covering relations in the factorisation.

The non-split case: For $p = 3$, the direct approach works. For $p = 5$, we use the factorisation $X_{\text{non-split}}(5) \rightarrow X_{\text{A}_4}(5) \rightarrow X(1)$ and the covering $X_{\text{non-split}}(5) \rightarrow X^+_{\text{non-split}}(5)$. For $p = 7$, we use the factorisation $X^+_{\text{non-split}}(7) \rightarrow$
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$X_{s_4}(7) \to X(1)$. The relations obtained are

$$j = n_3^3$$  \hspace{1cm} (5.4)

$$j = 5^4 \frac{(2n_5 + 1)(n_5 + 1)^2(6n_5^2 + 21n_5 + 19)^3}{(n_5^2 + n_5 - 1)^5}$$  \hspace{1cm} (5.5)

$$j = \frac{((4n_7^2 + 5n_7 + 2)(n_7^2 + 3n_7 + 4)(n_7^2 + 10n_7 + 4)(3n_7 + 1))^3}{(n_7^2 + n_7^2 - 2n_7 - 1)^7}$$  \hspace{1cm} (5.6)

where $n_3, n_5, n_7$ are the hauptmoduln of $X_{non-split}^+(p)$ for $p = 3, 5, 7$, respectively. One can verify these covering maps independently. To check they are correct over $\mathbb{C}$, it suffices to verify that the covering relation factors in a way which corresponds to how the points $i, \rho, \infty$ branch. To check they are correct over $\mathbb{Q}$, we can proceed as follows: Let $m_p(\tau)$ be a hauptmodul for $X_{non-split}^+(p)$ over $\mathbb{Q}$. If we can find three points $\tau_1, \tau_2, \tau_3 \in \mathbb{H}^*$ such that both $m_p$ and $n_p$ take on three distinct $\mathbb{Q}$-values, then it would follow that $m_p$ and $n_p$ are related by a $\mathbb{Q}$-mobius transformation, and hence $n_p$ is also a hauptmodul for $X_{non-split}^+(p)$ over $\mathbb{Q}$. By the modular interpretation of $X_{non-split}^+(p)$, it is easy to find such $\tau$ from CM-points. It is then a matter to check the corresponding value of $n_p$ is rational. For instance, consider $p = 7$. For $\tau_1, \tau_2, \tau_3$ corresponding to elliptic curves over $\mathbb{Q}$ with CM by $-8, -11, -16$, respectively, one obtains a $\mathbb{Q}$-point on $X_{non-split}^+(7)$ and hence $m_7$ takes on $\mathbb{Q}$-values for these $\tau$. The $j$-invariants of these curves are known to be $20^3, -323, 66^3$. If one substitutes these values of $j$ into the covering relation above and solves for the corresponding values of $n_7$, one obtains at least one $\mathbb{Q}$-value for $n_7$ in each case. Therefore, by the above discussion, $n_7$ is also a hauptmodul for $X_{non-split}^+(7)$ over $\mathbb{Q}$.

The split case:

$$j = \frac{((s_3 - 9)(s_3 + 3))^3}{s_3^3}$$  \hspace{1cm} (5.7)

$$j = \frac{((s_5^2 - 5)(s_5^2 + 5s_5 + 10)(s_5 + 5))^3}{(s_5^n + 5s_5 + 5)^5}$$  \hspace{1cm} (5.8)

$$j = \frac{((s_7^2 - 5s_7 + 8)(s_7^2 - 5s_7 + 1)(s_7^4 - 5s_7^3 + 8s_7^2 - 7s_7 + 7)(s_7 + 1))^3}{s_7^7 - 4s_7^4 + 3s_7 + 1]}$$  \hspace{1cm} (5.9)

where $s_3, s_5, s_7$ are the hauptmoduln of $X_{split}^+(p)$ in the case of $p = 3, 5, 7$, respectively.

The modular curves $X_{split}(p)$ and $X_{non-split}(p)$ have genus zero precisely when $p = 3, 5$. However, these genus zero curves may still lack $\mathbb{Q}$-points. Hence, the function field of these genus zero curves are generated by a hauptmodul only after some finite extension of $\mathbb{Q}$. For instance, consider the case of $X_{non-split}(3)$. One model for its function field is $\mathbb{Q}(n_3, f)$ where $n_3$ and $f$ satisfy $f^2 + n_3^2 + 12n_3 + 144 = 0$. Notice this defines a non-singular conic which does not have a rational point. Moreover, $f$ is not a hauptmodul for the curve. On the other hand, over $\mathbb{Q}(i)$, the curve has a rational point and hence has a hauptmodul $t$.
whose covering relation is of the form

\[ n_3 = -6 \frac{t^2 + (1 + 3i)t + (1 + \frac{3}{2}i)}{t^2 + t + 1}. \quad (5.10) \]

Note the following curious phenomenon. The curves \( X_{\text{split}}^+(3) \) and \( X_{\text{non-split}}(3) \) are isomorphic over \( \mathbb{Q} \) since they have the same fundamental domains. However, they are not \( \mathbb{Q} \)-isomorphic. Hence, to distinguish between these two curves, one must pick out the correct \( \mathbb{Q} \)-model in a \( \mathbb{Q} \)-isomorphism class of curves. This does not occur for larger \( p \) as the values of genus then begin to differ.

Modular curves associated to Cartan subgroups have genus one in only three cases: \( X_{\text{non-split}}(7) \), \( X_{\text{split}}(7) \), \( X_{\text{non-split}}^+(11) \). Using the degree 2 cover

\[ X_{\text{non-split}}(7) \to X_{\text{non-split}}^+(7) \quad (5.11) \]

one can identify the elliptic curve \( X_{\text{non-split}}(7) \) as 49B in the tables of [BK72]. Clearly, \( X_{\text{split}}(7) \) is the strong Weil curve 49A, so that these curves are 2-isogenous.

Given this description of \( X_{\text{non-split}}(7) \), one can go a bit further. The invariant differential can be expressed in terms of explicit functions on the original curve so that one can compute its \( q \)-expansion. This differential should correspond up to a scaling factor to the newform on \( X_{\text{non-split}}(7) \). Below are the first 13 terms of its \( q \)-expansion after rescaling so \( a_1 = 1 \)

\[
\begin{align*}
    a_1 &= 1 \\
    a_2 &= -\zeta + 1 \\
    a_3 &= 0 \\
    a_4 &= -\zeta \\
    a_5 &= 0 \\
    a_6 &= 0 \\
    a_7 &= 0 \\
    a_8 &= -3 \\
    a_9 &= 3(\zeta + 1) \\
    a_{10} &= 0 \\
    a_{11} &= 4\zeta \\
    a_{12} &= 0 \\
    a_{13} &= 0
\end{align*}
\]

where \( \zeta \) is a root of \( x^3 + x^2 - 2x - 1 \). The original coefficient \( a_1 \) obtained from the computation was

\[ a_1 = .63952400384496630287392562289i \quad (5.25) \]

so the analogue of Manin's constant in the case of \( X_{\text{non-split}}^+(p) \) is not one.
One can try to compute the equations for $X^+_{\text{non-split}}(11)$ and $X^+_{\text{split}}(11)$ in the spirit of Fricke and Klein. However, we note that the cycloidal 11 subgroup only contains the normaliser of a split Cartan subgroup (because $A_5$ does not have an element of order 6!). Thus, it would be difficult to compute an equation since there are no intermediate curves in the non-split case. Although one may try to compute the curve from scratch in the split case, we already know what it must be from the known tables, namely, the strong Weil curve 121D. The elliptic curve $X^+_{\text{non-split}}(11)$ has been identified as lying in the isogeny class of 121D by computing the first few terms of its L-series using modular symbols as well as the trace formula, so $X^+_{\text{non-split}}(11)$ is the 11-isogenous curve 121E (as they cannot be Q-isomorphic and there are only two curves in this isogeny class).

5.2 A sample calculation of the trace formula

To illustrate the explicit trace formula in 3.7, the trace of $T_1$ and $T_2$ will be calculated by hand for $X^+_{\text{non-split}}(p)$. In fact, we have implemented the trace formula on computer for both $X^+_{\text{non-split}}(p)$ and $X^+_{\text{split}}(p)$. The traces obtained for $X^+_{\text{split}}(p)$ have agreed with tables [BK72] for various $n$ and $p$.

The trace of $T_1$

We calculate the terms $t^0$, $t^e$, $t^{h,c}$, $t^{p,c}$ in the trace formula for $T_1$ on $\Gamma = \Gamma^+_{\text{non-split}}(p)$. 

$$t^0 = \frac{1}{4\pi} v(\Gamma \backslash \mathfrak{H}) = \frac{1}{12} [\Gamma(1) : \Gamma] = \frac{1}{24} p(p-1) \quad (5.26)$$

$$-t^e = \sum_{t \in \mathbb{Z}, t^2 - 4 = m^2d_K, d_K < 0, f | pm} \sum_{r \mid p} \frac{h^+(r f^2 d_K)}{r f^2 d_K} \cdot c_p^+(\alpha, r f^2 d_K)$$

$$= \frac{h^+(\tau_{-4})}{|\tau_{-4}|} \cdot c_p^+(\alpha, \tau_{-4}) + \frac{h^+(\tau_{-3})}{|\tau_{-3}|} \cdot c_p^+(\alpha, \tau_{-3}) + 2 \frac{h^+(\tau_{-3})}{|\tau_{-3}|} \cdot c_p^+(\alpha, \tau_{-3})$$

$$= \frac{1}{4} - \frac{4}{2} \cdot \left( p - \frac{4}{p} \right) + \frac{1}{8} \left( p - \frac{4}{p} \right) + \frac{2}{6} \left( p - \frac{3}{p} \right)$$

$$= \frac{1}{24} \left( 3p - 6 \left( \frac{4}{p} \right) - 4 \left( \frac{3}{p} \right) + 7 \right) \quad (5.27)$$

$$t^{h,c} = 0 \quad (5.28)$$

$$-t^{p,c} = \frac{p-1}{4} \quad (5.29)$$
Therefore, \( \text{tr}(T_1) = t_0 + t_1^s + t_1^h + t_1^o + \sigma(1) \) is

\[
g_{\text{non-split}}(p) = \frac{1}{24}(p^2 - 10p + 23 + 6 \left( \frac{-1}{p} \right) + 4 \left( \frac{-3}{p} \right)). \tag{5.30}
\]

Note we have made simplications which make the above formula incorrect for \( p = 2, 3 \).

A similar calculation for \( \Gamma = \Gamma_{\text{split}}(p) \) yields

\[
g_{\text{split}}(p) = \frac{1}{24}(p^2 - 8p + 11 - 4 \left( \frac{-3}{p} \right)) \tag{5.31}
\]

where \( p \neq 2, 3 \).

The trace of \( T_2 \)

We calculate the terms \( t^0, t^e, t^{h,c}, t^{p,c} \) in the trace formula for \( T_2 \) on \( \Gamma = \Gamma_{\text{non-split}}(p) \). Since 2 is not a square, \( t^0 = t^{p,c} = 0 \), so it is only necessary to calculate the terms \( t^e \) and \( t^{h,c} \):

\[
-t^e = \sum_{t \in \mathbb{Z}, t^2 = m^2 d_K \cdot d_K < 0} \sum_{f \text{ pm}} \frac{h^+(\tau_f d_K)}{|\tau_f d_K|} \cdot c_p^+(\alpha, \tau_f d_K)
\]

\[
= h^+(-8) \cdot c_p^+(\alpha, -8) + h^+(\tau_{-p^2,8}) \cdot c_p^+(\alpha, \tau_{-p^2,8}) + \frac{1}{2} h^+(\tau_{-7}) \cdot c_p^+(\alpha, \tau_{-7})
\]

\[
+ 2 \frac{h^+(-4)}{|\tau_{-4}|} \cdot c_p^+(\alpha, -4)
\]

\[
= \frac{1}{2} \left( \frac{-8}{p} \right) + \frac{1}{4} \left( p - \left( \frac{-8}{p} \right) \right) + \frac{2}{4} \left( \frac{-2}{p} \right) + \frac{2}{4} \left( \frac{-4}{p} \right)
\]

\[
= \frac{1}{4} \left( p - 2 \left( \frac{-8}{p} \right) - 2 \left( \frac{-7}{p} \right) - \left( \frac{-4}{p} \right) + 4 \right) \tag{5.32}
\]

\[
t^{h,c} = 0 \tag{5.33}
\]

Therefore, \( \text{tr}(T_2) = t^e + \sigma(2) \) is

\[
\text{tr}(T_2 | S_2(\Gamma_{\text{non-split}}(p))) = \frac{1}{4}(-p + 2 \left( \frac{-2}{p} \right) + 2 \left( \frac{-7}{p} \right) + \left( \frac{-1}{p} \right) + 8). \tag{5.34}
\]

Note we have made simplications which make the above formula incorrect for \( p = 2, 3, 7 \).

A similar calculation for \( \Gamma = \Gamma_{\text{split}}(p) \) yields

\[
\text{tr}(T_2 | S_2(\Gamma_{\text{split}}(p))) = \frac{1}{4}(-p - 2 \left( \frac{-7}{p} \right) - \left( \frac{-1}{p} \right) + 4) \tag{5.35}
\]

for \( p \neq 2, 3, 7 \).
Figure 5.1: Fundamental domain for $X^+_{\text{non-split}}(3)$
Figure 5.2: Fundamental domain for $X^+_{\text{non-split}}(5)$
Figure 5.3: Fundamental domain for $X_{\text{non-split}}^+(7)$
Figure 5.4: Fundamental domain for $X_{\text{non-split}}(3)$ and $X^\text{split}_{\text{split}}(3)$
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Conclusion

6.1 Edixhoven's work

The proof given in this thesis of Theorem 1 does not exhibit the isogeny between $J(X_{\text{non-split}}^+(p))$ and $J(X_0^+(p^2))^{\text{new}}$ in a concrete way. A description of Hecke actions on the reduction of the modular curves involved [Edi89] may yield a more geometric explanation [Edi94] of the phenomenon. Recently however, Edixhoven [Edi95] following up [Edi94] has given a more enlightening proof of the results in this thesis which is based on the representation theory of $GL_2(F_p)$. His proof in principle gives the isogeny in question explicitly, though it would still be interesting to pursue this in more detail.

The starting point for his proof is the fact that $X(p)$ covers both $X_{\text{non-split}}^+(p)$ and $X_{\text{split}}^+(p)$ and has an action of $G = GL_2(F_p)$. We work in the category of abelian varieties defined over $\mathbb{Q}$ up to isogeny. For two isogeny classes $A, B$ we let $\text{Hom}(A, B) = \text{Hom}(A, B) \otimes \mathbb{Q}$. If $e$ is an idempotent in $\text{End}(A)$, then $e$ has a kernel and image by Poincaré reducibility and we have $A \sim \ker(e) \times \text{im}(e)$.

In this category, each object is naturally a $\mathbb{Q}$-module.

By the $G$-action on $J(X(p))$, one obtains a representation

$$\rho : G \to \text{Aut}(\overline{J(X(p))}).$$

This yields a representation of the associated group algebra $\mathbb{Q}[G]

$$\rho : \mathbb{Q}[G] \to \text{End}(\overline{J(X(p))}).$$

By the representation $\rho$, idempotents in $\mathbb{Q}[G]$ give a product decomposition of $\overline{J(X(p))}$. For instance, if $H$ is a subgroup of $G$, then the element

$$\text{pr}_H = \frac{1}{|H|} \sum_{h \in H} h$$

is an idempotent in $\mathbb{Q}[G]$. One sees that $\overline{J(X(p))}$ decomposes into $\ker(\rho(\text{pr}_H)) \times \text{im}(\rho(\text{pr}_H)) \sim \overline{J} \times J(X_H(p))$, where $J(X_H(p))$ is the jacobian of $X_H(p)$ and
$J'$ is the complementary abelian variety given by Poincaré reducibility. In particular, $\rho(p_{\mathcal{G}})$ has trivial image since $J(X_{\mathcal{G}}(p)) = J(X(1)) = 0$. Thus, the representation $\rho$ factors through $\mathbb{Q}[G] = \mathbb{Q}[G]/(p_{\mathcal{G}})$. Consequently, if $H \cdot H' = G$, then the element $p_{\mathcal{H}} + p_{\mathcal{H}'}$ is also an idempotent in $\mathbb{Q}[G]$. Also, note that two idempotents in $\mathbb{Q}[G]$ which are $\mathbb{Q}[G]$-conjugate have isomorphic kernels and hence give the same product decomposition of $J(X(p))$.

The key point in Edixhoven's proof is to show that $p_{\mathcal{H}'} + p_{\mathcal{H}}$ is $\mathbb{Q}[G]$-conjugate to $p_{\mathcal{H}'}$. These two elements are idempotents in $\mathbb{Q}[G]$ so the relation above induces a $\mathbb{Q}$-isogeny

$$J(X_{\text{non-split}}(p)) \times J(X_{0}(p)) \sim_{\mathbb{Q}} J(X_{\text{split}}(p)). \quad (6.4)$$

The method for proving that the two idempotents above are $\mathbb{Q}[G]$-conjugate is to show they have the same rank (i.e. their images are of the same dimension) in every irreducible factor. This is done using the character table of $G = \text{GL}_2(\mathbb{F}_p)$ and a case by case verification. In each irreducible factor, two idempotents of the same rank are conjugate, so we obtain the desired result.

One can interpret Edixhoven's argument in terms of modular forms. To do this, we work in the category of abelian varieties defined over $\mathbb{C}$ up to isogeny. Consider fibre $X(p)_{\sigma}/\text{Spec}(\mathbb{C})$ of $X(p)/\mu(p)$ along a morphism $\sigma : \text{Spec}(\mathbb{C}) \to \mu(p)$. The finite cover $X(p)_{\sigma}[X(1)]$ has galois group $\text{SL}_2(\mathbb{F}_p)/\{\pm 1\}$. Applying Edixhoven's argument to $G = \text{SL}_2(\mathbb{F}_p)$, the idempotent $p_{\mathcal{H}'} + p_{\mathcal{H}}$ is $\mathbb{Q}[G]$-conjugate to the idempotent $p_{\mathcal{H}'}$, where $\mathcal{H}$ denotes group $H \cap \text{SL}_2(\mathbb{F}_p)$.

Let $\sum_{g \in G} \alpha_g \cdot g \in \mathbb{Q}[G] \to \mathbb{Q}[G]$ be an element which conjugates $p_{\mathcal{H}'} + p_{\mathcal{H}}$ to $p_{\mathcal{H}'}$. The isogeny $\phi : J(X_{\text{non-split}}(p)_{\sigma}) \times J(X_{\text{split}}(p)_{\sigma}) \to J(X_{\text{split}}(p)_{\sigma})$ is then explicitly described as

$$(z_1, z_2) \mapsto \sum_{g \in G} \alpha_g \cdot g(\iota_1(z_1) + \iota_2(z_2)) \quad (6.5)$$

where $\iota_1 : J(X_{\text{non-split}}(p)_{\sigma}) \to J(X(p)_{\sigma})$, $\iota_2 : J(X_{\text{split}}(p)_{\sigma}) \to J(X(p)_{\sigma})$.

Let $\Gamma_1 = \Gamma_{\text{non-split}}(p)$ and $\Gamma_2 = \Gamma_{\text{split}}(p)$. For an element $g \in G$, let $\bar{g}$ be an element in $\text{SL}_2(\mathbb{Z})$ which reduces mod $p$ to $g$. The double coset $\Gamma_1 \bar{g} \Gamma_2$ induces a homomorphism from $J(X_{\text{non-split}}(p))$ to $J(X_{\text{split}}(p))$. In terms of the diagram below, this homomorphism corresponds to the correspondence $T_{\bar{g}} = \pi_1 \ast w_{g} \ast \pi_2^*$ (see section 1.4).

$$X_{\Gamma_2 \cap \Gamma_1 \bar{g} \Gamma_1} \xrightarrow{w_{g}} X_{\bar{g}^{-1} \Gamma_2 \cap \Gamma_1}$$

$$\pi_1 \downarrow \quad \pi_2 \downarrow$$

$$X_{\Gamma_2} \quad X_{\Gamma_1} \quad (6.6)$$
Note that
\[ X_{\Gamma_1} \cong \mathbb{C} X_{\text{SN}(p)\sigma} \]  
\[ X_{\Gamma_2} \cong \mathbb{C} X_{\text{SN}(p)\sigma} \]  
\[ X_{\Gamma_2 \cap \Gamma_1 \bar{\gamma}^{-1}} \cong \mathbb{C} X_{\bar{\gamma}^{-1}\Gamma_2 \cap \Gamma_1} \cong \mathbb{C} X(p)_\sigma \]

and the map
\[ w_{\bar{\gamma}} : X(p)_\sigma \to X(p)_\sigma \]
\[ z \mapsto \bar{\gamma}^{-1}z \]

corresponds to reducing $\bar{\gamma}^{-1}$ modulo $p$ to an element in $G$ and then letting it act on $X(p)_\sigma$.

Consider the injection $\iota : J(X_{\text{SN}(p)\sigma}) \to J(X_{\text{SN}(p)\sigma} \times J(X_{SB}(p)\sigma))$. By the above discussion, the homomorphism $f \circ \iota : J(X_{\text{SN}(p)\sigma}) \to J(X_{SN}(p)\sigma)$ is seen to be the modular correspondence:

\[ \sum_{g \in G} \alpha_g \cdot \Gamma_1 \bar{g} \Gamma_2. \]

In other words, the modular correspondence above moves a modular form on $X_{\text{non-split}}^+(p) \cong \mathbb{C} X_{\text{SN}(p)\sigma}$ to a modular form on $X_{\text{split}}^+(p) \cong \mathbb{C} X_{\text{SN}(p)\sigma}$ corresponding to the isogeny in question. The image consists precisely of the new forms on $X_{\text{split}}^+(p)$. Similarly, one has a homomorphism in the opposite direction which is surjective and has kernel precisely the old forms on $X_{\text{non-split}}^+(p)$. If $f$ is a newform on $X_{\text{split}}^+(p)$ and if one knew how to obtain the $q$-coefficients of $f$ at the various cusps of $X_{\text{split}}^+(p)$, then it would be possible to obtain the $q$-coefficients of the corresponding newform on $X_{\text{non-split}}^+(p)$, provided one knew the element $u$. This would in principle give the correspondence between the Fourier coefficients and eigenvalues of an eigenform on $X_{\text{non-split}}^+(p)$, though the relationship will not be as transparent as in the $\Gamma_0(N)$ case.

### 6.2 Relation to Shimura curves

One may also ask what other non-trivial relations exist between the jacobians of arithmetic congruence groups. A more mysterious relationship exists in the following case: Let $\Gamma_{p,q}$ be the unit group of a maximal order in the quaternion algebra over $\mathbb{Q}$ which is ramified at precisely two finite primes $p \neq q$. The curve $X_{p,q} = \Gamma_{p,q}\backslash \mathfrak{H}$ has the modular interpretation of classifying abelian surfaces with endomorphism ring containing the order defining $\Gamma_{p,q}$. These Shimura curves do not have cusps and are hence already compact. It is shown in [Shi65] using the trace formula that the zeta function of the new part of the Jacobian of $X_0(pq)$ is the same as the zeta function of the Jacobian of the curve $X_{p,q}$, so that the corresponding abelian varieties are isogenous by [Rib80].
The Shimura curve $X_{p,q}$ figures in many important guises. On one hand, the isogeny described can be thought of as an example of a geometric realisation of the Langlands’ functoriality conjecture. Briefly, this conjecture relates automorphic forms on two different semi-simple reductive algebraic groups $G$, $G'$: given a $\mathbb{L}$-homomorphism $\rho : G^L \to G'^L$ between the (galois form) $\mathbb{L}$-groups of $G$ and $G'$, one can move an automorphic form from $G$ to $G'$. In the case of $G = D^\times$ ($D$ a quaternion algebra) and $G' = \text{GL}_2$, the so called Jacquet-Langlands’ correspondence characterises the forms on $\text{GL}_2$ which arise from forms on $D^\times$. In our case of interest, this correspondence sends an eigenform on $\Gamma$ to a eigenform on $\Gamma_0(pq)$ (with the same eigenvalues of Hecke). Furthermore, the forms which actually arise in this manner are the new forms on $\Gamma_0(pq)$.

The curve $X_{p,q}$ is also used in Ribet’s proof [Rib90] of Shimura-Taniyama-Weil implies Fermat’s Last Theorem: to show that a mod $l$ representation $\rho$ which is apriori modular of level $Mp$ is really modular of level $M$ if $p$ is a prime dividing $N$ exactly and $\rho$ is finite at $p$, one needs to pass to modular forms on this Shimura curve. One already knows by a result of Mazur [Maz85] that if $p \neq 1 \pmod{l}$, then this is true (so without loss of generality we may assume that $N$ is prime to $l$). The idea is to reduce to this case: Ribet shows that $\rho$ is modular of level $Mpq$ for a suitable auxiliary prime $q \neq 1 \pmod{l}$. Then, using the relationship between modular forms on $\Gamma_0(Mpq)$ and suitable analogue $\Gamma_{p,q}(M)$ of the Shimura curve described above (one needs to add in level $M$-structure), he shows that $\rho$ is modular of level $Mq$. This follows from the mysterious Drinfeld switch: in passing from $\Gamma_0(Mpq)$ to $\Gamma_{p,q}(M)$, the primes $p$ and $q$ appear to be switched so that the Hecke action on certain character groups of $J_0(Mpq) \mod q$ are equivalent to those of $J_{p,q}(M) \mod p$ and vice versa. However, since $q \neq 1 \pmod{l}$, the result of Mazur shows that $\rho$ is modular of level $M$.

Although the trace formula calculation for $X_{p,q}$ seems to be easier than the one for $X_{\text{non-split}}(p)$, this isogeny appears to be more mysterious in the following sense. According to a result of Takeuchi [Tak77], two arithmetic Fuchsian groups $\Gamma_1$ and $\Gamma_2$ arising from orders in quaternion algebras $Q_1$ and $Q_2$ are commensurable if and only if there is an isomorphism between $Q_1$ and $Q_2$ satisfying some additional technical conditions. Since $\Gamma_{p,q}$ and $\Gamma_0(pq)$ arise from non-isomorphic quaternion algebras, they are therefore not commensurable. Thus, unlike $X^+_{\text{non-split}}(p)$ and $X^{+}_{\text{split}}(p)$ which are covered by $X(p)$ finitely, the obvious candidate for a finite cover of $X_{p,q}$ and $X_0(pq)$, namely $\Gamma \cap \Gamma_0(pq) \setminus \mathfrak{S}$ does not work. With regard to this, we make the following remark. Formally, a homomorphism of jacobians $\phi : J(C_1) \to J(C_2)$ is induced by the correspondence given by a divisor $D$ on $C_2 \times C_1$. Thus, if a non-trivial homomorphism $\phi$ exists, a finite cover of both $C_1$ and $C_2$ exists. Indeed, if the genus of $X_0(pq)$ is greater than one, then by the classification of Riemann surfaces, we see that it has a model $\Gamma \setminus \mathfrak{S}$ where $\Gamma$ is a Fuchsian group of the first kind with no elliptic or parabolic elements. This Fuchsian group $\Gamma$ is unique up to conjugation by $\text{SL}_2(\mathbb{R})$. By introducing level structures, it is possible to find a subgroup $\Gamma_{p,q}(N)$ of $\Gamma_{p,q}$ which has no elliptic elements (it already lacks parabolic elements). It would seem that a finite cover of $X_{p,q}$ and $X_0(pq)$ is then $\Gamma \cap \Gamma_{p,q}(N) \setminus \mathfrak{S}$. If one
could describe \( \Gamma \) more concretely, it may be possible to generalise Edixhoven’s construction to this setting.

### 6.3 Final remarks

The identification of the jacobian of \( X_{\text{non-split}}^+(p) \) up to isogeny as the new part of the jacobian of \( X_{\text{split}}^+(p) \) still leaves open several questions and avenues of exploration. One may ask what the kernel of this (minimal) isogeny is.

We have been mainly interested in \( X_{\text{non-split}}^+(p) \), but our calculations also show a similar result for the jacobian of \( X_{\text{non-split}}(p) \), namely, that it is isogenous to the new part of the jacobian of \( X_{\text{split}}(p) \). This follows from the fact that

\[
c_\alpha^+(X_{\text{split}}^+(p), \tau) = c_\alpha(\tau, X_{\text{non-split}}^+(p))
\]

(6.14)

\[
c_\alpha^+(X_{\text{split}}^+(p), \tau) = c_\alpha(\tau, X_{\text{split}}^+(p)).
\]

(6.15)

This result could have been proved with less effort as \( \Gamma = \Gamma_{\text{non-split}}(p), \Gamma_{\text{split}}(p) \) is the unit group of an order in \( M_2(\mathbb{Q}) \) so the modifications of the trace formula for normaliser extensions of unit groups in 2.2.2 are not necessary. Also, implicit in our calculations is an explicit trace formula for \( X_{\text{split}}^+(p) \).

The modular curve \( X_{\text{non-split}}^+(p) \) does not seem to possess a Hecke operator at \( p \). It would be interesting to investigate this further as well as look into the possibility of a twisting operator [AL70] for \( X_{\text{non-split}}^+(p^2) \).

Finally, one would hope that this description of the jacobian of \( X_{\text{non-split}}^+(p) \) will help in the determination of its non-cuspidal rational points. Unfortunately, the relation of jacobians implies that something very different is going on for non-split Cartan modular curves. Indeed, since their jacobians are isogenous to the new part of the jacobians of \( X_0^+(p^2) \), their jacobians conjecturally do not have any non-trivial quotients with finite Mordell-Weil group.
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