The present-day decadal solar cycle modulation of Earth’s radiative forcing via charged H$_2$SO$_4$/H$_2$O aerosol nucleation
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[1] The decadal solar cycle modulation of Earth’s radiative forcing via ionization of the atmosphere by galactic cosmic rays, aerosol formation from the gas phase, and the response of clouds to aerosol is quantified for the first time with a climate model that represents and couples the relevant processes. Simulations are conducted for solar maximum and minimum conditions, with present-day anthropogenic aerosol and aerosol precursor gas emissions, and contemporary large-scale meteorology. The solar cycle signal appears in atmospheric ionization, aerosol formation from the gas phase, aerosol concentrations, aerosol optical depth, and in cloud properties, and is most pronounced at mid- and high latitudes. The resulting solar cycle modulation of Earth’s radiative forcing exhibits a distinct hemispheric asymmetry, with peak values of −0.14 W m$^{-2}$ in the southern and −0.06 W m$^{-2}$ in the northern mid-latitudes. Globally and annually averaged, the solar cycle modulation of Earth’s radiative forcing, arising from the increase in atmospheric ionization by galactic cosmic rays from solar maximum to minimum, via charged nucleation of aerosol, the direct aerosol effect, and the cloud albedo effect, amounts to −0.05 W m$^{-2}$. A limited relevance of this variation for the Earth’s atmosphere and climate can be inferred, given that Earth’s radiative forcing changes by −0.24 W m$^{-2}$ from solar maximum to minimum because of a decrease in total solar irradiance. Citation: Kazil, J.; K. Zhang; P. Stier; J. Feichter; U. Lohmann; and K. O’Brien (2012). The present-day decadal solar cycle modulation of Earth’s radiative forcing via charged H$_2$SO$_4$/H$_2$O aerosol nucleation, Geophys. Res. Lett., 39, L02805, doi:10.1029/2011GL050058.

1. Introduction

[2] The role of solar variability for Earth’s climate, and its possible ramifications for global climate change have been a subject of ongoing research in the 20th and early 21st century [Gray et al., 2010]. The topic gained increased attention after Svensmark and Friis-Christensen [1997] reported a correlation of global cloud cover with the intensity of galactic cosmic rays (GCRs) based on satellite observations, and Marsh and Svensmark [2000] estimated a resulting variation in Earth’s radiative forcing by 1.2 W m$^{-2}$ over the decadal solar cycle. The mechanism by which solar variability could affect Earth’s clouds has been originally proposed, with a note of skepticism, by Dickinson [1975]: Polar molecules with a low saturation vapor pressure, such as sulfuric acid, could attach to ions produced in the atmosphere by GCRs, and contribute to the atmospheric aerosol population [see, e.g., Kazil et al., 2008] – the substrate on which cloud drops form. GCR ionization of the atmosphere is anti-correlated with the decadal solar cycle [Forbush, 1954; Neher and Forbush, 1958], as the Sun’s magnetic field and the solar wind, which wax and wane with solar activity, shield the heliosphere from GCRs. The solar cycle signal could therefore appear in the cloud drop number and in Earth’s radiative forcing via the Twomey [1974] and Albrecht [1989] effects.

[3] Earlier model studies, without directly simulating the link between GCR ionization and cloud properties, have placed upper bounds on a possible role of decadal solar variability for Earth’s radiative forcing via aerosol nucleation from GCR-produced ions: Kazil et al. [2006] found that the variation in GCR ionization over the decadal solar cycle does not entail a response in aerosol production and cloud cover via the Albrecht [1989] effect that would explain the variations in global cloud cover reported by Svensmark and Friis-Christensen [1997], and estimated that the change in Earth’s radiative forcing from solar maximum to minimum is at most −0.22 W m$^{-2}$ in industrial times. Pierce and Adams [2009] found that changes in aerosol concentrations from changes in cosmic rays over a decadal solar cycle are two orders of magnitude too small to account for the observed changes in cloud properties, and concluded that the effect of aerosol formation from GCR-produced ions is too small to play a significant role in climate change.

[4] A comprehensive review of research on solar effects on climate, with pertinent references, has been given by Gray et al. [2010]. In the present work, the decadal solar cycle modulation of Earth’s radiative forcing, via ionization of the atmosphere by GCRs, aerosol formation from the gas phase, and the response of clouds to aerosol is quantified for the first time with a climate model that represents and couples the relevant processes.

2. Model and Simulations

[5] The aerosol-climate model ECHAM5-HAM [Stier et al., 2005] is used, which describes aerosol and cloud processes in the troposphere and their radiative effects through scattering and absorption of radiation. Aerosol and clouds are coupled in ECHAM5-HAM [Lohmann et al.,]
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Kazil et al., 2010]. Cloud cover is represented with an empirical cloud cover scheme [Sundqvist et al., 1989], which depends only on relative humidity (RH), but not directly on changes in aerosol concentrations via the Albrecht [1989] effect. A causal effect of aerosol on cloud cover [Albrecht, 1989] and its quantification are controversial [Stevens and Feingold, 2009; Quaas et al., 2009; Koren et al., 2010]. Satellites observe a strong correlation between aerosol optical depth and cloud cover [e.g., Quaas et al., 2010], but a dependence of both quantities on wind speed [Engström and Ekman, 2010] and swelling of aerosol particles in humidified air near clouds [Quaas et al., 2010] appear to be the dominant cause.

Ionization of the atmosphere by GCRs is described based on the analytical theory of O'Brien [2005]. The GCR-produced ions drive aerosol formation from the gas phase via charged nucleation of sulfuric acid (H\textsubscript{2}SO\textsubscript{4}) and water (H\textsubscript{2}O) in the model. Charged and neutral nucleation of H\textsubscript{2}SO\textsubscript{4} and H\textsubscript{2}O depend on temperature, RH, concentration of H\textsubscript{2}SO\textsubscript{4} and its condensation sink onto pre-existing aerosol, and on the ionization rate, and the resulting aerosol formation rate is implemented with a look-up table [Kazil et al., 2010] that was calculated with the semi-analytical method of Kazil and Lovejoy [2007]. The resulting aerosol formation rates have been compared with chamber experiments by Kirkby et al. [2011]. Nucleation via cluster activation [Kulmala et al., 2006] is implemented in the model in the forested boundary layer with the parametrization of Sihto et al. [2006].

Hoose et al. [2009] demonstrated that a lower limit for the cloud drop number and size, and cloud albedo respond to changes in aerosol concentrations: the resulting reduction of (short-wave) radiative forcing from pre-industrial to present-day conditions due to anthropogenic aerosol and aerosol precursor gas emissions amounts to a high value of \(-2.2\) W m\(^{-2}\) [cf. Forster et al., 2007; Hoose et al., 2009].

Simulations are conducted for solar maximum (S\textsubscript{max}) and minimum (S\textsubscript{min}) activity conditions, corresponding to low (high) atmospheric ionization by GCRs, respectively. Anthropogenic aerosol and aerosol precursor gas emissions for the year 2000 are used, and are described, together with emissions of natural aerosol and aerosol precursor gases in Stier et al. [2005]. The simulations are nudged towards ERA-40 reanalysis data [Simmons and Gibson, 2000] in order to reproduce the large-scale meteorology of the year 2000, and monthly mean AMIP II sea surface temperatures and sea ice cover [Taylor et al., 2000] are used. Each simulation covers ten iterations of the year 2000, initialized with the final state of the preceding iteration. The first iteration is initialized with the final state of a three months spin-up period. The model domain is resolved with 19 vertical levels between the surface and 10 hPa (L19), a horizontal grid with a mean resolution of 2.8° (T42), and a time step of 1800 s.

3. Results

We define the absolute and relative decadal solar cycle modulation of a model quantity Q as \(Q(S_{\text{max}}) - Q(S_{\text{min}})/Q(S_{\text{max}})\), respectively. The modulation is calculated after the model quantities have been averaged temporally over the ten annual iterations of the simulations, vertically, weighted with air mass, if the quantity depends on altitude, and zonally. The averaging aims at removing random variability in the results (model noise), in order to isolate differences between the simulations arising from different GCR ionization levels. However, this approach may not sufficiently suppress model noise in quantities with a weak solar cycle signal. An area-weighted, box-shaped low-pass filter that stretches over nine latitude points is used to further reduce model noise. The filter becomes less effective with increasing proximity to the poles, where its length in latitude direction is reduced. Higher variability in the solar cycle modulation near the poles than at other latitudes may indicate the inability of the filter to suppress the local noise.

Figure 1 shows the GCR ionization rate in solar maximum conditions and its solar cycle modulation as functions of latitude. The ionization rate is lowest near the equator and increases towards the poles owing to the orienta-
tion of the Earth’s magnetic field: Near the equator, where the Earth’s magnetic field lines align with the surface, only the most energetic among the charged particles that make up GCRs have sufficiently large gyroradii to penetrate deep into the atmosphere. Towards the poles, however, as the Earth’s magnetic field lines steepen relative to the surface, less energetic GCRs can travel deep into the atmosphere, resulting in a higher ionization. The change in the GCR ionization rate from solar maximum to minimum exhibits a similar latitude dependence, and rises from \(\sim7\)% near the equator to \(\sim36\)% near the poles. The larger increase near the poles is due to a stronger solar cycle modulation at lower energies of the cosmic ray spectrum [Shea and Smart, 2004].
Figure 2. Solar cycle modulation (change from solar maximum to minimum) of the (a) formation rate of aerosol particle number from the gas phase (black) and of the concentration of aerosol particles with dry diameter >3 nm (green), (b) cloud drop burden (blue) and net top-of-the-atmosphere short-wave radiation (TOASW) (red), and (c) cloud cover (purple) and aerosol optical depth (AOD) (gold). Solid (dotted) lines represent results from simulations with the default (increased) resolution look-up table for $\text{H}_2\text{SO}_4/\text{H}_2\text{O}$ nucleation, respectively. The solar cycle modulation was calculated after temporal, vertical, and zonal averaging of the model results, and after smoothing with a box-shaped, area-weighted low-pass filter that stretches over nine latitude points. Results without filtering are shown in Figure S4 in the auxiliary material.

[11] Figure 2 shows the solar cycle modulation of selected quantities, calculated from averaged and filtered model results. Figure 2a shows the solar cycle modulation of the particle formation rate $\mathcal{J}$ from all nucleation processes in the model, and of the concentration $N_{3\text{nm}}$ of aerosol particles with dry diameter >3 nm. $N_{3\text{nm}}$ is, for all practical purposes, a close representation of the total aerosol concentration, as 3 nm is a widely used lower diameter cutoff in aerosol concentration measurements. The modulation of $\mathcal{J}$ exhibits low values in the tropics, maxima near the polar circles, and negative values in the Arctic. This latitudinal distribution arises from the solar cycle modulation of the ionization rate (Figure 1), and from the latitudinal variation in temperature (Figure S1 in the auxiliary material), $\text{H}_2\text{SO}_4$ concentration (Figure S2 in the auxiliary material) and $\text{H}_2\text{SO}_4$ condensation sink (Figure S3 in the auxiliary material), which, together with RH, control charged $\text{H}_2\text{SO}_4/\text{H}_2\text{O}$ nucleation [Kazil et al., 2010]: A low modulation of ionization and warm temperatures in the tropical lower troposphere, which hinder charged $\text{H}_2\text{SO}_4/\text{H}_2\text{O}$ nucleation, result in a low modulation of $\mathcal{J}$. With distance to the tropics, the modulation of ionization increases and temperatures decrease, promoting charged $\text{H}_2\text{SO}_4/\text{H}_2\text{O}$ nucleation and its modulation by the solar cycle. This alliance does not extend to the polar regions, however, where high ionization rates meet low $\text{H}_2\text{SO}_4$ concentrations. In these conditions, loss of subcritical charged clusters due to recombination is fast, and cluster growth due to $\text{H}_2\text{SO}_4$ condensation slow — more so at the warmer northern hemisphere temperatures — resulting in a low or negative response of the charged $\text{H}_2\text{SO}_4/\text{H}_2\text{O}$ nucleation rate to an increase in ionization [Kazil and Lovejoy, 2004]. The solar cycle modulation of $N_{3\text{nm}}$ follows that of $\mathcal{J}$, with a smaller magnitude, owing to coagulation loss of particles from charged $\text{H}_2\text{SO}_4/\text{H}_2\text{O}$ nucleation, and owing to the contribution of other nucleation mechanisms and surface-emitted aerosol to $N_{3\text{nm}}$.

[12] Figure 2b shows the solar cycle modulation of the cloud drop burden (CDB, vertically integrated cloud drop number concentration) and of net top-of-the-atmosphere short-wave radiation (TOASW). The modulation of CDB follows that of $N_{3\text{nm}}$ but has a more pronounced hemispheric asymmetry. We explain the higher modulation in the southern hemisphere with its higher coverage by pristine ocean clouds, which are more susceptible to aerosol. The modulation of TOASW mirrors that of CDB, with extrema in each hemisphere. These extrema are colocated, and can therefore be phenomenologically associated with the corresponding peaks in the modulation of CDB [Twomey, 1974]. The simulations give a weak solar cycle modulation of cloud cover (Figure 2c). This weak modulation may arise from an underestimation of aerosol-cloud cover effects, as cloud cover responds only to RH in the simulations. The modulation of AOD (Figure 2c) features low values in the tropics, and increases towards higher latitudes. Very high or low AOD modulation values near the poles are likely the result of insufficiently suppressed model noise.

[13] To assess the role of resolution of the look-up table for $\text{H}_2\text{SO}_4/\text{H}_2\text{O}$ nucleation [Kazil et al., 2010], simulations with the default look-up table resolution, and with a resolution increased by a factor of 1.5 in every variable of the look-up table (v.s.) are compared in Figure 2. The modulation of $\mathcal{J}$ and $N_{3\text{nm}}$ responds little to the increase in look-up table resolution (Figure 2a). Counterintuitively, a much stronger response appears in the modulation of CDB and TOASW (Figure 2b), and cloud cover and AOD (Figure 2c). Cloud cover, which depends only on RH, would be expected
Table 1. Solar Cycle Modulation (Change From Solar Maximum to Minimum), Calculated After Global and Annual Averaging of the Model Results

<table>
<thead>
<tr>
<th>Nucleation Look-up Table Resolution:</th>
<th>Default</th>
<th>Increased</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aerosol &gt; 3 nm (%)</td>
<td>0.71</td>
<td>0.74</td>
</tr>
<tr>
<td>Cloud drop burden (%)</td>
<td>0.39</td>
<td>0.40</td>
</tr>
<tr>
<td>Cloud cover (%)</td>
<td>0.0075</td>
<td>0.0318</td>
</tr>
<tr>
<td>Aerosol optical depth (%)</td>
<td>0.050</td>
<td>0.026</td>
</tr>
<tr>
<td>TOASW (W m⁻²)</td>
<td>-0.047</td>
<td>-0.054</td>
</tr>
</tbody>
</table>

Values were obtained from simulations with the default resolution of the look-up table for neutral and charged HSO₄⁻/H₂O nucleation, and with an increased resolution (see text). TOASW refers to the net short-wave radiation at the top-of-the-atmosphere.

to be least sensitive to the nucleation look-up table resolution. It follows that the modulation in CDB, TOASW, cloud cover, and AOD is affected more by random differences (model noise) between the solar maximum and minimum simulations than by the discrete nature of the representation of HSO₄⁻/H₂O nucleation.

Table 1 gives the solar cycle modulation calculated after global and annual averaging of the model results. Since a model setup was used in which cloud albedo is very sensitive to aerosol variations, and as ionization sources which do not vary with the solar cycle, such as radioactive decay of radon, are not accounted for in this work, these solar cycle modulation values should be considered upper limit estimates. On average, the solar cycle modulation of N₃nm is 0.73%, and propagates with 0.40% into the CDB. Cloud cover, being sensitive only to RH in this work, exhibits a very small solar cycle modulation, as does AOD. The globally averaged solar cycle modulation of TOASW is about −0.05 W m⁻², roughly one fifth of the −0.24 W m⁻² change of TOASW due to the reduction by 0.1% of total solar irradiance from solar maximum to minimum [Lean and Rind, 1998].

4. Summary and Conclusions

[15] The decadal solar cycle modulation of Earth’s radiative forcing via ionization of the atmosphere by galactic cosmic rays, aerosol formation from the gas phase, and the response of clouds to aerosol is quantified with a climate model that represents and couples the relevant processes. Present-day anthropogenic aerosol and aerosol precursor gas emissions, and contemporary large-scale meteorology were used. In the simulations, the solar cycle modulates atmospheric ionization by galactic cosmic rays, aerosol formation from the gas phase, aerosol concentrations, aerosol optical depth, cloud properties, and Earth’s radiative forcing. The solar cycle modulation of Earth’s radiative forcing exhibits a distinct hemispheric asymmetry, with peak values of −0.14 W m⁻² in the southern and −0.06 W m⁻² in the northern mid-latitudes. This asymmetry can be explained with the higher coverage of pristine ocean clouds in the south, which are more susceptible to aerosol. A weak solar cycle modulation of cloud cover, which in this work responds only to relative humidity, is obtained. A weak solar cycle modulation is also found in the aerosol optical depth. Globally and annually averaged, the solar cycle modulation of Earth’s radiative forcing, arising from the increase in atmospheric ionization from solar maximum to minimum, via charged nucleation of aerosol, the direct aerosol effect, and the cloud albedo effect amounts to −0.05 W m⁻². A limited relevance of this variation for the Earth’s atmosphere and climate can be inferred, given that Earth’s radiative forcing changes by −0.24 W m⁻² from solar maximum to minimum because of a decrease in total solar irradiance.
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