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Abstract. Semiconductor companies have increasingly adopted a methodology that starts with a system-level design specification in C/C++/SystemC. This model is extensively simulated to ensure correct functionality and performance. Later, a Register Transfer Level (RTL) implementation is created in Verilog, either manually by a designer or automatically by a high-level synthesis tool. It is essential to check that the C and Verilog programs are consistent. In this paper, we present a two-step approach, embodied in two equivalence checking tools, VERIFOX and HW-CBMC, to validate designs at the software and RTL levels, respectively. VERIFOX is used for equivalence checking of an untimed software model in C against a high-level reference model in C. HW-CBMC verifies the equivalence of a Verilog RTL implementation against an untimed software model in C. To evaluate our tools, we applied them to a commercial floating-point arithmetic unit (FPU) from ARM and an open-source dual-path floating-point adder.

1 Introduction

One of the most important tasks in Electronic Design Automation (EDA) is to check whether the low-level implementation (RTL or gate-level) complies with the system-level specification. Figure 1 illustrates the role of equivalence checking (EC) in the design process. In this paper, we present a new EC tool, VERIFOX, that is used for equivalence checking of an untimed software (SW) model against a high-level reference model. Later, a Register Transfer Level (RTL) model is implemented, either manually by a hardware designer or automatically by a synthesis tool. To guarantee that the RTL is consistent with the SW model, we use an existing tool, HW-CBMC [15], to check the correctness of the synthesized hardware RTL against a SW model.

In this paper, we address the most general and thus most difficult variant of EC: the case where the high-level and the low-level design are substantially different. State-of-the-art tools, such as Hector [14] from Synopsys and SLEC from Calypto⁴, rely on equivalence points [18], and hence they are ineffective in this scenario. We present...

an approach based on bounded analysis, embodied in the tools VERIFOX and HW-CBMC, that can handle arbitrary designs. EC is broadly classified into two separate categories: combinational equivalence checking (CEC) and sequential equivalence checking (SEC). CEC is used for a pair of models that are cycle accurate and have the same state-holding elements. SEC is used when the high-level model is not cycle accurate or has a substantially different set of state-holding elements \[1, 11\]. It is well-known that EC of floating-point designs is difficult \[12, 19\]. So there is a need for automatic tools that formally validate floating-point designs at various stages of the synthesis flow, as illustrated by right side flow of Figure 1.

An extended version of this paper, showing worked examples and giving further technical details, is available at \[17\].

## 2 VERIFOX: A tool for equivalence checking of C programs

VERIFOX is a path-based symbolic execution tool for equivalence checking of C programs. The tool architecture is shown on the left side of Figure 2. VERIFOX supports the C89 and C99 standards. The key feature is symbolic reasoning about equivalence between FP operations. To this end, VERIFOX implements a model of the core IEEE 754 arithmetic operations—single- and double-precision addition, subtraction, multiplication, and division—which can be used as reference designs for equivalence checking. So VERIFOX does not require external reference models for equivalence checking of floating-point designs. This significantly simplifies the users effort to do equivalence checking at software level. The reference model in VERIFOX is equivalent to the SoftFloat model\[5\]. VERIFOX also supports SAT and SMT backends for constraint solving.

Given a reference model, an implementation model in C and a set of partition constraints, VERIFOX performs depth-first exploration of program paths with certain optimizations, such as eager infeasible path pruning and incremental constraint solving. This enables automatic decomposition of the verification state-space into subproblems,
by input-space and/or state-space decomposition. The decomposition is done in tandem in both models, exploiting the structure present in the high-level model. The approach generates many but simpler SAT/SMT queries, similar to the technique followed in KLEE [4]. Figure 3 shows three feasible path constraints corresponding to the three paths in the program on the left. In contrast, the last column of Figure 3 shows the monolithic path-constraint generated by HW-CBMC. We distribute the pre-compiled static binary of VERIFOX at http://www.cprover.org/verifox

**Incremental solving in VERIFOX.** VERIFOX can be run in two different modes: partial incremental and full incremental. In partial incremental mode, only one solver instance is maintained while going down a single path. So when making a feasibility check from one branch $b_1$ to another branch $b_2$ along a single path, only the program segment from $b_1$ to $b_2$ is encoded as a constraint and added to the existing solver instance. Internal solver states and the information that the solver gathers during the search remain valid as long as all the queries that are posed to the solver in succession are monotonically stronger. If the solver solves a formula $\phi$, then posing $\phi \land \psi$ as a query to the same solver instance allows one to reuse solver knowledge it has already acquired, because any assignment that falsifies $\phi$ also falsifies $\phi \land \psi$. Thus the solver need not revisit the assignments that it has already ruled out. This results in speeding up the feasibility check of the symbolic state at $b_2$, as the feasibility check at $b_1$ was true. A new solver instance is used to explore a different path, after the current path is detected as infeasible.

In full incremental mode, only one solver instance is maintained throughout the whole symbolic execution. Let $\phi_{b_1}, b_2$ denote the encoding of the path fragment from $b_1$.

![Fig. 2. VERIFOX and HW-CBMC Tool Architecture](image)

**Fig. 3. Single-path and Monolithic Symbolic Execution**
to $b_2$. It is added in the solver as $B_{b_1b_2} \Rightarrow \phi_{b_1b_2}$. Then, $B_{b_1b_2}$ is added as a blocking variable\(^6\) to enforce constraints specified by $\phi_{b_1b_2}$. Blocking variables are treated specially inside the solvers: unlike regular variables or clauses, the blocking can be removed in subsequent queries without invalidating the solver instance. When one wants to backtrack the symbolic execution, the blocking $B_{b_1b_2}$ is removed and a unit clause $\neg B_{b_1b_2}$ is added to the solver, thus effectively removing $\phi_{b_1b_2}$.

3 HW-CBMC: A tool for equivalence checking of C and RTL

HW-CBMC is used for bounded equivalence checking of C and Verilog RTL. The tool architecture is shown on the right side of Figure 2. HW-CBMC supports IEEE 1364-2005 System Verilog standards and the C89, C99 standards. HW-CBMC maintains two separate flows for hardware and software. The top flow in Figure 2 uses synthesis to obtain either a bit-level or a word-level netlist from Verilog RTL. The bottom flow illustrates the translation of the C program into static single assignment (SSA) form\(^7\). These two flows meet only at the solver. Thus, HW-CBMC generates a monolithic formula from the C and RTL description, which is then checked with SAT/SMT solvers. HW-CBMC provides specific handshake primitives such as `next_time_frame()` and `set_inputs()` that direct the tool to set the inputs to the hardware signals and advance the clock, respectively. The details of HW-CBMC are available online\(^7\).

4 Experimental Results

In this section, we report experimental results for equivalence checking of difficult floating-point designs. All our experiments were performed on an Intel\(^\circ\) Xeon\(^\circ\) machine with 3.07 GHz clock speed and 48 GB RAM. All times reported are in seconds. MiniSAT-2.2.0\(^{10}\) was used as underlying SAT solver with VERIF0X 0.1 and HW-CBMC 5.4. The timeout for all our experiments was set to 2 hours.

Proprietary Floating-point Arithmetic Core: We verified parts of a floating-point arithmetic unit (FPU) of a next generation ARM\(^\circ\) GPU. The FP core is primarily composed of single- and double-precision ADD, SUB, FMA and TBL functional units, the register files, and interface logic. The pipelined computation unit implements FP operations on a 128-bit data-path. In this paper, we verified the single-precision addition (FP-ADD), rounding (FP-ROUND), minimum (FP-MIN) and maximum (FP-MAX) operations. The FP-ADD unit can perform two operations in parallel by using two 64-bit adders over multiple pipeline stages. Each 64-bit unit can also perform operations with smaller bit widths. The FPU decodes the incoming instruction, applies the input modifiers and provides properly modified input data to the respective sub-unit. The implementation is around 38000 LOC, generating tens of thousands of gates. We obtained the SW model (in C) and the Verilog RTL model of the FPU core from ARM. (Due to proprietary nature of the FPU design, we can not share the commercial ARM IP.)

---

\(^6\) The SAT community uses the term assumption variables or assumptions, but we will use the term blocking variable to avoid ambiguity with assumptions in the program.

\(^7\) http://www.cprover.org/hardware/sequential-equivalence/
Open-source Dual-path Floating-point Adder: We have developed both a C and a Verilog implementation of an IEEE-754 32-bit single-precision dual-path floating point adder/subtractor. This floating-point design includes various modules for packing, unpacking, normalizing, rounding and handling of infinite, normal, subnormal, zero and NaN (Not-a-Number) cases. We distribute the C and RTL implementation of the dual-path FP adder at [http://www.cprover.org/verifox](http://www.cprover.org/verifox).

Reference Model: The IEEE 754 compliant floating-point implementations in VERIFOX are used as the golden reference model for equivalence checking at the software level. For equivalence checking at the RTL phase, we used the untimed software model from ARM as the reference model, as shown on the right side of Figure 1.

Miter for Equivalence Checking: A miter circuit [3] is built from two given circuits A and B as follows: identical inputs are fed into A and B, and the outputs of A and B are compared using a comparator. For equivalence checking at software level, one of the circuits is a SW program and the other is a high-level reference model. For the RTL phase, one of the circuits is a SW program treated as reference model and the other is an RTL implementation.

Case-splitting for Equivalence Checking: Case-splitting is a common practice to scale up formal verification [12,14,19] and is often performed by user-specified assumptions. The CPROVER\_assume(c) statement instructs HW-CBMC and VERIFOX to restrict the analysis to only those paths satisfying a given condition c. For example, we can limit the analysis to those paths that are exercised by inputs where the rounding mode is nearest-even (RNE) and both input numbers are NaNs by adding the following line:

```
CPROVER\_assume(roundingMode==RNE && uf\_nan && ug\_nan);
```

Discussion of Results: Table 1 reports the run times for equivalence checking of the ARM FPU and the dual-path FP adder. Column 1 gives the name of FP design and columns 2–6 show the runtimes for partition modes INF, ZERO, NaN, SUBNORMAL, and NORMAL respectively. For example, the partition constraint ‘INF’ means addition of two infinite numbers. Column 7 reports the total time for equivalence checking without any partitioning.

VERIFOX successfully proved the equivalence of all FP operations in the SW implementation of ARM FPU against the built-in reference model. However, a bug in FP-MIN and FP-MAX (reported as ERROR in Table 1) is detected by HW-CBMC in the RTL implementation of ARM FPU when checked against the SW model of ARM FPU for the case when both the input numbers are NaN. This happens mostly due to bugs in the high-level synthesis tool or during manual translation of SW model to RTL.

Further, we investigate the reason for higher verification times for subnormal numbers compared to normal, infinity, NaN’s and zero’s. This is attributed to higher number of paths in subnormal case compared to INF, NaN’s and zero’s. Closest to our floating-point symbolic execution technique in VERIFOX is the tool KLEE-FP [8]. We could not, however, run KLEE-FP on the software models because the front-end of KLEE-FP failed to parse the ARM models.
Table 1. Equivalence checking of ARM FPU and DUAL-PATH Adder (All time in seconds)

<table>
<thead>
<tr>
<th>Design</th>
<th>Case-splitting</th>
<th>No-partition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>INF</td>
<td>ZERO</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
</tr>
<tr>
<td>Equivalence checking at Software Level (VERIFOX)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FP-ADD</td>
<td>2.36</td>
<td>1.54</td>
</tr>
<tr>
<td>FP-ROUND</td>
<td>1.24</td>
<td>1.36</td>
</tr>
<tr>
<td>FP-MIN</td>
<td>9.76</td>
<td>9.85</td>
</tr>
<tr>
<td>FP-MAX</td>
<td>9.80</td>
<td>9.88</td>
</tr>
<tr>
<td>DUAL-PATH ADDER</td>
<td>5.15</td>
<td>3.11</td>
</tr>
<tr>
<td>Equivalence checking at RTL (HW-CBMC)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FP-ADD</td>
<td>18.12</td>
<td>19.02</td>
</tr>
<tr>
<td>FP-ROUND</td>
<td>11.30</td>
<td>12.73</td>
</tr>
<tr>
<td>FP-MAX</td>
<td>13.70</td>
<td>13.58</td>
</tr>
<tr>
<td>DUAL-PATH ADDER</td>
<td>0.88</td>
<td>0.87</td>
</tr>
</tbody>
</table>

5 Related work

The concept of symbolic execution [4][7][13] is prevalent in the software domain for automated test generation as well as bug finding. Tools such as Dart [13], Klee [4], EXE [5], Cloud9 [16] employ such a technique for efficient test case generation and bug finding. By contrast, we used path-wise symbolic execution for equivalence checking of software models against a reference model. A user-provided assumption specifies certain testability criteria that render majority of the design logic irrelevant [12][14][19], thus giving rise to large number of infeasible paths in the design. Conventional SAT-based bounded model checking [2][6][15] can not exploit this infeasibility because these techniques create a monolithic formula by unrolling the entire transition system up to a given bound, which is then passed to SAT/SMT solver. These tools perform case-splitting at the level of solver through the effect of constant propagation. Optimizations such as eager path pruning combined with incremental encoding enable VERIFOX to address this limitation.

6 Concluding Remarks

In this paper we presented VERIFOX, our path-based symbolic execution tool, which is used for equivalence checking of arbitrary software models in C. The key feature of VERIFOX is symbolic reasoning on the equivalence between floating-point operations. To this end, VERIFOX implements a model of the core IEEE 754 arithmetic operations, which can be used for reference models. Further, to validate the synthesis of RTL from software model, we used our existing tool, HW-CBMC, for equivalence checking of RTL designs against the software model used as reference. We successfully demonstrated the utility of our equivalence checking tool chain, VERIFOX and HW-CBMC, on a large commercial FPU core from ARM and a dual-path FP adder. Experience suggests that the synthesis of software models to RTL is often error prone—this emphasizes the need for automated equivalence checking tools at various stages of EDA flow. In the future, we plan to investigate various path exploration strategies and path-merging techniques in VERIFOX to further scale equivalence checking to complex data and control intensive designs.
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