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Energy models are optimisation tools which aid in the formulation of energy policies. Built on mathematics, the strength of these models lie in their ability to process numerical data which in turn allows for the generation of an electricity generation mix that incorporates economic and the environmental aspects.

Nevertheless, a comprehensive formulation of an electricity generation mix should include aspects associated with politics and society, an evaluation of which requires the consideration of non-numerical qualitative information. Unfortunately, the use of energy models for optimisation coupled with the evaluation of information other than numerical data is a complicated task.

Two prerequisites must be fulfilled for energy models to consider political and societal aspects. First, the information associated with politics and society in the context of energy policies must be identified and defined. Second, a software tool which automatically converts both quantitative and qualitative data into mathematical expressions for optimisation is required.

We propose a software framework which uses a semantic representation based on ontologies. Our semantic representation contains both qualitative and quantitative data. The semantic representation is integrated into an Optimisation Modelling System which outputs a model consisting of a set of mathematical expressions. The system uses ontologies, engineering models, logic inference and linear programming.

To demonstrate our framework, a Prototype Energy Modelling System which accepts energy policy goals and targets as inputs and outputs an optimised electricity generation mix has been developed. To validate the capabilities of our prototype, a case study has been conducted. This thesis discusses the framework, prototype and case study.
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## List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>Artificial Intelligence</td>
</tr>
<tr>
<td>API</td>
<td>Application Programming Interface</td>
</tr>
<tr>
<td>BAU</td>
<td>Business As Usual</td>
</tr>
<tr>
<td>CO₂</td>
<td>Carbon Dioxide</td>
</tr>
<tr>
<td>CGE</td>
<td>Computable General Equilibrium</td>
</tr>
<tr>
<td>DAML</td>
<td>DARPA Markup Language</td>
</tr>
<tr>
<td>DARPA</td>
<td>Defence Advanced Research Projects Agency</td>
</tr>
<tr>
<td>GBP</td>
<td>Great Britain Pound</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>HTML</td>
<td>Hypertext Markup Language</td>
</tr>
<tr>
<td>IDE</td>
<td>Integrated Development Editor</td>
</tr>
<tr>
<td>LHS</td>
<td>Left Hand Side</td>
</tr>
<tr>
<td>LP</td>
<td>Linear Programming</td>
</tr>
<tr>
<td>MCDA</td>
<td>Multicriteria Decision Analysis</td>
</tr>
<tr>
<td>NOx</td>
<td>Nitrogen Oxide</td>
</tr>
<tr>
<td>OWL</td>
<td>Web Ontology Language</td>
</tr>
<tr>
<td>PESTLE</td>
<td>Political, Economic, Social, Technological, Legal, Environmental</td>
</tr>
<tr>
<td>RDF</td>
<td>Resource Description Framework</td>
</tr>
<tr>
<td>RHS</td>
<td>Right Hand Side</td>
</tr>
<tr>
<td>RM</td>
<td>Ringgit Malaysia</td>
</tr>
<tr>
<td>RPS</td>
<td>Renewable Portfolio Standard</td>
</tr>
<tr>
<td>SOx</td>
<td>Sulphur Oxide</td>
</tr>
<tr>
<td>SWOT</td>
<td>Strength, Weakness, Opportunity, Threats</td>
</tr>
<tr>
<td>USD</td>
<td>US Dollar</td>
</tr>
<tr>
<td>W3C</td>
<td>World Wide Web Consortium</td>
</tr>
<tr>
<td>WWW</td>
<td>World Wide Web</td>
</tr>
<tr>
<td>XML</td>
<td>Extensible Markup Language</td>
</tr>
</tbody>
</table>
## List of Notations and Units

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Notation</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c$</td>
<td>capital cost per MW of generation capacity</td>
<td>GBP£ (MW)$^{-1}$</td>
</tr>
<tr>
<td>$i$</td>
<td>electricity generation technology (e.g. coal, wind, solar)</td>
<td></td>
</tr>
<tr>
<td>$teG$</td>
<td>total electricity generation capacity</td>
<td>MW</td>
</tr>
<tr>
<td>$om$</td>
<td>operation cost per MW of production</td>
<td>GBP£ (MW)$^{-1}$</td>
</tr>
<tr>
<td>$j$</td>
<td>fossil fuel electricity generation technology (e.g. coal, gas, oil)</td>
<td></td>
</tr>
<tr>
<td>$teP$</td>
<td>total electricity production</td>
<td>MW</td>
</tr>
<tr>
<td>$lcep$</td>
<td>life cycle energy payback per MW of electricity production</td>
<td>(MW)$^{-1}$</td>
</tr>
<tr>
<td>$CP$</td>
<td>CO$_2$ emission per MW of electricity production</td>
<td>tons (MW)$^{-1}$</td>
</tr>
<tr>
<td>$CpC$</td>
<td>CO$_2$ emissions per capita allowance</td>
<td>tons (capita)$^{-1}$</td>
</tr>
<tr>
<td>$pop$</td>
<td>population size</td>
<td>capita</td>
</tr>
<tr>
<td>$teDp$</td>
<td>total electricity demand per capita</td>
<td>MW (capita)$^{-1}$</td>
</tr>
<tr>
<td>$teGG$</td>
<td>total electricity generation capacity</td>
<td>MW</td>
</tr>
<tr>
<td>$tePP$</td>
<td>total electricity production</td>
<td>MW</td>
</tr>
<tr>
<td>$nMod$</td>
<td>night time electricity demand modifier</td>
<td></td>
</tr>
<tr>
<td>$k$</td>
<td>heat and power generation technology</td>
<td></td>
</tr>
<tr>
<td>$teHPP$</td>
<td>total heat production</td>
<td>MW</td>
</tr>
<tr>
<td>$hpMod$</td>
<td>heat demand modifier</td>
<td>MW</td>
</tr>
<tr>
<td>$m$</td>
<td>reserve electricity generation technology (i.e. gas, coal, oil, nuclear)</td>
<td></td>
</tr>
<tr>
<td>$teRPP$</td>
<td>total reserve electricity generation demand</td>
<td></td>
</tr>
<tr>
<td>Symbol</td>
<td>Notation</td>
<td>Units</td>
</tr>
<tr>
<td>-----------</td>
<td>----------------------------------------------</td>
<td>--------</td>
</tr>
<tr>
<td>resMod</td>
<td>reserve electricity modifier</td>
<td></td>
</tr>
<tr>
<td>p</td>
<td>renewable electricity generation technology (i.e. wind, solar)</td>
<td></td>
</tr>
<tr>
<td>teREPP</td>
<td>total intermittent electricity production</td>
<td>MW</td>
</tr>
<tr>
<td>rewMod</td>
<td>renewable electricity generation modifier</td>
<td></td>
</tr>
<tr>
<td>Q\textsubscript{combustion}</td>
<td>combustion heat production rate</td>
<td>kJ.s\textsuperscript{-1}</td>
</tr>
<tr>
<td>ic</td>
<td>components (e.g. air, oxygen, water, carbon dioxide)</td>
<td></td>
</tr>
<tr>
<td>\dot{M}</td>
<td>mass flow rate of components</td>
<td>kg.s\textsuperscript{-1}</td>
</tr>
<tr>
<td>h</td>
<td>enthalpy at specified temperature and pressure</td>
<td>kJ.kg\textsuperscript{-1}</td>
</tr>
<tr>
<td>m\textsubscript{steamout}</td>
<td>steam production rate</td>
<td>kg.s\textsuperscript{-1}</td>
</tr>
<tr>
<td>h\textsubscript{steamout}</td>
<td>enthalpy of produced steam</td>
<td>kJ.kg\textsuperscript{-1}</td>
</tr>
<tr>
<td>h\textsubscript{boilerwaterin}</td>
<td>enthalpy of boiler feed water</td>
<td>kJ.kg\textsuperscript{-1}</td>
</tr>
<tr>
<td>Q\textsubscript{wasteheat}</td>
<td>waste heat production rate</td>
<td>kJ.s\textsuperscript{-1}</td>
</tr>
<tr>
<td>W\textsubscript{ST,out}</td>
<td>net work out rate from steam turbine (power)</td>
<td>kJ.s\textsuperscript{-1}</td>
</tr>
<tr>
<td>h\textsubscript{ST,exit}</td>
<td>enthalpy of steam at steam turbine exit</td>
<td>kJ.kg\textsuperscript{-1}</td>
</tr>
<tr>
<td>S\textsubscript{ST,exit}</td>
<td>entropy of steam at steam turbine exit</td>
<td>kJ.(kg.K)\textsuperscript{-1}</td>
</tr>
<tr>
<td>x\textsubscript{ST,exit}</td>
<td>vapour fraction at steam turbine exit</td>
<td></td>
</tr>
<tr>
<td>s\textsubscript{ST,liquid}</td>
<td>entropy of liquid phase at steam turbine exit</td>
<td>kJ.(kg.K)\textsuperscript{-1}</td>
</tr>
<tr>
<td>s\textsubscript{ST,vapour}</td>
<td>entropy of vapour phase at steam turbine exit</td>
<td>kJ.(kg.K)\textsuperscript{-1}</td>
</tr>
<tr>
<td>h\textsubscript{ST,liquid}</td>
<td>enthalpy of liquid phase at steam turbine exit</td>
<td>kJ.kg\textsuperscript{-1}</td>
</tr>
<tr>
<td>h\textsubscript{ST,vapour}</td>
<td>enthalpy of vapour phase at steam turbine exit</td>
<td>kJ.kg\textsuperscript{-1}</td>
</tr>
<tr>
<td>W\textsubscript{COOL,in}</td>
<td>net work out by steam condenser</td>
<td>kJ.s\textsuperscript{-1}</td>
</tr>
<tr>
<td>Symbol</td>
<td>Notation</td>
<td>Units</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------------------------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>( m_{\text{boilerwaterin}} )</td>
<td>boiler feed water flow rate at steam condenser outlet</td>
<td>kg.s(^{-1})</td>
</tr>
<tr>
<td>( h_{\text{COOL,in}} )</td>
<td>enthalpy at steam condenser inlet</td>
<td>kJ.kg(^{-1})</td>
</tr>
<tr>
<td>( h_{\text{COOL,out}} )</td>
<td>enthalpy at steam condenser outlet</td>
<td>kJ.kg(^{-1})</td>
</tr>
<tr>
<td>( W_{\text{PUMP,in}} )</td>
<td>net work in rate by boiler feedwater pump</td>
<td>kJ.s(^{-1})</td>
</tr>
<tr>
<td>( h_{\text{PUMP,out}} )</td>
<td>enthalpy of boiler feed water at pump discharge</td>
<td>kJ.kg(^{-1})</td>
</tr>
<tr>
<td>( h_{\text{PUMP,in}} )</td>
<td>enthalpy of boiler feed water at pump suction</td>
<td>kJ.kg(^{-1})</td>
</tr>
<tr>
<td>( Q_{\text{HEX,out}} )</td>
<td>net heat production rate from heat exchanger</td>
<td>kJ.s(^{-1})</td>
</tr>
<tr>
<td>( h_{\text{HEX,out}} )</td>
<td>enthalpy of steam at heat exchanger exit</td>
<td>kJ.kg(^{-1})</td>
</tr>
<tr>
<td>( s_{\text{HEX,out}} )</td>
<td>entropy of steam at heat exchanger exit</td>
<td>kJ.(kg.K)(^{-1})</td>
</tr>
<tr>
<td>( x_{\text{HEX,out}} )</td>
<td>vapour fraction at heat exchanger</td>
<td></td>
</tr>
<tr>
<td>( s_{\text{HEX,liq}} )</td>
<td>entropy of liquid phase at heat exchanger exit</td>
<td>kJ.(kg.K)(^{-1})</td>
</tr>
<tr>
<td>( s_{\text{HEX,vap}} )</td>
<td>entropy of vapour phase at heat exchanger exit</td>
<td>kJ.(kg.K)(^{-1})</td>
</tr>
<tr>
<td>( h_{\text{HEX,liq}} )</td>
<td>enthalpy of liquid phase at heat exchanger exit</td>
<td>kJ.kg(^{-1})</td>
</tr>
<tr>
<td>( h_{\text{HEX,vap}} )</td>
<td>enthalpy of vapour phase at heat exchanger exit</td>
<td>kJ.kg(^{-1})</td>
</tr>
<tr>
<td>( m_{\text{BWTotal}} )</td>
<td>total boiler feed water flowrate</td>
<td>kg.s(^{-1})</td>
</tr>
<tr>
<td>( m_{\text{BWloss}} )</td>
<td>boiler feed water loss rate</td>
<td>kg.s(^{-1})</td>
</tr>
<tr>
<td>( m_{\text{coolingwaterin}} )</td>
<td>cooling water in flowrate</td>
<td>kg.s(^{-1})</td>
</tr>
<tr>
<td>( m_{\text{CWTotal}} )</td>
<td>total cooling water in flowrate</td>
<td>kg.s(^{-1})</td>
</tr>
<tr>
<td>( m_{\text{CWloss}} )</td>
<td>cooling water loss rate</td>
<td>kg.s(^{-1})</td>
</tr>
<tr>
<td>( m_{\text{demin}} )</td>
<td>total demineraliser water flowrate</td>
<td>kg.s(^{-1})</td>
</tr>
<tr>
<td>( m_{\text{deminloss}} )</td>
<td>demineraliser water loss rate</td>
<td>kg.s(^{-1})</td>
</tr>
<tr>
<td>Symbol</td>
<td>Notation</td>
<td>Units</td>
</tr>
<tr>
<td>------------</td>
<td>-------------------------------------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>$m_{\text{RO,total}}$</td>
<td>total reverse osmosis flowrate</td>
<td>kg.s$^{-1}$</td>
</tr>
<tr>
<td>$m_{\text{RO,loss}}$</td>
<td>reverse osmosis loss rate</td>
<td>kg.s$^{-1}$</td>
</tr>
<tr>
<td>$m_{\text{filter,total}}$</td>
<td>total filtered water flow rate</td>
<td>kg.s$^{-1}$</td>
</tr>
<tr>
<td>$m_{\text{filter,loss}}$</td>
<td>filtered water loss rate</td>
<td>kg.s$^{-1}$</td>
</tr>
<tr>
<td>$m_{\text{withdrawal}}$</td>
<td>total water withdrawal rate</td>
<td>kg.s$^{-1}$</td>
</tr>
<tr>
<td>$m_{\text{BW,Topup}}$</td>
<td>total boiler feed water top up rate (steam system top up rate)</td>
<td>kg.s$^{-1}$</td>
</tr>
<tr>
<td>$m_{\text{CW,Topup}}$</td>
<td>total cooling water top up rate (cooling system top up rate)</td>
<td>kg.s$^{-1}$</td>
</tr>
<tr>
<td>$m_{\text{consumption}}$</td>
<td>total water consumption rate</td>
<td>kg.s$^{-1}$</td>
</tr>
<tr>
<td>$P_{\text{electrical,out}}$</td>
<td>electricity generated</td>
<td>W, kWh.day$^{-1}$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>generator efficiency</td>
<td></td>
</tr>
<tr>
<td>$\Delta H^c_{c}$</td>
<td>enthalpy of combustion</td>
<td>kJ.mol$^{-1}$</td>
</tr>
<tr>
<td>$m_{\text{fuel}}$</td>
<td>fuel flow rate</td>
<td>kg.s$^{-1}$</td>
</tr>
<tr>
<td>$m_{\text{air}}$</td>
<td>air flow rate</td>
<td>kg.s$^{-1}$</td>
</tr>
<tr>
<td>$MM_{\text{fuel,,c}}$</td>
<td>molar mass of fuel required to produce enthalpy of combustion</td>
<td>kg.mol$^{-1}$</td>
</tr>
<tr>
<td>$h_{c,.\text{in}}$</td>
<td>enthalpy of air at combustor inlet</td>
<td>kJ.kg$^{-1}$</td>
</tr>
<tr>
<td>$h_{c,.\text{out}}$</td>
<td>enthalpy of flue gas at combustor outlet</td>
<td>kJ.kg$^{-1}$</td>
</tr>
<tr>
<td>$N$</td>
<td>molar mass</td>
<td>kg.mol$^{-1}$</td>
</tr>
<tr>
<td>$\dot{W}_{\text{PT,.,out}}$</td>
<td>net work out rate from power turbine</td>
<td>Kw</td>
</tr>
<tr>
<td>$h_{c,.\text{out}}$</td>
<td>enthalpy of flue gas at combustor outlet</td>
<td>kJ.kg$^{-1}$</td>
</tr>
<tr>
<td>$h_{\text{PT,.,out}}$</td>
<td>enthalpy of flue gas at power turbine outlet</td>
<td>kJ.kg$^{-1}$</td>
</tr>
<tr>
<td>$h_{c,.\text{in}}$</td>
<td>enthalpy of air at combustor inlet</td>
<td>kJ.kg$^{-1}$</td>
</tr>
<tr>
<td>Symbol</td>
<td>Notation</td>
<td>Units</td>
</tr>
<tr>
<td>--------</td>
<td>----------</td>
<td>-------</td>
</tr>
<tr>
<td>(h_{atm})</td>
<td>enthalpy of air at compressor inlet</td>
<td>kJ.kg(^{-1})</td>
</tr>
<tr>
<td>(\dot{W}_{WDT,,out})</td>
<td>net work out rate from wind turbine</td>
<td>J.s(^{-1})</td>
</tr>
<tr>
<td>(\beta)</td>
<td>Betz constant</td>
<td></td>
</tr>
<tr>
<td>(\rho)</td>
<td>ambient air density</td>
<td>kg.m(^{-3})</td>
</tr>
<tr>
<td>(V)</td>
<td>wind velocity</td>
<td>ms(^{-1})</td>
</tr>
<tr>
<td>(r)</td>
<td>wind turbine blade rotor radius</td>
<td>m</td>
</tr>
<tr>
<td>(\eta_{pv})</td>
<td>photovoltaic generator efficiency</td>
<td></td>
</tr>
<tr>
<td>(\tau)</td>
<td>solar global radiation</td>
<td>kJ.m(^{2}).day(^{-1})</td>
</tr>
<tr>
<td>(A_{pv})</td>
<td>photovoltaic surface area</td>
<td>m(^{2})</td>
</tr>
<tr>
<td>(Q_{col})</td>
<td>thermal heat production rate</td>
<td>kWh.day(^{-1})</td>
</tr>
<tr>
<td>(A_{col})</td>
<td>collector surface area</td>
<td>m(^{2})</td>
</tr>
<tr>
<td>(\eta_{col})</td>
<td>collector efficiency</td>
<td></td>
</tr>
<tr>
<td>(a_1)</td>
<td>1st order heat loss coefficient</td>
<td>K(^{-1})</td>
</tr>
<tr>
<td>(a_2)</td>
<td>2nd order heat loss coefficient</td>
<td>K(^{2})</td>
</tr>
<tr>
<td>(T_m)</td>
<td>collector mean temperature</td>
<td>K</td>
</tr>
<tr>
<td>(T_a)</td>
<td>collector ambient temperature</td>
<td>K</td>
</tr>
<tr>
<td>(\dot{W}_{WT,,out})</td>
<td>net work out rate from water turbine</td>
<td>J.s(^{-1})</td>
</tr>
<tr>
<td>(\rho_{wt})</td>
<td>water density</td>
<td>kg.m(^{-3})</td>
</tr>
<tr>
<td>(g)</td>
<td>gravity</td>
<td>ms(^{-2})</td>
</tr>
<tr>
<td>(h)</td>
<td>dam water tunnel height</td>
<td>m</td>
</tr>
<tr>
<td>(Q_{water})</td>
<td>water flow rate</td>
<td>m(^{3})s(^{-1})</td>
</tr>
<tr>
<td>Symbol</td>
<td>Notation</td>
<td>Units</td>
</tr>
<tr>
<td>---------</td>
<td>---------------------------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>$U_{bio}$</td>
<td>biomass energy yield</td>
<td>kJ.year$^{-1}$</td>
</tr>
<tr>
<td>$A_{bio}$</td>
<td>biomass leaves or plant surface area</td>
<td>m$^2$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>biomass energy requirement factor</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>process efficiency factor</td>
<td></td>
</tr>
<tr>
<td>$\omega$</td>
<td>absorption efficiency factor</td>
<td></td>
</tr>
<tr>
<td>$\beta$</td>
<td>solar radiation factor</td>
<td></td>
</tr>
<tr>
<td>$\gamma$</td>
<td>mass production efficiency</td>
<td></td>
</tr>
<tr>
<td>$Yield_{plant}$</td>
<td>biomass energy yield</td>
<td>kJ. (hectare.year)$^{-1}$</td>
</tr>
<tr>
<td>$P_{bio}$</td>
<td>plantation area</td>
<td>hectare</td>
</tr>
<tr>
<td>$EFB_{cv}$</td>
<td>empty fruit bunches calorific value</td>
<td>kJ.kg$^{-1}$</td>
</tr>
</tbody>
</table>
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Chapter 1  Introduction

This thesis introduces a new modelling system which supports policy makers by automatically converting their policy goals and targets into an optimisation model consisting of a set of equivalent mathematical expressions. The main contributions of this thesis are the development of a methodology (framework) which incorporates techniques from artificial intelligence (AI) into an optimisation system and the creation of a Prototype Energy Modelling System. This Prototype Energy Modelling System incorporates a semantic representation of the energy policy knowledge domain and utilises knowledge inference to extract information from this semantic representation. The integration of these two technologies (semantic representation and knowledge inference) enables the Prototype Energy Modelling System to offer two unique features. First, the Prototype Energy Modelling System is able to accept and evaluate both qualitative and quantitative inputs and data. Second, the Prototype Energy Modelling System is able to create an energy model for the optimisation of an electricity generation mix through the automatic formulation of the mathematical expressions necessary for numerical optimisation.

This chapter introduces this research project. The background, motivation, objectives and expected contributions of the project are discussed in brief. Discussion of the research background, Section 1.1, begins with the definition of modelling and models, followed by a summary of what mathematical and optimisation models are, and ends with a discussion of our perceived limitations of current optimisation models used for energy policy analysis. Section 1.2 then explains the motivation behind this research which is to address the extreme dependence of such models on the skill of the modeller. Section 1.3 defines the objectives of the project and states the hypothesis of this research which is to simulate the role of the modeller using techniques from
AI, in particular an ontology-based semantic representation. Section 1.4 closes with a summary of the expected contributions of the project which are a development framework and a Prototype Energy Modelling System. Section 1.5 concludes with the structure of the thesis.

1.1 Background

The word “modelling”, which originates from the Latin word modellus, is the activity of devising or using abstract or mathematical models [1]. Anthropologists have hypothesised that the ability to build abstract models is what gave Homo sapiens the competitive edge over their less developed rivals the Homo neanderthalensis. In the preceding years, modelling has been featured in fields as diverse as geometry and astronomy with mathematics used to describe the shapes of objects in the world and the movements of the celestial bodies.

In simplistic terms, a model is a simplified version of something that is real [1]. The level of formality, explicitness, detail and richness, and relevance of a model is dependent on the modelling objective. In building models, real world objects are replaced with simpler objects. Our knowledge of the real world is structured by the model which reduces everything to just those phenomena and aspects which are considered important. Hence, a model only describes a part of the real world phenomenon and is therefore restricted in its scope of application. Nevertheless, in spite of this simplification, models can be used to explain phenomena, make predictions and assist in decision making. In particular, mathematical based models can be used for prediction, forecast and analysis of situations even when the complete sets of laws which govern the world under analysis are not fully known [2].

Mathematical models are a class of models where real world objects are represented by mathematical objects using a formalised mathematical language. Such
models allow for precise analysis through the use of mathematical theory and algorithms. The explosive growth of computational power has resulted in the increased popularity of mathematical modelling which are often used for a special class of problems called optimisation.

Optimisation models are computer programs which determine an optimal distribution of a designated parameter through the use of mathematical methods. The strength of optimisation models lie in their use of mathematics which are grounded on principles and formulas established in academic areas such as engineering and economics. An optimisation model tries to minimise or maximise a quantity associated with a decision process (e.g. cost) by exploiting the available degrees of freedom under a set of restrictions or constraints [1]. In mathematical terms, this best value is either a global or at minimum local value. Mathematical optimisation methods guarantee an optimal solution that satisfies all constraints.

Optimisation models are used in a variety of fields from engineering to business by a variety of organisations from governments to private companies for the optimisation of a variety of resources or activities from energy utilisation to logistical arrangements. Examples of optimisation models include energy models for energy policy analysis and consumption capital asset pricing models for macroeconomics analysis. Indeed, the widespread use of optimisation models is a testament to their utility in the world today.

While the power of optimisation models are undisputed, such models do have limitations. The outputs from an optimisation model are not only based on the mathematics behind the model but also on both the data used as the basis for calculation and the skill of the modeller. Such models almost exclusively require data that are numerical and in a format compatible with both the computer system and the mathematics used. The role of the human modeller in optimisation models is critical.
for successful optimisation as it is the modeller who determines the appropriate data and configuration of the model. The modeller exercises a greater influence on the optimisation results than is generally acknowledged. While this is not an unanticipated requirement of optimisation models, nevertheless, it is surprising that limited efforts have been undertaken to minimise this dependency. This is, in our opinion, an especially pressing issue for optimisation models used for policy evaluation and analysis.

The role of the modeller within the process flow of policy analysis can best be illustrated with an example for optimisation based energy models such as MARKAL, MESSAGE, and DNE-21. Energy models are tools which aid in the formulation of energy policies, the details of which are discussed in Chapter 5. Figure 1.1 illustrates the role of both the model and the modeller within the scheme of energy policy evaluation. The process begins with policy makers who formulate a set of energy policy goals, instruments and targets. A group of modellers subsequently translates these policies into inputs compatible with an energy model. The modellers use their best judgement to ensure that the translated inputs are appropriate and reflective of the policies formulated by the policy maker. Similarly, outputs from the model, usually in the form of numbers and graphs, require translation and interpretation by both the modellers and policy makers to validate the optimisation results. Subsequent to the review, a report may be then authored based on these model outputs.
While this process flow is a simplistic representation (e.g. there is not always a distinction between policy maker and modeller), nevertheless what can be accepted is the fact that the modellers have a distinct and indispensable role in the process. This requirement for modellers disconnects the policy makers from the energy model itself. This disconnect can reduce the efficiency of the overall process flow. Additional time is required for the modellers to comprehend the inputs from the policy makers. Even more importantly, communication problems could result in the misinterpretation of the inputs from the policy makers by the modellers which would require a restart of the modelling process. It would therefore be advantageous if the role of the modellers could be incorporated into the modelling system.

Figure 1.1. Process flow of an optimisation model (energy model) for policy evaluation and analysis.
1.2 Motivation

It is the expressed interest of this research to bridge the gap between policy makers and the optimisation model (energy model) itself. The aim of this research is to expand the boundaries of optimisation models used for policy evaluation and analysis with particular emphasis given to that of energy models. In Figure 1.1, the boundary of a current energy model is marked in red while the proposed expanded boundary of the Prototype Energy Modelling System (which is explained further in Section 1.3) is marked in blue.

To expand the boundaries of optimisation models, a greater part of the function and associated tasks of the modeller may be semi-automated. Such an expansion in capability will improve the accessibility of optimisation models to the policy maker whose main interest lies with the effects caused by policies rather than the intricacies of the data and the model itself.

To achieve this shift, it is necessary to place an emphasis on policy goals as the inputs to the optimisation model and the effects of such policy goals on the outputs from the optimisation model. These policy goals can be either qualitative or quantitative. In general, politics and social policy goals are qualitative goals while economics and environmental goals are quantitative goals. The optimisation model must be able to accommodate both qualitative and quantitative inputs and data with minimal human intervention.

Indeed, to simulate the role of the modeller, the system must offer three capabilities. First, it must codify the knowledge relevant to the domain where the optimised model is used (e.g. energy policy knowledge domain for the optimisation of electricity generation resources). Second, the system must be able to evaluate both the qualitative and quantitative data contained within the knowledge base in order to execute a correct translation of the policy maker's intentions which are expressed as
policy goals. Third, the system must formulate, as inputs to the optimisation phase of the model, a set of mathematical expressions that is representative of these policy goals.

The capabilities outlined here represent a significant departure from that of current optimisation based energy models which exclusively require numerical inputs and are dependent on the modeller to provide the necessary energy model configuration. Where non numerical inputs are present, the energy model relies on the skills and knowledge of the modeller to translate such inputs into their numerical equivalence. The vision of the policy maker, as defined by the energy policy goals, must be converted by the modeller into mathematical equivalents fit for input into the energy model.

1.3 Objectives of Research

It is the hypothesis of this research that it is possible to develop a modelling system which supports policy makers by automatically converting their policy goals and targets into an optimisation model consisting of a set of equivalent mathematical expressions. In this thesis, this software tool is referred to as an Optimisation Modelling System. In the context of energy models, this requires the creation of a Prototype Energy Modelling System which can encompass some of the function and associated tasks of the modeller.

The extension proposed simulates some of the thought processes behind some of the functions of the modeller through the use of AI techniques. The thought process that can be simulated is that of information consideration while the task that can be automated is the configuration of the energy model. Computationally speaking, the Prototype Energy Modelling System must be able to accept and evaluate both qualitative and quantitative input and data. Subsequently, the Prototype Energy
Modelling System must be able to automatically create an Energy Model by automatically formulating the required mathematical expressions for optimisation. This Energy Model must then be able to optimise an energy mix.

The key emphasis here is that the hypothesis proposes a modelling system which operates at a level that is above that of optimisation models (Figure 1.2). The proposed modelling system encompasses optimisation models but it is not the focus of the system. The Prototype Energy Modelling System therefore has two main outputs. First, it must create an Energy Model. Second, the Energy Model must output an optimised energy mix.

To validate the hypothesis, this research aims to formulate a new methodology (framework) for the development of an Optimisation Modelling System which can be used for policy evaluation and analysis. This framework proposes the integration of semantic representation and knowledge inference within an optimisation model. The selected technique for semantic representation is through the use of a formalism method known as ontologies while the selected technique for knowledge inference is
through the use of description logic. The ontologies also integrate a mathematical-based set of engineering models. It is envisioned that this combination will result in a user friendly system that recommends, in the case of energy models, an electricity generation mix which fulfils the energy policy goals of energy security, energy affordability and environmental responsibility among others.

Figure 1.3 illustrates the system architecture of the *Optimisation Modelling System* that has been developed using the proposed framework. The prototype has modules that are similar to that of other optimisation models which are highlighted in grey. The prototype also has additional modules which are the *Semantic Representation* and the *Knowledge Inference and Expression Builder* modules that are highlighted in blue. New proposals and concepts within the prototype are highlighted in red. As the discussion in this thesis progresses, additional details will be revealed in Figure 5.1, and Figure 6.1.

![Figure 1.3. System architecture of the Optimisation Modelling System.](image)

To successfully develop the framework for the *Optimisation Modelling*
System, the challenges in the list below had to be met:

1. Accurate representation of the knowledge domain using an ontology-based semantic representation method.
2. Accurate interpretation of the inputs, which are expressed as policy goals and targets, from the policy maker, into mathematical expressions.
3. Automatic formulation of a set of mathematical expressions necessary for numerical optimisation.

The successful completion of this research project hinges on the proper resolution of these challenges. The methods by which this is achieved are discussed in Chapters 4 and 5.

1.4 Contributions of the Research

The key contributions of this research are a framework and a prototype modelling system for energy policy.

The framework documents the methods by which the incorporation of AI techniques within an optimisation system has been achieved. It delineates how ontologies are used to represent the semantics of the knowledge domain and describes how this knowledge is then evaluated through the use of description based logic inference. The evaluated knowledge is then used to automatically formulate mathematical expressions for use within the optimisation model. The framework is discussed in Chapters 4 and 5.

A Prototype Energy Modelling System which has been constructed on the basis of the framework is discussed in great detail in Chapter 6 with an accompanying case study in Chapter 7.

To recapitulate, the contributions of this research are:

• A framework which outlines the integration of a semantic representation and
knowledge inference with an optimisation model used for policy evaluation and analysis.

- An ontology-based semantic representation of the energy policy knowledge domain using OWL with description logic.
- A Prototype Energy Modelling System which accepts both qualitative and quantitative energy policy goals as inputs and outputs an electricity generation mix that complies with the specified policy goals.
- An energy policy case study of Malaysia with regards to electricity generation mixes.

1.5 Structure of the Thesis

This thesis introduces the framework and development details of a Prototype Energy Modelling System. Chapter 1 (this chapter) introduces the project. Chapter 2 reviews the literature of semantic representation with emphasis on ontologies as a knowledge representation technique and automatic programming. Chapter 3 reviews the literature of energy models. Chapter 4 discusses the background while Chapter 5 outlines the proposed framework. Chapter 6 documents the details of the Prototype Energy Modelling System while Chapter 7 illustrates a case study for Malaysia. Chapter 8 concludes with a brief discussion of the advantages, capabilities, disadvantages, and limitations of the framework.
Chapter 2  
Literature review of Semantic Representation and Automatic Programming

The purpose of this chapter is to review the literature relevant to the research work. It provides the reader with an understanding of the main techniques and concepts from AI employed in this project. Section 2.1 begins with a background on the field of knowledge representation within computer science, describes the role of ontologies and logic within this field and reviews the application areas of knowledge representation. Section 2.2 introduces ontologies with an explanation of the ontology hierarchy, a description of the variants of the ontology language OWL and a review of the application of ontologies in current research. Section 2.3 introduces automatic programming, a concept where a system interacts with a user in the natural terms of a subject domain and then automatically synthesises a computer program that meets the requirements specified by that user. Section 2.4 concludes this chapter.

2.1  
Knowledge Representation and Engineering

Plato defines knowledge as the justified true belief which requires three conditions: that something is true, that someone believes it is true, and that the particular person's belief is indeed justified. The term 'representation' has different meanings and example of which is a notation together with an interpretation of the notation [3].

2.1.1  
Historical Background of Knowledge Representation

Interest in knowledge representation began in the 1970s with the development of knowledge-based systems which sought to transfer human knowledge into the computers [4]. This transfer methodology assumed that knowledge elements are
codified and all that is required is the collection of information and implementation within a computer system. However it soon became evident that this assumption was flawed due to the important role of tacit knowledge which is knowledge known to the subject matter expert and not easily written or transferable to another person [5]. This leads to a paradigm shift from that of a transfer approach to that of a modelling approach. This in turn leads to the development of knowledge engineering as one discipline which seeks to integrate knowledge into computer systems in order to solve complex problems which would normally require a high level of human expertise.

Knowledge engineering seeks to construct computer models with the aim of realising problem-solving capabilities comparable to but with no intention to replace that of a domain expert. It is not intended to create a cognitive equivalent of a human domain expert, but rather to create a model which offers similar problem solving results in the area of the concern [6].

The advent of distributed information exchange through the Internet and reusable code within an interoperable multi-platform software has resulted in the further evolution of knowledge engineering into ontology engineering. In ontology engineering, the “ontology” is the key technology concept used for the construction of knowledge-intensive systems [7]. While an ontology is only one of several forms of knowledge representation technologies available, nevertheless it is fast becoming a popular, feasible and efficient solution [8,9] for the implementation of knowledge representation systems.

### 2.1.2 Ontologies and Knowledge Representation

The term ontology itself originates from philosophy and dates from the time of Aristotle who sought to classify the objects in the world through how and where they are employed as a method to describe their existence [4]. In a sense, an ontology tries
to answer the questions "What is a being?" and "What are the features common to all beings?" [10].

This definition of ontology fits well within the realm of AI which deals with reasoning about the world using models. Within the AI community, the term ontology has come to refer to a wide range of formal representations from taxonomies and hierarchical terminology vocabularies to detailed logical theories describing a domain [11]. In practice however, there are numerous different viewpoints [10] and hence definitions of what an ontology is [4].

One of the earliest definitions by Neches et al. [12] is "an ontology defines the basic terms and relations comprising the vocabulary of a topic area as well as the rules for combining terms and relations to define extensions to the vocabulary". Another definition, from a knowledge representation perspective, by Issa [13] is "ontologies can be considered to be a form of knowledge representation in which the terminologies have been structured to capture the concepts being represented precisely enough to be processed and interpreted by people and machines without any ambiguity". Ontologies have also been characterised by Noy et al. as [11] "An ontology is an explicit specification of the concepts in a domain and the relations among them which in turn provides a formal vocabulary for information exchange". From an ontological engineering project standpoint, Schreiber et al. states that "An ontology is an explicit, partial specification of a conceptualization that is expressible as a meta-level viewpoint on a set of possible domain theories for the purpose of modular design, redesign and re-use of knowledge-intensive system components" [14]. And last but not least, the term ontologies can also refer to a set of computer technologies for knowledge representation that allows for rapid and accurate storage, retrieval and inference capabilities.

Ontologies can be modelled using various modelling techniques or paradigms
and can be implemented in various kinds of languages [15]. Nevertheless, because ontologies should be as formal as possible, the formalism methods most often used are based on logic. The classical paradigm which is grounded in classical logic and the Datalog paradigm which is based on non classical logic are two examples of ontology paradigms [16]. Indeed, the use of logic which enjoys widespread familiarity and is grounded using mathematics [17] is one of the reasons for the popularity of ontologies.

### 2.1.3 Logic and Knowledge Representation

As logic is a formal method for reasoning, many concepts that can be verbalised can also be translated into symbolic representations that closely approximate the meaning of these concepts. These symbolic structures can then be manipulated in programs to deduce various facts akin to automated reasoning. In addition, logic offers the only formal approach to reasoning that has a sound theoretical foundation. This is important for automated reasoning as the inferred results should be correct, reproducible and logically sound [17].

There is nevertheless considerable debate over the appropriate logic type necessary for knowledge representation. The objective of using logic, which is the production of a structured expression that the receivers or interpreters cannot interpret differently from the author's intention, requires a trade-off between expressiveness and unambiguity [17].

Logics can be divided into two broad categories: classical and non-classical. Classical logic is composed of two types [17]; propositional and first order predicate logic. Propositional logic can be considered as a simplified form of first order predicate logic. In classical logic, we only consider the quantifiers ‘every’, ‘all’, and ‘some’. Predicate logic is by far the most important technique for knowledge
representation. Indeed, description logic, which is the logic used by a number of ontology languages, is essentially a decidable fragment of first order predicate logic [18].

Non-classical logics, examples of which are fuzzy logic and non-monotonic logic, provide additional flexibilities that are not available within classical logic. Fuzzy logic allows for the representation of the vague expressions of a human expert through the use of more general quantifiers such as 'more or less', 'very', 'few', and so forth. This increases the range of the usage of logic for real world representation.

Non-monotonic logic allows for the assumption of incomplete knowledge which is useful in applications where most of the facts are known, and it is, therefore, reasonable to assume that if a proposition cannot be proven, it is false. The basic idea of non-monotonic logic is that a new bit of knowledge can be derived from generally accepted premises unless a counter instance is explicitly proven [17]. This is of use for real world representation.

Despite limitations, classical first order predicate logic has been the most successful. While the narrow scope of predicate logic, due to its inflexible structure, can limit its practical use for the representation of natural languages, for most other representations it has proven to be extremely useful. Significant tools for knowledge representation have been developed with an emphasis towards first order predicate logic. These include reasoners which can be used for knowledge inference.

2.1.4 Application of Ontology-Based Knowledge Representation Systems

The current application of ontologies has focused on the representation and manipulation of semantics in computer software. Ontologies have been applied in the areas of chemical process modelling [19], decision making in pharmaceutical product development [20], automated regulatory compliance in pharmaceutical manufacturing
[21], improved interoperability between Geographical Information Systems (GIS) and Computer-Aided Design (CAD) [22], knowledge sharing for functional design knowledge on production systems [23], and process operations mapping in an oil-refinery plant [7,24]

While the encoded knowledge domain can be in any specific subject area, ontologies have seen particular extensive use in the life sciences and environmental science domain [25,26]. Examples of ontologies used in engineering modelling are the *OntoCAPE Ontology* developed under the IMPROVE and COGents project [27] and the *Plant Ontology* [7,23,24].

*OntoCAPE* is [19] a formal large scale ontology that represents the chemical process engineering knowledge domain. The domain covers the major engineering activities of design, construction and operations of chemical plants. Applications of *OntoCAPE* include that for the automatic selection of software components for process modelling [28], computer-aided modelling of chemical processes [29], and the semantic annotation of the contents of electronic documents related to the process engineering domain such as flowsheets and material properties databases [19].

*Plant Ontology* [8] is a collection of ontologies (i.e. task, domain) that represents the equipment, materials and operating processes used in chemical plants. This *Plant Ontology*, (called *Device Ontology* in [24] and *Extended Device Ontology* in [23]) when combined with a *Functional Ontology* [30], can be used for the functional representation of a chemical plant. Applications include the development of a knowledge management software called SOFAST (Sumitomo Osaka-University Function Analysis and Systematization Tool) [23].

The use of ontologies for knowledge representation within the area of energy models is a new development. The *STS ontology* and *SynCity ontology* are ontologies designed to improve the interoperability between some agent-based modelling
systems [31]. The STS ontology is designed for the modelling of socio-technical infrastructure systems while the SynCity ontology is used for modelling urban energy systems [32]. To the best of our knowledge however, ontologies have not been applied to optimisation based energy models of the type reviewed in Chapter 5. For such energy models, only rule based expert systems have been developed [33].

2.2 Ontologies as a Knowledge Representation Formalism

This section discusses ontologies as a technique for knowledge representation. It introduces the concept of ontologies, describes what an ontology taxonomy is, explains how this taxonomy is coded and concludes with a review of the different construction taxonomies.

2.2.1 Introduction to Ontologies

From a computer science perspective, the strength of an ontology lies in its ability to encode knowledge in a manner that can be communicated and shared between people and software tools [6,34,35]. Ontologies achieve this through the representation of the semantics of a knowledge domain with all associated terms, interconnections and inference rules [36].

While the term ontology is widely used to refer to a representation concept, there are in fact several different types of ontologies. These ontologies share some underlying idea of capturing explicitly static knowledge about some domain but also vary considerably. It is therefore useful to distinguish between the generality levels of ontologies [7]. These are domain ontologies (to capture knowledge from a particular domain), generic ontologies (which are valid across several domains), application ontologies (which contain knowledge necessary for modelling a particular domain), and representational ontologies (which do not commit to any particular domain).
2.2.2 The Ontology Taxonomy

All ontologies however, share something in common and that is a hierarchy. An ontology hierarchy is a formal description of a knowledge domain using classes, properties to describe the various features and attributes of the classes, and instances [37]. The ontology hierarchy is constructed by defining classes of concepts, their taxonomy, the possible relations between the concepts, and the axioms (logic statements) for those relations. It is their combination that allows for a semantic representation, i.e. the capture of the meaning of words and statements.

A class represents a category of concepts that share a set of properties [34]. *Power_stations*, for example, can be a class which represents a category for all facilities that generate power. Class taxonomies are defined with the use of the subclass relation. A class is a subclass of another class if every member of the subclass is also a member of the superclass [34]. This 'is-a' relation facilitates automatic inheritance of a primitive or subclass and its associated semantics [7]. A *Hydroelectric_dam*, for example, can be a subclass of *Power_stations*. In addition, an instance is a specific instantiation of a class and is used to represent a specific object. The *Hoover_dam*, for example, can be an instance of the *Hydroelectric_dam* class.

There are two kinds of properties: object and datatype. An object property represents the relation between classes. For example, *generate* can be an object property that relates the class *Hydroelectric_dam* to the class *Electricity*. A datatype property is a pointer from a class (or instance) to its numerical or Boolean value. Axioms are used to further specify the relationships between classes. Examples of datatype properties are *hasValue* and *lessThan*.

Axioms are used to define the specific relationship between concepts using the properties. An axiom is based on a proposition or sentence that is always true. Axioms are the most powerful means of representing knowledge in ontologies, and are often
used to represent knowledge that cannot be represented with the other primitives of the language [38].

It is also sometimes helpful to think of the ontology taxonomy by differentiating two components: TBox and ABox [21]. The TBox section describes terminology, i.e., the ontology in the form of concepts and roles. The ABox contains assertions about individuals using the concepts in the ontology. Concepts or classes describe sets of individuals while roles or properties describe the relations between individuals.

2.2.3 Ontology Development

To develop ontologies, a computer language must be selected that has the ability to represent information about objects and how such objects are interrelated. In addition, the languages must include the ability to specify a vocabulary which both describes the object and also formally defines it in a format that facilitates automated reasoning [39]. Indeed there are many ontology languages available for selection as shown in Figure 2.1, which is based on a figure in [40] with the inclusion of OWL.

![Figure 2.1. Classification of languages [40] inclusive of OWL.](image-url)
Early approaches, in particular for the deployment of ontologies as a knowledge representation within the semantic web, saw the development of the Knowledge Interchange Format (KIF), F-Logic, Dublin Core and CycL [39]. KIF is a formal language for the interchange of knowledge among disparate computer programs which was developed under the Defence Advanced Research Projects Agency (DARPA) [41]. F-Logic is a full fledged logic formalism that has a model-theoretic semantics and a sound and complete proof theory [42]. Dublin Core is widely adopted initiative that aims to facilitate the electronic resource discovery on the web through standardisation in the vocabulary terms used to describe the resources [39]. CycL is a declarative and expressive language similar to first-order predicate calculus that has been used to develop CYC, a large ontology which contains formalised representation of a vast quantity of fundamental human knowledge (e.g. heuristics, rules of thumb, face) for reasoning about objects and events of everyday life [43].

More recent approaches include the Extensible Markup Language (XML), Resource Description Framework (RDF), Ontology Inference Layer (OIL) and DARPA Agent MarkUp Language (DAML) as shown in Figure 2.2. XML is a markup language for documents and is used to encoded structured information about the contents or parts within a document (e.g. headings, titles, fonts, and graphics) [44]. Markup languages [45] are computer languages that utilise words or symbols to describe the identity or function of parts of a document an example of which is the Hypertext Markup Language (HTML) that is used for pages on the World Wide Web (WWW or the Web). RDF is a standard (i.e. data model or data structure) to add formal semantics to the web and is used to describe resources in order to allow interoperability between web applications that exchange machine-understandable information [46]. The RDF specification includes the RDF Schema (RDF-S), a
vocabulary description language that defines the words used to describe the resources [46]. XOL and SHOE (XML) are ontology-exchange languages that have similar functions to RDF. OIL is a method of representing information on the web in such a way that its meaning (semantics) is machine-accessible [36]. OIL combines the modelling primitives of frame-based systems (e.g. class or frames and properties or slots) with the expressive power of description logics to describe semantics and the syntax structure of markup languages which are part of the web standards [47].

DAML is a US Government sponsored project aimed at providing the foundation for the evolution of the semantic web. DAML consist of two portions, the ontology language DAML+OIL which is built on top of RDF and RDFS with its root in description logics and an inference language DAML-L which expresses constraints and adds inference rules [39]. HTML, SHOE, XOL have not been reviewed here given their similar function to XML and RDF.

Figure 2.2. The stack of ontology markup languages [38].

The explosive growth of the web and the expansion of ontologies have required standardisation. In 1994, the World Wide Web Consortium (W3C) was established as the main international standards organisation for the Web. One of the efforts of the W3C has been the development of a new ontology language called the OWL Web Ontology Language [48].
OWL was developed by the W3C Web Ontology Working Group as a language to represent information about categories of objects and how objects are interrelated and can also represent information about the objects themselves which is the sort of information that is often thought of as data [49].

OWL has been developed to fit into the semantic web vision of a stack of languages including XML and RDF (Figure 2.2). OWL adopts and extends the fact stating ability of RDF and the class and property structuring capabilities of the RDF scheme [33]. OWL also retains compatibility with existing languages including SHOE, OIL and DAML+OIL.

OWL can declare classes and organise these classes into a hierarchy [25]. Using axioms, the classes can be specified as logical combinations of other classes or as enumerations of specified objects. OWL can also declare properties and organise these properties into a hierarchy [49]. The properties can be provided with domains (which is a class or instance) and ranges (which is a class, instance or literal). The properties can be specified as either transitive, symmetric, functional or as the inverse of another property. OWL can express which instances belong to which classes and what property values are associated with it.

As OWL is designed with the specific intention of knowledge representation using ontologies within a semantic web, it has become the preferred language. Three flavours of OWL languages (OWL Lite, OWL DL and OWL Full) are available and they differentiate in terms of expressivity. OWL DL is a version of OWL with decidable inference that can be written in a description logic manner. OWL Lite, which is generally considered to be a syntactic subset of OWL DL, uses a simpler syntax and has a more tractable inference capability. OWL Full provides extensive upward compatibility at both the semantic and syntactic level to RDFS but can result in non resolvable inferences [49,39].
OWL-DL in particular is based on description logics, which is a family of class-based (concept-based) knowledge representation formalisms characterised by the use of various constructors to build complex classes from simpler ones with an emphasis on decidability of key reasoning problems and the provision of sound, complete and (empirically) tractable reasoning services [49]. The key feature of description logics is the use of formal languages with well-defined semantics. Description logic is essentially a decidable fragment of first-order predicate logic [18] whose language is so formed to be practical for modelling purposes with good computational properties such as decidability. For details on OWL, the reader is encouraged to refer to [49].

To develop an ontology, OWL has a variety of publicly available tools for editing and syntax checking [50] such as Protégé [51,52] and SWOOP [53]. Protégé is a free, open-source Integrated Development Editor (IDE) developed by Stanford University [51]. Protégé provides a graphical user interface for ontology editing and knowledge acquisition that allows the user to concentrate on domain models at the conceptual level without having to know the syntax of the language on which the model is built upon. It allows a developer to focus on the concepts and relationships in the domain and the facts about them that need to be expressed [11].

2.2.4 Ontology Construction

Ontology construction is the act of constructing an ontology taxonomy with an 'is-a' hierarchy of concepts with attributes, values and relations. The information about these classes and their relations to each other, as well as constraints on attribute values for each class, are captured through axioms [7].

Ontology construction has been the subject of several research proposals since the late 1990s [38]. These proposals have been born out of ontology development
projects which have seen the development of the Cyc Ontology [43], Enterprise Ontology [54], TOVE (Toronto Virtual Enterprise) Ontology [55], and Esprit KACTUS Ontology [14,56], SENSUS Ontology [57], and Chemicals Ontology [58].

Several papers on the methodologies for ontology development have been published. These include Lenat et al. [43], Ushold and King [54], Gruninger and Fox [55], Bernaras et al. [56], Swartout et al. [57], Fernandez-Lopez et al. [58], Staab et al. [9] and Noy et al. [59]. Descriptions, comparisons and evaluation of these methodologies have been published by Fernandez-Lopez and Gomez-Perez [38,60,61,62].

Lenat et al. [43] proposes a construction method which consist of three phases: the manual codification of articles and documents, the manual codification of new information using tools and the automatic codification of new information using tools. Ushold and King [54] propose a four step process: identify the purpose of the ontology, build it, evaluate it and document it. In both these methods, one of the main sources of knowledge for codification is from that of a domain expert.

Gruninger and Fox [55] propose an approach that is philosophically different in that knowledge for codification flows not from a domain expert but rather from problems that the ontology wishes to solve. The approach consists of three phases: define the requirements of the ontology based on the problems encountered, define the terminology of the classes, properties and instances in the ontology and specify the definitions and constraints of the terminologies.

Bernaras et al. [56] proposes a bottom up construction method that focuses on application development with continuous expansion of the ontology as each new application is created [61]. The created ontology starts as a very specific domain ontology that evolves into a general ontology. This three step method consists of the specification of the application, the preliminary design of the relevant top-level
ontological categories and the refinement and restructuring of the ontology.

Swartout et al. [57] in contrast, proposes a top-down approach that focuses on deriving domain specific ontologies from huge ontologies [38]. This five step approach is: identify the seed (key domain) terms, manually link the seed terms to SENSUS, add paths to the root of SENSUS, add new domain terms and complete the hierarchy [59].

Fernandez-Lopez et al. [58] propose a life cycle approach in Methontology. The approach has three broad activities which are project management, ontology development and ontology support [38,62]. The development phase has five tasks which are specification, conceptualization, knowledge acquisition, integration, and implementation [58].

Staab et al. [9,63] proposes the On-To-Knowledge methodology which focuses on ontologies for knowledge management and consists of five phases: feasibility study, kickoff, refinement, evaluation and maintenance.

Noy et al. [59] recommends five easy steps for ontology building which are to define the classes, arrange the taxonomy, create the properties, fill the property values, and instantiate the instances.

2.3 Automatic Programming

The goal of generating programs in an automatic way (i.e. Automatic Programming) has been sought since the first time programmers came face to face with the difficulties of programming. In the ideal world of automatic programming, a user would need to just define what was expected from the program (i.e. the requirements) and the program would be automatically generated by the computer without assistance from a programmer.

Another motivation of automatic programming is the assumption that many
computer users have no interest in doing their own programming. To these users, computation is just a tool used to solve a problem in a domain that is of interest to them. Such users would benefit from a system could produce programs for them based on communications using the natural terms, concepts and styles used in the problem domain. Conventional programming however is unable to cater to such a need [64].

Thus, most automatic programming systems attempt to perform, without human intervention, all of the transformation required to generate a working implementation from an initial specification of user requirements [65]. Unfortunately, achieving this goal has proven to be extremely difficult.

2.3.1 Current Approaches for Automatic Programming

As the goal for a general purpose user oriented fully automatic programming system is not possible, current approaches involve some form of a compromise. The three compromises that are currently practised are bottom-up, narrow domain and assistant [66].

The bottom-up approach sacrifices end-user orientation. It starts at the programmer's level and pushes the threshold of automation upwards. This threshold has been raised from machine-level to high-level languages and the current goal is to raise the threshold further to very high level languages. The evolution of machine code to assembler languages to high level languages is a good example of this approach.

The narrow domain approach sacrifices general purpose. The focus of the domain is narrow enough that it is possible to construct an automatic program generator which communicates directly with the user. An example of this approach, in our opinion, is that of a domain specific automatic programming for oil well logging
developed by Barstow [67].

The assistant approach sacrifices full automation. It instead provides assistance with programming through various tools such as intelligent editors and online documentation aids. Current research in this approach focuses on improvement in both the integration between the various tools and the level of assistance provided by each individual tool. An example of such a system, in our opinion, would be KBMoSS, a knowledge based processing modelling support system that synthesises a model. This model consists of a set of mathematical equations based on a step by step description of the chemical process (e.g. process flow configuration, thermodynamic state of the fluids) necessary to create a process flow diagram [68].

2.3.2 Current Methods for Automatic Programming

Current automatic programming systems work by mapping domain specific terms from the user into implementation specific terms (i.e. programming commands). Several implementation methods are available for this, among which are procedural, deductive, and transformational [66].

In a procedural method, a special-purpose program that gets the right results from the inputs is written. Examples of programs using the procedural method are compilers.

In a deductive method, the logical relations between the inputs and outputs specified by the user are deduced [69,70]. A theorem proving algorithm then attempts to synthesise a program that is guaranteed to satisfy this logical relationship. An early example of a program using this method is PROW [71]. PROW accepts the specification of the program in the language of predicate calculus, determines the algorithm for the program and then produces a LISP program which is an implementation of this algorithm.
In the transformational method, a sequence of transformations is applied to convert the inputs, which are written in a very high level language, into a low level language for implementation [66]. An example of this system, in our opinion, is that developed by Perkins et al., where the prototype system automatically generates a mathematical model to describe the dynamic behaviour of a process system from purely physical descriptions in the English language [72].

2.3.3 Knowledge Representation and its Application in Automatic Programming

Although transformation methods are usually employed to address this problem, they cannot be employed if the gap between the specification and the actual implementation is too wide. For automatic programming to work, the end user oriented automatic programming systems must be domain experts [66].

For automatic programming systems to function, implicit knowledge of the subject domain is required [67]. The system must have implicit knowledge of two domains: one of the subject domains to enable interpretation of the inputs from the user and another of programming methods to enable the synthesis of the computer program. In addition, because such programs attempt to answer complex problems, the use of straightforward programming techniques to write the programs is insufficient. Sophisticated AI techniques such as the knowledge representation of the task domain can play a major role in helping a machine to cope with this complexity [64].

This need for a knowledge domain, encoded in some machine usable form, thus suggests a way to try to build automatic programming systems [73]. Among those researchers who have attempted to develop this approach is Barstow [64,67,74]. The PECOS system is a rule based system which synthesises programs from abstract
specifications through the use of a knowledge base which contains programming rules [74]. Barstow has also outlined an experimental framework for a knowledge domain approach to automatic programming [64] which was followed with the development of an automatic programming system for oil well logging [67].

The specific use of ontologies as a knowledge representation method for automatic programming has also been developed. In [75], Borgida et al. discusses the use of ontologies to assist in the requirement stage of software development. Two examples of systems using knowledge representation are by Nakayama et al. [76] and Uschold [77]. In [76], Nakayama et al. describes an automatic programming system which generates control programs for steel plants. In [77], Uschold discusses a prototype system which allowed an ecologist to create models of the objects and processes in a real or imagined ecological system which was then converted into executable code in FORTRAN or Prolog.

The use of ontologies and furthermore semantics within automatic programming represents an exciting future which can truly bring in a world where application development opens up to the masses. As Uschold [73] boldly asserts, the distinction between user and developer and between conventional and semantic computing will blur in the future with all information systems being ontology driven.

2.4 Conclusion

For this project, a semantic representation of the energy policy knowledge domain has been developed using ontologies. The resulting ontology taxonomy is then combined with engineering models (implemented in Java) to complete the knowledge representation of the energy policy knowledge domain.

The semantic representation forms part of an Optimisation Modelling System. The aim of the system is to use knowledge inference to automatically create energy
models which comprise a set of mathematical expressions for optimisation. This created model is based on inputs from the policy maker. In this regard, the *Optimisation Modelling System* is a form of automatic programming in so far as it accepts high level inputs and then automatically creates a computer program without further intervention from either the policy maker or computer programmer. The approach of this system is a narrow domain knowledge based approach in the area of policy and the target users for communication are policy makers.

Given the aim and scope of the project, certain technologies and approaches were better suited than others for implementation in the system.

For semantic representation using ontologies, OWL was selected over all other languages. Cyc (CycL) and F-Logic were not selected because of our preference for an open world assumption in order to facilitate the codification of incomplete information [16]. KIF was not selected because of its language structure, which is cumbersome to use for ontology modelling due to the fact that the original intention of KIF was for information exchange between machines [62]. OIL+DAML and RDF-S were not selected as OWL represents the evolution (and in fact is built upon) of these languages and is the current recommended standard.

Of the three approaches to automatic programming, in our opinion, the narrow domain approach is the most attractive and relevant to this project. Given that the target users of our system have little interest in programming, our system should have minimal programming requirements. Both the bottom-up approach which still involves programming at higher level and the assistant based tool system which sacrifices automation, would not have fulfilled the requirements of our system. Hence, the narrow domain approach was the logical choice.

In conclusion, it is our view that OWL and the narrow domain approach represents the best choices for use in this project.
Chapter 3  Literature Review of Energy Models

The purpose of this section is to review the literature relevant to the Energy Model generated by the Prototype Energy Modelling System. The chapter discusses the literature relevant to energy models, a type of computer software that is used to simulate the technological, economic and environmental effects of energy supply. We begin with an introduction, followed by model characterisations and conclude with a summary which places into context the Energy Model generated by the Prototype Energy Modelling System.

3.1  Introduction to Energy Models

Energy models are useful tools which simulate the technological, economic and environmental effects of energy supply. Models such as MESSAGE [78,79,80], MARKAL [81,82], and DNE-21 [83] are used by energy planners for medium to long term energy system planning, policy analysis and scenario development [79,80]. The strength of energy models as optimisation tools is derived from their solid economic foundations which are based on complex mathematical expressions that can process numerical data and provide numerical solutions related to economics and the environment. Energy models can also be used as simulation tools based on their detailed accounting of the energy system.

There are, arguably, four milestones in the application of energy models for economic and policy analysis. Originally developed in the 1960s for specialised studies such as oil price prediction, these models gained prominence in the early 1970s. In 1972, the Club of Rome published the 'Limits of Growth', a study through modelling which sought to explore the limits of human growth within the context of limited resources. In 1974, the US Federal Energy Administration launched Project...
Independence, an effort to develop and implement a national energy policy in the United States which featured the use of energy policy models for policy analysis [84]. In 1984, IIASA published 'Energy in a Finite World' by IIASA [85] which explored energy scenarios backed up with extensive use of optimisation models.

The contribution and value of energy models in energy policy analysis is undeniable but has not been without controversy. The performance and value of the models used in 'Energy in a Finite World' have been contested by Keepin [86,87]. At issue was the claim that the outputs of such models were effectively prescribed informally in the input data without any change by the model and that the results of the models were highly sensitive to perturbations in input data and hence lacked robustness [86,87]. In a rebuttal, Halafe and Rogner [2], noted that the main purpose of an energy model was to describe in a consistent manner scenarios of evolution which were conceivable but not necessarily actual futures. Energy models are, in principle, able to investigate the technological, economic and environmental issues and then formulate long-term solutions which meet both supply constraints and end-user demands at the lowest possible cost [82].

### 3.2 Characterisations of Energy Models

Energy models can be characterised in several ways and indeed papers where model classification and comparisons have been made have been authored by Grubb et al. [88], Urban et al. [89], van Beeck [90], and Connolly et al. [91]. In this review, four model characteristics are selected for discussion which are the purpose, analytical approach, underlying methodology, mathematical approach.

#### 3.2.1 Purpose of Energy Models

The purpose of an energy model is an important characteristic as such models
are often developed to address specific questions and are therefore only suitable for the purpose that they were designed for [90]. A model can have either a general or specific purpose. General energy models are used to explore the future of energy while specific models are used to estimate, analyse and determine the impact of energy supply and demand [90].

General energy models are used for three purposes: to predict or forecast the future (forecasting), to look back from the future to the present (backcasting) and to explore the future (scenario analysis) [90,91]. Forecasting is a method for the estimation of future trends from the extrapolation of historical data and its value is highly dependent on the accuracy of the forecast [92]. Backcasting is a method to determine the areas for attention which starts from the construction of a desired future and follows with an analysis of the required changes to accomplish the desired future; the intention of the analysis is to highlight the different implications to the different futures chosen not on the basis of likelihood but on the basis of the criteria selected to form the desired future [92]. Scenario analysis is a technique which explores the future through the construction of alternative plausible futures and the comparison of such futures to a business as usual condition [93]. These alternative futures consist of a series of events that collectively forms a scenario. The scenarios themselves are based on a consistent set of plausible assumptions. Plausibility is key requirement of the constructed scenarios; while events in the scenarios may have a low probability of occurrence, nevertheless the events must be believeable and the scenarios must be grounded in logic [94].

Specific energy models provide three kinds of outputs. Energy demand models focus on the estimation of energy demand as a function of other variables such as population, income and energy prices [90]. Energy supply models focus on the technical aspects of energy systems and whether supply can meet demand [90].
Energy impact models focus on the social, economic and environmental impacts caused by changes to energy systems and policy instruments or measures [90].

### 3.2.2 Analytical Approach of Energy Models

Energy models can be classified into one of three analytical approaches which are top-down, bottom-up and hybrid. A top-down approach uses macroeconomics with no explicit technology representation while a bottom-up approach models technology in explicit detail with an objective function set to minimise the costs of serving an exogenous energy demand [89,95,96]. A hybrid approach uses a combination of both top-down and bottom-up approaches.

The top-down models start with an economic model using prices and elasticity as economic indices and present the relations among energy consumption, production and economic indices internally while bottom-up models focus on the final consumption of energy based on actual energy use and the ways energy services are performed.

For a long-term forecast, a top-down world model is based on market equilibrium that forecasts world economic activity and the idea that change is indispensable. Among the many advantages of "bottom-up models", one important aspect is that their results can be interpreted clearly because they are based on detailed descriptions of changes in human activities and technologies. When introducing new policies, these bottom-up models, with their tangible results and explicability, are indispensable for explaining the directions and effects of policies to politicians [97]. Top-down models tend to underestimate the opportunities for low-cost efficiency improvements because the model often ignores whole categories of gains that are either too small to be represented or trapped beneath a price barrier or [88,98].

Bottom-up models have been developed in two directions. One is for
analysing more efficient technologies and their combinations by focusing on the supply and conversion of energy. MARKAL is an example of such a model. The other is to calculate how changes in the lifestyles of each sector influence energy demand by focusing on demand and consumption of energy in an attempt to determine the most efficient combination of energy technologies. MESSAGE is an example of such a model. Bottom-up models tend to overestimate the potential of efficiency improvements because they neglect various 'hidden' costs and constraints that limit the uptake of apparently cost-effective technologies [88,98].

Hybrid models are tailor made combinations of top-down and bottom-up models which serve a specific purpose, have specific data requirements and provide specific outputs [89]. MARKAL-MACRO is a hybrid model which combines MARKAL with MACRO, a top down macro-economic model [99,100] while MESSAGE-MACRO is a hybrid model which combines MESSAGE with MACRO [80].

3.2.3 Underlying Methodology

Energy models can be classified into one of three common underlying methodologies which are equilibrium, optimisation and simulation [89]. Several other methodologies are available, however since their use in energy models is limited, these methodologies are not reviewed here.

Economic equilibrium models are models which consider the energy sector as part of the overall economy for the medium to long terms. These models focus on the interrelations between the energy sector and the rest of the economy. The models do not concentrate on energy specifically but on the economy as a whole, of which energy is only a small part of the model. Indeed there is considerable debate on the classification of these models as energy models. There are two kinds of equilibrium
models which are macro-economic and economic equilibrium.

Macro-economic models simulate the entire economy and the interactions between the sectors for the short and medium terms. These models adopt a top-down approach and are based on macro-economic theories. MACRO is an example of a macro-economic model.

Economic equilibrium models, sometimes referred to as resource allocation models or computable general equilibrium (CGE) models, are bottom up models in either general or partial equilibrium. General equilibrium models implement a balance between supply and demand in all markets of the economy while partial equilibrium models implement equality between supply and demand in a specific market only. General equilibrium models are particularly concerned with the conditions which allow for simultaneous equilibrium in all markets, as well as the determinants and properties of such an economy-wide set of equilibriums [90]. Partial equilibrium models only focus on equilibrium in parts of the economy, such as the equilibrium between energy demand and supply. The mathematical differences between partial and general equilibriums are discussed in Beenstock [101]: a CGE model constructs the behaviour of economic agents based on microeconomic principles while a partial equilibrium model (i.e. dynamic optimisation model) minimises the total cost of an energy system [82].

Optimisation models are used to optimise energy investment decisions by finding an optimised solution which fulfils a set of given inputs [89]. The optimised solution represents the best outcome for a stated objective function within the scope defined by the constraints [90]. To achieve the solution, optimisation models often assume perfect markets and optimal consumer behaviour, factors which do not exist in reality [95]. To address this shortfall, such models can be connected to economic equilibrium models. Linear programming is often the selected technique for
Simulation models are descriptive models based on a logical representation of a system aimed at reproducing a simplified operation of the system. The simulation is static if it represents the operation of the system in a single time period and dynamic if the output in the current period is affected by evolution over several periods. These models are often used for scenario analysis. A disadvantage of simulation models is their tendency to be extremely complex [90].

3.2.4 Mathematical Approach

For mathematical based models, a further distinction with regards to their approach is possible. Linear programming, mixed-integer programming, dynamic programming or a combination of these techniques are commonly used. Other possible, but not in widespread use techniques include fuzzy logic which will not be discussed here.

Linear programming is a technique for finding a solution which either maximises or minimises an objective function subject to constraints with all relationships in the equations expressed in linearized terms. Linear programming was first introduced by L. Kantorovich in 1939 [102]. Subsequently, Dantzig et al. developed the Simplex Method to provide a systematic and computationally efficient process for solving general linear programming problems [102].

Linear programming is a very simple technique which requires little mathematical knowledge and can provide quick results. As a result, linear programming is a popular method that is used in a number of optimisation type energy models including MARKAL [81,103], MESSAGE [78], and DNE-21 [83].

Linear programming however does have a disadvantage in that all equations in the set must be linear (or piecewise) functions [88]. In addition, the produced
solutions can be very sensitive to variations in input parameters; small changes to the input parameters can lead to large variations in the produced solution (the 'big bang' problem) [88]. Furthermore, the most attractive variables are selected first before consideration is given to other variables. For example, in a resource optimisation problem, the cheaper resource is consumed up to its limits before consideration of other alternatives is given [90]. In energy optimisation models for example, this problem is usually dealt with through the introduction of constraints to limit the maximum introduction of technologies and hence forces the models towards a 'simulation' model. [104]. In addition, Messner et al. [78] has developed a stochastic version of MESSAGE to address this issue.

3.3 Summary of Energy Models

A selected set of energy models are reviewed here for completeness of the chapter.

MARKAL or MARKet ALlocation is a bottom-up linear programming model developed under the Energy Technology Systems Analysis Programme (ETSAP) of the International Energy Agency (IEA) [81]. MARKAL contains the entire energy system from imports and domestic production thru to end-user technologies and energy service demands [105]. MARKAL is used in a number of countries including the United States, United Kingdom, Australia, Canada, Japan, Malaysia, New Zealand and Thailand [103,105].

MESSAGE (an acronym for Model for Energy Supply Strategy Alternatives and their General Environmental impact) is a systems engineering optimisation model that is used for medium to long term energy planning, energy policy analysis and scenario development [78]. MESSAGE was developed by the International Institute for Applied Systems Analysis (IIASA) and has been used for various report including
the IPCC Special Reports on Climate Change [106]

HOMER is a micropower design tool developed by the National Renewable Energy Laboratory and is available for free download [91]. HOMER simulates and optimises stand-alone and grid-connected power systems with any combination of power generation sources.

RETScreen is a decision support tool developed by the Natural Resources Canada and is available as a free download [107]. RETScreen can be used to evaluate energy production and savings, costs, emission reductions and financial viability for renewable energy and energy efficient technologies.

Invert is a simulation tool developed by the Energy Economics Group at the Vienna University of Technology [108]. Invert supports the design of efficient promotion schemes for renewable and efficient energy technologies [91]. Invert simulates national energy-systems and can include all thermal generation sources except for nuclear power and all renewable sources except for wave and tidal [91].

3.4 Conclusions

Despite modelling differences, current energy models are powerful programs that have proved to be useful as policy simulation tools. However, their complexity and input data requirements are both a strength and a weakness [89,109]. These models require users with advanced skills, subject expertise and extensive training. These models also often require data to be expressed in either monetary or quantitative terms. Examples of projects which have attempted to address the complexity of models include the work by Hung et al. [33]. The MEDEE-S system was developed because it was felt that prevalent energy systems were too technical resulting in a system from which it was difficult to obtain results and that was difficult to evaluate in general. In order to assist planners, a rule-based MEDEE-S system was
developed and attached onto an energy model.

For classification purposes, the Energy Model generated by the Prototype Energy Modelling System presented in this document can be considered to be a simple bottom-up model with perfect foresight and without an attached economic model. It is emphasised, however, that the overall complexity of the generated Energy Model is much lower than that of traditional energy models and that the simple supply and demand simulation lacks the details of an economic equilibrium model.

The general purpose, analytical approach and underlying methodology of the general Energy Model were decided after due consideration of the literature. In our opinion, scenario based analysis represents the method of choice because it incorporates the uncertainties associated with the future of which both forecasting and backcasting cannot, on their own, account for [100]. In addition, we have selected the bottom up approach because of our desire to represent technology in an engineering sense. Furthermore, in adherence to the spirit of engineering design, which is about the optimisation of parameters, we hold that optimisation is most appropriate method for the allocation of energy resources.

The next chapter discusses the framework on which the Prototype Energy Modelling System and the created Energy Model based on.
Chapter 4  Development of the framework

This chapter and the next chapter discuss the framework used in this research to achieve the proposed objectives outlined in Chapter 1. This framework uses a combination of ontologies, engineering models, linear programming and description logic inference to develop an *Optimisation Modelling System* which considers both qualitative and quantitative inputs and data to automatically formulate mathematical expressions.

The chapter covers the first part of the framework which is the groundwork on which the framework was developed. Section 4.1 discusses the concept of a framework. Section 4.2 provides a background to the problem that this framework intends to address, which is the dependence on a modeller, and explains how the basic requirements of the framework have been determined through a detailed analysis of the tasks performed by the modeller. Section 4.3 outlines the requirements of the framework while Section 4.4 discusses the design methodology that has been adopted for the framework.

4.1  Introduction to the Framework

As discussed in Chapter 1, this research has been motivated by the desire to expand the boundaries of an *Optimisation Modelling System* which encompasses a greater portion of the task and function of the modeller (Figure 4.1). The aim of the research is to improve the accessibility of models to the policy maker whose main interest lies with the effects caused by policies; it therefore follows that an energy model should have an emphasis on policy goals as the input with some form of automatic translation. Current optimisation energy models which utilise mathematical techniques such as linear programming require significant numerical inputs. Hence a
A modeller is required to translate the intention of the policy maker, as defined by a set of policy goals, into mathematical equivalents fit for input into the energy model.

As part of this research is to address this reliance on the modeller, a framework has been developed. A framework is a basic structure of a concept which provides an organised approach towards problem solving [111]. In the context of computer software development, a framework is an abstract design and implementation for an application in a given problem domain [112]. As a programming concept, a framework should contain a blueprint which defines the main components of the software and their respective functions, inputs and outputs, within the system architecture.

For this project, the framework documents the methods by which the application of a semantic representation using ontologies, description logic and logic inference techniques within an optimisation model for policy evaluation and analysis has been made. It delineates how ontologies are used to represent the semantics of the policy knowledge domain. It also describes how the knowledge that is inferred through the use of description-based logic inference can be used within the prototype

Figure 4.1. Process flow of an optimised model for policy evaluation and analysis.
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The rest of this chapter discusses the groundwork which forms the basis for the development of the framework.

4.2 Background of the Framework

To achieve the aim of this research, which is to mimic the role of the modeller, it is necessary to identify the current tasks of the modeller within the process of policy analysis using optimisation. Subsequently, an understanding of the complexities and requirements of each task is necessary in order to determine the computer techniques that can be used to mimic the role of the modeller.

With reference to Figure 4.1, it is evident that the main function of the modeller is to act as a bridge between the policy maker and the model. As a bridge, the main tasks of the modeller are to translate the policy goals (as inputs) from the policy maker into inputs for the optimisation model. Furthermore, this task is in fact a combination of five smaller subtasks which are to understand, evaluate, relate, convert, and configure. Table 4.1 illustrates these tasks.
Table 4.1. Summary of the background and requirements of the Framework.

<table>
<thead>
<tr>
<th>Role (Modeller)</th>
<th>Subtasks (Modeller)</th>
<th>Subtask details (Modeller)</th>
<th>Required Functionality (Computer)</th>
<th>General Method (Computer Science)</th>
<th>Specific Technique (Computer Science)</th>
<th>Design Methods and Guidelines</th>
<th>The Framework</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Background of the Framework</strong></td>
<td><strong>Requirements of the Framework</strong></td>
<td><strong>The Framework</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Translate goals from the policy maker into inputs for the computer model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Understand the goals from the policy maker</td>
<td>Topic of the goals must be defined (e.g. policy)</td>
<td>Store and retrieve qualitative and quantitative data</td>
<td>Knowledge representation</td>
<td>Ontologies with Description Logic Query</td>
<td>Data identification and information selection</td>
<td>Knowledge Domain Ontology</td>
<td>Knowledge Domain Ontology</td>
</tr>
<tr>
<td></td>
<td>Type of goals can be either qualitative or quantitative</td>
<td>Store data as information</td>
<td></td>
<td></td>
<td></td>
<td>Engineering Models</td>
<td>Engineering Models</td>
</tr>
<tr>
<td>Evaluate the goals from the policy maker in the context of optimisation model analysis</td>
<td>Context of the goals must be specified (e.g. target group)</td>
<td>Information search</td>
<td>Knowledge Inference and Equation Builder</td>
<td>Linear Programming Module</td>
<td>Ontology construction Qualitative and quantitative data integration and evaluation</td>
<td>Value Partition Ontology</td>
<td>Value Partition Ontology</td>
</tr>
<tr>
<td>Relate the goals from the policy maker to the inputs required for optimisation</td>
<td>Relationships of the goals (e.g. policy instruments)</td>
<td>Information processing</td>
<td></td>
<td></td>
<td></td>
<td>Equation Construction Ontology</td>
<td>Equation Construction Ontology</td>
</tr>
<tr>
<td>Convert the goals into mathematical expressions for the optimisation model</td>
<td>Specific actions must be defined (e.g. constraint modification)</td>
<td>Information conversion and utilisation</td>
<td>Knowledge inference and procedural programming</td>
<td>Java based procedural programming for mathematical kernel interface</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Configure the optimisation model</td>
<td>Specific actions</td>
<td>Mathematical optimisation</td>
<td>Procedural programming</td>
<td>Mathematical approach</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


First, to understand the goals from the policy maker the modeller must be familiar with both the topic of application and the type of information which forms the input. For this research, the topic of application which is considered is that of policies such as energy policy. Within policy, the types of information which form the input are either qualitative or quantitative policy goals. An example of a quantitative energy policy goal with a target is the reduction of CO$_2$ emissions to four tons per capita while that of a qualitative type energy policy goal is the enhancement of energy supply security.

Second, to evaluate the goals from the policy maker, the modeller must appreciate the context in which the inputs are applied. For policies, this context is called a policy variable which is the real world object that is the focus of the policy. An example of a policy variable is the electricity generation plants which are the object of focus for an energy policy goal of CO$_2$ emissions reduction to four tons per capita per year. Within an optimisation model, the policy variables are usually the variables of the mathematical expressions. Table 4.2 summarises the policy terms used in this thesis.

Table 4.2. Examples for the policy terms used in this thesis.

<table>
<thead>
<tr>
<th>Terms</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Policy Goal</td>
<td>CO$_2$ emission reduction</td>
</tr>
<tr>
<td>Policy Target</td>
<td>4 tons per capita per year (CO$_2$ emissions)</td>
</tr>
<tr>
<td>Policy Variable (variable)</td>
<td>Electricity generation plant</td>
</tr>
<tr>
<td>Policy Instrument</td>
<td>Renewable Portfolio Standard</td>
</tr>
</tbody>
</table>
Third, to *relate* the goals from the policy maker to specific variables within an optimisation model, the modeller must determine how the inputs influence the policy variable. The mechanism by which the policy variable is influenced is referred to as a policy instrument. An example of an energy policy instrument in use in European Union (EU) member states is the quota obligation system which is also referred to as the Renewable Portfolio Standard (RPS) [113]. This obligation system supports renewable energy generation by establishing the amount or proportion of electricity supply that must be from renewable sources. Such an obligation system can in turn support the reduction of CO₂ emissions to four tons per capita per year.

Fourth, to *convert* the goals from the policy maker to inputs for the optimisation model, the modeller must either formulate new or modify existing mathematical expressions within the mathematical module. These mathematical expressions can be either the objective function, inequalities or equalities which represent policy goals or policy constraints.

Fifth, the modeller will have to *configure* the optimisation model to accept the new or modified mathematical expressions.

With the role, subtasks and subtask details of the modeller completely defined, the required computer functions can be identified. These can then be used as the basis for the requirements of the framework. The next section discusses this.

### 4.3 Requirements, Technologies and Techniques of the Framework

The main requirement of the framework is to mimic the five tasks of the modeller discussed in the previous section. For each task, a similar computer functionality is identified and forms the part of the requirement of the system. Once these requirements are determined, the basic class of technologies and the specific implementation technique to achieve these functionalities can be selected. This
4.3.1 Requirements of the Framework

To simulate the understand subtask of the modeller, the computer must be able to store and retrieve data. In addition, the method of storage must be compatible for both qualitative (words) and quantitative (numbers) data storage. Furthermore, processing of the data into information should also form part of the data structure.

To simulate the evaluate and relate subtasks of the modeller, the computer must be able to retrieve the information using search criteria. These search criteria would be based on the context of the input from the policy maker. In addition, the collected information must be modelled into knowledge.

To simulate the covert and configure subtasks of the modeller, the retrieved information must be further processed to enable the automatic formulation of mathematical expressions for optimisation. The formulated equations should incorporate the retrieved information and reflect accurately the inputs of the policy maker. In addition, the mathematical model should allow for automatic reprogramming since changes to the code would be necessary to support these converted expressions. For example, if the policy maker decides to replace capital cost with total cost as the objective function for optimisation, the mathematical model should accept the inputs for the full set of cost values (i.e. capital, operational, maintenance and fuel/material) and automatically reprogram the objective function to account for this change.

4.3.2 Required Technologies and Techniques to Simulate the Tasks of the Modeller

These identified computer functionalities form the basic requirements of the
framework from which the general computer technologies can be selected. To do this, it is convenient to group the five functionalities into three set of tasks.

The first set of three tasks to understand, evaluate and relate can be fulfilled by methods from AI, in particular knowledge representation. The developed system should employ a method of codification of the knowledge associated with the domain.

The convert task can be fulfilled through a combination of knowledge inference and procedural programming (a programming paradigm that is based on the concept of the procedure call where routines, subroutines, methods or functions are executed in a particular step in order for the program to reach the desired state [114]). In particular, the system should utilise the qualitative and quantitative data contained within the knowledge base in order to achieve a fair translation of the policy maker's intentions.

The configure task can be achieved through a combination of functional programming and a mathematical kernel. The system should formulate, as parts of the model, a set of mathematical expressions that is representative of the inputs from the policy maker.

Of the methods available for knowledge representation, this framework has chosen to use ontologies. Its philosophy of describing objects in the world through their function and relation to each other is particularly relevant to the subject domain of this research. As exhibited in Section 6.2.1, Figure 6.10, ontologies allows for a clear and simple representation of the energy supply chain which forms a critical part of the energy policy knowledge domain.

OWL has been chosen as the implementation paradigm because of its design which is particularly suited for the representation of semantics. The fact that OWL allows relations of subclass to be inferred rather than be explicitly mentioned and implements an open world assumption makes it the paradigm of choice for this
In addition, the establishment of OWL as a standard by the W3C ensures that the ontologies developed will receive widespread support among the software developer community. The availability of established editor tools such as Protégé makes OWL development easy for this project. Furthermore, OWL-DL, which uses description logic, has widespread support from logic reasoner, which is a key component of this framework.

Linear programming has been selected as the mathematical technique because of its ease of implementation. The fact that linear programming can be implemented through commands in 'off the shelf' commercial mathematical packages makes it an attractive choice. In addition, linear programming has an established use within optimisation modelling because of its efficient algorithm in finding an optima valve. As discussed in Section 5.2.4, a number of energy models of the type similar to the Energy Model produced by the Prototype Energy Modelling System use linear programming.

With the selection of ontology, OWL, and linear programming as the techniques for this framework, certain challenges which required further design decisions must be made. These decisions are discussed in the rest of this chapter.

4.4 Design Methods and Guidelines of the Framework

To achieve the aim of the project using the selected computer science methodologies and techniques, certain design methods and guidelines must be adopted in order to facilitate the implementation and to address the limitations of the chosen techniques. This section discusses the four main design methods and guidelines that are employed in the framework.

As this project involves knowledge representation, a key aspect is how to select from the vast amount of data and information related to the subject domain,
those pertinent for codification. As codification of the complete subject domain is not feasible, subsection 4.4.1 provides some guidelines to assist with the selection of only those data and information important to this application.

The use of ontologies as the knowledge representation technique requires adoption of a construction methodology to ensure consistency in the ontology taxonomy. Subsection 4.4.2 discusses the method used in the framework which is based on the combination of three previous ontology construction guidelines.

Since mathematical optimisation is the adopted solution method for this framework, it is useful to outline a method by which the qualitative data and information stored within the ontology can be converted into inputs compatible for numerical optimisation. Subsection 4.4.3 explains how through the use of Multicriteria decision analysis (MCDA) results from the literature, the qualitative data aspects in the ontology can be associated to quantitative values.

The method of implementation of the mathematical optimisation itself must also be selected from the various techniques that are available after consideration of the need to allow for automatic modification of the mathematical expressions that shall be used for optimisation. Subsection 4.4.4. describes the selection of the unstructured approach using Java and a commercial solver as the preferred method because of the flexibility afforded.

4.4.1 Guidelines for the Appropriate Identification of Data and Selection of Information for Codification

In principle, it is impractical to author a procedure which determines the content of a knowledge domain. Indeed, it is entirely at the discretion of the knowledge domain expert to judge what information should or should not be incorporated into the representation. Nevertheless, because the data that can be
codified is potentially large, we have found it helpful to employ two principles to assist with the codification process. These are (i) the need to codify both the core and application knowledge and (ii) the use of situational analysis tools to assist in the extraction of information.

To ensure a successful simulation of the knowledge of the modeller, it is necessary to appreciate the fact that there are two knowledge areas that must be codified; the core knowledge domain and the application knowledge domain. The core knowledge is the knowledge that the modeller needs in order to understand the inputs from the policy maker. The application knowledge is the knowledge that the modeller needs in order to evaluate and relate the inputs from the policy maker. As an example, for the *Prototype Energy Modelling System* (Chapter 6), energy policy is the core knowledge domain while the knowledge about the formulation of the set of linear programming expressions for the optimisation of electricity generation mixes is the application knowledge.

To assist with the extraction of the information from a knowledge base, this framework proposes the use of situational analysis techniques. Situational analysis is the systematic collection and evaluation of past and present political, economic, social, technological, legal, and environmental data which is aimed at (i) the identification of internal and external forces that may influence the organisation's performance and choice of strategies and (ii) an assessment of the organisation's current and future strengths, weaknesses, opportunities and threats [115]. A situational analysis is most often done through the combined use of both the PESTLE and SWOT analysis tools. PESTLE, a mnemonic for political, economic, social, technological, legal and environmental, is a model developed by Francis J. Aguilar based on an earlier ETPS model to account for the external factors in a business [116]. PESTLE has been used for energy policy studies to determine obstacles and external factors
affecting policy instruments [117]. SWOT, a mnemonic for strengths, weaknesses, opportunities and threats, is a model introduced by Urick and Orr based on the SOFT work of Albert Humphrey for the identification of internal factors in a business [118].

4.4.2 Methodology for Ontology Construction

Ontology construction is the act of constructing an ontology taxonomy with an is-a hierarchy of concepts with attributes, values and relations. The information about these classes and their relations to each other, as well as constraints on attribute values for each class, are captured through axioms [7].

The interest with ontology model construction stems from the consequences that occur as a result of its construction. An ontology is an approximation of reality and as such its accuracy is highly dependent on its construction methodology. As ontology construction is a cyclic process which continues to evolve as the ontology expands to represent a greater proportion of knowledge, its representation accuracy could change considerably. Further compounding this is the fact that ontology construction is a highly subjective work and very dependent on the subjective interpretation of the knowledge engineer or modeller [4]. Because of this, it is useful for an ontology to be constructed based on an evolved or established methodology.

For this framework, the proposed ontology construction methodology combines three construction methodologies that have been published in the literature and reviewed in Chapter 2. Table 4.3 illustrates how these three methodologies have been combined. Three methodologies are proposed in order to encompass the steps from the start to the end of the ontology construction as shown in the rows of Table 4.3 and from the broad to details of the ontology construction as shown in the columns of Table 4.3.
Table 4.3. Summary of the ontology construction methodology used in this framework.

<table>
<thead>
<tr>
<th>Construction Methodology from Literature</th>
<th>Overall</th>
<th>Detail</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ushold and King [54]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cyc [43]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ontology 101 [59]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Start</th>
<th>Ontology Construction Steps</th>
<th>Finish</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identify Purpose</td>
<td>Manual Codification</td>
<td>Instantiate</td>
</tr>
<tr>
<td>Construct</td>
<td>Semi Automatic Codification</td>
<td></td>
</tr>
<tr>
<td>Evaluate</td>
<td>Automatic Codification</td>
<td></td>
</tr>
</tbody>
</table>
hand, and (iii) automatic codification of information without human intervention.

The manual codification phase of the ontology is based on the steps outlined by Noy et al. [59] which has five steps: (i) define the classes, (ii) arrange the classes into a taxonomic hierarchy, (iii) define the properties and describe the allowed values for these properties, (iv) fill the values for the properties, and (v) create the knowledge domain by defining the instances in the classes, filling specific property value information and providing relations between the classes (using axioms). In addition, it is recommended that the constructed ontology should be easily understandable, maintainable, and modular as per the recommendations specified in [8].

An example of an ontology constructed by combining these three methodologies is available in Section 6.2.1 which describes the Energy Policy Ontology. This representation, which is part of the Prototype Energy Modelling System, (Chapter 6) uses manual codification for the energy policy knowledge domain. In addition, the prototype energy model also has a web crawler component (Section 5.2.4.I) within its support module that can assist in the semi-manual codification of new information. Furthermore, the support module has a data clustering component (Section 5.2.4.II) which allows for the automatic codification of information and data already endogenous to the system.

In the case of the Prototype Energy Modelling System, the purpose of the ontology is stated in Section 6.1, the construction details of the ontology are provided in Section 6.2, and the application of the ontology is presented in Section 6.3.
4.4.3 Integration of Both Qualitative and Quantitative Data for Evaluation Within a Numerical Environment

As stated Section 4.2, a requirement of this framework is to develop a program that simulates the understand and evaluate tasks of the modeller. To support this requirement, Section 4.4.1 addressed how the pertinent knowledge for codification can be identified while Section 4.4.2 addressed how the identified knowledge can be arranged into an ontological taxonomy.

In this section, the issue of how to link, relate or integrate the qualitative data with quantitative data and vice versa in the knowledge domain is addressed. This function is a necessary part of the framework as the understanding and evaluating of both qualitative and quantitative data is done by the modeller in the understand and evaluate phase. In particular, data in the policy knowledge domain will be of qualitative and quantitative types while inputs, in the form of criteria and parameters from the policy makers are often qualitative rather than quantitative.

Qualitative (text) and quantitative (numerals) data and inputs are two different ways of describing objects in the world. However, while their objective, which is to describe objects, is similar, their integration into a single system for evaluation is difficult because of their different natures and operators. The nature of qualitative data as alphabets use a different set of operator rules for addition; alphabets are added together to form words which in turn are added together to form sentences using grammatical rules. On the other hand, the nature of quantitative data as numbers uses a different set of operator rules for addition, subtraction, multiplication and division; numbers are added, subtracted, multiplied and divided using mathematical rules.

Several methods where both qualitative and quantitative data are integrated within a single system exist. MCDA for decision making and fuzzy logic for control systems are but two examples of such integration.
One of the methods to quantitatively define qualitative data, parameters and
criteria is centred on multicriteria decision analysis (MCDA). In MCDA studies, the
researcher forms a quantitative and qualitative conclusion through the use of decision
analysis tools such as AHP or ELECTRE. AHP uses pairwise comparisons along with
a semantic and ratio scale to assess the decision maker's preference [119] while
ELECTRE uses an outranking approach that tests comparisons between different
alternatives according to several criteria [120].

Other methods available to quantitatively define qualitative parameters include
lexical analysis [121] and quasi-statistics [122]. Lexical analysis consists of the
calculation of word frequencies in a body of text in order to identify key words or
themes of interest. In an article, the key words or themes could have a high frequency
of occurrence and hence its relative importance can be numerically determined [88].
Quasi-statistics, a technique advocated by Becker and Geer [89], measures the
frequency and distribution of phenomena that are derived from qualitative field data.
For further details and examples of lexical analysis and quasi-statistics, the reader is
encouraged to read articles [121,122].

As an analytical method for computer based systems, quasi-statistics offer
several distinct advantages. First, quasi-statistics can be used to help identify major
problems, concepts or indicators in field data. Second, quasi-statistics can be used to
evaluate the plausibility of tentative hypotheses. Third, quasi-statistics can be
combined with lexical analysis to provide automated processing of information and
data. It is therefore unsurprising that quasi-statistics is a popular method for computer
based qualitative analysis. Such computer programs often entail a database consisting
of relatively short text items collected via a structured protocol in a format suitable for
lexical analysis [121,122].

To develop a method for the integration of qualitative data, criteria and
parameters for numerical analysis, this framework plans to utilise, where possible, current methods of qualitative and quantitative analysis. Thus this framework recommends that emphasis be given to the manual codification of MCDA literature which contains the numerical equivalent of qualitative data. In addition, this framework proposes the use of automatic codification of information endogenous to the system using data clustering to establish the relationship between qualitative information and quantitative data. Furthermore, the framework proposes, although not implemented, the use of semi-automatic codification of qualitative data using the web crawler. The web crawler could be equipped with a lexical analysis and quasi-statistics subroutine in order to analyse the literature information available on the web. For this project however, this 'web crawler semi-automatic codification' path (see path 4 below) has not been implemented as the required lexical analysis and quasi-statistics software are already available. In addition, since the area of automatic data codification and ontology construction is being conducted by other researchers as reviewed in Section 4.4.3.III, the better option would be to incorporate the results of such research at some point in the future.

Figure 4.2 illustrates the data codification paths proposed in this framework. Four codification paths have been identified to accommodate the different categories of data to be codified (i.e. text, numerals, MCDA). These paths are:

I. a manual then automatic codification path for quantitative data (path 1)
II. a manual then automatic codification path for MCDA data (path 2)
III. a manual then automatic codification path for qualitative data (path 3)
IV. a semi-automatic then automatic codification path for qualitative data (path 4)

The manual then automatic codification paths have been implemented in the Prototype Energy Modelling System described in Chapter 6. The semi-automatic codification path using lexical analysis and quasi-statistics (in grey) has not been
I. Codification Path for Quantitative Data (Path 1)

Quantitative data (numbers) from the literature are manually codified into the Knowledge Domain Ontology. This manual codification involves association of the data with a property of a specific instance in the Knowledge Domain Ontology (Section 5.2.1.1). Subsequently the data for the similar property for instances of a similar class are compared to each other and clustered using the Least Euclidean Method (see Section 5.2.4 for an explanation on data clustering and Least Euclidean Method) and into the categories of none, low, medium and high. These categories, which can be expanded or reduced depending on the amount of data to be categorised,
provide a measure of qualitative equivalence and are automatically codified into the *Value Partition Ontology* (Section 5.2.1.2). Table 4.4 provides an example of the data, property, instance and classes that are compared and stored.

Table 4.4. Examples of the ontology terms used in this thesis.

<table>
<thead>
<tr>
<th>Terms</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>500MW, 40MW</td>
</tr>
<tr>
<td>Property</td>
<td>Electricity Generation</td>
</tr>
<tr>
<td>Instance</td>
<td>Coal Power Plant, Wind Power Plant</td>
</tr>
<tr>
<td>Class</td>
<td>Electricity Generation Plant</td>
</tr>
</tbody>
</table>

II. **Codification Path for MCDA Data (Path 2)**

MCDA data from the literature is manually codified into the *Knowledge Domain Ontology*. Similar to codification path 1 for quantitative data, this manual codification involves association of the data with a property of a specific instance in the ontology. Subsequently, data clustering is done and the categorised results are codified into the *Value Partition Ontology*.

III. **Codification Path for Qualitative Data (Path 3 and 4)**

Qualitative data (text) from the literature or web can be either manually or semi-automatically codified into the *Knowledge Domain Ontology*. The manual codification path involves association of the data with a property of a specific instance. This association is determined by the programmer or subject
matter expert who has been assigned to codify the data. Subsequently, the data regarding the similar property for instances of a similar class are compared to each other and clustered using by the programmer using his or her best judgement. The results are then manually codified into the Value Partition Ontology. Computerised codification using the data clustering proposed in Section 5.2.4. is not possible as the data is in the form of text.

It is also possible to implement a semi-automatic codification path for qualitative data. Significant research in this area using a combination of a web crawler, text processing software, and learning algorithms are being conducted by researchers such as Maedche, Celjuska, and Balakrishna. Maedche and Staab describes a system which uses an association rule algorithm to detect relations between concepts from text [123]. The concepts are automatically codified into the ontology at the appropriate level of abstraction. Celjuska and Vargas-Vera describes a system which can semi-automatically populate an ontology based on supervised learning. The system uses a natural language processor, a dictionary, and an information extraction tool [124]. Balakrishna et al. discusses a general methodology to semi-automatically create domain ontologies from textual resources [125].

For the Prototype Energy Modelling System, a web crawler has been created which can be used as an interface for incorporation of the technologies and methods discussed in the literature. However, the integration of such technologies remains an exercise for a future research team.

A detailed explanation of the Knowledge Domain Ontology is provided in Section 5.2.1.1 while examples for the prototype modelling systems is illustrated in Sections 6.2.1. A detailed explanation of the Value Partition Ontology is provided in
Section 5.2.1.2 with examples illustrated in Sections 6.2.2. Further information on the web crawler, as implemented in the Prototype Energy Modelling System is available in Section 5.2.4.1.

4.4.4 Underlying Mathematical Approach

This subsection discusses the mathematical approach for the framework. Several issues were considered in the development of the mathematical approach. These are:

I. Identification of the objective of the system

II. Selection of the mathematical technique which supports the objective

III. Selection of the mathematical kernel

IV. Application considerations for the selected mathematical technique

I. Identification of the Objective of the System

The objective of the system is to provide a normative decision analysis method. In practice this involves determining the action that best achieves a desired goal or objective. In mathematical terms this involves seeking the minimisation or maximisation of a function by selecting values within a permissible set.

II. Selection of the Mathematical Technique which supports the Objective

Several mathematical methods are available to support normative economic decision analysis. Stochastic programming, linear programming, weighting objectives and goal programming are examples of available techniques. Linear programming is the method that is currently used in the
This framework therefore proposes the use of linear programming. Linear programming itself consists of an objective function and a set of constraints. In decision terms, the objective function represents the effects (either maximising or minimising) of all available actions on the optimisation of the value of the object while the constraints reflect the limitations of the available actions. While linear programming is often used for the optimisation of a single objective function, multiple objective function optimisation is also possible.

III. Selection of the Linear Programming Kernel

To implement a linear programming kernel, several methods are available. The three most popular methods are:

- Unstructured. An unstructured approach uses a computer programming language (e.g. FORTRAN, C or Java) to combine the model and the data which produces either an input file for a commercial solver or a custom solution algorithm within the overall program.

- Table or spreadsheet. A table or spreadsheet approach uses templates within a spreadsheet program to provide a mathematical structure for data input and solution output.

- Algebraic Modelling. An algebraic modelling approach uses a special languages (e.g. GAMS [126] or AMPL [127]) to implement mathematical optimisation using a mathematical engine.

In this framework, the unstructured approach using an 'off the shelf' mathematical kernel such as Mathematica [128,129,130], Maple [130,131] or Matlab [132] is preferred. These kernels are of a proven design, provide
reliable numerical solutions and offer good computational performance. In addition, these kernels allow program access using the Java computer language. This is a critical factor as Java is also the language for access to other components of the *Optimisation Modelling System* (i.e. the logic reasoners and the OWL Ontology). The ability to use Java as the single platform language greatly simplifies the integration between the mathematical kernel, logic reasoner and ontology representation.

**IV. Application considerations for the selected Mathematical Technique**

The ability of the linear programming technique to find either the minima or maxima value is a feature that requires careful consideration when applied in the context of policy analysis. Policy analysis often requires a trade-off between the quantifiable benefits (e.g. economic, environment) and the non-quantifiable benefits (e.g. politics, social). Hence, while the value from linear programming is mathematically most optimum, it may not be the preferred policy solution. An example of this is when a cost centric approach is taken for an energy policy analysis related to electricity generation mixes. The linear programming solution (where cost minimisation is the single objective function) will maximise utilisation of the cheapest electricity generation technology. In reality, the preferred generation mix could be one that is more expensive but also more politically acceptable and socially desirable.

To facilitate the need for trade offs and flexibility in optimisation of the objective function, this framework proposes a two step calculation approach. In the first step, a pure linear programming solution (optimum) is obtained from a mathematical expression set consisting of an objective function and a
set of selected constraints. The optimum from this step represents ideal conditions. In the second step, a solution is obtained for a system of inequalities consisting of the set of complete constraints, a modified objective function which uses the optimum from the first step and a mathematical expression which reflects the objectives of the user. A feature of this second step is the option (in Java) to control the magnitude of deviation from the optimum found in the first step. This allows the user to determine the level of compromise the system should consider (i.e. what is the "willingness to pay" of society in excess of the cheapest solution). In addition, this second step contains a stochastic option which is akin to a Monte Carlo type optimisation approach. Further details of this two step approach is outlined in Section 5.2.3.

For completeness, it is noted that the principle mathematical technique in both steps is linear programming. This framework differentiates between the linear programming and system of inequalities steps only because of (i) the different Mathematica commands used in the first and second steps and (ii) the method to allow for control of the magnitude of deviation from the optimum step has been implemented in Java.

In conclusion, linear programming is the proposed mathematical technique for use in the Optimisation Modelling System because of its established use in energy models. In addition, the unstructured approach using an 'off the shelf' mathematical kernel has been selected because it allows the integration of all components of the Optimisation Modelling System using a single computer language. To address the limitations of linear programming, a two step calculation approach will be employed. The details of this entire module called the Linear Programming Module are discussed in the next chapter.
4.5 Summary

This Chapter has discussed the ground work which forms the foundation of the framework for development of an *Optimisation Modelling System*. The background of the problem that the framework intends to address and the basic requirements that must be fulfilled to address the problem has been covered. In the next section, the details of the framework is presented.
Chapter 5   The Framework

As discussed in Chapter 1, to simulate the role of the modeller, the system must offer three general capabilities. First, the system must codify the knowledge associated with the domain. Second, the system must utilise the qualitative and quantitative data contained within the knowledge base in order to achieve a fair translation of the policy maker's intentions. Third, the system must formulate, as part of the model, a set of mathematical expressions that is representative of the policy maker's inputs.

In addition, in Chapter 4, these capabilities were refined into five specific computer functionalities. The technologies and techniques which would fulfil these functionalities were then identified. Subsequently, some design methods and guidelines that were necessary to facilitate the implementation of these technologies were discussed.

In this chapter, the architecture of the framework is discussed. Section 5.1 specifies the scope and specifications of the framework. Section 5.2 discusses the implementation details of the framework using the system architecture of the software that embodies the framework as a blueprint. Section 5.3 provides a brief summary of the steps required to develop the Optimisation Modelling System envisioned in this framework. Section 5.4 offers conclusions to the chapter.

The main contribution of the methodology is a new framework for the development of an Optimisation Modelling System. The framework combines ontologies, engineering models, linear programming and description logic inference to expand the boundaries of optimisation modelling to enable the consideration of both qualitative and quantitative input and data for the automatic formulation of mathematical expressions. While it is arguable that models with such features are
already in use, these models are produced manually.

5.1 Specifications of the Framework

The scope of this framework is to outline the development steps for an Optimisation Modelling System that accepts and stores both qualitative and quantitative inputs and data from the user (policy maker). The user inputs (policy goals) are then converted into their mathematical equivalent for numerical optimisation to determine an optimum solution.

The specification of the framework is to develop an Optimisation Modelling System which offers the following features:

- An easy to use modelling system which places an emphasis on the main drivers (e.g. factors or information) that form the scenarios. These drivers may be either qualitative or quantitative. The target user of the program is the policy maker.
- An ontology-based semantic representation to store the knowledge domain of the policy in question. The representation shall have data storage and retrieval with logic-based knowledge inference capabilities.
- The ability to infer both quantitative and qualitative data from the knowledge base and translate this inference into a set of mathematical expressions representative of the intentions of the user. An example of this is a set of linear programming expressions which optimises an electricity generation mix (variables) based on the minimisation of production costs (objective function) within the constraints imposed by the Kyoto Protocols (scenario constraints).
- The ability to solve this set of mathematical expressions and provide an output.
5.2 Details of the Framework

This section explains the details of the framework necessary to develop the Optimisation Modelling System. It begins with an explanation of the basic parameters that are required to define the capabilities of the prototype model (i.e. Prototype Energy Modelling System). Then a detailed description of the framework is provided through a discussion of the five main components of the Optimisation Modelling System.

Development of the Optimisation Modelling System starts with a specification of both the modelling system and the model that is to be produced:

1. Intention or Purpose. The purpose of both the modelling system and the created model to form the basis for its specifications. For example, the purpose of the Prototype Energy Modelling System is to automatically create an Energy Model which reflects the inputs from the user while the purpose of the Energy Model is to optimise for the lowest cost of electricity supply that meets demand.

2. Scope or Coverage. The scope defines the overall performance and breadth of model created by the modelling system. Examples of scope would be geographical, sectoral or temporal. For the Prototype Energy Modelling System, the created Energy Model has a country based geographical scope.

3. Inputs and Outputs. The inputs and outputs of the modelling system, which are the defined boundaries of the programs can be either qualitative or quantitative. They are, for the inputs, the main factors for optimisation and for the outputs, the results of the optimisation. In the Prototype Energy Modelling System for example, the inputs should be the energy policy goals while the output should be mathematical expressions which form an Energy Model. This Energy Model accepts as inputs the scenario parameters and outputs an electricity generation mix reflective of the goals. Figure 6.2 shows an example of the energy policy
goals and scenario parameters inputs while Section 6.3.2 and Section 6.3.3 provide examples of the mathematical expressions and generation mix outputs.

4. Data Requirements. The data requirements and assumptions of the program are dictated by the purpose, scope and type of model. For the *Prototype Energy Modelling System*, an example of the required data is the energy policy knowledge domain. For the *Energy Model*, examples of the required data include energy demand, population size and expected economic growth.

To develop a modelling system with the above specifications, this framework proposes a five module configuration, as illustrated in Figure 5.1:

1. A *Semantic Representation Module*. This module stores information and data related to both the knowledge domain (core knowledge such as energy policy) and the optimisation domain (application knowledge) using ontologies and mathematical models. In addition, this component is supported by a data clustering software for data classification and a web crawler software for knowledge domain acquisition. See Section 6.3 for an example.

2. A *Knowledge Inference and Expression Builder* module. This module facilitates the extraction of knowledge from the ontologies through the use of logic reasoners. The extracted knowledge is used to automatically formulate a set of mathematical expressions. See Section 6.3.1 and 6.3.2 for examples of mathematical expressions.

3. A *Linear Programming Module*. This module solves the resulting set of mathematical expressions. Although multiple solution methods are available, a combination of linear programming and a system of inequalities solver is the method that was selected. See Section 6.3.3 for examples of optimised solutions.

4. A *Graphical User Interface (GUI)*. This module allows for user inputs (e.g. scenario parameters, policy goals) and system outputs. See Figure 6.2 for an
example.

5. A Support Module. This module contains support programs such as data clustering algorithms, web crawlers and graphing subroutines.

![System Architecture Diagram](image)

Figure 5.1. System architecture of the Optimisation Modelling System.

The design of this system architecture is founded on the principles of a clear separation of functions and enhanced modularity. Component modularity allows for the modification, enhancement and replacement of the modules with minimal impact on the system. It allows for the rapid adoption of newer versions of the mathematical kernels (e.g. Mathematica [128,129,130], Maple [130,131], Matlab [132]) and logic reasoners (e.g. FACT++ [133], Pellet [134]). The separation of modules by function is a widely recommended software design principle, especially for conventional intelligent systems, where the knowledge base contains the domain knowledge and is separate from the inference engine or reasoner [15].

The next subsections of this chapter present the detailed steps for constructing the modules in the framework. They are presented through an explanation of the main
features of each module.

5.2.1 Semantic Representation Module

This framework proposes a semantic representation module which consists of four ontology taxonomies with links to engineering models. Representation of the core knowledge is formed by two ontologies with support from engineering models while representation of the application knowledge is formed by two ontologies.

The ontologies which represent the core knowledge are:

1. Knowledge Domain Ontology. This ontology represents the knowledge domain of the policy in question (e.g. energy policy) and is supported by engineering models (e.g. Brayton cycle). Its function is to enable the program to simulate the understand task of the modeller. Section 5.2.1.1. details the top level hierarchy of this ontology while Section 5.2.1.5 details the engineering models.

2. Value Partition Ontology. This ontology stores a representation of the results from comparisons between data (e.g. 800 MW, 5MW) associated with instances (e.g. coal power plant, wind power plant) in the knowledge domain for a particular property (e.g. electricity generation capacity). For example, the electricity generation capacity of coal power plants, when compared to wind power plants is higher (higher is the comparison result). Its function is to facilitate conversion between qualitative (e.g. high, low) and quantitative (e.g. 800MW, 5MW) data in support of the program's capability to simulate the understand task of the modeller. Section 5.2.1.2 discusses the concept of this ontology in detail.

The ontologies which represent the application knowledge are:

1. Scenarios Ontology. This ontology stores the knowledge (e.g. advancement of clean technologies) used to develop plausible scenarios (e.g. an environmentally
conscious future). Its function is to enable the program to simulate the evaluate, relate and convert tasks of the modeller. Axioms within the ontology simulate representations of policy instruments (e.g. clean technology subsidies) which through description logic inference using a reasoner, are used to infer the policy variables (e.g. clean coal installations). Section 5.2.1.3 discusses the concept of this ontology in greater detail while Section 5.2.2 explains how the inferred knowledge is used to formulate mathematical expressions representative of the intentions of the policy maker.

2. Equation Construction Ontology. This ontology stores the axioms necessary for the automatic formulation of mathematical expressions such as the objective function and constraints. Its function is to enable the program to simulate the modify task of the modeller. Section 5.2.1.4 discusses the concept of this ontology while Section 5.2.2 explains how the inferred results are used to formulate both the objective function and constraints for optimisation.

Figure 5.2 illustrates, in no particular sequence, the ontologies and engineering models which form this module. As illustrated, these ontology taxonomies are connected to the Knowledge Domain Ontology via object properties while the engineering models are connected using Java.
This codification arrangement allows for the separation between the core and application knowledge. In principle, it is possible to replace both the Scenarios Ontology and Equation Construction Ontology with description logic queries; this framework however, recommends that ontologies in OWL be used in-lieu of description logic queries embedded in Java. Embedded Java code would be cumbersome to implement and even more difficult to modify if the required queries change. In comparison, queries stored as axioms within ontologies are easily followed by the program user, simple to implement and easy to modify if required.

The ontologies in this module, when combined with the other modules, allow the system to provide qualitative and quantitative evaluation and facilitate inference for automatic expression formulation without interference from the user. The next subsections discuss the development details of these four ontologies (Sections 5.2.1.1 to 5.2.1.4) and engineering model (Section 5.2.1.5).
5.2.1.1 Knowledge Domain Ontology

This framework proposes that this ontology represents the semantics of the knowledge domain in question. Examples of such knowledge domains is that of energy policy.

To represent this knowledge, this framework proposes that the representation of the world be divided into four classes based on concepts classified according to two principles: (i) whether the concepts are either created or attributable to humans or whether the concepts exist originally in nature and (ii) whether the concepts are abstract or physical. Based on the combination of these two principles, four top-level classes are defined as shown in Table 5.1.

<table>
<thead>
<tr>
<th>Class</th>
<th>Concept Represented</th>
</tr>
</thead>
<tbody>
<tr>
<td>natural_Laws</td>
<td>Pre-existing in nature and of abstract type</td>
</tr>
<tr>
<td></td>
<td>(e.g. combustion process)</td>
</tr>
<tr>
<td>natural_Resources</td>
<td>Pre-existing in nature and of physical type</td>
</tr>
<tr>
<td></td>
<td>(e.g. water, air)</td>
</tr>
<tr>
<td>manmade_Concepts</td>
<td>Attributable to humans and of abstract type</td>
</tr>
<tr>
<td></td>
<td>(e.g. politics)</td>
</tr>
<tr>
<td>manmade_Objects</td>
<td>Attributable to humans and of physical type</td>
</tr>
<tr>
<td></td>
<td>(e.g. gas power generation plant)</td>
</tr>
</tbody>
</table>

To complement these top-level classes, this framework proposes a set of object properties to relate these four main classes to each other. Table 5.2 lists these object properties while Figure 5.3 illustrates these relations. An example of the Knowledge Domain Ontology is presented in Section 6.2.1 for energy policy.
Table 5.2. Relations between the top-level classes in the ontology.

<table>
<thead>
<tr>
<th>Class Relation</th>
<th>Object Property (Selected Example)</th>
<th>Concept Represented (Selected Example)</th>
</tr>
</thead>
<tbody>
<tr>
<td>manmade_Objects to natural_Resources</td>
<td>carries</td>
<td>Represents the interaction between machines and resources (e.g. lorry carries coal)</td>
</tr>
<tr>
<td>manmade_Objects to natural_Laws</td>
<td>utilises</td>
<td>Represents the utilisation of thermodynamic laws by machines (e.g. boiler utilises combustion)</td>
</tr>
<tr>
<td>manmade_Objects to manmade_Concepts</td>
<td>hasState</td>
<td>Represents the fact that machines have a human defined state (e.g. boiler hasState cost)</td>
</tr>
<tr>
<td>manmade_Concepts to natural_Resources</td>
<td>has_Value</td>
<td>Represents the fact that human defined states have impacts on resources (e.g. cost hasValue money)</td>
</tr>
<tr>
<td>manmade_Concepts to natural_Laws</td>
<td>encourages</td>
<td>Represents the fact that human defined concepts effect the utilisation of engineering processes (e.g. low emission laws discourages combustion)</td>
</tr>
<tr>
<td>natural_Laws to natural_Resources</td>
<td>consumes</td>
<td>Represents the utilisation of natural resources by engineering processes (e.g. combustion consumes fuel)</td>
</tr>
</tbody>
</table>

Figure 5.3. Relations between the top level classes in the ontology.
5.2.1.2 Value Partition Ontology

This framework proposes that this ontology represents the assessments from comparisons between data (e.g. 500MW, 40MW) associated with instances (e.g. coal power plant, wind power plant) in the knowledge domain for a particular property (e.g. electricity generation capacity). This comparison of data associated with combinations of instances of a particular class (e.g. electricity generation plants) for a particular criterion (e.g. electricity generation capacity) is useful as it provides a qualitative assessment (e.g. high, low) of quantitative data. Thus, for example, in a comparison between the coal and wind power plants, the qualitative assessment for coal would be high while for wind would be low for the comparison criteria of electricity generation capacity. The high and low assessments are stored in the Value Partition Ontology. Table 5.3 summarises this example.

Table 5.3. Example of assessment from the comparison of generation capacity for electricity generation plants.

<table>
<thead>
<tr>
<th>Class</th>
<th>Instance</th>
<th>Property / Criteria</th>
<th>Quantitative Data</th>
<th>Qualitative Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>electricity generation plant</td>
<td>coal power plant</td>
<td>electricity generation capacity</td>
<td>500MW</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>wind power plant</td>
<td></td>
<td>40MW</td>
<td>Low</td>
</tr>
</tbody>
</table>

The assessment stored in this ontology supports its function which is to facilitate conversion between qualitative and quantitative data in support of the program ability to simulate the understand task of the modeller. This conversion capability is necessary given that while inputs from the policy maker can be in both...
qualitative and quantitative terms, inputs into the modelling system can only be in quantitative terms.

The assessments stored in this ontology are from the comparisons made in the data clustering phase of the codification process for data as mentioned in Section 4.4.3 while the details for automatic clustering is described in Section 5.2.4. The data of the instances (e.g. coal power plant, wind power plant) for a particular property (e.g. capital cost) are clustered either automatically or manually in groups of low, medium or high. Table 5.4 illustrates an example of the clustered results for capital cost for electricity generation plants used in the Prototype Energy Modelling System.
Table 5.4. Capital cost clustering results for electricity generation plants.

<table>
<thead>
<tr>
<th>Knowledge Domain Ontology</th>
<th>Value Partition Ontology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instance</td>
<td>Quantitative Data</td>
</tr>
<tr>
<td>electricity generation plant</td>
<td>Capital Cost(^1) (GBP per MW)</td>
</tr>
<tr>
<td>Coal</td>
<td>867</td>
</tr>
<tr>
<td>Gas</td>
<td>580 - 584</td>
</tr>
<tr>
<td>Oil</td>
<td>1022 - 1131</td>
</tr>
<tr>
<td>Biomass</td>
<td>1853</td>
</tr>
<tr>
<td>Nuclear</td>
<td>2683</td>
</tr>
<tr>
<td>Wind</td>
<td>929</td>
</tr>
<tr>
<td>Solar</td>
<td>52273</td>
</tr>
<tr>
<td>Hydroelectric</td>
<td>4000</td>
</tr>
</tbody>
</table>

\(^1\) Capital cost in this context is the incurred capital cost which is capital cost \* 1/(plant capacity factor).

For example, while the cost for a 1MW solar plant is 5750 GBP, the incurred capital cost to guarantee 1MW of supplied electricity from a solar power plant is 52273 GBP as a solar power plant has a plant capacity factor of 11%.

Capital cost data taken from UK MARKAL Model Documentation [105]

This ontology therefore represents (i) the qualitative categories for data clustering, (ii) the value ranges of the respective categories (e.g. low, medium, high), (iii) the results of the data clustering, and (iv) the association between the qualitative categories and the scenarios ontology. The qualitative categories used are related to politics, economics, social issues and the environment. More extensive examples of this *Value Partition Ontology* are available in Section 6.2.2.
5.2.1.3 Scenarios Ontology

This framework proposes this ontology to represent the main drivers for the future scenarios for which the system is intended to provide an optimised solution. It is an inherent assumption in the development of this system that the user always seeks to optimise the designated resource within the context of a scenario (refer to Chapter 7 for examples of the scenario used for the case study). These scenario drivers which frame the scenario are presented as a combination of policy goals and policy targets to the user as shown in Figure 6.2 which is the GUI for the Prototype Energy Modelling System.

A scenario driver is thus a combination of both the policy goal and policy target. For example, the minimisation of capital cost is one of the policy goals for energy policy. To convert this policy goal into a scenario driver the policy target (i.e. low, medium, high) must also be specified. The user therefore frames the scenario through selection of both the policy goal and the policy target. The need to reduce future CO$_2$ emissions, the requirement to minimise capital and production costs and the urgency to increase energy security are some examples of policy goals and targets that can be used to develop scenario drivers and subsequent scenarios.

The function of this ontology is to enable the system to formulate a mathematical expression called the Technology Preference Expression, which reflects the intention of the user as defined by the selected scenario drivers. The Technology Preference Expression is an inequality made up of policy variables that have been arranged in an order of preference to provide maximum support to the selected policy goals and targets. In the ontology, these scenario drivers are represented as axioms within the classes. These axioms allow the modelling system to determine the appropriate policy variables that can best support the policy goal and policy target. The policy variables or instances are inferred through a logic reasoner.
from the Knowledge Domain Ontology. Table 5.5 illustrates, as an example, the selected results for the axiomatic inference if the significant (policy target) reduction of CO$_2$ emissions (policy goal) is defined as a scenario driver in the Figure 6.2 GUI. The axiom, which is programmed as a logic statement in the ontology, has been described in English for readability.

<table>
<thead>
<tr>
<th>Policy Goal and Target</th>
<th>Axiom Description (in English Equivalent)</th>
<th>Policy Variable</th>
<th>Inferred</th>
</tr>
</thead>
<tbody>
<tr>
<td>Significant reduction of CO$_2$ emissions.</td>
<td>Which electricity generation plants can support a significant reduction in CO$_2$ emissions?</td>
<td>Wind</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Coal</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Solar</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hydroelectric</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Oil</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gas</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Biomass</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nuclear</td>
<td>Yes</td>
</tr>
</tbody>
</table>

It is important to remember that the scenario drivers are not representations of the policy instruments. Scenario drivers must be developed for a specific ontology based on its underlying logical relationship to the policy goal, policy target and policy instrument. Both the drivers and their effects are described logically using axioms. This use of logic also ensures plausibility, a key requirement of the scenarios.

Another key consideration in development of the scenario drivers is that of trade-offs which is a key aspect of policy development. The implementation of a
policy always results in winners and losers. A reason why optimisation programs are used in policy analysis is to determine the best trade-off in achieving the policy goals. As scenario drivers are based on policy goals, these drivers should also reflect this trade-off. In this ontology, the trade-offs are reflected at two levels: at the policy goal and policy target levels.

The scenario drivers should, where possible and within reason, contradict one another. Thus most desirable outcome for an optimisation problem is to optimise for a set of scenario drivers where each driver results in the inference of a different set of policy variables. This reflects the real world situation of trade-offs and allows for variation in the possible solutions which meets the overall sum of all of the policy goals and targets.

Examples of scenario drivers that contradict each other are that of CO₂ emissions and capital cost. As Figure 5.4 illustrates, the most desirable outcome (the area in the upper right quarter of the figure) would be for both the minimisation of CO₂ emissions and minimisation of capital costs. It is however impossible to achieve both goals with the same set of electricity generation technologies. A trade-off is therefore required between the two goals and an optimisation of the electricity generation mix is required to find the best compromise.
For ontology representation purposes, this framework proposes that the scenario drivers be categorised into the topics of politics, economics, social, technological, legal and the environment. In addition, it is recommended for ease of ontology readability, that each combination of policy goal and target be represented by an axiom. Hence, the Prototype Energy Modelling System has 27 axioms to represent the nine policy goals with their three policy targets.

As mentioned earlier, the function of this ontology is to enable the system to formulate a mathematical expression called the Technology Preference Expression. For each selected policy goal and target, the system will infer a set of policy variables which is then recorded. All of these policy variables are then summed. The variables with higher number of inferences are assumed to be more preferred by the user than
variables with lower number of inferences. The technology preference expression is then formulated based on this principle.

Further details of both the inference mechanism and its role in the formulation of the Technology Preference Expression are described in Section 5.2.2.II while Figure 5.7 illustrates the flow process of the formulation. An extensive set of Technology Preference Expression examples is available in Section 6.3.2.I.

5.2.1.4 Equation Construction Ontology

The function of this ontology is to allow for the automatic formulation of the objective function and the constraints which form the set of linear programming expressions and the set of system of inequalities for optimisation. The premise on which this ontology is based is that all variables, constants (multipliers) and values (production) in an equation or mathematical expression have a logical relationship.

For this ontology to work, it must codify the variables, constants, values and logical relationship of the expression. To ensure the completeness of the codification, this framework proposes a six step process: (i) the purpose of the expression is identified, (ii) the expression is broken down into its variables, constants (multipliers) and values (product), (iii) the logical basis of the expression is identified, (iv) an axiom to enable inference of the variables and identification of the constants is made, (v) the commands to either load from the ontology or calculate the constants and values are programmed and (vi) the commands to automatically synthesise the expression is programmed.

To better illustrate this six step process, an example of its application on Expression 5.2.1 is discussed.
\[
\sum_{i=1}^{n} \text{numPwr}_i \times \text{CO2Pwr}_i \leq \text{CO2pCap} \times \text{pop}
\]

where
- \(\text{numPwr} = \text{number of electricity generation plant (plant)}\)
- \(i = \text{electricity generation technology (e.g. coal)}\)
- \(\text{CO2Pwr} = \text{CO}_2 \text{ emissions per electricity generation plant (tons/plant)}\)
- \(\text{CO2pCap} = \text{CO}_2 \text{ emissions per capita allowance (tons/capita)}\)
- \(\text{pop} = \text{population size (capita)}\)

The purpose of Expression 5.2.1 is to protect the environment by limiting CO₂ emissions from the electricity generation sector (policy goal). The maximum allowable CO₂ emissions are derived from the total population multiplied by a CO₂ per capita value (policy target). The electricity generation technologies (policy variables) which must be included in this expression are identified by \(i\). Bearing in mind that Expression 5.2.1 forms part of a set of constraints, the unknown variable that is to be solved is the number of electricity generation plants for each electricity generation technology. The constant is the amount of CO₂ emitted for each electricity generation plant. The value is the maximum allowable CO₂ emissions.

Table 5.6 summarises the results from application the first two steps of the six step process in Expression 5.2.1.
Table 5.6. Summary of results from the application of step one and step two of the six step process on Expression 5.2.1.

<table>
<thead>
<tr>
<th>Steps</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identify purpose of expression</td>
<td>Limit CO₂ emissions</td>
</tr>
<tr>
<td>Break expression down</td>
<td></td>
</tr>
<tr>
<td>Variables</td>
<td>Number of electricity generation plants</td>
</tr>
<tr>
<td></td>
<td>(numPwr) for each electricity generation</td>
</tr>
<tr>
<td></td>
<td>technology ((i))</td>
</tr>
<tr>
<td>Constants</td>
<td>CO₂ emissions per electricity generation</td>
</tr>
<tr>
<td></td>
<td>plant (CO2Pwr) for each electricity</td>
</tr>
<tr>
<td></td>
<td>generation technology ((i))</td>
</tr>
<tr>
<td>Value</td>
<td>Maximum allowable CO₂ emissions</td>
</tr>
<tr>
<td></td>
<td>(CO2pCap \ast pop)</td>
</tr>
</tbody>
</table>

For an electricity generation technology to be constrained by a CO₂ emissions limit, it must be employ a chemical process such as fossil fuel combustion which emits CO₂. This logical argument can be used as the basis of forming an axiom within the ontology. This axiom should also identify the constant necessary to calculate the amount of emitted CO₂. Figure 5.5 illustrates an example of this axiom (highlighted in green) which is part of the ontology contained within the *Prototype Energy Modelling System*. 
In plain English, this axiom states that any electricity generation technology (plant_Generation) which uses the combustion process (stoichiometric_Combustion) that consumes fuel (natural_Resources) will emit a quantity of CO$_2$ which is greater than zero (double[>="0"^^integer]). Figure 5.5 also shows the inference results of the CO$_2$ emissions constraint (Expression 4.2.1) in the *Energy Model Construction Ontology* of the *Prototype Energy Modelling System*.

![Figure 5.5. Protégé screen shot for the formulation of the CO$_2$ emissions constraint (Expression 4.2.1) in the *Energy Model Construction Ontology* of the *Prototype Energy Modelling System*.](image-url)
axiom. The electricity generation technologies that are applicable to Expression 5.2.1 are biomass, coal, gas and oil.

The fifth step involves the programming of instructions to load or calculate the constants and value. For this example, the CO$_2$ emissions per electricity generation plant are stored as data and linked to the respective generation technology using the data property $CO2$ _Emission_ _DOUBLE_. The value, on the other hand, is calculated during the optimisation phase of the calculations and therefore not stored in the ontology.

The last step of this six step process is the automatic synthesis of expression using standard computer commands which link the constants, variables and values together. For this example, the result of the synthesis is shown in Figure 6.15.

It must be noted that the computer commands for the fifth and sixth steps are not part of the ontology. The commands are instead a component of the Knowledge Inference and Expression Builder Module. Further details on that module is available in Section 5.2.2.

5.2.1.5 Engineering Models

The principle behind this module is predicated on the fact that ontologies alone are insufficient to provide a complete representation of a knowledge domain which needs to be expressed in mathematical terms. While ontologies provide excellent representation of concepts (e.g. text, words) and processes (e.g. business processes), they provide a limited representation of mathematical based processes (e.g. the material and energy balances representing chemical and mechanical processes). The capabilities of ontologies to represent mathematical models are mostly limited to numbers, cardinalities and value partitions.

The mathematical models in this module are intended to complete the
ontological representation of the knowledge domain. The models provide details of the process through the mathematical simulation of the processes themselves. The models represent the relevant energy and mass balances of the electricity generation processes in steady state conditions; real world losses are accounted for through coefficients while non steady state conditions are not considered. Simulation results from the models are stored in the ontology as data properties associated with the class representation of the respective processes. This data can be updated from within the Optimisation Modelling System by running new simulations as and when necessary.

The development of the engineering models can be broken down into several steps:

1. Identification of the classes and instances in the ontology which require models
2. Determination of the relevant mathematical expressions and engineering processes
3. Specification of the boundaries of the models and the assumptions of the processes
4. Implementation of the models using Java and use of the Mathematica Kernel for calculations
5. Testing of the models for accuracy and correctness

The completed models are indirectly linked to the ontological taxonomies through the use of text pointers. These file pointers are text annotations in the ontology class that contains the Java class (file) name of the engineering model. Java commands can be used to read the annotations and load the correct engineering model. A direct link from the files which contain the models to the ontology class or instance is not currently possible as no available Application Programming Interface (API) has been developed.
5.2.2 Knowledge Inference and Expression Builder Module

For a problem to be optimised, it must first be represented with a set of mathematical expressions. The set of expressions required are the objective function, the constraints and the Technology Preference Expression. A key requirement of this framework in order to simulate the convert task of the modeller is the automatic formulation of mathematical expressions based on the user inputs.

The main function of this module is to facilitate the logic inference of knowledge from the ontology and to use the inferred knowledge to develop expressions representative of the user's intentions. To achieve this function, this module has two components:

• Inference Engine. A Java program that uses an off the shelf description logic reasoner such as FACT++ [133], Pellet [134] or Hermit [135]. While, in principle, any reasoner can be used, this framework recommends the use of the FACT++ reasoner. FACT++, is an open source logic reasoner developed in the University of Manchester which provides extensive support for reasoning with instances, user-defined data-types and ontology debugging. FACT++ infers results from description logic based queries made to it. Its ability to interface with Java, Pellet and the OWL-API was a central criterion in its selection for this project.

• Equation Builder. A Java program that acts as a translator. It translates the inference results (e.g. policy variables) from the logic reasoner into expressions for use by the mathematics kernel of the linear programming module.
I. Formulation of the Objective Function and Constraints

This framework proposes the formulation of the objective function and the constraints through queries to the Knowledge Domain Ontology using axioms embedded in the Equation Construction Ontology. For both, the objective function (e.g. minimisation of capital cost) and constraints (e.g. required amount of generated electricity), the inferred knowledge (policy variables) are used as the variables (e.g. coal power plant) of the expression while the constants (e.g. electricity generation capacity) of the variables are loaded from the ontology by reading the literal (numbers) of the selected data property. The values are either loaded from the ontology, calculated using Java commands or inputted directly by the user. The equation builder constructs these expressions into a format compatible for use with the Linear Programming solver. For the objective function, the formulated expression can either be that of a minimum or maximum function. Figure 5.6 illustrates the process flow for the construction. Section 6.3 details the available objective functions in the Prototype Energy Modelling System while Figure 6.14 demonstrates the automatic formulation of the capital cost objective function.
The selected constraints which are used in the linear programming step of the optimisation (explained in Section 4.4.4.IV) consist of constraints that are exogenous to the optimisation and independent of the selected scenario drivers. For the Prototype Energy Modelling System, an example of a selected constraint is that of electricity demand due to the current population and industrialisation state. The complete set of constraints which are used in the system of inequalities generation step (explained in Section 4.4.4.IV) consists of all the constraints represented in the Equation Construction Ontology. Figure 5.6 illustrates the process flow for the construction. Section 6.3 details both the selected constraints and the complete set of constraints used in the Prototype Energy Modelling System while Figures 6.15 and 6.16 demonstrate
the automatic formulation of the supply and demand constraints.

II. Formulation of the Technology Preference Expression

This framework proposes the formulation of the Technology Preference Expression through the combined query of the Knowledge Domain Ontology and the Value Partition Ontology using axioms embedded in the Scenarios Ontology. The inferred knowledge (policy variables) is used to construct the Technology Preference Expression which reflects the scenario drivers selected by the user. Figure 5.7 illustrates the process flow for the construction.

![Diagram](image)

Figure 5.7. Process flow chart for the inference and construction of the Technology Preference Expression.
The principle for the construction of the *Technology Preference Expression* is based on the concept of quasi-statistics. The basic idea is that the more a variable is inferred (due to the aims declared by the user), the greater its preference or importance should be. A numerical summation is used to track the number of times a variable is inferred. These variables with the greatest number of occurrences will be placed at the head of a sorted list, while the variables with the lowest number of occurrences will be placed at the tail of the same sorted list. This sorted list is then translated into the *Technology Preference Expression*. Two formulation methods are available: *Direct* which is a deterministic process and *Random Probability* which is a stochastic process.

In the *Direct* formulation method, the equation builder constructs the mathematical inequality based strictly on the sorted list. The assumption used to construct this mathematical inequality is that the preference order for the variables is absolute.

In the *Random Probability* formulation method, the sorted list is used to generate a probability distribution curve. The size of the area for each variable under this probability curve is based on its order in the sorted list. Variables with a higher order will have a larger area. A random number generator is then used to generate a new set of random numbers and a function calculates the total number of numbers which are within each of the areas of the curve. Variables with the greatest number of numbers will be placed at the head of a new sorted list while variables with the lowest number of numbers will be placed at the tail of the new sorted list. This new sorted list is then converted into a mathematical equivalence.

Both the *Direct* and *Random Probability* formulation methods have
advantages. The Direct method allows the user to directly relate the decisions made when framing the scenarios to the final output of the program. The consistent and reproducible results are a critical aspect of optimisation using computer models. The Random Probability conversion allows for the user to introduce an element of uncertainty in the process. Given that in reality, the relationship between a policy goal, its target and the affected policy variables is not absolute, the conversion attempts to simulate this relationship using randomisation. This element of randomness highlights the fact that several combinations of policy variables could fulfil the same policy goals and targets. For example, the goal of CO$_2$ emissions reduction can be achieved using any combination of generation mix consisting of wind, solar, hydroelectric, biomass and nuclear. Indeed, in a democratic country with an open economy, the final generation mix is uncertain given the freedom of choice that people have. The Random Probability conversion simulates this uncertainty in the formulation of the Technology Preference Expression and as such allows the user to explore different solution options. Furthermore, as the Random Probability formulation method relies on several iterations, its solution is more 'robust' when compared to that of the Direct formulation method. In the Prototype Energy Modelling System, five sets of Technology Preference Expression are automatically formulated during the Random Probability formulation. In principle however, the number of sets to be formulated can be increased with additional programming.

On the other hand, both the Direct and Random Probability formulation methods have disadvantages. The reliance of the Direct formulation method on complete certainty can result in a situation where a small advantage for a particular electricity generation technology results in an
absolute advantage in mathematical terms which is not reflective of the actual intent of the policy maker. For example, if coal were to have one occurrence while gas were to have two occurrence, it would be a reasonable assumption to expect that coal would contribute 33% of total electricity generation. However, because the inequality states that gas must be higher than coal, it is possible in a LP solution for coal to contribute anywhere from 66% to 99% of the total electricity generation. With a Random Probability formulation method the inflexible nature inherent in both the Direct option and in the linear programming solutions is addressed. However, the Random Probability results are only useful if several iterations are executed (Monte Carlo simulations). Given that for each iteration, the Technology Preference Expression will change, the results of each iteration is not reproducible. Hence, it is an average of the results from hundreds of iterations that should be used. To complete such an optimisation however requires significant computational resources. Thus, for the Prototype Energy Modelling System, only five iterations are executed. To increase this number of iterations, additional programming is required.

For both formulation methods, an extensive set of examples of Technology Preference Expression based on the selected scenario drivers (energy policy goals) is available in Section 6.3.2. In addition, examples of the different solutions resulting from different Technology Preference Expressions are exhibited in Section 6.3.3, in particular in Figures 6.19 and 6.20.
5.2.3 Linear Programming Module

The function of this module is to solve the set of linear programming expressions and system of inequalities formulated by the inference engine and equation builder. As described in Section 4.4.4, a two step calculation process is employed to determine the optimum solution. This is necessary to address the fact that linear programming can converge to a local minima or maxima.

The module therefore is made up of two solvers, a \textit{Linear Programming Solver} and a \textit{System of Inequalities Solver} as illustrated in Figure 5.8. Both solvers utilise a mathematical kernel with an interface to interact with the other modules in the program. In the prototype modelling system developed using this framework, Mathematica has been selected as the mathematical kernel while Java is used as the interface language. Mathematica is a computational software program which supports procedural programming and can be used to solve linear equations [130]. Code written in the Java computer language interfaces with the Mathematica Kernel via an API provided by Wolfram Research.

The two step process flow of this module starts with the execution of the linear programming solver and ends with the complete execution of the system of inequalities solver. As explained in Section 4.4.4.III, both modules use linear programming as the principle mathematical method; differentiation is made in this framework because of the different software implementation methods in Java, different commands used in Mathematica and different constraints for the set of mathematical expressions.
I. Linear Programming Solver (First Step)

The function of this solver is to implement the first step of the calculation process. It uses a linear programming method to solve an objective function with selected constraints. The aim of this step is to obtain the optimum value of the objective function under ideal conditions. This optimum value is then used as an initial estimate for the second step. For example, in the optimisation of an electricity generation mix to meet demand with the minimisation of capital cost as the objective function, the optimum capital cost value will be that of the cheapest combination of available generation technologies which are in general fossil fuel based electricity generations. This optimum mix can be achieved because the minimisation of capital cost is the priority irrespective of other policy goals (e.g. CO$_2$ emissions reduction) or constraints (e.g. energy efficiency). Only required constraints (i.e. electricity demand) rather than optional constraints (e.g. energy efficiency) are selected.

Figure 5.8. Linear programming module process flow.
Hence the optimum is achieved under ideal conditions. Section 6.3.1 lists the objective function and selected constraints used for the *Prototype Energy Modelling System*.

II. **System of Inequalities Solver (Second Step)**

The function of this solver is to implement the second step of the calculation process. It uses a system of inequalities solver to solve a system of inequalities which consist of constraints, a modified objective function and the *Technology Preference Expression*. The modified objective function comprises the objective function of the first step on the left hand side (LHS), an inequality operator, and the optimum value from the first step on the right hand side (RHS). This optimum value is used because it represents a good starting point from which to find a new optimum value for the system of inequalities. In addition, the required solution time for the new optimum can be reduced as the entire solution space does not need to be searched. Section 6.3.1 lists the modified objective function, *Technology Preference Expression* and constraints used for the *Prototype Energy Modelling System*.

A loop subroutine is executed to allow the system to search for a new optimum solution by incrementing or decrementing the RHS value of the modified objective function. If the objective function is minimisation (e.g. minimise costs), the loop increments while if the objective function is maximisation (e.g. maximise energy efficiency), the loop decrements.

This incrementing or decrementing loop is necessary as the new optimum value on the RHS, which originates from the optimum value found in the first step, is a value under 'ideal conditions' where not all of the constrains have been considered. When used as part of the second step, where the
complete set of constraints is considered, often, a feasible solution cannot be
found unless some relaxation of this value is allowed. The magnitude of
increment or decrement is adjustable by the user from the GUI.

Variants of this two step process flow, for the formulation of the Technology
Preference Expression and optimisation of multiple objective functions, are also
implemented in this framework.

• Formulation of Technology Preference Expression. As explained in Section
5.2.2.II, if the user selects a Random Probability conversion of the Technology
Preference Expression, the second step will undergo five iterations in order to
formulate five different Technology Preference Expressions.

• Optimisation of multiple objective functions. The user can select to optimise
more than one policy goal and target. For the Prototype Energy Modelling
System, the user can select to both minimise the financial cost (i.e. capital or
total cost) and maximise the energy payback (i.e. life cycle energy payback)
simultaneously. In this variant, the first step is executed twice: once for each of
the objective functions in order to obtain the respective optimum values. The
two modified objective functions (see Section 6.3.1.II, Expressions 6.4.6, 6.4.7
and 6.4.8) are incorporated into the system of inequalities in the second step.
The second step loops and for each loop either increments (if the objective
function is to minimise) or decrements (if the objective function is to
maximise) both optima values until a feasible solution is found. The magnitude
of increments and decrements for each loop, the number of loops before each
increment or decrement and the optima which is to be incremented or
decremented first can be adjusted by the user in Java.
For the *Prototype Energy Modelling System* (Chapter 6), the Mathematica commands 'LinearProgramming' and 'FindInstance' are used by the Linear Programming solver and System of Inequalities Solver for the first and second steps respectively. Java commands are used to export the expressions to and import the results from the mathematical kernel. Java commands are also used to implement both the first and second steps of the calculation. Examples of the optimisation from the linear programming module are exhibited in Section 6.3.3, in particular in Figures 6.17 and 6.18.

### 5.2.4 Support Module

The *Support Module* encompasses four components which are a *Web Crawler*, a *Clustering Subroutine*, a *Graphing Subroutine* and the rest of the Java code necessary to integrate the modules into a coherent single program. The *Web Crawler* and *Clustering Subroutine* support the knowledge codification process as explained in Section 4.4.3 and illustrated in Figure 4.2. The *Graphing Subroutine* is used to display results from the linear programming module.

I. **Web Crawler**

A *Web Crawler* is a program which browses the Web in a systematic and automated manner. Its function, envisioned in this framework, is to locate information on the Web that can be used to support the knowledge domain. The crawler searches for articles relevant to the knowledge domain based on key words. Potential websites where such articles could reside include those of new organisations and research institutes. The key words used are taken from the ontology and represent the qualitative aspects being measured. It is proposed, as a future exercise that the web crawler be used as the interface
point for the incorporation of the techniques for automatic information discovery and ontology population developed by other researchers as mentioned in Section 4.4.3.III

II. Data Clustering Subroutine

The function of the Data Clustering Subroutine is to categorise quantitative data into qualitative categories of none, low, medium and high. These categories, which can be expanded or reduced depending on the amount of data to be categorised, provide a measure of qualitative equivalence.

This categorisation of data is achieved through the use of data clustering. Data clustering is the unsupervised classification of data into groups or clusters [136]. The technique of data clustering used is the Least Euclidean Method. In data clustering, a simple distance measure like the Euclidean distance can be used to reflect either the dissimilarity or similarity between two patterns [136]. In the Least Euclidean Distance method, the clustering of the data is such that the distances between the data is minimised.

As explained in Section 4.4.3 (Figure 4.2), the data stored in the Knowledge Domain Ontology is clustered and the results from the clustering are stored in the Value Partition Ontology. The subroutine reads the numerical values for each of the designated classes, clusters the data and then stores their clustered results into the value partition. Examples of the clustering results using this subroutine are shown in Section 6.2.2, Table 6.5.

III. Graphing Subroutine

The function of the Graphing Subroutine is to display the results from the optimisation. It uses the JfreeChart API [137] and is written in Java.
The Support Module also holds additional Java code that integrates the five main modules (i.e. Semantic Representation Module, Knowledge Inference and Expression Builder, Linear Programming Module, Graphical User Interface, Support Module) into a single coherent program. These additional code allows for ontology loading and saving, logic reasoner activation, simple mathematical calculations and file operations. The existence of these minor codes is mentioned in this paragraph for completeness of documentation. No examples are provided given that examples of such code can be found in other publications and via the internet.

5.2.5 Graphical User Interface Module

The main function of this module is to enable changes in the simulation parameters of the engineering models, the selection of the scenario drivers, the selection of scenario parameters and the display of outputs from the program. The Java Swing API has been selected because of its cross platform capability and consistent visuals across multiple operating systems. Furthermore, the Java Swing API is supported by the Netbeans IDE with automatic code generation and modification. Examples of the Graphical User Interface used in the Prototype Energy Modelling System is shown in Figures 6.2, 6.3 and 6.13.

5.3 Steps of the Framework

The steps proposed in this framework to develop an ontology-based semantic representation optimisation model for policy evaluation are summarised here:

1. Determine the specifications and parameters
2. Confirm the modelling system design
3. Develop the modelling system based on five main modules:
3.1. Semantic representation module

3.2. Knowledge inference and expression builder module

3.3. Linear programming module

3.4. Support module

3.5. Graphical user interface

4. Compile and verify the modelling system using test procedures

5. Validate the created model with case studies

5.4 Conclusion

This chapter has discussed the details of a framework for the development of an Optimisation Modelling System. The method to define the knowledge base, the design philosophy of the ontology and engineering models, the technique to use ontologies and mathematical clustering as a method for qualitative and quantitative data processing, and the use of logic inference to assist in the formulation of expressions for both linear programming and a system of inequalities optimisation are the main topics that have been discussed.

To demonstrate the framework, a Prototype Energy Modelling System has been developed. The next chapter discusses this system.
Chapter 6   Prototype Energy Modelling System

A Prototype Energy Modelling System has been developed to validate the proposed framework. This chapter discusses the implementation details of this prototype and the evidence to support its claimed performance. The emphasis of the discussion shall be on the uniqueness of this prototype which resides in its semantic representation.

Section 6.1 begins with an overview of the system and follows with a description of the specification, architecture and program flow. Section 6.2 explains in detail the contents of the Semantic Representation Module. Section 6.3 demonstrates the two main results of the prototype which are the automatic creation of an Energy Model and the ability of the created model to be optimised for an electricity generation mix. Section 6.4 offers some conclusions to the chapter.

6.1  Overview of the Prototype Energy Modelling System

A Prototype Energy Modelling System for energy policy evaluation and analysis has been developed. The prototype uses a narrow domain based approach with energy policy as the knowledge domain and policy makers in the area of energy policy analysis as the target users. The main feature of this prototype is that it combines the advantages of a mathematical model, whose strength lies in numerical data manipulation, with those of a semantic representation, whose strength lies in the manipulation of non-numerical information. This feature, which is achieved through the combined use of semantic representation, knowledge inference and linear programming, allows the Prototype Energy Modelling System to automatically create a custom Energy Model consisting of objective functions, constraints and mathematical expressions reflective of the scenario framed by the user.
The created *Energy Model* is a bottom up linear programming model with perfect foresight. It optimises for the lowest cost of energy supply which meets demand over a period of 20 to 30 years at the country level. Designed for energy policy makers, the purpose of the energy model is to explore future electricity generation mixes based on scenarios formed by the implementation of energy policies goals and targets.

A unique feature of the *Prototype Energy Modelling System* is its emphasis on energy policy goals and policy targets as inputs for the energy model. The policy goals and targets which encompass the areas of politics, economics, society and the environment are of both types, qualitative and quantitative. To offer this feature, the *Prototype Energy Modelling System* has addressed two key impediments: (i) that political and social issues are often expressed in a non-numerical fashion and hence their integration into the numerical environment of energy models is difficult and (ii) that the translation of policy goals into mathematical expressions for use in energy models must be explicit and based on some form of rationale.

The *Prototype Energy Modelling System* is able to accept qualitative and quantitative based energy policy goals and targets as inputs because of its integration to an ontology-based semantic representation. This semantic representation of energy policy is used for two purposes: (i) to translate a set of energy policy goals into a set of logic queries which is then used to determine the preferred electricity generation technologies (policy variables), and (ii) to assist in the formulation of the mathematical expressions to be used in the numerical solution of the mathematical model to propose an electricity generation mix. Within this set up, the user has only to specify the scenario drivers together with other supplemental scenario inputs such as energy consumption, electricity demand profiles, socio-economic growth rates and industrialisation state. The *Prototype Energy Modelling System* then selects the
appropriate mathematical expressions, choses the related energy data sets and automatically creates the Energy Model. The created Energy Model then outputs an electricity generation mix that is appropriate for the formulated scenario.

Our proposal to use a symbolic knowledge representation within energy modelling is not without precedence. Hung et al. describes a Knowledge Based System incorporated into MEEDES, an energy demand forecast model using VP-Expert [33]. To the best of our knowledge however, ontologies have never been applied to an optimisation based energy model for the purposes intended in this modelling system.

In terms of size and complexity, the Prototype Energy Modelling System consists of approximately 70 Java classes, 200 Java methods and 20000 lines of Java code. The ontology section of the program contains more than 200 subclasses, 70 properties, 450 axioms and 280 instances. Approximately 40MB of disk storage and 50MB of runtime memory are required.

The specifications of the Prototype Energy Modelling System are as follows:

• An easy to use system that places the emphasis on policy goals. The main inputs are the policy goals which may be either qualitative or quantitative.

• The ability to automatically formulate a set of mathematical expressions consisting of the Technology Preference Equation (which represents the selected energy policy goals), an objective function for optimisation, and constraints which represent the parameters of the case study.

• A created Energy Model that outputs an optimised electricity generation mix which meets the policy goals and targets selected by the policy maker.

The architecture of the Prototype Energy Modelling System is as described in Chapter 5. The five modules of the prototype are:
A Semantic Representation Module which represents the energy policy knowledge domain through the use of ontologies and engineering models. The module consists of four ontologies which are the Energy Policy Ontology, Value Partition Ontology, Energy Scenarios Ontology and Energy Model Construction Ontology. In addition, a mathematical-based set of engineering models, which simulate available plant technologies, supports the Energy Policy Ontology. The ontologies have been coded in the OWL Web Ontology Language (OWL) [48] using Protégé [50,51] while the engineering models have been coded in the Java computer language.

A Knowledge Inference and Expression Builder Module which facilitates knowledge inference from the ontology for the construction of a set of mathematical expressions. This is achieved through the use of description logic queries as determined by the selected energy policy goal options and the FACT++ logic reasoner [133]. The equation builder is built using Java and translates the output into commands for Mathematica.

A Linear Programming Module which obtains an optimised electricity generation mix by solving a set of mathematical expressions comprising an objective function, energy supply and demand constraints, and the Technology Preference Expression. The details of the Technology Preference Expression, which is a mathematical expression of the scenario drivers selected by the user, has been described in Section 5.2.2.II. The module is programmed in the Java computer language and is solved by the Mathematica symbolic computational software [130].

A Graphical User Interface (GUI) which allows for user input and display output. Written in Java, the module utilises the Swing widget toolkit.
JfreeChart API [137]. Figure 6.2 shows the user input window. Selectable options include the energy policy goals and their policy targets, societal state to reflect the energy consumption per capita, current population level and growth rate, maximum CO$_2$ emission in tons per capita, GDP growth rate and the electricity generation plant decommissioning rate.

- A Support Module which contains a web crawler, a data clustering component, a graphing component and other parts of the program that allow for the interoperation of the modules.

Figure 6.1 illustrates the system architecture of the Prototype Energy Modelling System together with the main inputs, data requirements and technology of each module.

![System architecture of the Prototype Energy Modelling System](image)

Figure 6.1. System architecture of the Prototype Energy Modelling System.

The information flow in the prototype is as follows. Once the prototype is started, the user is presented with a list of energy policy goals and targets applicable at the country level via a GUI as shown in Figure 6.2. Currently, nine policy goals have
been programmed with three policy targets for each goal. A weights input is also provided to allow for greater emphasis or even deactivation of a policy goal. Additional policy goals and targets can be included into the system through additional code and the modification of the ontology. Further details of these goals are discussed in Section 6.2.3.

The user can also specify other scenario parameters to effect a case study of the country of interest. Current population, population growth rates for 10 year periods, current energy per capita use (based on societal state), energy per capita growth rates for 10 year periods, maximum CO$_2$ emission per capita for electricity generation and expected plant decommissioning rates are the additional parameters that can be specified from the GUI.
The GUI in Figure 6.2 is also where the user specifies the various options for optimisation such as the simultaneous optimisation of two objective functions (multiobjective optimisation) and the Direct or Random Probability formulation methods for the Technology Preference Expression which has been explained in Section 4.2.2.II.

In addition, the user can also specify other essential parameters to reflect the current energy condition in the country of interest. Current electricity generation mix, remaining fossil fuel reserve life, electricity generation reserve margins, variation
between day and night electricity generation and maximum generation from intermittent sources are among the parameters that can be specified from a second GUI. The reserve margins allow the user to set the percentage of excess generation capacity which is important given that the system does not consider the import of electricity during shortfalls. Figure 6.3 shows the second GUI panel.

Figure 6.3. User input window for additional optimisation options.

Once the selected scenario drivers and simulation parameters have been fixed, the user activates the modelling system process by pressing the Solution button. The modelling system associates the selected policy goals and targets with a set of axioms
for use as description logic queries by a logic reasoner. The reasoner infers from the ontology the technological solutions which support the selected scenario drivers. The necessary policy variables, constants and values for the construction of additional mathematical expressions are loaded from the ontology. The formulated mathematical expressions are fed into the *Linear Programming Solver* and solved for an electricity generation mix. Examples of the mathematical expressions which form the *Energy Model* together with the optimised results are discussed in Section 6.3. Figure 6.4 summarises the information flow of the *Prototype Energy Modelling System*.

![Simplified information flow of the Prototype Energy Modelling System](image)

Figure 6.4. Simplified information flow of the *Prototype Energy Modelling System*. 

This section discusses the representation details of the energy policy knowledge domain contained in the Semantic Representation Module. As discussed in Section 4.4.1, the codified knowledge consist of the core knowledge and the application knowledge.

The core knowledge is stored in Energy Policy Ontology and the Value Partition Ontology. The application knowledge is stored in the Energy Scenarios Ontology and the Energy Model Construction Ontology. In addition, engineering models are used to support the Energy Policy Ontology. Figure 6.5 illustrates the relations between the ontologies and engineering models in this module.

![Diagram](Image)

Figure 6.5. Relations between the ontologies and the engineering models in the Semantic Representation Module for the Prototype Energy Modelling System.
6.2.1 Energy Policy Ontology

This ontology represents the core knowledge associated with electricity generation which is, in our view, an energy supply chain that centres on the transportation of energy and its transformation from one form to another. This energy supply chain involves mining, collecting, transporting, transforming, transmitting, consuming, and utilising the energy. The energy medium itself often changes from that of a fuel at the source to work (useful energy) at the destination.

Ontologically, this supply chain is represented as a collection of manmade objects (e.g. electricity generation plants) which utilise natural resources (e.g. natural gas) through the use of natural laws (e.g. stoichiometric combustion) and is influenced by manmade concepts (e.g. production costs). As proposed in the framework, the ontology (Figure 6.6) is built around two main classes, nature and manmade, with four subclasses, natural_Laws, natural_Resources, manmade_Concepts and manmade_Objects.

![Energy Policy Ontology Diagram](image)

Figure 6.6. Taxonomy of energy_Policy.

The class natural_Laws (Figure 6.7) contains some of the laws of physics and chemistry relevant to energy policy. Electricity generation, energy equilibrium, fuel combustion, and mechanical work are among the laws represented using the subclasses electricity_Generation_Process, zeroth_Law, stoichiometric_Combustion
and net_work_out. Furthermore, the ontology contains the properties consumes, generates and requires which are used to represent the relationship between these processes and the required or generated resources which are represented by the class natural_resources. Using axioms, a complete description logic statement of this relationship is made. For example, the steam generation process which requires water and generates steam, is represented by the axiom 'iHOV_steam_Generation requires water and generates steam' (iHOV stands for latent heat of vaporisation). In addition, a number of these subclasses have links to Java classes in order provide mathematical support. The property Java_Class_STRING indicates the link between the instance and the Java class which contains the mathematical expressions of the particular engineering process.

Figure 6.7. Taxonomy of natural_Laws.
The class `natural_Resources` (Figure 6.8) represents the elements and chemical compounds that are consumed or produced in the process of energy generation. Water, air, coal, oil, carbon dioxide and oxygen are examples of substances represented within this class. The class also represents, in some cases, the states of the substance in question. An example of this is steam, which is water in the vapour phase.

![Figure 6.8. Taxonomy of natural_Resources.](image)

The class `manmade_Concepts` covers the concepts related to politics, economics, society and the environment (Figure 6.9).

Politics address the issue of energy supply security which itself is a combination of both geopolitical and infrastructural risks. The geopolitical risk combines both source dependence and transit dependence risks while the infrastructure risk combines both facility dependence and structural risks [138]. The criteria used to assess the risk levels associated with oil diversification [139], the information used to determine the appropriate portfolio approach for energy security
and the results of the comparative risk assessments of energy systems [141], were all used as the basis for the determination of geopolitical and infrastructure risks and their evaluation in the value partition. The values in the partition are based on our best judgement which was, in turn, supported by the literature.

Economics cover the cost of electricity generation and the life cycle energy payback of the energy process. The full cycle of the electricity generation plant is considered by the energy payback value, which is the ratio of total energy produced during that system's normal lifespan to the energy required to build, maintain and fuel the system [142,143]. The classes *capital_Cost* and *lifecycle_Energy* represent these two concepts respectively. Capital costs and total cost data were obtained from the UK MARKAL model documentation [105]. Life-cycle energy payback data were taken from Gagnon [142] for all energy sources and generation technologies.

Environmental issues are related to land utilisation, water conservation and CO2 emissions. Land and water use for an electricity generation plant can be of special concern for electricity generation technologies such as hydroelectric power, while the CO2 emissions from an electricity generation plant are restricted by regulations [144,145]. The classes *land_Requirement*, *water_Consumption* and *CO2_Emission* represent these concepts respectively. Land requirement values were sourced from Chatzimouratidis and Pilavachi [146]. Water consumption and CO2 emission values were calculated using the engineering models.

Social aspects cover both the desirable and undesirable consequences of energy utilisation. The net creation of new jobs from either the commercialisation of new renewable energy sources or the continued development of current technologies [147,148] is a desirable aspect while the externalised costs of the energy system, such as increased pulmonary complications attributable to NOx emissions [142,149,150], are represented in the system.
The class *manmade_Objects* represents the electricity generation infrastructure (Figure 6.10). It comprises *energy_Chain_Objects* which stores the large facilities (e.g. generation plants) associated with the electricity generation supply chain and *other_Objects* which stores the small equipment (e.g. turbines) associated with electricity generation.

The *energy_Chain_Objects* represents the facilities for fossil fuel extraction (e.g. oil platform), fossil fuel transportation (e.g. pipelines), electricity generation (e.g. gas power plant), electricity transmission (e.g. electrical power lines) and electricity consumption (e.g. lights). The classes *upstream_Facilities*, *transportation_Vehicles*, *plant_Generation*, *transmission_Equipment*, and *enduser_Consumer* are used to represent these facilities. The relations between the classes are represented using the object properties *transports_via*, *delivers_to*, *connected_to*, and *transmits_to*.

The most extensive representation is the subclass *plant_Generation*, which contains eight subclasses for the representation of the coal, oil, gas, biomass, solar,
wind, hydroelectric and nuclear electricity generation plants with the assumption of on-site fuel treatment. Each plant representation is constructed in detail using axioms to relate to the main equipment used such as electricity generators, gas turbines, steam turbines and auxiliary boilers which are stored in other_Objects. The object properties consist_of connects the major equipment and components to the plant_Generation subclass. Data details such as capital cost, generation capacity, plant availability, plant capacity factor and CO$_2$ emissions are also stored and associated to the plant subclass via data properties. Furthermore, the generation plants are complemented by engineering models based on engineering processes (e.g. combined cycle) using mathematical expressions (e.g. stoichiometric combustion) with the incorporation of relevant data from the literature (e.g. air ambient temperature, which is sourced from a Geographical Information System [149]). Links are made from the generation plant level to the engineering models where a more detailed representation is required such as in the case of a Brayton cycle or a Rankine cycle.

The subclass other_Objects stores the equipment and other objects indirectly related to electricity generation. At the equipment level, each equipment is represented through the combination of its subcomponents where possible using the property 'consist_Of'. A gas turbine engine, for example, is represented through its components (i.e. compressor, combustor, power turbine) using three axioms: 'gas_Turbine consist_Of compressor', 'gas_Turbine consist_Of combustor', and 'gas_Turbine consist_Of power_Turbine'. In addition, to represent the connection between the energy infrastructure and its fuel resources the properties carries and utilises are used by the subclasses of other_Objects to relate to the subclasses of natural_Resources and natural_Laws respectively. The axioms 'steam_Generator utilises some IHOV_steam_Generation' and 'ship carries some coal' for example, represents the fact that a boiler utilises some steam generation process and that a ship
can be used to carry coal.

Figure 6.10. Taxonomy of **manmade_Objects**.

The class **manmade_Objects** uses the object property **hasState** to link the classes under **plant_Generation** (bottom of Figure 6.10) with the concepts under **manmade_Concepts** (Figure 6.9). In turn, the property **has_Value** links the classes under **manmade_Concepts** and the assessments stored in the **Value Partition Ontology**. The relationships between these classes are represented by axioms such as, for example, 'coal_Power_Plant hasState CO2_Emissions has_Value high'.

The classes **manmade_Objects** also uses the object property **utilises** to link the classes under **plant_Generation** with the laws under **natural_Laws**. The relationships
between these classes are represented by axioms, of which 'coal\_Power\_Plant consist\_Of coal\_Steam\_Boilers utilises stoichiometric\_Combustion' is an example.

The classes manmade\_Objects also use data properties to link the classes under plant\_Generation to specific data (i.e. values or literals). Examples of these data properties are CO2\_Emission\_DOUBLE and Capital\_Cost\_DOUBLE (the term DOUBLE is used because the stored data are double precision numbers). The relationships between these classes and the data are represented by axioms such as, for example, 'coal\_Power\_Plant CO2\_Emission\_DOUBLE 840' (tons per hour per specific generation capacity of the plant).

Tables 6.1 thru 6.4 summarises these relationships through selected examples:

- Table 6.1 illustrates the relationship between the Knowledge Domain Ontology and Value Partition Ontology.
- Table 6.2 illustrates the link between classes and data within the Knowledge Domain Ontology.
- Table 6.3 illustrates the relationship between energy\_Chain\_Objects and other\_Objects.
- Table 6.4 illustrates the relationship between manmade\_Objects and natural\_Processes and natural\_Resources.
Table 6.1. Selected example of the relationship between *manmade_Objects* and *manmade_Concepts* and the *Value Partition Ontology*.

<table>
<thead>
<tr>
<th>Subclass of manmade_Objects</th>
<th>Object Property</th>
<th>Subclass of manmade_Concepts</th>
<th>Property</th>
<th>Instance</th>
</tr>
</thead>
<tbody>
<tr>
<td>coal_Power_Plant</td>
<td>hasState</td>
<td>CO2_Emissions</td>
<td>has_Value</td>
<td>High</td>
</tr>
<tr>
<td>wind_Power_Plant</td>
<td>hasState</td>
<td>CO2_Emissions</td>
<td>has_Value</td>
<td>Low</td>
</tr>
</tbody>
</table>
Table 6.2. Selected example of the relationship between *manmade_Objects* and data, value or literal.

<table>
<thead>
<tr>
<th>Energy Policy Ontology</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance of coal_Power_Plant, Subclass of manmade_Objects</strong></td>
</tr>
<tr>
<td>coal_Power_Plant_INSTANCE</td>
</tr>
<tr>
<td>coal_Power_Plant_INSTANCE</td>
</tr>
</tbody>
</table>
Table 6.3. Selected example of the relationship between `plant_Generation` and `equipment`.

<table>
<thead>
<tr>
<th>Energy Policy Ontology</th>
<th>Object Property</th>
<th>Subclass of equipment, Subclass of other_Objects, Subclass of manmade_Objects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subclass of plant_Generation, Subclass of energy_Chain_Objects, Subclass of manmade_Objects</td>
<td>consist_Of</td>
<td>coal_Steam_Boiler</td>
</tr>
<tr>
<td>coal_Power_Plant</td>
<td></td>
<td></td>
</tr>
<tr>
<td>coal_Power_Plant</td>
<td>consist_Of</td>
<td>electricity_Generator</td>
</tr>
</tbody>
</table>
Table 6.4. Relationship between `other_Objects` and `natural_Laws` and `natural_Resources`.

<table>
<thead>
<tr>
<th>Subclass of <code>other_Objects</code>, subclass of <code>manmade_Objects</code></th>
<th>Object Property</th>
<th>Subclass of <code>natural_Laws</code></th>
<th>Object Property</th>
<th>Subclass of <code>natural_Resources</code></th>
</tr>
</thead>
<tbody>
<tr>
<td><code>coal_Steam_Boiler</code></td>
<td>utilises</td>
<td><code>stoichiometric_Combustion</code></td>
<td>consumes</td>
<td><code>coal</code></td>
</tr>
<tr>
<td><code>coal_Steam_Boiler</code></td>
<td>utilises</td>
<td><code>stoichiometric_Combustion</code></td>
<td>requires</td>
<td><code>air</code></td>
</tr>
<tr>
<td><code>electricity_Generator</code></td>
<td>utilises</td>
<td><code>electricity_Generation_Process</code></td>
<td>generates</td>
<td><code>electricity</code></td>
</tr>
</tbody>
</table>
6.2.2 Value Partition Ontology

The Value Partition Ontology stores the classification assessment of data related to objects in the Energy Policy Ontology. The classification assessments are based on the policies declared in the energy policy goals and targets. For each energy policy goal, the value partition stores three clusters which define the three policy targets. In principle however, the number of clusters and thus the number of levels can be expanded if the user so wishes.

The storage of the classification assessment of data in this ontology allows the program to associate quantitative values to qualitative categories. Quantitative values taken from the MCDA literature are the primary source of data used for classification. However, some values have been calculated using the engineering models. The classification of the data has followed path 1 and path 2 of the data codification paths illustrated in Figure 4.2.

An example of an energy policy goal that is stored in this ontology is the maximisation of life cycle energy payback. Three policy targets which are low, medium, and high are available based on the data clustering results of the values published by a paper by Gagnon [142]; the values between 0-5 have been categorised as low, 6-33 as medium and 34-280 as high.

The ontology currently stores seven sets of categorised value ranges. The seven sets are for capital cost, life cycle energy payback, CO$_2$ emissions, land utilisation, water consumption, new job creation and social acceptance.

The quantitative energy policy goals primarily encompass the topics of economics and the environment. The data for these goals are capital and total costs [105], life cycle energy payback [142], and land utilisation of electricity generation plants [146]. The water consumption of electricity generation technologies and the CO$_2$ emissions of electricity generation processes were calculated using the
engineering models. In addition, the consideration of the potential future reduction of CO₂ emissions was based on data published in the literature [149].

The qualitative energy policy goals are typically those related to society and politics. Literature data on the social acceptance of electricity generation technologies [146] and on the creation of new jobs from the implementation of new generation technologies [147] were used. Two additional energy policy goals, i.e. public health and energy security, are also stored in this ontology but are classified through other means as described later in this section.

The value ranges used to categorise a particular value as low, medium or high is shown in Table 6.5.
Table 6.5. Value ranges for low, medium and high.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value Ranges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Low</td>
</tr>
<tr>
<td>Capital Cost</td>
<td>GBP per MW at plant capacity factor</td>
<td>445</td>
</tr>
<tr>
<td>Life Cycle Energy Payback</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>34</td>
</tr>
<tr>
<td>CO₂ Emissions</td>
<td>tons per hour per plant</td>
<td>0</td>
</tr>
<tr>
<td>Land Utilisation</td>
<td>km² per 1000MW</td>
<td>25</td>
</tr>
<tr>
<td>Water Consumption</td>
<td>tons per hour per plant</td>
<td>0</td>
</tr>
<tr>
<td>New Job Creation</td>
<td>new employees per 500MW</td>
<td>110</td>
</tr>
<tr>
<td>Social Acceptance</td>
<td>MCDA value</td>
<td>2.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15.9</td>
</tr>
</tbody>
</table>

Given the value ranges in Table 6.5, the classification of the electricity generation technologies, based on their literature or calculated values, are listed in Table 6.6.
Table 6.6. Classification of electricity generation sources.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Classification of Generation Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low</td>
</tr>
<tr>
<td>Capital Cost</td>
<td>Gas</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Life Cycle Energy Payback</td>
<td>Biomass</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>CO₂ Emissions</td>
<td>Biomass</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Land Utilisation</td>
<td>Coal</td>
</tr>
<tr>
<td></td>
<td>Gas</td>
</tr>
<tr>
<td></td>
<td>Oil</td>
</tr>
<tr>
<td>Water Consumption</td>
<td>Wind</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>New Job Creation</td>
<td>Coal</td>
</tr>
<tr>
<td></td>
<td>Gas</td>
</tr>
<tr>
<td></td>
<td>Oil</td>
</tr>
<tr>
<td></td>
<td>Hydroelectric</td>
</tr>
<tr>
<td></td>
<td>Nuclear</td>
</tr>
<tr>
<td>Social Acceptance (MCDA)</td>
<td>Coal</td>
</tr>
<tr>
<td></td>
<td>Nuclear</td>
</tr>
<tr>
<td></td>
<td>Wind * (UK)</td>
</tr>
<tr>
<td></td>
<td>Solar</td>
</tr>
</tbody>
</table>
Changes to the classification which are inconsistent with the reference literature are indicated with an asterisk (*). These changes have been made because in our opinion, the MCDA data does not reflect the situation in the target countries of the case studies (i.e. the United Kingdom and Malaysia) where the Prototype Energy Modelling System will be tested. For social acceptance, the MCDA numbers from the literature indicate that oil has low and wind has high social acceptance rates. However, a literature review from the United Kingdom would refute the assertion of wind as a widely accepted source of energy [151]. In addition, oil as represented in the Prototype Energy Modelling System, forms part of IGCC installations due to the current situation in Malaysia where natural gas shortages have resulted in the need to use distillates as a fuel substitute [152,153].

In addition to the seven sets of categorised range values shown in Table 6.5, this ontology also stores the classification for public health risks and energy security levels associated with each electricity generation source (see Table 6.7). These classifications have been compiled based solely on our understanding of the literature and follows path 3 of the data codification paths illustrated in Figure 4.2.

For public health, as measured by NOx and SO2 emissions from the electricity generation sector, over 80% of such emissions originate from coal fired generation while approximately 15% are from oil and gas fired generation [154]. In addition, while it is true that nuclear plants do not emit NOx and SO2, and have high safety standards [155], the damage caused by a nuclear release when an does accident occur, as illustrated by events in Chernobyl, Fukushima and Three Mile Island, warrants a high risk assessment to public health.

For energy security risk, measured both by geopolitical and infrastructural risks, renewable sources have low risks in both categories. Renewable sources are normally located in the country of use and the generation facilities are scalable and
thus have minimal project failure risks [156]. Coal has small energy supply risks given their widespread availability in most countries [157] while natural gas is highly dependent upon the geographical area [157, 158, 159]. Oil represents the highest risk of energy supply given its concentration in certain areas of the world [158, 159] and with most of these countries currently facing geopolitical instability [160]. Nuclear technology is subjected to strict supply control to avoid weapons proliferation [161].

Table 6.7. Classification of electricity generation sources with respect to public health and energy supply security risk.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Classification of Generation Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low</td>
</tr>
<tr>
<td>Public Health Risk</td>
<td>Biomass</td>
</tr>
<tr>
<td></td>
<td>Solar</td>
</tr>
<tr>
<td></td>
<td>Hydroelectric</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
</tr>
<tr>
<td>Energy Supply Security Risk</td>
<td>Biomass</td>
</tr>
<tr>
<td></td>
<td>Coal</td>
</tr>
<tr>
<td></td>
<td>Hydroelectric</td>
</tr>
<tr>
<td></td>
<td>Solar</td>
</tr>
<tr>
<td></td>
<td>Wind (UK) *</td>
</tr>
</tbody>
</table>

6.2.3 Energy Scenarios Ontology

The function of this ontology is to provide a description logic translation of the drivers used for scenario development. The scenarios are framed by the identified energy policy goals and policy targets. This selection is then translated into logic queries for the knowledge inference from the Energy Policy Ontology. The inferred policy variables are then used to formulate the Technology Preference Expression. Figure 6.11 is the Protégé screen shot of the ontology hierarchy for the Energy
Figure 6.11. Protégé screen shot of the taxonomy of the *Energy Scenarios Ontology*. 

*Scenarios Ontology.*
From the literature, nine scenario drivers in relation to energy have been identified to represent the aspirations of society. Each policy goal has three selected policy targets for a total of 27 scenario driver options. The nine policy goals are:

- The minimisation of capital cost which reflects the trade-off between monetary cost and effective energy utilisation. Cheaper energy solutions are often less efficient than their more expensive counterparts. Hence, the cheapest financial solution might not be the best solution from the standpoint of energy utilisation.

- The maximisation of life cycle energy payback which reflects the trade-off between effective energy utilisation and monetary cost. More efficient energy solution are often more expensive.

- The future reduction of CO₂ emissions which reflects the commitment of the electricity generation industry to the reduction of CO₂ emissions in the future.

- The maximisation of water conservation which reflects the increased concern on the water consumption for electricity generation.

- The minimisation of public health risk which reflects the external cost to society due to emissions of NOx, and CO₂ from electricity generation.

- New jobs creation, which reflects the potential creation of new jobs from the adoption of new electricity generation technologies and facilities

- Land utilisation which reflects the limitation of usable land for commercial, residential, industrial and electricity generation sites.

- The importance of social acceptability which reflects society's concern for the environmental impact caused by electricity generation facilities such as hydroelectric and nuclear power and society's objection to the aesthetic degradation caused by certain facilities such as wind power.
• The level of energy supply security risk which reflects the infrastructural and geopolitical risks of an energy source (e.g. the presence of oil platforms in politically unstable regions or the transactional complexities associated with the construction of nuclear power plants).

6.2.4 Energy Model Construction Ontology

The function of this ontology is to store the axioms necessary to enable logic inference of the variables and constants for (i) the construction of the objective function and constraints of the linear programming model, and (ii) the construction of the constraints for the system of inequalities.

Three classes with their associated axioms have been created for the generation of the objective functions corresponding to capital cost, total cost and life cycle energy payback (Figure 6.12). The objective function for cost, which is a more simple version of those employed in existing energy models [78,162], is the minimisation of capital cost of the energy infrastructure (i.e. power plants). The objective function for life cycle energy payback, which is a dimensionless number, is the maximisation of the energy efficiency of the energy supply and conversion process.

Several classes with axioms have been created for both supply and demand constraints. Supply based constraints limit the total electricity generation while demand based constraints dictate minimum electricity generation. The supply constraints represented are the maximum allowable CO\textsubscript{2} emissions from electricity generation and the maximum allowable electricity supply from intermittent generation sources (i.e. wind and solar). The total allowable intermittent generation is a supply constraint designed to guarantee the stability of the entire electricity network [163]. The demand constraints are the minimum average day and night electricity
generation, the minimum heat and power production and the minimum annual reserve electricity installation facilities. The minimum night electricity generation differs from that of the minimum day generation in that solar generation is excluded from the former. In addition, the required minimum night electricity demand is lower than the day demand due to reduced economic activities at night [164]. The reserve electricity installation facilities (primarily fossil fuel fired generation plants) represent the generation capacity in excess of demand which contributes to the electricity reserve margin.

Figure 6.12. Taxonomy of the Energy Model Construction Ontology.
6.2.5 Engineering Models

The philosophy behind the use of mathematical-based engineering models is predicated on the fact that ontologies on their own are insufficient to provide a complete representation of the knowledge domain of energy policy. To represent the details of an engineering process such as the Brayton cycle, mathematical models are required. The models form part of the representation but are programmed in Java and linked to classes in the Energy Policy Ontology.

From a user standpoint, one advantage of the engineering models is the ability to quickly and consistently modify the plant representations in the ontology. By changing the operating parameters of the respective models, a new plant simulation can be made and the results of the simulation can be stored into the ontology automatically. Changes to the operating parameters for all the models can be effected from the GUI as in Figure 6.13. In addition while the GUI allows only a limited number of changes to the operating parameters of the plant, in principle, the amount and range of allowable changes can be expanded with additional programming.

Eight electricity generation plant models have been built to support the ontology in the Prototype Energy Modelling System. These are:

- **Coal Power Plant** which simulates a coal fired auxiliary boiler in a simple cycle. The model accepts two inputs: coal consumption in tons per day (2000 - 160000) and the temperature and pressure of the steam cycle (40 bars or 100 bars at 673 K or 993 K). The ontological, model and mathematical details are provided in Table 6.8

- **Gas Power Plant** which simulates a natural gas fired turbine in either a simple cycle, combined cycle or heat and power cycle. The combined and heat and power cycles have waste heat boilers that operate at 40 bars and 673 K. The
model accepts two inputs: natural gas consumption in tons per day and the method of combustion calculation. The ontological, model and mathematical details are provided in Table 6.9

- **Oil Power Plant** which simulates an oil fired gas turbine in either a combined cycle or heat and power cycle. The combined and heat and power cycles have waste heat boilers that operate at 40 bars and 673 K. The model accepts two inputs: oil consumption in tons per day and the method of combustion calculation. The ontological, model and mathematical details are provided in Table 6.10

- **Wind Power Plant** which simulates an onshore wind turbine. The model accepts three inputs: turbine blade diameter, the number of turbine units and geographical location. The wind speed is automatically determined from the geographical location. The ontological, model and mathematical details are provided in Table 6.11

- **Water Power Plant** which simulates a hydroelectric installation. The model accepts a single input: the geographical location of the plant. The height of the dam and river flow rates are automatically determined based on their geographical location. The ontological, model and mathematical details are provided in Table 6.12

- **Solar Power Plant** which simulates two solar technologies: solar photovoltaic and solar concentrator. The solar concentrator has a waste heat boiler operating at 40 bars 673K. The model accepts two inputs: the size of the photovoltaic or mirrors and the geographical location of the facility. The solar insolation values are automatically determined from the geographical location. The ontological, model and mathematical details are provided in Table 6.13
• **Biomass Power Plant** which simulates a biomass fired auxiliary boiler in a simple cycle. The model accepts two inputs: the feed type (generic biomass or palm oil empty fruit bunches) and the size of the biomass plantation. The auxiliary boiler operates at 40 bars 673 K. The ontological, model and mathematical details are provided in Table 6.14

• **Nuclear Power Plant** which simulates a nuclear reaction heated waste heat boiler in a combined cycle. The boiler operates at 100 bars 993 K. The ontological, model and mathematical details are provided in Table 6.15.

Figure 6.13. GUI for electricity generation plant.
As with the ontology, each electricity generation plant model has been constructed through the combination of its constituting equipment. These main equipment, which appear as individual classes in the ontological taxonomy also appear as individual Java Classes (programs) and Java Methods (procedures). This has been done to maintain consistency between the ontological representations and the engineering models.

Examples of main equipment that have been modelled include gas turbines, auxiliary and waste heat boilers, wind turbines, hydroelectric turbines, steam turbines, water pumps, generators, and solar photovoltaic panels. Examples of constituting equipment that have been modelled include compressor, combustor, gas generator and power turbine. Examples of mathematical formula include combustion, latent heat of vaporisation and net work. Examples of engineering processes that have been modelled include the Brayton and Rankine cycle.

To enhance the accuracy of the engineering models, data from the literature have been incorporated. Such data include average ambient air temperature [149], NO\textsubscript{x} emissions per unit of energy generated, quality of fuel used, calorific fuel values, average wind speed, average solar insolation and total hydroelectric potential [28].

Tables 6.8-6.15 illustrate the ontology and engineering model arrangements for each electricity generation plant. These tables contain two main parts: the *Energy Policy Ontology* and the Mathematical-based Engineering Models

- The *Energy Policy Ontology* (columns 1 thru 4) consists of a set of objects (subclasses). At the top level, the main object is a power plant (column 1). This power plant is constructed from its constituting main equipment (column 2). In turn, these main equipment are made up of a set of main components (column 3) which uses specific engineering processes (column 4).
The Mathematical-based Engineering Models (columns 5 thru 9) consist of a main program for each power plant (column 5). This program is formed by combining other programs which simulate the main equipment (column 6) of the plant. In turn these main programs that made up of smaller programs which simulate the main components (column 7) which contain the required procedures (column 8) to execute the calculations using the mathematical formulas for the respective processes (column 9). The details of the formulas are listed in the Appendix section of this thesis.

The main intention of Tables 6.8-6.15 is to illustrate the link between the ontology and the engineering models. The modelling system maintains a consistent taxonomy. Each class or subclass in the ontology has a corresponding class or procedure in Java. In addition, Tables 6.8-6.15 illustrate the reusability of both the ontologies and the engineering models. For example, while the system models three different kinds of gas power plants (Table 6.9) - simple cycle, combined cycle and heat and power - the ontologies and engineering models to represent the plants are similar from the main equipment and main program levels downwards. Simply by combining different main equipments (column 2) and main programs (column 5), different types of gas power plants can be represented and simulated.
Table 6.8. Relationship between the ontology and the engineering model for Coal Power Plant.

<table>
<thead>
<tr>
<th>Energy Policy Ontology</th>
<th>Mathematical-based Engineering Model (Coal Power Plant)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subclass of plant_Generation</td>
<td>Java Class (Program)</td>
</tr>
<tr>
<td>Subclass of other_Objects</td>
<td>Subclass of engineering_Process</td>
</tr>
<tr>
<td>cock_Power_Plant</td>
<td>coaSteam_Boiler</td>
</tr>
<tr>
<td></td>
<td>steam_Generator</td>
</tr>
<tr>
<td></td>
<td>steam_Turbine</td>
</tr>
<tr>
<td></td>
<td>generator</td>
</tr>
<tr>
<td></td>
<td>pump</td>
</tr>
<tr>
<td></td>
<td>cold_Exchanger</td>
</tr>
<tr>
<td></td>
<td>water_Treatment</td>
</tr>
<tr>
<td></td>
<td>-</td>
</tr>
</tbody>
</table>

This table illustrates the relationship between the Ontology and the Mathematical Model. Each object (Subclass) in the Ontology has a corresponding program (Java Class) or subroutine within the program (Java Method) in the Mathematical Model. The mathematical equation is stored as a subroutine (Method) in the program (Java Class). The mathematical equations are listed in the Appendix.
### Table 6.9. Relationship between the ontology and the engineering model for Gas Power Plant.

<table>
<thead>
<tr>
<th>Energy Policy Ontology</th>
<th>Mathematical-based Engineering Model (Gas Power Plant)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subclass of plant_Generation</td>
<td>Subclass of other_Objects</td>
</tr>
<tr>
<td>manmade_Objects</td>
<td>natural_Laws</td>
</tr>
<tr>
<td>compressor</td>
<td>air_suction</td>
</tr>
<tr>
<td>combustor</td>
<td>stoichiometric_Combustion</td>
</tr>
<tr>
<td>power_turbine</td>
<td>net_Work_Out</td>
</tr>
<tr>
<td>gas_Turbine</td>
<td></td>
</tr>
<tr>
<td>steam_Boiler</td>
<td>steam_Generator</td>
</tr>
<tr>
<td>steam_Turbine</td>
<td>steam_Rotor</td>
</tr>
<tr>
<td>generator</td>
<td>electrical_Generator</td>
</tr>
<tr>
<td>pump</td>
<td>pump_Rotor</td>
</tr>
<tr>
<td>heat_Exchange</td>
<td>-</td>
</tr>
<tr>
<td>cold_Exchange</td>
<td>-</td>
</tr>
<tr>
<td>water_Treatment</td>
<td>-</td>
</tr>
<tr>
<td>gas_Power_Plant</td>
<td>gas_Power_Plant</td>
</tr>
</tbody>
</table>

See Table 6.8 for description of table.

There are three configurations under gas_Power_Plant (i.e. Simple Cycle, Combined Cycle, Heat and Power). The objects which make up the different configurations are list below:

- Simple Cycle is made up of the objects gas_Turbine and generator
- Combined Cycle is made up of the objects gas_Turbine, steam_Boiler, steam_Turbine, generator, pump, cold_Exchange, water_Treatment
- Heat and Power is made up of the objects gas_Turbine, steam_Boiler, generator, heat_Exchange, pump, cold_Exchange, water_Treatment
Table 6.10. Relationship between the ontology and the engineering model for *Oil Power Plant*.

<table>
<thead>
<tr>
<th>Subclass of manmade_Objects</th>
<th>Subclass of other_Objects</th>
<th>Subclass of natural_Laws</th>
<th>Energy Policy Ontology</th>
<th>Mathematical-based Engineering Models (<em>Oil Power Plant</em>)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subclass of plant_Generation</td>
<td>Subclass of other_Objects</td>
<td>Subclass of engineering_Process</td>
<td>Java Class</td>
<td>Java Class</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Object</th>
<th>Java Class</th>
<th>Method (Procedure)</th>
<th>Formulas</th>
</tr>
</thead>
<tbody>
<tr>
<td>gas_Turbine</td>
<td>compressor.java</td>
<td>airSuction</td>
<td>B.1</td>
</tr>
<tr>
<td>combinator</td>
<td>stoichiometric_Combustion</td>
<td></td>
<td>B.2</td>
</tr>
<tr>
<td>power_turbine</td>
<td>net_Work_Out</td>
<td></td>
<td>B.3</td>
</tr>
<tr>
<td>steam_Boiler</td>
<td>steam_Generator</td>
<td>IHOV_steam_Generator</td>
<td>A.3</td>
</tr>
<tr>
<td>steam_Turbine</td>
<td>steam_Rotor</td>
<td>net_Work_Out</td>
<td>A.4</td>
</tr>
<tr>
<td>generator</td>
<td>electrical_Generator</td>
<td>electricity_Generation java</td>
<td>A.5.1</td>
</tr>
<tr>
<td>pump</td>
<td>pump_Rotor</td>
<td>net_Work_Out</td>
<td>A.6</td>
</tr>
<tr>
<td>heat_Exchange</td>
<td>-</td>
<td>zerothLaw</td>
<td>A.7</td>
</tr>
<tr>
<td>cold_Exchange</td>
<td>-</td>
<td>zerothLaw</td>
<td>A.5</td>
</tr>
<tr>
<td>water_Treatment</td>
<td>-</td>
<td>filter_osmosis_desalination</td>
<td>A.8.1</td>
</tr>
</tbody>
</table>

See Table 6.8 for description of table.

There are two configurations under *oil_Power_Plant* (i.e. Simple Cycle, Combined Cycle, Heat and Power). The objects which make up the different configurations are list below:

- Combined Cycle is made up of the objects: gas_Turbine, steam_Boiler, steam_Turbine, generator, pump, water_Treatment, cold_Exchange
- Heat and Power is made up of the objects: gas_Turbine, steam_Boiler, generator, heat_Exchange, pump, water_Treatment, cold_Exchange
Table 6.11. Relationship between the ontology and the engineering model for *Wind Power Plant*.

<table>
<thead>
<tr>
<th>Energy Policy Ontology</th>
<th>Subclass of manmade_Objects</th>
<th>Subclass of natural_Laws</th>
<th>Java Class</th>
<th>Mathematical-based Engineering Models (Wind Power Plant)</th>
<th>Subclass of engineering_Process</th>
<th>Java Class</th>
<th>Java Class</th>
<th>Java Class</th>
<th>Formulas (see Appendix)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>wind_TurbineNacelle</td>
<td>electricity_Generation</td>
<td></td>
<td></td>
<td>electricity_Generation</td>
<td>java</td>
<td>generator</td>
<td>CG.1</td>
<td></td>
</tr>
</tbody>
</table>

See Table 6.8 for description of table

Table 6.12. Relationship between the ontology and the engineering model for *Hydroelectric Power Plant*.

<table>
<thead>
<tr>
<th>Energy Policy Ontology</th>
<th>Subclass of manmade_Objects</th>
<th>Subclass of natural_Laws</th>
<th>Java Class</th>
<th>Mathematical-based Engineering Models (Hydroelectric Power Plant)</th>
<th>Subclass of engineering_Process</th>
<th>Java Class</th>
<th>Java Class</th>
<th>Java Class</th>
<th>Formulas (see Appendix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subclass of plant_Generation</td>
<td>water_Turbine</td>
<td>water_TurbineRotor</td>
<td>net_Work_Out</td>
<td>hydroelectric_Flow</td>
<td>water_TurbineNacelle</td>
<td>java</td>
<td>net_Work_Out</td>
<td>E.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>electrical_Generator</td>
<td>electricity_Generation</td>
<td></td>
<td></td>
<td>electricity_Generation</td>
<td>java</td>
<td>generator</td>
<td>EG.1</td>
<td></td>
</tr>
</tbody>
</table>

See Table 6.8 for description of table
Table 6.13. Relationship between the ontology and the engineering model for Solar Power Plant.

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Class (Program)</td>
</tr>
<tr>
<td>Subclass of manmade_Objects</td>
<td>Solar_Power_Plant.java</td>
</tr>
<tr>
<td></td>
<td>solar_Array</td>
</tr>
<tr>
<td>Subclass of natural_Laws</td>
<td>steam_Turbine.java</td>
</tr>
<tr>
<td></td>
<td>solar_Concentrator</td>
</tr>
<tr>
<td>Subclass of engineering_Process</td>
<td>steam_Generator</td>
</tr>
<tr>
<td></td>
<td>steam_Generator</td>
</tr>
<tr>
<td></td>
<td>generator</td>
</tr>
<tr>
<td></td>
<td>pump</td>
</tr>
<tr>
<td></td>
<td>cold_Exchanger</td>
</tr>
<tr>
<td></td>
<td>water_Treatment</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

See Table 6.8 for description of table.
Table 6.14. Relationship between the ontology and the engineering model for *Biomass Power Plant*.

<table>
<thead>
<tr>
<th>Energy Policy Ontology</th>
<th>Subclass of manmade_Objects</th>
<th>Subclass of natural_Laws</th>
<th>Subclass of engineering_Process</th>
<th>Java Class (Program)</th>
<th>Java Class (Program)</th>
<th>Java Class</th>
<th>Formulas (see Appendix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>biomass_Power_Plant</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>biomass_Power_Plant</td>
<td>biomass_Plantation *</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>F.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>steam_Turbine</td>
<td>steam_Rotor</td>
<td>net_Work_Out</td>
<td>biomass_Power_Plant</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>generator</td>
<td>electrical_Generator</td>
<td>electricity_Generation</td>
<td></td>
<td>electrical_Generator</td>
<td>generator</td>
<td></td>
<td>A.4</td>
</tr>
<tr>
<td>pump</td>
<td>pump_Rotor</td>
<td>net_Work_Out</td>
<td></td>
<td>pump</td>
<td>pump_Rotor</td>
<td>net_Work_Out</td>
<td></td>
</tr>
<tr>
<td>cold_Exchanger</td>
<td></td>
<td>zeroth_Law</td>
<td></td>
<td>cold_Exchanger</td>
<td>cold_Exchange</td>
<td>zeroth_Law</td>
<td>A.5</td>
</tr>
<tr>
<td>water_Treatment</td>
<td></td>
<td>filter_oxygenation_denalsiation</td>
<td></td>
<td>water_Treatment</td>
<td>waterBoilerInTreatment</td>
<td></td>
<td>A.8.1 A.8.2</td>
</tr>
</tbody>
</table>

See Table 6.8 for description of table.

* biomass_Plantation is a subclass of upstream_Facilities and not other_Objects
Table 6.15. Relationship between the ontology and the engineering model for Nuclear Power Plant.

<table>
<thead>
<tr>
<th>Subclass of manmade_Objects</th>
<th>Subclass of natural_Laws</th>
<th>Energy Policy Ontology</th>
<th>Mathematical-based Engineering Model (Nuclear Power Plant)</th>
<th>Formulas (see Appendix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>nuclear_Reactor *</td>
<td>-</td>
<td>nuclear_Reaction</td>
<td>steam_Boiler.WHBBosler.java</td>
<td>A.3</td>
</tr>
<tr>
<td>steam_Generator</td>
<td>-</td>
<td>IHOV_steam_Generator</td>
<td>steam_Generation.java</td>
<td></td>
</tr>
<tr>
<td>steam_Turbine</td>
<td>steam_Rotor</td>
<td>net_Work_Out</td>
<td>net_Work_Out</td>
<td>A.4</td>
</tr>
<tr>
<td>generator</td>
<td>electrical_Generator</td>
<td>electricity_Generation</td>
<td>electrical_Generator.java</td>
<td>AG.1</td>
</tr>
<tr>
<td>pump</td>
<td>pump_Rotor</td>
<td>net_Work_Out</td>
<td>pump_Rotor.java</td>
<td>A.6</td>
</tr>
<tr>
<td>cold_Exchanger</td>
<td>-</td>
<td>zerothLaw</td>
<td>cold_Exchanger.java</td>
<td>A.5</td>
</tr>
<tr>
<td>water_Treatment</td>
<td>-</td>
<td>filter_osmosis_desalination</td>
<td>waterBoilerInTreatment.java</td>
<td>A.8.1, A.8.2</td>
</tr>
</tbody>
</table>

See Table 6.8 for description of table

* mathematical model for nuclear reaction not programmed. User must instead specify the expected heat production rate (Q_wasteheat) for the waste heat boiler.
6.3 Application of the Semantic Representation of the Energy Policy Knowledge Domain

The application of the semantic representation of the energy policy knowledge domain is done through logic inference. This inference uses a logic reasoner, FACT++ and the mathematical software package Mathematica; both of which have been integrated into the Prototype Energy Modelling System through the use of Java.

As described in Section 5.2.2, the Knowledge Inference and Expression Builder Module employs a reasoner which (i) uses axioms stored in the Energy Model Construction Ontology to infer the required policy variables (i.e. electricity generation plants) for the construction of the mathematical expressions (i.e. objective function and constraints) and (ii) uses axioms stored in the Energy Scenarios Ontology to infer the required policy variables for the construction of the Technology Preference Expression.

In addition, the Knowledge Inference and Expression Builder Module loads the associated constants (e.g. plant generation installed capacity, CO$_2$ emissions, steam production capacity) and values for the constraints from the Energy Policy Ontology. Where necessary, the values that are not stored in the ontology are calculated, for example the total electricity demand which is based on both the population and the state of industrialisation in the specific simulation year. Mathematical expressions are formulated and then sent to the Linear Programming Module. The mathematical technique to solve the mathematical expression has been previously discussed in Section 5.2.3. The solution is then plotted.

This subsection demonstrates the application of the semantic representation within the Prototype Energy Modelling System. First, the mathematical expressions used for optimisation are presented. Second, the formulation of the Technology Preference Expressions is demonstrated. Third, examples of the formulation of the
objective function and constraints are provided. Fourth, a set of optimised electricity
generation mixes for a given set of scenario drivers is shown.

6.3.1 Mathematical Expressions for the Sets of Linear Programming
and System of Inequalities

As described in Section 4.4.4.IV, two sets of expressions are formulated: a set
of linear programming expressions and a set of system of inequalities.

I. Set of Linear Programming Expressions

The set of linear programming expressions consists of:

• An objective function comprising of either the capital cost or the total cost
  for an electricity generation plant or a multiobjective function (explained
  in Section 5.2.3.II) comprising of either the capital cost or the total cost
  for an electricity generation plant and the life cycle energy payback of the
  electricity generation process. The capital cost objective function is shown
  in Expression 6.4.1, the total cost objective function is shown in
  Expression 6.4.2 and the life cycle energy payback objective function is
  shown in Expression 6.4.3. The variables \( t_{eG} \) and \( t_{eP} \) are the amount of
  electricity generation capacity and the amount of electricity production for
  each of the technologies in the generation mix that fulfils all the
  constraints in the set of linear programming expressions.
minimise \( \sum_{i=1}^{n} c_i \cdot teG_i \)  

where  
- \( c = \text{capital cost per MW of generation capacity} \quad (\text{GBP£/MW}) \)  
- \( i = \text{electricity generation technology (e.g. coal, wind, solar)} \)  
- \( teG = \text{total electricity generation capacity in linear programming solution} \quad (\text{MW}) \)

\[ (6.4.1) \]

\[
\minimise\left(\sum_{i=1}^{n} c_i \cdot teG_i + om_i \cdot teP_i\right)
\]

where  
- \( om = \text{operation cost per MW of production} \quad (\text{GBP£/MW}) \)  
- \( teP = \text{total electricity production} \quad (\text{MW}) \)

\[ (6.4.2) \]

\[
\maximise\left(\sum_{i=1}^{n} lcep_i \cdot teP_i\right)
\]

where  
- \( lcep = \text{life cycle energy payback per MW of production} \quad (1/\text{MW}) \)

\[ (6.4.3) \]

- A CO\(_2\) emissions constraint which limits electricity generation from fossil fuel installations as shown in Expression 6.4.4.

\[
\sum_{j=1}^{n} teP_j \cdot CP_j \leq CpC \cdot pop
\]

where  
- \( teP = \text{total electricity production} \quad (\text{MW}) \)  
- \( j = \text{electricity generation technology (e.g. coal)} \)  
- \( CP = \text{CO\(_2\) emission per MW of electricity production} \quad (\text{tons/MW}) \)  
- \( CpC = \text{CO\(_2\) emissions per capita allowance} \quad (\text{tons/capita}) \)  
- \( pop = \text{population size} \quad (\text{capita}) \)

\[ (6.4.4) \]

- A minimum electricity daily demand constraint based on electricity consumption by end users (consumers) as shown in Expression 6.4.5. The
total electricity demand per capita (teDp) is based on the societal state selected in the GUI (see Figure 6.2). The teDp values are taken from the societal state values published by Kraussman [165].

\[
\sum_{i=1}^{n} teP_i \geq teDp \times pop
\]

(6.4.5)

where

\( teDp = \text{total electricity demand per capita} \) (MW/capita)

II. **Set of System of Inequalities**

The resulting capital cost, total cost and life cycle energy payback values from the linear programming solver are used in the set of inequalities which consists of:

- A modified objective function for either capital cost or total cost for electricity generation or dual modified objective functions (explained in Section 5.2.3.II) for either capital cost or total cost for electricity generation installations and a life cycle energy payback of electricity generation process. The modified objective function for capital cost is shown in Expression 6.4.6, for total cost is shown in Expression 6.4.7, and for life cycle energy payback is shown in Expression 6.4.8. The variables teGG and tePP are the amount of electricity generation capacity and the amount of electricity production for each of the technologies in the generation mix that fulfils all the constraints in the set of system of inequalities.
\[
\text{minimise} \left( \sum_{i=1}^{n} c_i^* \text{teGG}_i - \sum_{i=1}^{n} c_i^* \text{teG}_i \right)
\]

where
\[
\text{teGG} = \text{total electricity generation capacity in system of inequalities} \ (MW)
\]

\[
\text{minimise} \left( \sum_{i=1}^{n} c_i^* \text{teGG}_i + \text{om}_i^* \text{tePP}_i - \sum_{i=1}^{n} c_i^* \text{teG}_i + \text{om}_i^* \text{teP}_i \right)
\]

where
\[
\text{tePP} = \text{total electricity production in system of inequalities} \ (MW)
\]

\[
\text{minimise} \left( \sum_{i=1}^{n} \text{lcep}_i^* \text{tePP}_i - \sum_{i=1}^{n} \text{lcep}_i^* \text{teP}_i \right)
\]

- The Technology Preference Expression (see Section 6.3.2.I for example)
- A CO\(_2\) emissions constraint which limits electricity generation from fossil fuel installations (Expression 6.4.9).

\[
\sum_{j=1}^{n} \text{tePP}_j^* \text{CP}_j \leq \text{CpC}^* \text{pop}
\]

- A life cycle energy payback constraint (if a single objective function is selected) as shown in Expression 6.4.10. The total life cycle energy payback for the set of inequalities must exceed the total life cycle energy payback for the set of linear programming because the latter's value is based on the cheapest (and possibly least efficient) electricity generation configuration.
\[
\sum_{i=1}^{n} lcep_i \cdot tePP_i \geq \sum_{i=1}^{n} lcep_i \cdot teP_i \tag{6.4.10}
\]

- A minimum daily electricity demand constraint based on electricity consumption by consumers as shown in Expression 6.4.11. The total electricity demand per capita (teDp) is based on the societal state selected in the GUI (see Figure 6.2). The teDp values are taken from the societal state values published by Kraussman [165].

\[
\sum_{i=1}^{n} tePP_i \geq teDp \cdot pop \tag{6.4.11}
\]

- A minimum nightly electricity demand constraint based on electricity consumption by consumers as shown in Expression 6.4.12. The night time modifier (nMod) is specified in the GUI (see Figure 6.3).

\[
\sum_{i=1}^{n} tePP_i \geq teDp \cdot pop \cdot nMod \tag{6.4.12}
\]

\[nMod = \text{night time electricity demand modifier}\]

- A minimum heat (steam) demand constraint based on electricity consumption by consumers as shown in Expression 6.4.13. The heat demand modifier (hpMod) is specified in the GUI (see Figure 6.3).
\[
\sum_{k=1}^{n} teHPP_k \geq teDp \times pop \times hpMod
\]

where

\( k = \text{electricity generation technology (e.g. gas heat and power)} \)
\( teHPP = \text{total heat production (MW)} \)
\( hpMod = \text{heat demand modifier} \)

- A minimum reserve electricity generation demand constraint (if selected)
  as shown in Expression 6.4.14. The reserve power modifier (resMod) is specified in the GUI (see Figure 6.3).

\[
\sum_{m=1}^{n} teRPP_m \geq teDp \times pop \times resMod
\]

where

\( m = \text{electricity generation technology (i.e. gas, coal, oil, nuclear)} \)
\( teRPP = \text{total reserve electricity production (MW)} \)
\( resMod = \text{reserve power modifier} \)

- A maximum intermittent (renewable energy) electricity supply constraint
  as shown in Expression 6.4.15. The renewable energy modifier (rewMod)
  is specified in the GUI (see Figure 6.3).

\[
\sum_{p=1}^{n} teREPP_p \leq teDp \times pop \times rewMod
\]

where

\( p = \text{electricity generation technology (i.e. wind, solar)} \)
\( teREPP = \text{total intermittent electricity production (MW)} \)
\( rewMod = \text{renewable energy modifier} \)
6.3.2 Formulation of the Mathematical Expressions

To facilitate a better interpretation of the mathematical expressions discussed in this section, the variables and constants used are tabulated in Table 6.16.

Table 6.16. Variables and constants used in Table 6.18 and Figures 6.14, 6.15 and 6.16.

<table>
<thead>
<tr>
<th>Electricity Generation Technology</th>
<th>Variable Name</th>
<th>Electricity Production per plant (MW)</th>
<th>Capital Cost (GBP / MW)</th>
<th>Electricity Capacity per plant (MW)</th>
<th>CO₂ Emissions per plant (tons/hour)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind Turbine</td>
<td>w</td>
<td>35</td>
<td>675</td>
<td>117</td>
<td>0</td>
</tr>
<tr>
<td>Coal Boiler</td>
<td>cl</td>
<td>961</td>
<td>780</td>
<td>1068</td>
<td>824</td>
</tr>
<tr>
<td>Gas Turbine</td>
<td>g</td>
<td>727</td>
<td>333</td>
<td>1276</td>
<td>287</td>
</tr>
<tr>
<td>Gas Cogen</td>
<td>gh</td>
<td>880</td>
<td>400</td>
<td>1276</td>
<td>347</td>
</tr>
<tr>
<td>Gas Combined Cycle</td>
<td>gc</td>
<td>1306</td>
<td>400</td>
<td>1451</td>
<td>453</td>
</tr>
<tr>
<td>Oil Combined Cycle</td>
<td>oc</td>
<td>128</td>
<td>920</td>
<td>142</td>
<td>115</td>
</tr>
<tr>
<td>Oil Cogen</td>
<td>oh</td>
<td>86</td>
<td>781</td>
<td>125</td>
<td>88</td>
</tr>
<tr>
<td>Solar Array</td>
<td>sa</td>
<td>4</td>
<td>5750</td>
<td>38</td>
<td>0</td>
</tr>
<tr>
<td>Solar Concentrator</td>
<td>sc</td>
<td>6</td>
<td>5750</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>Hydroelectric</td>
<td>wt</td>
<td>97</td>
<td>1600</td>
<td>359</td>
<td>0</td>
</tr>
<tr>
<td>Biomass Boiler</td>
<td>bm</td>
<td>33</td>
<td>1575</td>
<td>39</td>
<td>0</td>
</tr>
<tr>
<td>Nuclear Boiler</td>
<td>n</td>
<td>423</td>
<td>2200</td>
<td>517</td>
<td>0</td>
</tr>
</tbody>
</table>
This section will demonstrate the automatic formulation of four mathematical expressions which are the *Technology Preference Expression*, objective function, supply constraint and demand constraint.

I. **Technology Preference Expression**

To demonstrate the formulation of the *Technology Preference Expression*, two different sets of scenario drivers have been selected. Table 6.17 lists the selected policy goals and targets.

Table 6.17. List of policy goals and the selected options for Scenarios 1 and 2.

<table>
<thead>
<tr>
<th>Energy Policy Goals (Qualitative)</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Political</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level of energy supply security risk</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>Minimisation of public health risk</td>
<td>Low Priority</td>
<td>Medium</td>
</tr>
<tr>
<td>Maximisation of new jobs creation</td>
<td>Low Priority</td>
<td>Average</td>
</tr>
<tr>
<td>Importance of social acceptability</td>
<td>Low</td>
<td>Low</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Energy Policy Goals (Quantitative)</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimisation of Capital Cost</td>
<td>High Priority</td>
<td>High Priority</td>
</tr>
<tr>
<td>Maximisation of life cycle energy payback</td>
<td>Low Priority</td>
<td>High Priority</td>
</tr>
<tr>
<td>Environmental</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Future reduction of CO₂ emissions</td>
<td>Minor</td>
<td>Significant</td>
</tr>
<tr>
<td>Land utilisation</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>Maximisation of water conservation</td>
<td>Minimum</td>
<td>Average</td>
</tr>
</tbody>
</table>
Table 6.18 lists the formulated Technology Preference Expression for the two scenarios using both the Direct and the Random Probability formulation methods. For the Direct formulation method, the order of preference for each generation technology (column 2) and the resulting expression are shown (column 3). For the Random Probability formulation method, only the probability of occurrence (in percentages) for each generation technology is shown (in brackets in column 2) as the formulated Technology Preference Expression changes randomly from iteration to iteration based on the percentages associated each generation technology.

Table 6.18. Technology Preference Expressions for Scenarios 1 and 2.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Technology Preference Order</th>
<th>Technology Preference Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Coal (13%)</td>
<td>0 &lt; 423<em>n &lt;= 6</em>sc &lt;= 4<em>sa &lt;= 35</em>w &lt;= 97<em>wt &lt;= 128</em>oc+86<em>oh &lt;= 33</em>bm &lt;= 727<em>g+880</em>gh+1306<em>gc &lt; 961</em>cl</td>
</tr>
<tr>
<td></td>
<td>Gas (12%), Biomass (12%),</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Oil (12%),</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Water (10%), Wind (10%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Solar (10%), Nuclear (10%)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Water (12%), Wind (12%)</td>
<td>0 &lt; 961<em>cl &lt; 128</em>oc+86<em>oh &lt; 423</em>n &lt; 33<em>bm &lt;= 727</em>g+880<em>gh+1306</em>gc &lt;= 6<em>sc &lt;= 4</em>sa &lt;= 35<em>w &lt;= 97</em>wt</td>
</tr>
<tr>
<td></td>
<td>Solar (12%), Gas (12%),</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Biomass (12%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nuclear (11%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Oil (9%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coal (7%)</td>
<td></td>
</tr>
</tbody>
</table>

The formulation of the Technology Preference Expression assumes that the preference of the user is proportional to the quantity of generated
electricity using a given technology (the constants for each variable is the electricity production per plant - see Table 6.16). Other basis of preference such as installed electricity generation capacity are also possible.

II. Objective Function

As explained in Section 5.2.2, axioms are used to infer the variables (policy variables as explained in Table 4.2) necessary to formulate the modified objective function for capital cost, total cost or life cycle energy payback. For capital cost the constants required are capital cost per MW and installed electricity generation capacity. Plant generation capacity is used for capital cost as such costs are incurred irrespective of actual generation. For total cost, a combination of electricity capacity for the capital component and electricity generation for the operating component is used. For life cycle energy payback, the constant required are life cycle energy payback per MW and electricity generated. Electricity generated is used as the benefit of life cycle efficiency is only realised during electricity production.

Figure 6.14 demonstrates the axiom that is used to formulate the modified objective function in the systems of inequalities (Expression 6.4.6). In the English equivalent, the axiom queries the capital cost for each electricity generation plant based on a calculation of its capital cost per MW and electricity generation capacity in MW. On the LHS, the data properties for the constants are electricity_Capacity and capital_Cost while the variable to be inferred are the electricity generation facilities. On the RHS, the value of the cost constraint was calculated from the value determined in the linear programming phase of the optimisation as described in Section 5.2.3.
III. Supply Constraint

An example of a supply constraint which limits the maximum electricity generation from specific sources is that of maximum allowable CO$_2$ emissions. Figure 6.15 demonstrates the axiom used for the formulation of the LHS of this supply constraint. In the English equivalent, the axiom queries the amount of CO$_2$ emitted from electricity generation technologies which generate CO$_2$ from the use of the stoichiometric combustion processes where fuel is consumed. On the LHS, the required data properties for the constant is CO2_Emissions (which are stored in the ontology on a per plant basis in MT/hour) while the variables are the inferred electricity generation plants which employ the stoichiometric combustion process. On the RHS, the maximum CO$_2$ emissions constraint (in MT/hour) is calculated based on the population multiplied by the CO$_2$ per capita.
IV. Demand Constraint

An example of a demand constraint which mandates the minimum electricity generation from specific sources is that of minimum electricity demand. Figure 6.16 demonstrates the axiom used for the formulation of the LHS of this demand constraint. In the English equivalent, the axiom queries the amount of electricity that can be generated from electricity generation technologies based on its electricity production which is a function of its installed electricity capacity and plant capacity. On the LHS, the required data property for the constants is \textit{Electricity\_Production} (which is stored in the ontology on a per plant basis in MW) while the variables are the inferred electricity generation facilities. On the RHS, the required data property is \textit{Total\_New\_Electricity\_Demand} which is calculated based on the population.

Figure 6.15. Maximum allowable CO2 emissions supply constraint.
multiplied by the societal state as defined by the user. The data for societal state originates from Kraussman [165].

Figure 6.16. Minimum electricity generation demand constraint.
Inference of a Set of Energy Policy Goals and Targets

This subsection demonstrates the ability of the program to optimise an electricity generation mix based on a set of scenario drivers. The system has been configured with a simulation of the United Kingdom with a population of 60 million with the energy policy goals and targets of both Scenario 1 and 2 (Table 6.17). The data is taken from the UK MARKAL database. The GDP linked energy consumption and population growth rates have been set at 1% for each 10-year period and the simulation has been set to run for 20 years. A plant decommissioning rate of 33% per 10 year period has been specified for a plant lifespan of 30 years with the exception of hydroelectric generation which has been set for continuous lifespan throughout the simulation period.

Four sets of results are presented:

- A Linear programming only optimisation which consist of expressions (6.4.1, 6.4.4 and 6.4.5) for Scenarios 1 and 2.
- A system of inequalities optimisation which consist of expressions (6.4.6, 6.4.9, 6.4.10, 6.4.11, 6.4.12, 6.4.13, 6.4.14 and 6.4.15) for Scenarios 1 and 2 using the Direct formulation method for the Technology Preference Expression.
- A multiobjective (two objectives) optimisation which consist of expressions (6.4.6, 6.4.8, 6.4.9, 6.4.11, 6.4.12, 6.4.13, 6.4.14 and 6.4.15) for Scenario 2 using the Direct formulation method for the Technology Preference Expression.
- A system of inequalities optimisation which consist of expressions (6.4.6, 6.4.9, 6.4.10, 6.4.11, 6.4.12, 6.4.13, 6.4.14 and 6.4.15) for Scenario 1 using the
Random Probability formulation method for the Technology Preference Expression.

I. Linear Programming Optimisation for Scenario 1 and 2

Figures 6.17 and 6.18 display the linear programming optimisation results for cost with only a selected set of constraints. The Technology Preference Expression is not considered in the optimisation. This optimisation represents ideal conditions which are not achievable in real life. The optimisation will always favour the electricity generation plant with the lowest cost. For the UK MARKAL dataset on which this simulation is based on, gas based electricity generation is the cheapest.

![Figure 6.17. Linear programming optimised generation mixes in TWh for Scenario 1.](image-url)
II. Optimisation for Scenario 1 and 2 using the Direct Formulation Method for the Technology Preference Expression

Figures 6.19 and 6.20 displays the results from the cost optimisation using the complete set of constraints including the Technology Preference Expression. The 'optimised cost' value from the linear programming solution (Expression 6.4.1) is used as the initialisation point for Expression 6.4.6 of the set of inequalities.

In the case of Scenario 1, the effect of the Technology Preference Expression on the optimisation mix is the dominance of coal as a fuel source. Coal use increases because of the selected energy policy goals and targets. The final generation mix is different from the linear programming solution (Figure 6.17) where gas is the dominant source.

Figure 6.18. Linear programming optimised generation mixes in TWh for Scenario 2.
In the case of Scenario 2, the effect of the *Technology Preference Expression* on the optimisation mix results in a very different mix with renewables being the dominant source. The increase in renewable use is due to the effects of the selected energy policy goals and targets. This is different from the linear programming solution (Figure 6.18) where a gas based solution dominates.

Figure 6.19. Optimised generation mixes in TWh for Scenario 1.
III. Multiobjective Optimisation for Scenario 2 using the *Direct Formulation Method for the Technology Preference Expression.*

Figure 6.21 displays the results from the optimisation of both cost and life cycle energy payback using the complete set of constraints using the *Direct* formulation method for the *Technology Preference Expression.* As explained in Section 5.2.3, the 'optimised' values for both cost and lifecycle energy payback from the linear programming solution (expression 6.4.1 and 6.4.3) are used as initialisation points for Expressions 6.4.6 and 6.4.8 of the set of inequalities. This solution represents the midpoint value between the minimisation of capital (or total) cost and the maximisation of life cycle energy payback. Compared to the cost optimised configuration in Figure 6.20, renewables, which have a higher life cycle energy payback, provide a greater contribution to the electricity generation mix. This difference in Figure 6.21
reflects the trade-off between capital cost and life cycle energy payback which differs from the cost only optimal point in Figure 6.20.

IV. Optimisation for Scenario 2 using the Random Probability Formulation for the Technology Preference Expression

Figures 6.22 and 6.23 display the results from cost optimisation using the complete set of constraints using the Random Probability formulation method for the Technology Preference Expression. The 'optimised cost' value from the linear programming solution (Expression 6.4.1) is used as an initialisation point for Expression 6.4.6 of the set of inequalities. Since the Technology Preference Expression changes from iteration to iteration, the results from Figure 6.22 and 6.23 reflects different generation mixes based on the same set of energy policy goals and targets.
Figure 6.22. Optimised generation mixes in TWh for Scenario 2 using Random Probability formulation method for Technology Preference Equation.

Figure 6.23. Optimised generation mixes in TWh for Scenario 2 using Random Probability formulation method for Technology Preference Equation.
6.4 Conclusions

This chapter has described the details of the *Prototype Energy Modelling System* which has been developed using the framework proposed in Chapter 4. The details of the main components of the *Prototype Energy Modelling System* have been discussed while the knowledge relevant to the energy policy domain and how it has been represented in the ontology has been presented.

This chapter has illustrated how through the use of logic inference, the *Prototype Energy Modelling System* can formulate expressions to be used as an input to the optimisation of an electricity generation mix. A significant aspect of this formulation is the ability of the modelling system to represent the objectives, goals and targets of the policy maker using mathematical expressions. This chapter has demonstrated that for a set of scenario drivers, an electricity generation mix that fulfils the constraints can be obtained.

In the next chapter, a case study is conducted using the *Prototype Energy Modelling System*. 
Chapter 7  Case study

This chapter discusses a case study for an electricity generation mix in Malaysia using the Prototype Energy Modelling System. The purpose of the case study is to demonstrate the modelling system's capability to generate an Energy Model which can propose an electricity generation configuration that is inferred from the energy policy goals and targets specified by the user. The chapter consists of a brief introduction to the Malaysian energy policy (Section 7.1), an explanation of the data configuration for the case study (Section 7.2), a description of the three scenarios used (Section 7.3), a presentation of the results (Section 7.4) and a conclusion (Section 7.5).

7.1  Introduction to the Malaysian Energy Policy

Malaysia is a country located in South East Asia with a population of 27 million. A former British colony, the Federation of Malaysia consists of Peninsular Malaysia on the west and Sabah and Sarawak on the east. Although Malaysia recognises 1957 as its year of independence, the formation of Malaysia only occurred in 1963 when Sabah and Sarawak received their independence from Britain. As a country, Malaysia is blessed with an abundance of natural resources. Malaysia is a net exporter of Liquefied Natural Gas (LNG), crude oil, palm oil and rubber.

The Malaysian energy policy began as a reaction to the energy crises of the 1970s. These energy crises saw a shift of power and influence from the International Oil Companies (IOC) to the governments of the producer countries. In many cases, natural resources were established as the patrimony of the producer country; hence for example, oil production was the prerogative of governments rather than that of oil companies. A wave of nationalisation of oil assets occurred and a new concept of oil
A production called the Production Sharing Contract (PSC) was established [166].

In Malaysia, the discovery of significant oil and gas resources in Peninsular Malaysia, coupled with a desire for the control of oil concessions in Sabah and Sarawak, resulted in the enactment of the Petroleum Development Act (PDA) in 1974 [167]. The PDA established Petronas Nasional Berhad (PETRONAS) as the national oil company and vested it with the responsibility for exploration, development, refining, processing, manufacturing, marketing and distribution of petroleum products. Soon thereafter, the National Petroleum Policy [168] was formulated in 1975 to guide and regulate the fast growing petroleum industry. Subsequently in 1979, an overall National Energy Policy [169] was developed with broad guidelines on long-term energy objectives and strategies. Its main objectives are to ensure adequate, secure and cost effective energy supplies, to promote the efficient use of energy and to minimise the negative impacts of energy utilisation.

The need to safeguard the depletion rate of oil and gas reserves resulted in the establishment of the National Depletion Policy in 1980 [169]. This policy mandates a maximum depletion rate of 3% which currently results in a reserve life of 16 years for oil and 70 years for gas. In addition, to improve energy security and to reduce the over dependence on oil, the Four Fuel Diversification Policy [170] was adopted in 1981 with the aim of increasing the use of gas, coal and hydroelectric sources for electricity generation. A further revision was made in 2001 with the Fifth Fuel Policy [171] which seeks to develop renewable energy, in particular biomass, biogas, municipal waste, solar and hydroelectric sources for the electricity generation industry.

The push for the further development of green technology, energy efficiency and energy security saw the introduction of new master plans in 2009 and 2010 respectively [171]. Preliminary plans include proposals for up to 5% of the total electricity generation to be from renewable sources by 2015 [172].
7.2 Data Configuration of the Prototype Energy Modelling System

To simulate the conditions in Malaysia, localised information and data have been stored in the ontology. Geographical data for solar radiation [173,174], wind velocity [175,176], maximum hydroelectric potential [177] and biomass type and availability [178] are required to recalibrate the electricity generation plants to reflect the conditions in Malaysia. The engineering models for solar array, solar concentrator, biomass, wind and hydroelectric sources were recalculated using the localised data and are summarised in Table 7.1 below.

Table 7.1. Geographical parameters, values, and applicable electricity generation plants for Malaysia.

<table>
<thead>
<tr>
<th>Geographical Parameters</th>
<th>Value</th>
<th>Applicable Electricity Generation Plant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solar Global Radiation (Solar Insolation)</td>
<td>4.83 kWh/m2</td>
<td>Solar Array</td>
</tr>
<tr>
<td>Solar Direct Radiation</td>
<td>2.42 kWh/m2</td>
<td>Solar Concentrator</td>
</tr>
<tr>
<td>Wind Velocity</td>
<td>8 m/s</td>
<td>Wind Turbine</td>
</tr>
<tr>
<td>Biomass Type</td>
<td>Palm Oil</td>
<td>Biomass Fired Boiler with Rankine Cycle</td>
</tr>
<tr>
<td></td>
<td>Empty Fruit Bunches</td>
<td></td>
</tr>
<tr>
<td>Biomass Gross Heating Value (GHV)</td>
<td>18838 kJ/kG</td>
<td></td>
</tr>
<tr>
<td>Maximum Hydroelectric Potential</td>
<td>123 TWh/year</td>
<td>Hydroelectric</td>
</tr>
</tbody>
</table>

Socio-economic data such as population, energy consumption per capita, electricity generation mix, percentage of electricity in energy consumption per capita, installed electricity generation mix and electricity generation demand which were required to reflect the conditions in Malaysia for the start of the scenario in 2005 were
obtained from reports by the Malaysian Economic Planning Unit [179,180]. Table 7.2 summarises the values used in the case study.

Table 7.2. Socio-economic parameters for Malaysia at start of case study in Year 2005.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value in Year 2005</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Population</td>
<td>26000000</td>
<td>-</td>
</tr>
<tr>
<td>Energy Consumption Per Capita</td>
<td>62.2GJ per capita</td>
<td>Final commercial energy demand basis</td>
</tr>
<tr>
<td>% of Electricity in Energy Consumption Per Capita</td>
<td>19.90%</td>
<td>Final commercial energy demand basis</td>
</tr>
<tr>
<td>Electricity Generation Mix</td>
<td>22% - Coal</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>70% - Gas</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6% Hydroelectric</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2% - Oil</td>
<td></td>
</tr>
<tr>
<td>Electricity Generation Demand (MW)</td>
<td>9360MW</td>
<td>From [180]</td>
</tr>
<tr>
<td>Electricity Generation Peak Demand (MW)</td>
<td>13779MW</td>
<td>From [180]</td>
</tr>
</tbody>
</table>

Population growth rates (Table 7.3) and electricity per capita growth rates (Table 7.4) for the period from 2005 - 2035 were estimated with reference to historical figures. Population growth rates on an average annual (compounded) growth rate (AAGR) has declined from 2.5% between 1991 and 2005 [181] to 2.3% between 1991 and 2010 [178]. For the three scenarios in this case study, this decline is maintained as it is viewed to be consistent with the general situation where the rate of population growth declines as a nation progresses from developing to developed status. Given these rates, the estimated population of Malaysia for the three scenarios is approximately 33 million by the year 2020 which is close to the government
estimation of 34 million [173].

Table 7.3. Historical and forecast population growth rates for Malaysia.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Population Growth (AAGR) %</td>
<td>2.5</td>
<td>2.3</td>
<td>1.84</td>
<td>0.96</td>
<td>0.48</td>
</tr>
</tbody>
</table>

Electricity per capita growth rates on an average annual (compounded) growth rate (AAGR) have also decreased. While the period from 1995 to 2005 [180] saw a significant growth in electricity use, it is expected that the growth rate will decline as Malaysia transitions from a top tier developing nation to a developed nation. It is expected that by 2020, Malaysia should attain the status of a newly developed nation. The current government forecast of electricity generation of 18000MW (peak demand) in 2015 which is approximately 13000MW annual average demand based on a 40% difference with peak demand is close to the scenario values of 13400MW for annual average demand.

Table 7.4. Historical and forecast electricity growth rates for Malaysia.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Electricity Consumption Per Capita Growth (AAGR) %</td>
<td>5.67</td>
<td>2.09</td>
<td>1.05</td>
<td>0.49</td>
</tr>
</tbody>
</table>
7.3 Scenarios

Three scenarios have been considered for this case study. The first is Scenario 1 BAU (Business as Usual) which represents the business as usual condition. Scenario 2 EcoFriend places a priority on efficiency, conservation and acceptability. Scenario 3 Nuclear explores an initiative to shift towards nuclear power as a major source of electricity generation. The selected policy goals in the three scenarios are intended to cover the range of issues that a future Malaysian energy policy must address.

Scenario 1 BAU reflects the BAU case as outlined in the 10th Malaysian Plan [172]. The plan calls for continued fossil fuel use with an introduction of renewable energy within the generation mix. Current plans target a renewable generation percentage of 5% by 2015. To better reflect the background of this plan, not all nine energy policy goals have been selected. The energy policy goals for future CO₂ emissions reductions, land utilisation, water conservation and social acceptability have been deactivated. As an Annex III country, Malaysia has no obligation to reduce CO₂ emissions under the Kyoto protocols. Given its tropical climate and 60% forest coverage, water and land resources remain in abundance in Malaysia. There is little societal opposition toward electricity generation installations.

Scenario 2 EcoFriend explores a priority on efficiency, conservation and acceptability. This mimics the general evolution of electricity generation in developed countries. It presupposes that as Malaysia evolves into an industrialised nation, her government and citizens will also adopt the attitudes and views of developed countries. In particular, this means an increased societal concern regarding CO₂ emissions and opposition towards both nuclear and coal energy sources. Greater emphasis on energy efficiencies and water utilisation is also expected in addition to greater conservation of tropical rain forests. As part of the drive towards a high income nation, increased emphasis is given towards the creation of jobs related to new
electricity generation technologies such as wind turbines, photovoltaic cells and third generation biomass processing.

Scenario 3 Nuclear represents a shift in approach towards electricity generation. It places nuclear power as a major source of electricity generation in Malaysia. As with Scenario 1 BAU, not all of the nine policies are used. The energy policy goals for future CO\textsubscript{2} emissions reduction, water conservation and new jobs creation have been deactivated. Even though the pursuit of nuclear power will result in the reduction of emissions, Malaysia has no obligation to do so under the Kyoto protocols. Water remains an abundant resource while the goal for the creation of new jobs within a nuclear technology development and research programme is not a feasible option for Malaysia.

The energy policy goals and selected level of application for the three scenarios are listed in Table 7.5.
Table 7.5. Energy policy goals and the selected options for Scenarios 1, 2 and 3.

<table>
<thead>
<tr>
<th>Energy Policy Goals (Qualitative)</th>
<th>Scenario 1 BAU</th>
<th>Scenario 2 EcoFriend</th>
<th>Scenario 3 Nuclear</th>
</tr>
</thead>
<tbody>
<tr>
<td>Political</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>Social</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimisation of public health risk</td>
<td>Low Priority</td>
<td>High Priority</td>
<td>Low Priority</td>
</tr>
<tr>
<td>Maximisation of new jobs creation</td>
<td>Low Priority</td>
<td>High Priority</td>
<td>-</td>
</tr>
<tr>
<td>Importance of social acceptability</td>
<td>-</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Energy Policy Goals (Quantitative)</td>
<td>Scenario 1 BAU</td>
<td>Scenario 2 EcoFriend</td>
<td>Scenario 3 Nuclear</td>
</tr>
<tr>
<td>Economic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimisation of Capital Cost</td>
<td>High</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>Maximisation of life cycle energy payback</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>Environmental</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Future reduction of CO₂ emissions</td>
<td>-</td>
<td>Significant</td>
<td>-</td>
</tr>
<tr>
<td>Land utilisation</td>
<td>-</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Maximisation of water conservation</td>
<td>-</td>
<td>Maximum</td>
<td>-</td>
</tr>
</tbody>
</table>
7.4 Results

The stipulated energy policy goals for Scenario 1 BAU result in the continued dominance of fossil fuel based electricity generation. Since the early 1980s, gas turbine electricity generation plants have been an extremely attractive option in Peninsular Malaysia because of its abundant natural gas supply and its artificially low subsidised price. However, the rapid decline in supplies since 2005 coupled with the gradual removal of subsidies has resulted in the pursuit of alternative sources such as coal and hydroelectric. Sarawak in particular, will see a massive expansion in the use of hydroelectric energy generation with the completion of the Bakun Dam. Thus, under Scenario 1 BAU, the utilisation of coal to alleviate the increasing constraints on natural gas continues. There is also an expansion of renewable energy use and an introduction to nuclear power generation. Figure 7.1 illustrates the electricity generation mix for Scenario 1 BAU.

Figure 7.1: Proposed final electricity generation mix in MW for Scenario 1 BAU
Under Scenario 2 EcoFriend significant changes in the electricity generation mix occur. A commitment to the future reduction of CO\textsubscript{2} emissions, an emphasis on the creation of jobs in the new technology industry and a concern for the social acceptability of electricity generation plants are policy goals which will encourage the adoption of renewable energy sources when coupled with the right incentives. Figure 7.2 illustrates the mix for Scenario 2 EcoFriend.

![Proposed final electricity generation mix in MW for Scenario 2 EcoFriend](image)

Figure 7.2: Proposed final electricity generation mix in MW for Scenario 2 EcoFriend

As Scenario 2 EcoFriend, illustrates, under ecologically friendly conditions the contribution of natural gas and coal declines and is replaced by renewable energy. This is not unexpected. As a tropical country, Malaysia enjoys a good amount of consistent sunlight throughout the year. This solar insolation represents an untapped energy resource. In addition, given Malaysia's current status as the second largest palm oil producer with other significant agricultural production, there is the potential for the use of biomass as a fuel source for electricity generation. The contribution towards renewable generation in this scenario is approximately 55% solar energy with
the rest coming from biomass and wind.

Scenario 3 Nuclear envisions an emphasis on nuclear power as a major contributor to electricity generation. This mix requires the construction of nuclear generation capacity of a significant size, which is consistent with the aspirations of Tenaga Nasional that has previously indicated an intention in the future to construct four reactors of approximately 1000 MW each in the future. In addition, it envisions the use of biomass as a source of renewable energy. One attraction of this scenario is the balanced supply of energy sources which is consistent with the fuel diversification policy. Figure 7.3 illustrates the mix for Scenario 3 Nuclear.

![Figure 7.3: Proposed final electricity generation mix in MW for Scenario 3 Nuclear](image)

The very different electricity generation mixes for all three scenarios illustrate the impact of the different policy goals. The overall effect of the energy policy goals in Scenario 1 BAU encourages the continued preference for fossil fuel based technologies. Fossil fuel based electricity generation technologies tend to have lower capital costs. These low costs are the benefits gained from the use of established
engineering equipment and processes; however such technologies also tend to have limited potential for the creation of new jobs and have a trade-off with regards to their impact on the environment and health.

In comparison, the combination of energy policy goals in Scenario 2 EcoFriend encourages the adoption of renewable energy based technologies alongside fossil fuel generation sources. Renewable energy electricity generation technologies tend to have more stringent environmental performance when compared to fossil fuel technologies but at the expense of a greater cost.

Lastly, Scenario 3 Nuclear provides another possible mix for electricity generation through the extensive use of nuclear and biomass sources. It represents, to an extent, a compromise between environment and economic costs. The use of nuclear energy allows for the reduction of greenhouse gases and harmful particulates emissions without the high capital costs and generation intermittency risks often associated with wind and solar generation plants.

The different generation mixes of the three scenarios result in different resource requirements, benefits and costs. Table 7.6 lists the life cycle energy payback, CO₂ emissions, land utilisation, water withdrawal and water consumption on a final electricity generation basis.
Table 7.6. Comparison of selected parameters between initial condition in 2005, Scenario 1 BAU in 2035, Scenario 2 EcoFriend in 2035 and Scenario 3 Nuclear in 2035.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Initial Condition 2005</th>
<th>Scenario 1 BAU 2035</th>
<th>Scenario 2 EcoFriend 2035</th>
<th>Scenario 3 Nuclear 2035</th>
</tr>
</thead>
<tbody>
<tr>
<td>Final Electricity Generation (MW)</td>
<td>9,360</td>
<td>17,952</td>
<td>17,560</td>
<td>17,588</td>
</tr>
<tr>
<td>Life Cycle Energy Payback</td>
<td>200,538</td>
<td>1,594,092</td>
<td>1,195,275</td>
<td>1,218,810</td>
</tr>
<tr>
<td>CO₂ Emissions (Mtons / Year)</td>
<td>39</td>
<td>49</td>
<td>32</td>
<td>35</td>
</tr>
<tr>
<td>Land Requirement (km²)</td>
<td>443</td>
<td>4,218</td>
<td>3,132</td>
<td>3,007</td>
</tr>
<tr>
<td>Water Withdrawal (tons / hr)</td>
<td>21,473</td>
<td>190,818</td>
<td>137,142</td>
<td>146,297</td>
</tr>
<tr>
<td>Water Consumption (tons / hr)</td>
<td>322</td>
<td>774</td>
<td>924</td>
<td>1,352</td>
</tr>
</tbody>
</table>

The figures in Table 7.6 illustrate the impact caused by the expansion in electricity generation between 2005 and 2035. CO₂ emission will increase under Scenario 1 BAU by approximately 30% even with an increased use of hydroelectric sources and the initiatives to implement renewable energy. Land usage by electricity generation plants will increase by almost ten fold with the greatest amount of land required for hydroelectric and solar generation plants.

Water withdrawal and consumption rates will increase between seven and ten times with the greatest increase in water withdrawal occurring in Scenario 1 BAU due to the significant expansion in hydroelectric sources while the greatest increase in water consumption occurs in Scenario 3 Nuclear due to the significant expansion of
nuclear generation.

For the purposes of illustration, the annualised capital and total cost profiles for all three scenarios have been manually calculated. Total cost was obtained from the sum of capital, fixed operation and maintenance costs, variable operation and maintenance costs and fuel costs. With the exception of hydroelectric energy, these costs are annualised over the construction and lifetime period of the plant. Coal, gas, oil, solar, wind and biomass plants have a lifetime of 30 years with a five year construction period. Nuclear plants have a lifespan of 30 years with a 10 year construction period. Hydroelectric plants have a lifespan that spans the entire simulation period; however the annualised cost life span period is fixed at 30 years with a 10 year construction period. The expected operational lifespan and plant capacity factors have also been used in the calculation of both the capital cost and total costs. The interest rate for the entire annualised period has been held at 5% and the costs have been tabulated in GBP£ in real terms for the year 2005 in order to eliminate the influence of currency exchange and inflation rates.

An important fact to remember with the calculated costs presented here is that the costs reflect only that of the proposed new electricity installations within the 2005 – 2035 time period. The actual cost of electricity generation for the whole system at the start of 2005 will be considerably more due to the presence of legacy facilities for which we have not calculated the costs. Similarly, the actual cost of electricity generation for the whole system at the end of 2070 will also be considerably more due to the presence of new facilities which we have not accounted for. Thus both the beginning and end of the cost curve is not representative of total costs at those time periods.

On the basis of annualised capital cost, Scenario 2 EcoFriend is the most expensive of the three scenarios while Scenario 1 BAU and Scenario 3 Nuclear have
similar costs. The four-fold increase in capital cost for Scenario 2 EcoFriend is due to the widespread use of solar electricity generation. Figure 7.4 illustrates the capital cost for the scenarios.

![Annualised Capital Cost for new Generation Facilities between 2005-2035](image)

Figure 7.4. Annualised capital cost for Scenarios 1, 2 and 3.

A comparison of capital cost between the three scenarios does not, however, provide a complete representation of the actual financial costs. This is because fuel costs comprise approximately 70% - 80% of the cost of a fossil fuel electricity generation plant and approximately 50% of a nuclear electricity generation plant [182]. On the other hand, renewable energy plants such as those using solar, hydroelectric and wind sources have negligible fuel costs but significant capital costs. Therefore, a comparison of total cost over the lifetime of the facility is required to provide a complete picture.

On the basis of annualised total cost, Scenario 2 EcoFriend remains the most expensive option. However, the difference between the scenarios reduces to a two-
fold increase in total costs. Figure 7.5 illustrates the total cost for the scenarios.

![Annualised Total Cost for new Generation Facilities between 2005-2035](image)

Figure 7.5. Annualised total cost for Scenarios 1, 2 and 3.

On a total cost basis, the per ton of CO\textsubscript{2} abatement costs for the scenarios range between GBP£62.5 – GBP£400. This large variation in range values is comparable to that found in other published work [183].

A comparison between Scenario 1 BAU and the official government plans provides a useful insight into the validity of the optimisation. Even though a direct apples to apples comparison is neither possible given that the forecast charts and detailed figures of the government's plans are not available in the public domain nor fair given that the government's policy goals and targets have been selected based on our best interpretation of public domain information, nevertheless some observations can be made as listed below:

1. The government anticipates coal and natural gas to remain the dominant energy
sources [184]. While a percentage has not been specified, it is generally expected to be at least 50% of electricity generation. Scenario 1 BAU also maintains a more than 50% electricity generation from coal and gas.

2. The government forecasts a decline in indigenous natural gas production due to maturing gas fields. Indeed, the national electricity company Tenaga Nasional (TNB) already suffers from the consistent gas curtailment and new facilities have been constructed to enable the importation of Liquified Natural Gas (LNG) to fulfil future gas production shortfalls. Given no further increase until 2025 of the current 1000mmsfcd allocated to the power sector, the generated electricity of approximately 6500MW is close to the Scenario 1 BAU value of not less than 6000MW from 2005 to 2025.

3. The government has set a target of 5% renewable electricity generation by 2015 [171,185]. This translates to a generation mix of approximately 985MW [171] in 2015. In addition, the government is amendable to the expansion of solar generation to approximately 1300MW by 2020 [186]. These plans are comparable to the 1500MW - 1700MW forecasted in Scenario 1 BAU for the 2015 to 2025 time period.

4. TNB has committed to the construction of a nuclear generation plant within the next 20 years. Current plans call for a total generation capacity of 2000MW with the first of two units in operation by 2021 [186]. Scenario 1 BAU predicts a generation of 400MW in 2015 and 800MW in 2025 respectively.

5. The government plans to increase the total hydroelectric generation capacity by to approximately 5200MW by 2015 [172]. Given the historical generation to capacity historical ratio of between 0.3 to 0.4 [187,188], total hydroelectric generation is comparable to the Scenario 1 BAU value of 2600MW in 2015.

The similarities between Scenario 1 BAU and the official government plans
are encouraging given the fact that (i) different methodologies and approaches have been used and (ii) the policy goals and targets in Scenario 1 BAU is based on our estimation of what the official government policy goals and targets are from information extracted in the 10th Malaysian Plan [172].

7.5 Conclusions

The similarity between Scenario 1 BAU and the official government plans is a good result which lends credence to the capability of the Energy Model created by the Prototype Energy Modelling System to optimise electricity generation mixes that are acceptable and believable.

It is encouraging to note that both Scenario 1 BAU and the official government plans entail the introduction of renewables with a target of 5% by 2015. This laudable goal represents a good starting point for source diversification of the electricity generation mix. Given the life span of electricity generation plants, an introduction of renewable energy at the start of an increased electricity demand cycle will avoid the technological lock-in to fossil fuels that can be a hindrance if renewable energy is to be adopted in the later phases of cycle.

It is also encouraging to find that the CO₂ emissions from Malaysia can be reduced even with increased electricity demand through the adoption of the electricity generation mixes resulting from Scenario 2 EcoFriend and Scenario 3 Nuclear. It might therefore be advantageous to pursue for a more aggressive growth for renewable generation than the current target of 5% by 2015.

The results from this case study reflect the large influence that diverse policy goals have on a proposed electricity generation configuration. This influence is modelled by means of logic inference in the ontology and demonstrates the ability of the system to consider qualitative factors (e.g. social acceptance) in addition to
quantitative inputs (e.g. capital costs). It is however acknowledged that the models used in the proposed system are rudimentary and the results are, at best, rough approximations.

In conclusion, it is important for policy makers to consider issues other than cost in the development of energy policies. As Malaysia progresses to become a developed country, unanticipated changes in societal attitude towards electricity generation facilities could occur. Increased concerns on the 'external cost of energy' that the Malaysian society pays in the form of health and environmental effects may require changes to the future energy plans of Malaysia. Similarly, as part of Malaysia's plan to become a high income nation, the pursuit of energy life cycle efficiencies and the growth of a manufacturing sector based on the production of new electricity generation equipment may be necessary. To support this, changes in the energy plan to support technologies such as algae based biofuels, wave and tidal technology, wind turbines and solar towers could be necessary. This *Prototype Energy Modelling System*, which allows for the exploration of such scenarios, could be an invaluable tool for policy planners in their development of an energy policy for Malaysia that is both appropriate for the current environment and flexible enough to accommodate future developments.
Chapter 8 Conclusions and Future Work

This section discusses the conclusions, future work and contributions of this research.

8.1 Conclusions

This research has been predicated on the hypothesis that it is possible to develop a modelling system which supports policy makers by automatically converting their policy goals and targets into an optimisation model consisting of a set of equivalent mathematical expressions. This modelling system, referred to in this thesis as the Optimisation Modelling System, addresses the disconnect between the policy maker and the optimisation model itself. To address this disconnect, a modeller is currently employed whose function is to translate the policy goals and targets from the policy maker into inputs compatible with the optimisation model. This solution however reduces the overall efficiency of the policy evaluation and analysis process and more importantly, gives rise to misinterpretations due to miscommunication between the modeller and the policy maker.

To support the hypothesis, this research project has sought to extend the boundaries of the formulation of optimisation models used for policy evaluation and analysis with particular emphasis given to energy models. This has been achieved by semi-automating part of the function and the associated tasks of the modeller.

To test the hypothesis, a framework for the development of an Optimisation Modelling System has been developed (Chapters 4 and 5). This modelling system creates a Model by automatically formulating the necessary mathematical expressions for optimisation based on both quantitative and qualitative inputs from the user. The modelling system achieves this performance through the combined use of a semantic
representation, knowledge inference, mathematical techniques and procedural programming.

To validate the framework (Chapter 6), a *Prototype Energy Modelling System* has been developed which is made up of five modules:

- a *Semantic Representation Module* which uses ontologies and engineering models to represent the knowledge related to energy policy,
- a *Knowledge Inference and Expression Builder Module* which uses logic inference to determine the variables for the automatic formulation of mathematical expressions,
- a *Linear Programming Module* which solves a set of mathematical expressions,
- a *Graphical User Interface*, and
- a *Support Module* which contains additional Java code for overall program integration.

To demonstrate the capability of the *Prototype Energy Modelling System*, a case study on the future electricity generation mixes of Malaysia was conducted (Chapter 7).

The *Optimisation Modelling System* offers unique advantages and capabilities. However, as with all systems, it also has disadvantages and limitations. Thus room for further improvements remain. These issues are discussed in the following subsections.

### 8.1.1 Advantages and Capabilities

The proposed framework breaks new ground with regards to the use of ontologies. As far as can be ascertained, this is the first use of ontologies as a method to formulate mathematical expressions through inference in the knowledge domain.
This allows for a reduced dependence on manual programming of mathematical expressions where a single human mistake can cause inaccurate results.

From an application standpoint, the *Prototype Energy Modelling System* and the *Energy Model* it formulates offer the advantage of a single evaluation platform, explicit model documentation, rapid model reconfiguration, ease of use, and an opportunity to explore new results.

- **Single evaluation platform:** The *Prototype Energy Modelling System* accepts both qualitative and quantitative inputs in the areas of politics, economics, society and the environment. This differs from current energy models which tend to concentrate on issues of economics and the environment. Furthermore, the optimised results from the system reflect consideration of both qualitative and quantitative aspects.

- **Explicit documentation:** The semantic representation (ontologies) within the modelling system provides explicit documentation of both the energy policy knowledge domain and the mathematical expressions used in the *Energy Model*. The basis and assumptions behind an optimisation are stored in the ontology and can therefore be easily checked.

- **Rapid model reconfiguration:** The use of axioms to formulate mathematical expressions allows for the quick and easy inclusion of additional mathematical equations. To add new equations to the *Energy Model*, the user essentially has only to create new axioms in the ontology. Current energy models require the services of a dedicated computer programmer to achieve the same results.

- **Ease of use:** The emphasis on policy goals and targets as the main inputs for scenario analysis makes the modelling system easier to use when compared to current energy models. Policy makers are able to utilise the modelling system
with minimal assistance from a modeller. In addition, the emphasis on policy goals and targets caters to the needs of the policy maker whose interest lies not with the programming of the model but with its application as a tool for the analysis of policy effects.

- Opportunity to explore new results: The modelling system enables the linear programming based *Energy Model* to accept both qualitative and quantitative inputs. This feature creates new results of which other models are not able to produce.

### 8.1.2 Disadvantages and Limitations

All modelling systems suffer from the modelling bias, a bias that arises from the view of the world that the programmer holds. In addition, the use of ontologies as the modelling technique raises the issue of the ontology bias, a bias that arises from the belief that the world can be represented as classes, instances, properties and axioms. Furthermore, the codification of the knowledge domain introduces the expert bias, a bias which arises from the opinions of the domain expert on what constitutes the information and data of the knowledge domain.

While the framework allows the *Optimisation Modelling System* to accept qualitative inputs, the analysis of the inputs using qualitative data remains limited. The ability of the *Optimisation Modelling System* to process qualitative data is limited by the richness of the ontology which in turn is limited by the available knowledge for codification. Under the framework, the use of the data is confined to the interpretation of the policy goals and targets. In addition, the type of policies that can be accepted for analysis is subject to the availability of accurate data related to the policy in the published literature.

From an application standpoint, the *Prototype Energy Modelling System* and
the *Energy Model* suffers from the vulnerability of an infeasible solution space of which only limited problem finding and solving functions have been incorporated. In addition, solutions from the *Energy Model* is subject to dispute given that certain non universally accepted presumptions have been incorporated.

- **Infeasible solution space vulnerability:** It is sometimes not possible for the *Energy Model* to determine an optimal solution because a feasible solution space does not exist. There are two reasons as to why this can occur. First, the constraints specified for a particular case study may have ranges which are too narrow. Second, the policy goals and targets selected by the user results in contradictions of which no solution is possible.

- **Problem finding function:** The modelling system does not have a mechanism to determine the reasons which can cause an infeasible solution. Given that the intended user of the modelling system are policy makers who may lack programming skills, the lack of an error finding mechanism severely limits its ease of use when such problems occur.

- **Limited problem solving function:** The modelling system incorporates features to preclude the production of unrealistic optimisation results. These include, for example, the automatic relaxation of constraints where allowable. In addition, the *Prototype Energy Modelling System* limits both the type of policy goals and the available policy targets. These features are workable but unsatisfactory.

- **Modelling presumptions:** Some of the presumptions in the *Energy Model* are not universally agreed upon, by the domain experts. For example, the presumption that the minimisation of cost (capital or total) shall be part of the objective function in the *Energy Model* is not universally accepted as a good
idea when in the context of energy savings and carbon reduction.

8.2 Future Work

The proposed framework would benefit from additional research in the areas of semantic representation and linear programming. The four areas of improvement are the expansion of the knowledge codification paths, the improvement in the integration between the ontology and the engineering models, the enhancement of the representation quality of the ontology and the adoption of a better multiobjective function optimisation method.

- Expansion of the knowledge codification paths: As discussed in Section 4.4.3, the semi-automatic codification path (path 4) has not been implemented due to the lack of resources and possible duplication of work by other researchers. It is recommended that a method to semi-automatically extract data from sources (e.g. from the literature or the web) for automatic incorporation into the ontology be developed using the methods discussed in literature [90,91,92].

- Improved integration between the ontology and the engineering models: As identified in Section 5.2.1.5 there is currently no established API to connect a class or instance in the ontology to a program in Java.

- Enhancement of representation quality: Given that the accurate translation of the policy goals into mathematical expressions is highly dependent on the comprehensiveness of the ontological representation - it would be useful if an established ontology such as OntoCAPE was to be used as the basis for knowledge representation. Such an approach however, will require changes to the ontology construction method to one based on the philosophy advocated by Swartout et al. (Section 2.2.4).

- Better multiobjective function optimisation: The technique used in the
prototypes, which is to gradually increment the values for each objective function until a Pareto optimal point is found, is an unsatisfactory method. More advanced optimisation techniques such as that published by Yan et al. could be used [189].

From an application standpoint, the Prototype Energy Modelling System has potential for additional improvements. The created Energy Model is currently limited to the optimisation of electricity generation within a narrow scope. By comparison, models such as MARKAL and MESSAGE optimise all facets of energy supply and demand. Sustainability of energy supply through portfolio diversification and the mitigation of energy demand through efficiency improvements are examples of issues that could be incorporated to expand the scope of optimisation. The framework for this expansion could be based on the works by Darton who proposes the use of scenarios and metrics to measure sustainability in energy futures [190] and Stirling who proposes the use of multicriteria diversity analysis to appraise energy portfolios [191]. Similarly, the level of detail of the energy supply chain, as represented by the class Energy_Chain_Objects, should be expanded to include new technologies such as carbon capture and storage. Additionally, extension to account for regional supply and demand would allow for simulation of interstate electricity import and export. Enhancements in all these areas would improve the optimisation results.

The scope of the Prototype Energy Modelling System could also be expanded. The ontological representation could be enhanced to include the economics knowledge domain while the modelling system could be enhanced to allow for the automatic creation of a macroeconomic model. This would make the modelling system more in line with current energy models such as MARKAL-MACRO and MESSAGE-MACRO.

Lastly, the applicability of the framework to optimisation models for sectors
other than energy should be explored. Indeed, we have already developed part of a *Prototype Water Modelling System* which optimises the water supply and treatment for agricultural, industrial and municipal uses for the Malaysian state of Penang. Unfortunately, due to the constraints of space, the details of this model and the case study have not been discussed in this thesis. Another potential area for exploration is the integration of both water and energy in a new *Prototype Energy-Water Modelling System* system. Such a system would address the interactions between water and energy with application in areas such as the large scale treatment of water using renewable energy and the use of water as a storage medium for energy.

### 8.3 Contributions

The main contributions from this research are:

- **A framework for the development of an *Optimisation Modelling System* which automatically formulates an optimisation model. The modelling system uses a semantic representation and knowledge inference to automatically formulate mathematical expressions representative of the intentions of the user.**

- **A semantic representation of the energy policy knowledge domain using ontologies. This ontology further expand the library of ontologies available to the ontology community.**

- **A *Prototype Energy Modelling System* which automatically creates an *Energy Model* based on the qualitative and quantitative energy policy goals and targets selected by the user.**

- **An energy policy case study of Malaysia which optimises electricity generation mixes based on energy policy goals and targets.**
8.4 Conference and Journal Papers

We have published the results from this research in two conference papers:


In addition, we have been invited to publish our results in the journals below:


8.5 Final Remark

In conclusion, the framework and created prototypes discussed in this thesis have, in our opinion, supported the hypothesis of the research. Our new approach to the formulation of optimisation models used for policy goals evaluation and analysis caters more effectively to the needs of policy makers which should in turn allow for a more effective development of policies for the betterment of mankind.
Appendix A  Rankine Steam Cycle

This appendix lists the equations associated with the Rankine cycle when used for electricity generation. The relations between the equipment, engineering process and formulas are listed in Table A.1. The specific configuration of the engineering model for each power plant is shown in Tables 6.8 - 6.15.

Table A.1: Equipment and formula for Rankine steam cycle

<table>
<thead>
<tr>
<th>Equipment and Component</th>
<th>Engineering Process</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auxiliary Steam Boiler</td>
<td>Combustor</td>
<td>stoichiometric combustion</td>
</tr>
<tr>
<td></td>
<td>Steam Generator</td>
<td>latent heat of vaporisation</td>
</tr>
<tr>
<td>Waste Heat Steam Boiler</td>
<td>Steam Generator</td>
<td>latent heat of vaporisation</td>
</tr>
<tr>
<td>Steam Turbine</td>
<td>Steam Rotor</td>
<td>net work out</td>
</tr>
<tr>
<td>Cold Exchanger</td>
<td></td>
<td>net work out *</td>
</tr>
<tr>
<td>Pump</td>
<td>Pump Rotor</td>
<td>net work out *</td>
</tr>
<tr>
<td>Heat Exchanger</td>
<td></td>
<td>net work out</td>
</tr>
<tr>
<td>Water Treatment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Generator</td>
<td>Electricity Generator</td>
<td>electricity generation</td>
</tr>
</tbody>
</table>

* "net work out" when boundary condition is set to only encompass the equipment. When boundary condition is set to the entire Rankine cycle, it is "net work in" as shown in the formula notations.
I. Stoichiometric combustion (A.1)

For a steady state combustion process in the auxiliary steam boiler, the energy released is given by equation A.1. In the engineering models, three fuel compositions are available: methane for natural gas based power plants, octane for oil based power plants and a lignite sub-bituminous mixture for coal based power plants. Enthalpy values for the components have been taken from Wark and Richards [192]

\[
\dot{Q}_{\text{combustion}} = \sum_{\text{products}} M_{ic} h_{ic} - \sum_{\text{reactants}} M_{ic} h_{ic}
\]

where
\[
\dot{Q}_{\text{combustion}} = \text{combustion heat production rate} \quad (kJ/s)
\]

\[i_{c} = \text{components (e.g. air, oxygen, water, carbon dioxide)}\]

\[M = \text{mass flow rate of components} \quad (kg/s)\]

\[h = \text{enthalpy at specified temperature and pressure} \quad (kJ/kg)\]

II. Latent heat of vaporisation (A.2)

The rate of steam production from the auxiliary steam boiler is given by equation A.2. The engineering models simulate two superheated steam states: 100 bars at 720°C and 40 bars at 400°C. The enthalpy values from the steam tables published by Wark and Richards [192] have been used.

\[
\dot{m}_{\text{steamout}} = \frac{\dot{Q}_{\text{combustion}}}{h_{\text{steamout}} - h_{\text{boilerwaterin}}}
\]

where
\[
\dot{m}_{\text{steamout}} = \text{steam production rate} \quad (kg/s)
\]

\[h_{\text{steamout}} = \text{enthalpy of produced steam} \quad (kJ/kg)\]

\[h_{\text{boilerwaterin}} = \text{enthalpy of boiler feedwater} \quad (kJ/kg)\]
III. Latent heat of vaporisation (A.3)

The rate of steam production from the waste heat steam boiler is given by equation A.3. The engineering models simulate a single superheated steam state of 40 bars and 400°C. The waste heat into the boiler is simulated with an superheater inlet temperature of 700°C and an riser outlet temperature of 500°C.

\[
\dot{m}_{\text{steamout}} = \frac{Q_{\text{wasteheat}}}{h_{\text{steamout}} - h_{\text{boilerwaterin}}} \tag{A.3}
\]

where

\[Q_{\text{wasteheat}} = \text{waste heat production rate (kg/s)}\]

IV. Steam turbine net work out (A.4)

The steam turbine work out is given by the set of equations in A.4. The engineering model optimises for a turbine outlet steam pressure of 4 bars at a steam quality of more than 90%. The enthalpy values from the steam tables published by Wark and Richards [192] have been used.
\[ \dot{W}_{ST,\text{out}} = m_{\text{steamout}} \times (h_{ST,\text{out}} - h_{\text{steamout}}) \]
\[ s_{ST,\text{out}} = (1 - x_{ST,\text{out}})s_{ST,\text{liq}} + x_{ST,\text{out}}s_{ST,\text{vap}} \]
\[ s_{ST,\text{out}} = s_{\text{steamout}} \]
\[ h_{ST,\text{out}} = (1 - x_{ST,\text{out}})h_{ST,\text{liq}} + x_{ST,\text{out}}h_{ST,\text{vap}} \]

where

\( \dot{W}_{ST,\text{out}} \) = net work out rate from steam turbine (kJ/s)
\( h_{ST,\text{out}} \) = enthalpy of steam at steam turbine exit (kJ/kg)
\( s_{ST,\text{out}} \) = entropy of steam at steam turbine exit (kJ/kg.K)
\( x_{ST,\text{out}} \) = vapour fraction at steam turbine exit
\( s_{ST,\text{liq}} \) = entropy of liquid phase at steam turbine exit (kJ/kg.K)
\( s_{ST,\text{vap}} \) = entropy of vapour phase at steam turbine exit (kJ/kg.K)
\( h_{ST,\text{liq}} \) = enthalpy of liquid phase at steam turbine exit (kJ/kg)
\( h_{ST,\text{vap}} \) = enthalpy of vapour phase at steam turbine exit (kJ/kg)

V. Cold exchanger (Steam condenser) net work out (A.5)

The steam condenser net work in is given by the set of equations in A.5. The engineering model simulates a steam condensate outlet of approximately 110°C at 1.1 bars. Inlet pressures are simulated at either 4 bars (for steam turbine outlet) or 2 bars (for cold exchanger outlet). Cooling water is the cooling medium. The enthalpy values from the steam tables published by Wark and Richards [192] have been used.

\[ \dot{W}_{COOL,\text{in}} = m_{\text{boilerwaterin}} \times (h_{\text{COOL,in}} - h_{\text{COOL,out}}) \]
\[ h_{\text{COOL,in}} = h_{ST,\text{out}} \]
\[ h_{\text{COOL,in}} = h_{\text{HEX,\text{out}}} \]
\[ m_{\text{boilerwaterin}} = m_{\text{steamout}} \]

where

\( \dot{W}_{COOL,\text{in}} \) = net work in by steam condenser (kJ/s)
\( h_{\text{COOL,in}} \) = enthalpy of boiler feed water at steam condenser outlet (kJ/kg)
\( m_{\text{boilerwaterin}} \) = boiler feed water flow at steam condenser outlet (kg/s)
\( h_{\text{COOL,out}} \) = enthalpy at steam condenser outlet (kJ/kg)
VI. Pump net work out (A.6)

The pump work in is given by equation A.6. The engineering model simulates a boiler feed water pump discharge pressure of either 40 or 100 bars and a discharge temperature of 110°C. The enthalpy values from the steam tables published by Wark and Richards [192] have been used.

\[
\dot{W}_{PUMP,\text{in}} = \dot{m}_{\text{boilerwaterin}} \cdot (h_{PUMP,\text{out}} - h_{PUMP,\text{in}})
\]

where

\[
\dot{W}_{PUMP,\text{in}} = \text{net work in by boiler feed water pump (kJ/s)}
\]

\[
h_{PUMP,\text{out}} = \text{enthalpy of boiler feed water at pump discharge (kJ/kg)}
\]

\[
h_{PUMP,\text{in}} = \text{enthalpy of boiler feed water at pump suction (kJ/kg)}
\]

VII. Heat exchanger net work out (A.7)

The heat exchanger work (heat) out is given by the set of equations in A.7. The engineering model optimises for an outlet steam pressure of 2 bars at a steam quality of more than 80%. The enthalpy values from the steam tables published by Wark and Richards [192] have been used.
\[ Q_{\text{HEX}, \text{out}} = m_{\text{steamout}} \times (h_{\text{HEX}, \text{out}} - h_{\text{steamout}}) \]

\[ s_{\text{HEX}, \text{out}} = (1 - x_{\text{HEX}, \text{out}})s_{\text{HEX}, \text{liq}} + x_{\text{HEX}, \text{out}}s_{\text{HEX}, \text{vap}} \]

\[ s_{\text{HEX}, \text{out}} = s_{\text{steamout}} \]

\[ h_{\text{HEX}, \text{out}} = (1 - x_{\text{HEX}, \text{out}})h_{\text{liq}} + x_{\text{HEX}, \text{out}}h_{\text{vap}} \]

where

\( Q_{\text{HEX}, \text{out}} \) = net heat production rate from heat exchanger \( (\text{kJ} / \text{s}) \)

\( h_{\text{HEX}, \text{out}} \) = enthalpy of steam at heat exchanger exit \( (\text{kJ} / \text{kg}) \)

\( s_{\text{HEX}, \text{out}} \) = entropy of steam at heat exchanger exit \( (\text{kJ} / \text{kg.K}) \)

\( x_{\text{HEX}, \text{out}} \) = vapour fraction

\( s_{\text{HEX}, \text{liq}} \) = entropy of liquid phase at heat exchanger exit \( (\text{kJ} / \text{kg.K}) \)

\( s_{\text{HEX}, \text{vap}} \) = entropy of vapour phase at heat exchanger exit \( (\text{kJ} / \text{kg.K}) \)

\( h_{\text{HEX}, \text{liq}} \) = enthalpy of liquid phase at heat exchanger exit \( (\text{kJ} / \text{kg}) \)

\( h_{\text{HEX}, \text{vap}} \) = enthalpy of vapour phase at heat exchanger exit \( (\text{kJ} / \text{kg}) \)
VIII. Water treatment (A.8.1 and A.8.2)

Two sets of water treatment equations are modelled: plant start up and steady state operation. During plant start up, the water withdrawal rate is given by the set of equations in A.8.1. The engineering model simulates a three system treatment: sand and activated carbon filters, reverse osmosis membranes, and cation-anion demineraliser beds. The loss rates for each system is based on propriety data published in the process flow diagrams of an operational plant [193].

\[
\begin{align*}
    m_{BW\text{Total}} &= m_{\text{boilerwaterin}} + m_{\text{boilerwaterloss}} \\
    m_{\text{coolingwaterin}} &= \frac{W_{\text{COOLin}}}{(h_{\text{COOLout}} - h_{\text{COOLin}})} \\
    m_{CW\text{Total}} &= m_{\text{coolingwaterin}} + m_{\text{CWloss}} \\
    m_{BW\text{Total}} + m_{CW\text{Total}} &= m_{\text{demintotal}} - m_{\text{deminloss}} \\
    m_{\text{demintotal}} &= m_{\text{ROtotal}} - m_{\text{ROloss}} \\
    m_{\text{ROtotal}} &= m_{\text{filtertotal}} - m_{\text{filterloss}} \\
    m_{\text{withdrawal}} &= m_{\text{filtertotal}}
\end{align*}
\]

where

- \( m_{BW\text{Total}} \) = total water flow rate in steam system \ (kg/s) \hspace{1cm} \text{(A.8.1)}
- \( m_{BW\text{loss}} \) = boiler feed water loss rate \ (kg/s)
- \( m_{\text{coolingwaterin}} \) = cooling water in flow rate \ (kg/s)
- \( m_{CW\text{Total}} \) = total cooling water flow rate \ (kg/s)
- \( m_{CW\text{loss}} \) = cooling water loss rate \ (kg/s)
- \( m_{\text{demintotal}} \) = total demineralizer flow rate \ (kg/s)
- \( m_{\text{deminloss}} \) = demineralizer water loss rate \ (kg/s)
- \( m_{\text{ROtotal}} \) = total reverse osmosis flow rate \ (kg/s)
- \( m_{\text{ROloss}} \) = reverse osmosis water loss rate \ (kg/s)
- \( m_{\text{filtertotal}} \) = total filtered water flow rate \ (kg/s)
- \( m_{\text{filterloss}} \) = filtered water loss rate \ (kg/s)
- \( m_{\text{withdrawal}} \) = water withdrawal rate \ (kg/s)
At steady state operation, the water consumption rate is given by the set of equations in A.8.2. The water consumption rate is taken to be approximately equal to the water loss rates for the steam and cooling water systems. The boiler feed water system loss of 3% accountants for intermittent and continuous blowdown of the boilers [194]. A cooling water loss of 5% is based on our experience.

\[
\begin{align*}
  m_{\text{BWTopup}} &= m_{\text{boilerwaterloss}} = 0.03 \times m_{\text{boilerwaterin}} \\
  m_{\text{CWTopup}} &= m_{\text{coolwaterloss}} = 0.05 \times m_{\text{coolwaterin}} \\
  m_{\text{BWTopup}} + m_{\text{CWTopup}} &= m_{\text{demintotal}} - m_{\text{deminloss}} \\
  m_{\text{demintotal}} &= m_{\text{ROtotal}} - m_{\text{ROloss}} \\
  m_{\text{ROtotal}} &= m_{\text{filtertotal}} - m_{\text{filterloss}} \\
  m_{\text{consumption}} &= m_{\text{filtertotal}}
\end{align*}
\]

(A.8.2)

where

- \( m_{\text{BWTopup}} \) = total water top up in steam system (kg/s)
- \( m_{\text{CWTopup}} \) = total water top up in cooling water system (kg/s)
- \( m_{\text{consumption}} \) = water consumption rate of electricity generation plant (kg/s)

IX. Electricity generation (AG.1)

The electricity generated by the steam turbine coupled generator is given by equation AG.1.

\[
P_{\text{electrical, out}} = \eta \times W_{\text{ST, out}}
\]

(AG.1)

where

- \( P_{\text{electrical, out}} \) = electrical power generated (kW)
- \( \eta \) = generator efficiency
Appendix B  Brayton Cycle

This appendix lists equations associated with the Brayton cycle when used for electricity generation. The relations between the equipment, engineering process and formulas are listed in Table B.1. The specific configuration of the engineering model for each power plant is shown in Tables 6.8 - 6.15.

Table B.1: Equipment and formula for Brayton cycle

<table>
<thead>
<tr>
<th>Equipment and Component</th>
<th>Engineering Process</th>
<th>Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas Turbine</td>
<td>Compressor</td>
<td>air suction</td>
</tr>
<tr>
<td></td>
<td>Combustor</td>
<td>stoichiometric combustion</td>
</tr>
<tr>
<td></td>
<td>Power Turbine</td>
<td>net work out</td>
</tr>
<tr>
<td>Generator</td>
<td>Electricity Generator</td>
<td>electricity generation</td>
</tr>
</tbody>
</table>
I. Air suction flow rate (B.1)

For a steady state condition in the gas turbine, the air flow rate is given by equation B.1. The standard enthalpy of combustion of methane and octane have been obtained from Wark and Richards [192].

\[
m_{\text{air}} = \frac{\Delta H_c^o}{h_{C,\text{out}} - h_{C,\text{in}}} * \frac{m_{\text{fuel}}}{MM_{\text{fuel,c}}}
\]

where

- \(m_{\text{air}}\) = air flowrate (kg/s)
- \(m_{\text{fuel}}\) = fuel flowrate (kg/s)
- \(\Delta H_c^o\) = enthalpy of combustion (kJ/mol)
- \(MM_{\text{fuel,c}}\) = molar mass of fuel required to produce \(\Delta H_c^o\) (kg/mol)
- \(h_{C,\text{in}}\) = enthalpy of air at combustor inlet (kJ/kg)
- \(h_{C,\text{out}}\) = enthalpy of flue gas at combustor outlet (kJ/kg)

II. Stoichiometric combustion (B.2)

For a steady state combustion process in the gas turbine, the enthalpy of combustion for either methane or octane can be calculated based on the combustion of 1 mole of methane or octane respectively. The enthalpy of combustion equation is given by B.2. The mole of air required is calculated from stoichiometry. Enthalpy values for the components have been taken from Wark and Richards [192]. In the engineering models, two fuel compositions are available: methane for natural gas based power plants and octane for oil based power plants.

\[
\Delta H_c^o = \sum_{\text{products}} N_i h_i - \sum_{\text{reactants}} N_i h_i
\]

where

- \(i\) = components (e.g. air, oxygen, water, carbon dioxide)
- \(N\) = molar mass (kg/mol)
- \(h\) = enthalpy at specified temperature and pressure (kJ/kg)
III. Power turbine net work out (B.3)

The power turbine work out is given by equation B.3. The enthalpy values from the steam tables published by Wark and Richards [192] have been used.

\[
W_{PT,\text{out}} = \left( (h_{C,\text{out}} - h_{PT,\text{out}}) - (h_{C,\text{in}} - h_{\text{atm}}) \right) \cdot m_{\text{air}}
\]

where

\[
W_{PT,\text{out}} = \text{net work out rate from power turbine} \quad (\text{kW})
\]
\[
m_{\text{air}} = \text{air flow rate ~ flue gas flow rate} \quad (\text{kg/s})
\]
\[
h_{C,\text{out}} = \text{enthalpy of flue gas at combustor outlet} \quad (\text{kJ/kg})
\]
\[
h_{PT,\text{out}} = \text{enthalpy of flue gas at power turbine outlet} \quad (\text{kJ/kg})
\]
\[
h_{C,\text{in}} = \text{enthalpy of air at combustor inlet} \quad (\text{kJ/kg})
\]
\[
h_{\text{atm}} = \text{enthalpy of air at compressor inlet} \quad (\text{kJ/kg})
\]

IV. Electricity generation (BG.1)

The electricity generated by the power turbine coupled generator is given by equation BG.1.

\[
P_{\text{electrical, out}} = \eta \cdot W_{PT,\text{out}}
\]

where

\[
P_{\text{electrical, out}} = \text{electrical power generated} \quad (\text{kW})
\]
\[
\eta = \text{generator efficiency}
\]

(B.3)
Appendix C  Wind Turbine Model

This appendix lists the equations for wind turbine electricity generation.

Table C.1: Wind Turbine Model

<table>
<thead>
<tr>
<th>Equipment and Component</th>
<th>Engineering Process</th>
<th>Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind Turbine</td>
<td>Rotor</td>
<td>net work out</td>
</tr>
<tr>
<td></td>
<td>Electricity Generator</td>
<td>electricity generation</td>
</tr>
</tbody>
</table>

I. Wind turbine net work out (C.1)

For a steady state condition, the work generated from a wind turbine is given by equation C.1. The Betz constant has been set to 0.59. Wind velocity values have been either loaded from a GIS database [149] or taken from the literature [175,176].

\[
W_{\text{WDT, out}} = \beta \times \frac{1}{2} \times \rho \times V^3 \times \pi \times r^2
\]

where

- \( W_{\text{WDT, out}} \) = wind turbine power output (W)
- \( \beta \) = Betz constant
- \( \rho \) = air density (kg/m\(^3\))
- \( V \) = wind velocity (ms\(^{-1}\))
- \( r \) = rotor radius (m)

(C.1)

II. Electricity generation (CG.1)

The electricity generated by the wind turbine is given by equation CG.1

\[
P_{\text{electrical, out}} = \eta \times W_{\text{WDT, out}}
\]

where

- \( P_{\text{electrical, out}} \) = electrical power generated (W)
- \( \eta \) = generator efficiency

(CG.1)
Appendix D  Solar Photovoltaic and Concentrator Model

This appendix lists the equations for solar electricity generation.

I. Photovoltaic electricity production (D.1)

The amount of electricity generated by a photovoltaic array is given by expression D.1 [195]. Solar global radiation values have been either loaded from a GIS database [149] or taken from the literature [173,174]. An efficiency value of 10% is used.

\[ P_{\text{electrical, out}} = \eta_{pv} \times \tau_g \times A_{pv} \]

where

- \( P_{\text{electrical, out}} = \) electrical power generated (kWh/day)
- \( \eta_{pv} = \) photovoltaic generator efficiency
- \( \tau_g = \) solar global radiation (kWh/m\(^2\).day)
- \( A_{pv} = \) photovoltaic surface area (m\(^2\))

II. Solar concentrator heat production (D.2)

The amount of heat generated by a solar concentrator has been assumed to be similar to that of a solar thermal collector. Expression D.2 is based on EN12975 [196]. An efficiency value of 12% is used.

\[ Q_{\text{col}} = A_{\text{col}} \times (\eta_{col} \times \tau_g - a_1(T_m - T_a) - a_2(T_m - T_a)^2) \]

where

- \( Q_{\text{col}} = \) thermal heat production rate (kWh/day)
- \( A_{\text{col}} = \) collector surface area (m\(^2\))
- \( \eta_{col} = \) collector efficiency
- \( a_1 = \) 1st order heat loss coefficient (kW/K)
- \( a_2 = \) 2nd order heat loss coefficient (kW/K)
- \( T_m = \) collector mean temperature (K)
- \( T_a = \) ambient air temperature (K)
Appendix E  Hydroelectric Model

This appendix lists the equations associated with hydroelectric power.

Table E.1: Hydroelectric Turbine Model

<table>
<thead>
<tr>
<th>Equipment and Component</th>
<th>Engineering Process</th>
<th>Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydroelectric Turbine</td>
<td>Rotor</td>
<td>net work out</td>
</tr>
<tr>
<td></td>
<td>Electricity Generator</td>
<td>electricity generation</td>
</tr>
</tbody>
</table>

I. Hydroelectric turbine net work out (E.1)

For a steady state condition, the work generated from a hydroelectric turbine is given by E.1

\[
\dot{W}_{WT, out} = \rho_{wt} \cdot g \cdot h \cdot Q_{water}
\]

where

\[
\dot{W}_{WT, out} = \text{net work output rate from water turbine (J/s)}
\]
\[
\rho_{wt} = \text{water density (kg/m}^3\text{)}
\]
\[
g = \text{gravity (ms}^{-2}\text{)}
\]
\[
h = \text{height (m)}
\]
\[
Q_{water} = \text{water flow rate (m}^3\text{/s)}
\]

II. Electricity generation (EG.1)

The generated electricity from the hydroelectric turbine is given by equation EG.1.

\[
P_{electrical, out} = \eta \cdot \dot{W}_{WT, out}
\]

where

\[
P_{electrical, out} = \text{electrical power generated (W)}
\]
\[
\eta = \text{generator efficiency}
\]
Appendix F  Biomass Production Model

This appendix lists the equations for bioenergy production.

I.  Biomass production and energy for generic plant  (F.1)

The amount of bioenergy produced by a living plant is given by equation F.1 where $\alpha$ represents the maximum electron transport pathway process efficiency (33%), $\omega$ represents the maximum solar absorption efficiency (12%), $\beta$ represents the percentage of solar radiation that lands on leaves (20%), $\gamma$ represents the amount of energy overheads required to maintain the plant itself (60%) [197]. The constant 365 converts from days to years.

$$U_{\text{bio}} = (\tau \times A_{\text{bio}} \times \alpha \times \omega \times \beta \times \gamma \times 365)$$

where

$\tau$ = global solar radiation  (kJ/m$^2$.day)

$A_{\text{bio}}$ = biomass leaves or plant surface area  (m$^2$)

$\alpha$ = process efficiency

$\omega$ = absorption efficiency

$\beta$ = solar radiation factor

$\gamma$ = mass production efficiency

$U_{\text{bio}}$ = amount of energy from biomass  (kJ/year)

II.  Biomass energy for Palm Oil (F.2)

The energy available in an empty fruit bunch is given by equation F.2.

$$U_{\text{bio}} = EFB_{CV} \times \text{Yield}_{\text{plant}} \times P_{\text{bio}}$$

where

$EFB_{CV}$ = empty fruit bunches calorific value  (kJ/kg)

$\text{Yield}_{\text{plant}}$ = biomass energy yield  (kg/hectare.year)

$P_{\text{bio}}$ = plantation area  (hectare)

(F.2)
References


of Energy and the Environment, 18, pp.397-478.

developing countries. Energy policy, 35(6), pp.3473-3482.

University.

computer tools for analysing the integration of renewable energy into various 


Publishing Group.

coherence and distributional word coherence as factors influencing plausibility 

the Chilean Economy. Santiago: Central Bank of Chile.

technologies in top-down economic models using bottom-up information. 

by AIM/end-use model. Opsearch - Journal of the Operational Research 

methods and finding from European studies. Energy Policy, 24(10-11), 
pp.899-915.

Energy-Economy Analysis. Upton: Bookhaven National Laboratory.

[100] Loulou, R., Goldstein, G., Noble, K., 2004. Documentation of the MARKAL 
Family of Models. Paris: ETSAP.


