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Abstract

Without learning we would be limited to a set of preprogrammed behaviours. While that may be acceptable for flies \(^1\), it does not provide the basis for adaptive or intelligent behaviours familiar to humans. Learning, then, is one of the crucial components of brain operation. Learning, however, takes time. Thus, the key to adaptive behaviour is learning to systematically generalise; that is, have learned knowledge that can be flexibly recombined to understand any world in front of you. This thesis attempts to make inroads on two questions - how can brain networks learn, and what are the principles behind representations of knowledge that allow generalisation. Though bound by a common framework of Bayesian thinking, this thesis considers the questions in two separate parts.

In the first part of the thesis, we investigate algorithms the brain may use to update connection strengths. While learning attempts to optimise a global function of the brain state, each connection only has access to local information. This is in contrast to artificial networks, where global information is easily conveyed to each synapse via the back-propagation algorithm. We show that, contrary to decades old beliefs, an analogous algorithm to back-propagation could be implemented in the local dynamics and learning rules of brain networks. We show an exact equivalence between the two algorithms and demonstrate that they perform identically on a standard machine learning benchmark. These results are the first to show that an algorithm as efficient as those used in machine learning could be implemented in the brain.

In the second part of the thesis, we investigate frameworks for learning and generalising neural representations. It is proposed that a cognitive map encoding the relationships between entities in the world supports flexible behaviour. This map is traditionally associated with the hippocampal formation, due to its beautiful representations mapping space. This cognitive map, though, seems at odds with the other well-characterised aspect of the hippocampus: relational memory. Here we unify spatial cognition and relational memory within the framework of generalising relational knowledge. Using this framework, we build a machine that learns and generalises knowledge in both spatial and non-spatial tasks, while also displaying representations that mirror those in the brain. Finally, we confirm model predictions in neural data. Together, these results provide a computational framework for a systematic organisation of knowledge spanning all domains of behaviour.

\(^1\)Mayflies to be more specific.
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Aristotle believed brains cooled blood in order to keep our intelligent hearts free from hot-bloodedness. Before him, though, Alcmaeon and Hippocrates thought the brain contained the mind. Believing that dissection violated the human body, the ancient Greeks’ understanding of the brain was limited. As time went on, views of such sacredness waned and the Romans began to pry inside; Galen deduced from densities and squishiness that the cerebellum controlled muscles and the softer cerebrum processed the senses. Fast-forward a millennia or two, bypassing Descartes’ thoughts on dualism, consciousness, and the pineal gland, techniques to examine the brain started to improve; Galvani probed the role of electricity in nerves and von Helmholtz did the same for neurons; various lesions indicated functional segregation, such as executive control in prefrontal cortex through Phineas Gage or expressive language in Broca’s area; Golgi and Cajal used microscopes and staining to examine single neurons.
With the industrialisation of science, the twentieth century bore fruit in the form of an increasingly detailed understanding of neurons, synapses, neurotransmitters, resting potentials, action potentials, networks and so on (Sherrington, 1907; Loewi, 1921; McCulloch and Pitts, 1943; Hodgkin and Huxley, 1952). Though we have gained a great level of detail about many of these micro-processes - as well as high-level understandings of intelligence thanks to philosophy, experimental psychology, and behavioural and cognitive neuroscience (Thorndike, 1898; Pavlov, 1927; Skinner, 1938; Ferster and Skinner, 1957; Gibson, 1977) - a large gulf of understanding remains between these levels of granularity.

This thesis focuses on spanning this gap by providing high-level computational frameworks that translate to low-level processes. Any high-level brain framework must have successful behaviour at its heart as that is the role of the brain. Analogously, neurons are central to low-level understanding as the basis of brain function is believed to be the transfer of information between neurons, mediated via weighted connections. Different weights lead to different functions. Thus, learning appropriate configurations of weights is the fundamental problem facing brains. There are two facets to this learning - the first is how, and the second is what. The how are the learning algorithms that determine updates to these synaptic connections, and the what are the neural representations that reflect how the world works.

### 1.1 Neural hardware

Neurons consist of cell bodies and axons (Figure 1.1). Cell bodies process electrical information (after aggregation via dendrites), and axons transmit information. Axons project to other neurons via terminals that synapse onto dendrites. Altering the strength of these connections is learning, with the exact amount of change prescribed by the brain’s learning algorithm. This algorithm has access to little information per connection; only the neuron it projects from (Hebb, 1949), the neuron it projects to, local neuromodulators, and local field potentials. From this local information alone, weights (synapses) must learn their role as part of a global network.
1. Introduction

Figure 1.1: Neurons synapsing onto each other. Unknown source.

Though weights encode learned information, it is the cell bodies that represent the world via their activity. This is also the activity that experimenters record. One can record the whole brain with low granularity (e.g. fMRI), or a tiny fraction of the brain with high granularity (e.g. single neuron recording). In either extreme, characteristic patterns of activity to stimuli, known as representations, allow the experimenter to define cell types, or area specific functions.

Approximately one millionth of the brain’s neurons can be recorded simultaneously. In contrast, machine learners skipped two millennia of experimental methods development and can record everything in their artificial neural networks (ANNs). Since these networks have been trained to human level performance on complex tasks (Lecun et al., 2015), surely their analysis can aid neuroscientists’ understanding of biological intelligence. Alas, so far, this has not been as fruitful as had been hoped with ANN’s representations deeply uninterpretable.

1.2 Thesis Research

It is at this point that the research in this thesis commences. It focusses on 1) the algorithmic implementation of learning in biological neural networks, and 2) a computational framework for the neural representations of task generalisation.
Both these research directions are bound together by Bayesian thinking, and both of these pieces of work bridge the gap between high- and low-level understanding, as well as between brains and machines.

1.2.1 ANNs and brain networks

Learning is the process of updating one’s belief or understanding on the basis of new information. This is a problem for machines and, more intimately, it is the problem faced by the neurons and connections that comprise our brains. Machine learners get to choose their learning algorithm. One algorithm in particular, the back-propagation algorithm (backprop; Rumelhart et al. (1986); Werbos (1994)), is proven to be highly effective. Backprop and ANNs were originally developed for supervised learning, though now also used for unsupervised and reinforcement learning. In supervised learning, the goal is to find a good mapping from inputs to targets (chapters 3).

Though ANNs are loosely based on brain networks, backprop is traditionally seen as incompatible with learning in the brain (reasons discussed in chapters 3 and 4). The main contribution of the first part of this thesis is to show that the backprop is, in fact, implementable in locally connected networks of neurons such as those found in the brain.

We treat the problem of supervised learning like a statistician would by defining a joint probability distribution over variables. We structure the dependencies of variables as a directed acyclic graph with analogous architecture to the layers of neurons in ANNs. We then show approximate inference of these variables can be implemented in locally connected networks of neurons, with global learning obtained using only local learning rules.

We show this learning has an equivalence to backprop, with exact asymptotic convergence. We verify this equivalence on a standard machine learning benchmark, demonstrating equal performance for both algorithms. Finally, we propose alternative architectures implementing efficient learning in biological neural networks.
After introducing this new network, we compare a variety of other models of biological backprop and demonstrate that many models can be viewed under a common framework.

1.2.2 Neural representations for generalisation

Learning is not done all at once nor is it all for one moment; we learn continually, acquiring and deploying new skills when needed. Learning, however, is slow, and so we learn so that we don’t have to learn; we learn so that we can operate successfully in the wild when facing new and/or unknown data.

Applying old knowledge to new situations is known as generalisation. This ranges from classifying novel dogs to complex tasks where entire environments may change. The hippocampal formation has a pivotal role in generalisation, though little is known about the mechanism, or the role of its famous neural representations (O’Keefe and Nadel, 1978; Hafting et al., 2005).

The main contribution of the second part of this thesis is threefold. 1) We formalise tasks for structure generalisation - how to transfer information from one task to a structurally similar task. This task setup encompasses seemingly disparate spatial, non-spatial and classic relational memory tasks that all rely on the hippocampal formation. This formalism, then, offers a unifying account of the hippocampal formation. 2) We provide both a computational framework to solve these tasks, and a particular implementation of such ideas - the Tolman-Eichenbaum Machine (TEM). After learning, TEM exhibits neural representations analogous to those found in the hippocampal formation. Thus, TEM provides a mechanistic understanding of the hippocampal role in generalisation, while also offering explanations to the myriad of known cell representations. 3) We verify a neural prediction of this model, showing a previously unknown relationship between cells of hippocampus and entorhinal cortex.
1.3 Thesis Overview

Introduction

Chapter 2 introduces the reader to concepts fundamental to the overall research in this thesis. In particular, it introduces the reader to Bayes, sets the scene for algorithmic implementations of Bayes in the brain, and discusses philosophical considerations for structuring representations.

Part I: Algorithms for learning

Chapter 3 introduces the reader to concepts fundamental to the new research in this part of the thesis. In particular, it focusses on ANNs, and the decades old debate as to whether their learning algorithm, backprop, is implementable in the brain.

Chapter 4 shows backprop is implementable in the brain. More precisely it uses a probabilistic approach to supervised learning, and demonstrates that simple approximate Bayesian inference leads to dynamics that can be implemented in biologically plausible neural networks known as predictive coding networks. The equilibrium point of these dynamics is shown to have a direct equivalence to how errors are propagated in backprop. Furthermore, the learning rule is equivalent to backprop. This work is published in Neural Computation (Whittington and Bogacz, 2017).

Chapter 5 reviews other recent models of back-propagation in the brain, summarising them in two categories - those that represent errors explicitly and those that represent errors temporally. It further describes how many models can be viewed as performing inference and learning in an energy-based framework. This work is published in Trends in Cognitive Sciences (Whittington and Bogacz, 2019).

Part II: Representations for generalisation

Chapter 6 introduces the reader to concepts fundamental to the new research in this part of the thesis. In particular, it focusses on generalisation along with the hippocampal formation and its main functions and representations.
Chapter 7 introduces the Tolman-Eichenbaum machine (TEM), a model that learns and generalises abstract relational knowledge in both spatial and non-spatial tasks. The framework of TEM unifies two fields of neuroscience - spatial cognition and relational memory. Furthermore, TEM manages to predict a wide variety of cellular representations. In this chapter TEM is described in an intuitive, non-mathematical manner. An early version of the work of chapters 7, 8 and 9 is published at NeurIPS (Whittington et al., 2018) and a complete version is currently under review at Cell (Whittington et al., 2019).

Chapter 8 describes TEM in more detail. Specifically a complete mathematical description of the model is provided.

Chapter 9 looks at a neural prediction of TEM. TEM proposes that structural knowledge between grid and place cells is preserved, even after the apparently random remapping of the place code. This prediction is tested and verified in simultaneous recordings of place and grid cells in a remapping experiment.

Afterword

Chapter 10 draws conclusions from the previous chapters and discusses some open questions in the field.
Learning is the process of updating beliefs or understanding on the basis of new information. A formal account of this process is given using probabilities and Bayes theorem. In this chapter we present a brief overview of the Bayesian framework, consider how the brain may implement Bayes as its learning algorithm, and finally have a philosophical discussion on the nature of representing information. For a more detailed account of the Bayes used in this thesis, please see appendix A and for more extensive examinations we refer the reader to MacKay (2003); Bishop (2006); Murphy (2014), and in particular Behrens (2004) for an excellent introduction to Bayesian thinking, from where this and some subsequent paragraphs are essentially pinched.
2.1 Modelling data with probability distributions

To understand the physical and natural world a scientist performs experiments and makes observations. Their true interest is not the observed data itself but is in discovering something deeper about how the world works. This understanding often comes in the form of a model - a simplified depiction of the system in question. This model, hopefully, not only offers a parsimonious explanation of the system, but, crucially, predicts future observations.

It is difficult to define the perfect model a priori. Nevertheless, it may be possible to describe assumptions about the structure of the system and leave some parameters to adjust themselves a posteriori. These parameters, $\theta$, bind the model abstraction, $\mathcal{M}$, to the particular data in question, $\mathcal{D}$. For example, one can model vibrations on a string using waves with an amplitude and wavelength. Here the model (wave) prescribes the rules for how the parameters (amplitude, wavelength) combine together to produce the data. Each dataset (string) may have different unknown parameters, but the same model structure (wave) nevertheless accounts for each dataset.

There may be aspects of the system not included in our model structure e.g. thermal fluctuations of the string or differentials in elastic properties. Even if the true data generating process were deterministic, these un-modelled processes mean some behaviours of the system cannot be captured deterministically. These processes are termed as noise. Noise means we cannot make precise predictions of variables, but instead can only make predictions about distributions of variables.

Thus, it is natural to describe data in terms of probability distributions; probability mass functions (pmf) for discrete data and probability distribution functions (pdf) for continuous data. Putting this together, the probability of observing data, $\mathcal{D}$, given model, $\mathcal{M}$, and parameters, $\theta$, is

$$P(\mathcal{D} | \mathcal{M}, \theta) \quad (2.1)$$
Thinking with probabilities means we are not surprised when model predictions do not exactly agree with the data. Rather, we formally account for surprise by considering where on the distribution the data lies.

### 2.1.1 Maximum likelihood learning

Learning constitutes becoming less surprised. It seems clear then that we should find the set of parameters that most reduces our surprise. More formally,

$$\theta^* = \arg \min_\theta P(D | \mathcal{M}, \theta)$$  \hspace{1cm} (2.2)

This configuration of parameters is the most likely to have generated the data, hence the name maximum likelihood estimation. There is a curiosity to this approach though. Should a new data point come along, it is very likely that the maximum likelihood estimation would change. To an entirely new set of parameters! Thus, with no single configuration offering a perfect explanation of the system, it is better to think in probabilities again, though this time with distribution over parameters configurations given the observed data

$$P(\theta | \mathcal{M}, D)$$  \hspace{1cm} (2.3)

This is known as the posterior distribution. It is, however, not a distribution we have immediate access to. Fortunately Bayes and Laplace thought about this long ago (Bayes, 1763; Laplace, 1774) and can offer us some useful guidance. Following their advice, we must first understand a little more about joint and conditional densities.

### 2.1.2 Joint and conditional densities

When considering many variables simultaneously (only two here for the sake of argument), we write their joint distribution as

$$P(x_1, x_2)$$  \hspace{1cm} (2.4)
If these two variables share no dependence, i.e. whatever value $x_1$ takes, in no way affects the distribution of values $x_2$ takes, then the joint equation simplifies to

$$P(x_1, x_2) = P(x_1)P(x_2) \tag{2.5}$$

This says the joint probability is the product of the marginals. Two variables are said to be independent if and only if their joint distribution factorises this way.

For example, if $x_1$ is a variable for whether a social media savvy academic tweets, $T$, on a day, and $x_2$ is a variable for whether the academic drinks coffee, $C$, then, since coffee happens regardless of other activities, these events are independent i.e. the joint probability of a tweet and coffee is the product of the marginals;

$$P(x_1 = T, x_2 = C) = \frac{3}{14} \text{ and } P(x_1 = T)P(x_2 = C) = \frac{1}{4} \cdot \frac{6}{7} = \frac{3}{14}.$$ 

Variables don’t have to be independent though. If $x_2$ is instead whether the academic published a paper that day, $R$, one might imagine tweets and papers occur together. Indeed, the probability of observing a tweet and a paper $P(x_1 = T, x_2 = R) = \frac{1}{40}$, but $P(x_1 = T)P(x_2 = R) = \frac{1}{4} \cdot \frac{1}{25} = \frac{1}{100}$, i.e. $P(x_1 = T, x_2 = R) \neq P(x_1 = T)P(x_2 = R)$. How can we reconcile this and relate joint distributions with marginal distributions?

The insight of Bayes and Laplace\footnote{Bayes \textit{(1763)}; Laplace \textit{(1774)}} was that a joint probability distribution can still be factored into the product of two distributions, though one of them is a conditional distribution not a marginal distribution

$$P(x_1, x_2) = P(x_1 \mid x_2)P(x_2) = P(x_2 \mid x_1)P(x_1) \tag{2.6}$$

We see the first factor is still just the marginal distribution of $x_1$, but now the second is a distribution of $x_2$ conditioned on $x_1$ (or the other way round).

In our case, $P(x_1 = T \mid x_2 = R) = \frac{5}{8}$, which then makes sense as $\frac{5}{8} \cdot \frac{1}{25} = \frac{1}{40}$.

We note that in the case of independence $P(x_1 \mid x_2) = P(x_1)$ and so we recover the earlier result of equation\footnote{Approximate data for an unnamed academic.} 2.5.
2.1.3 Bayes theorem

Rearranging equation 2.6 gives Bayes theorem

\[ P(x_2 \mid x_1) = \frac{P(x_1 \mid x_2)P(x_2)}{P(x_1)} \tag{2.7} \]

This equation tells us how to update our beliefs on \( x_2 \) given we have observed \( x_1 \). Let’s use Bayes on our prolific tweeter. If we want to work out the probability of a paper given we have observed a tweet, \( P(x_2 = R \mid x_1 = T) \), then we need to know what the three terms are on the right hand side of equation 2.7. Fortunately we have them all above; the prior \( P(x_1 = T) = \frac{1}{4} \); the marginal \( P(x_2 = R) = \frac{1}{25} \); the likelihood \( P(x_1 = T \mid x_2 = R) = \frac{5}{8} \). We are all ready to get the answer

\[ P(\text{Paper} \mid \text{Tweet}) = \frac{5}{8} \cdot \frac{1}{25} = \frac{1}{10} \tag{2.8} \]

This simple equation is all we needed to update our beliefs on whether a paper was published - our beliefs of a paper went from the prior \( \frac{1}{25} \) to the posterior \( \frac{1}{10} \). A modest change, but a change nonetheless. Arguably more important that academics and twitter, exactly the same procedure can be applied to our modelling example - we can update our beliefs over parameters without ever having to observe them

\[ P(\theta \mid M, \mathcal{D}) = \frac{P(\mathcal{D} \mid M, \theta)P(\theta \mid M)}{P(\mathcal{D} \mid M)} \tag{2.9} \]

2.1.4 Datasets

We often collate scalar variables \( \{x_1, x_2 \cdots\} \) and write them as a vector, \( \mathbf{x} = [x_1, x_2 \cdots] \). This is a useful representation as often observations are high dimensional. For example, images consist of pixels and so can be described as \( \mathbf{x} \) where each \( x_i \) is a single pixel. The above relations all still hold when considering collections of variables (vector) as opposed to single variables at a time.

\footnote{Presumably the content of the tweets would be more informative.}
In general we have access to more than just one observation vector $\mathbf{x}$. For example, we may want to learn from a set of images $\{\mathbf{x}^{(1)}, \mathbf{x}^{(2)}, \ldots, \mathbf{x}^{(N)}\}$, where each $\mathbf{x}^{(1)}$ is a photo of a galaxy. We describe this set of observations as a dataset $\mathcal{D}$, where

$$\mathcal{D} = \{\mathbf{x}^{(1)}, \mathbf{x}^{(2)}, \ldots, \mathbf{x}^{(N)}\} \equiv \mathbf{x}^{1:N} \tag{2.10}$$

We typically assume that each observation, $\mathbf{x}^{(i)}$, is a separate and independent measurement. In this case, the $\mathbf{x}^{(i)}$ are known as independent and identically distributed (i.i.d). This assumption makes our lives as data modellers much easier. Rather than considering the joint over all data points, we can exploit independence and factorise $P_{\theta}(\mathbf{x}^{1:N})$ as $\prod_{\mathbf{x} \in \mathcal{D}} P_{\theta}(\mathbf{x})$.

### 2.1.5 Latent variable models

So far the only unknowns (unobserved variables) we have discussed are the model parameters. We can, however, think of some unobserved variables as latent causes, rather than just parameters of a model. For example, when talking to someone, I hear words (observed variables) and it is my job to understand the other person’s thinking (unobserved variables) that caused those words. Thus, we make a distinction about the unknowns in the world - there may be unknown parameters or unknown (hidden/ latent) causal factors. Formalising this, we have a generative model relating unknown cause, $\mathbf{z}$, and unknown parameters, $\theta$, to observation $\mathbf{x}$

$$P_{\theta}(\mathbf{x}, \mathbf{z}) = P_{\theta}(\mathbf{x} | \mathbf{z}) P_{\theta}(\mathbf{z}) \tag{2.11}$$

For further, and hierarchical, specifications of latent variables see appendix A.

#### Variables versus parameters

Even though we made a distinction between latent variables and parameters, in reality, they are both still just parts of the mechanics of the generative model and the separation is just a further specification of the model structure, $\mathcal{M}$. And so, like good Bayesians, we consider latent variables and parameters in the same light.

---

5We drop $\mathcal{M}$ for notational clarity and also adopt the cleaner $P_{\theta}(\mathbf{z} | \mathbf{x})$ as opposed to $P(\mathbf{z} | \mathbf{x}, \theta)$. 
We can, however, think differently. Rather than inferring both \( z \) and \( \theta \), we can instead infer the causes \( z \) and learn the parameters \( \theta \). This distinction has some relevance for the brain as we shall see later. The posterior we want is then

\[
P_{\theta}(z \mid x) = \frac{P_{\theta}(x \mid z) P_{\theta}(z)}{P_{\theta}(x)} \quad (2.12)
\]

As latent variable modellers, we have to consider whether our unobserved variables are global and influence all data observations e.g. our parameters \( \theta \), or local and are associated with each data observation e.g. each \( z \) in \( z^{1:N} \). In the case of the local latent variables, we can assume that the conditional \( P_{\theta}(x^{1:N} \mid z^{1:N}) \) and prior \( P_{\theta}(z^{1:N}) \) factorise across data points - this then induces a factorisation in the posterior.

### 2.1.6 Types of learning

Bayes can be applied to a variety of different learning problems. The traditional split of learning is unsupervised learning, supervised learning and reinforcement learning. In this thesis we only consider the first two, and thus offer a little introduction here, with the key difference being whether data comes in pairs of inputs and outputs or inputs alone.

**Supervised learning**

Supervised learning considers both inputs and outputs, with the aim to learn good mappings from input, \( x \), to output \( t \). Examples may be classification tasks where the output is class labels, or regression tasks where the output is real numbers.

Starting with a conditional model \( P_{\theta}(t \mid x) \), there are two things to do - learning and making predictions. For learning, as described above, we are interested in \( P(\theta \mid D) \) which we can get from Bayes rule, though many algorithms (including neural networks) just use simple maximum likelihood estimations on \( \prod_{x,t \in D} P_{\theta}(t \mid x) \). For prediction we are interested in \( P(t \mid x) = \)

---

6In supervised learning, \( D = \{(x^{(1)}, t^{(1)}), (x^{(2)}, t^{(2)}), \ldots, (x^{(N)}, t^{(N)})\} \).

7One can also use joint models \( P_{\theta}(x, t) \), e.g. naive Bayes.
\[ \int P_{\theta}(t \mid x)P(\theta \mid D)d\theta, \text{ i.e. we marginalise out the weights. When } \theta \text{ is learned via maximum likelihood } (\theta^*) \text{, then } P(t \mid x) = P_{\theta^*}(t \mid x). \]

We further introduce supervised learning with neural networks in chapter 3.

Unsupervised learning

Unsupervised learning considers input data alone, with the aim to learn its statistical regularities. This is exactly what we have been considering in the earlier parts of this chapter - defining a generative model with latent variables and parameters, then learning (inferring) the parameters (and latents) via a posterior distribution. Examples include clustering algorithms, dimensionality reduction and structure learning. For the rest of this chapter, our considerations lie primarily with unsupervised learning, though much is also applicable to supervised learning.

In summary, Bayes theorem offers a principled way to update beliefs, and thus a principled way to approach both learning and inference. Perhaps the brain is doing something similar.

2.2 Bayes and the brain

The Bayesian brain hypothesis (Knill and Pouget, 2004; Lee and Mumford, 2003) suggests exactly this - that the brain holds an underlying generative model of the world. How this may happen is something we will discuss later. Regardless, holding a generative model that maps latent causes to sensory observations is not enough; the hypothesis also states the brain acts as an inference machine inferring causes given sensory inputs. Holistically, perception equates inference (von Helmholtz, 1896), providing a posterior over causes given sensory data. To infer sensible causes, one needs an appropriate generative model with generative predictions that match sensory inputs. This means the brain must have learning mechanisms that try to match the generative model to sensory data.

\footnote{We apologise to aficionados for ignoring aspects of the Bayesian brain hypothesis beyond perception, for example we do not consider actions in this thesis and so skip information gain maximisation, Bayesian utility theory, planning as inference etc. A more thorough, yet still brief, review can be found in Gershman (2019).}
Though ‘perception as inference’ is somewhat high-level, there is a reasonable amount of evidence for Bayesian inference in the brain. Early work showed participants Bayes optimally integrate information over two uncertain cues. For simple Gaussian distributions, participants precision weight cues (Jacobs and Fine, 1999; Knill and Saunders, 2003; Hillis et al., 2004). Even for highly non-Gaussian posteriors (Knill, 2003) participants also appear Bayesian. Bayes also predicts inappropriate priors will lead to perceptual biases, e.g. a bias for slow moving objects will lead to predictably incorrect perceptual inferences regarding motion; this was observed in Weiss et al. (2002). Other examples of Bayesian inferences in perceptual tasks are found in sensorimotor learning (Körding and Wolpert, 2004; Ernst and Banks, 2002).

Bayes also accounts for inferences in everyday cognition. In Griffiths and Tenenbaum (2006), participants’ predictions on everyday events (e.g. lengths of marriages, movie grosses) were indistinguishable from optimal Bayesian models with access to the empirical distributions. Many other Bayesian interpretations of cognition have also been found (Tenenbaum et al., 2011; Griffiths et al., 2015; Gershman et al., 2015; Lake et al., 2015).

Away from psychology, Bayes has something to say for brain data - from Bayesian models fitting fMRI data (Behrens et al., 2007; Friston et al., 2003) to electrophysiological recordings of neurons (Beck et al., 2008; Roitman and Shadlen, 2002).

This sunny description of optimal Bayes in the brain is somewhat overdone - there are also numerous incidences of suboptimal perceptual decision making (Rahnev and Denison, 2018). Some can be reconciled with approximate Bayesian inference (Gershman et al., 2015) or efficient coding frameworks (Summerfield and Tsetsos, 2015). Nevertheless, evidence indicates the brain, in some capacity, acts as a Bayesian inference machine.

Holding an explicit generative model may not be necessary, the brain only needs to perform computations as if it has an internal generative model. Either way, brains consist of neurons connected by weighted synapses, along with neuromodulators and a variety of other cells. Following our distinction between variables and parameters,
the conventional wisdom is neurons encode variables and connection weights are the parameters of some model, be it generative or otherwise. Learning then becomes updating connection weights, and inference reconfiguring network activity.

Learning is only necessary if data is not accounted for. Inference on the other hand is always necessary as it is the process of understanding. Since learning is time consuming and sometimes swift decisions are necessary, ideally learning is done ahead of time and inference is all that’s necessary. Indeed, learning should be designed to maximise the number of inferences one can make, even in novel situations. For brains, this means learning should optimise the neural representations for inference.

This brings us to a simple dichotomy for the role of Bayes in the brain; Bayes may tell us about the algorithms behind learning and inference, but also the governing principles for representations that allow interesting inferences. Providing some understanding within this dichotomy is the central aim of this thesis.

2.2.1 Algorithms

We first consider how the brain may algorithmically implement Bayes. This seems simple enough - just compute the posterior distribution via Bayes theorem (equation 2.12); the product of the likelihood and prior all divided by the marginal. Unfortunately it is not so simple, for a reason both neuroscientists and machine learners care about, and another only neuroscientists care about.

We very briefly consider the latter first - how do you encoder a probability distribution with neurons? Many researchers have offered their opinions here (Pouget et al., 2013), with ideas ranging from representing the sufficient statistics alone (Friston, 2005), via sampling (Hoyer and Hyvärinen, 2003; Lee and Mumford, 2003), through population codes (Zemel et al., 1998; Ma et al., 2006).

The majority of these ideas are beyond the scope of this thesis, and so we move on to the former question; the algorithms behind the Bayesian update. Here neuroscientists face the same problem as statisticians and machine learners

\footnote{An imperfect dichotomy. Useful for the purposes of this thesis though.}
computing the prior and likelihood are easy but marginal distribution generally
requires an intractable integral (see appendix A).

\[ P_\theta(x) = \int P_\theta(x, z) d\mathbf{z} = \int P_\theta(x | z) P_\theta(z) d\mathbf{z} \quad (2.13) \]

Should the search space of \( z \) be particularly large, or unpleasant non-linearities
appear in the distributions, this integral gets difficult. Though still a major problem
among those more formal disciplines, several techniques tackling this problem have
been developed. One is of particular interest to neuroscience.

Variational free energy

The approach is to give up on exact Bayes and instead learn an approximation,
\( Q_\phi(z^{1:N} \mid x^{1:N}) \), to the posterior\(^{10}\). We’re not happy with any old distribution - we
want this approximation to as closely match the true posterior as possible. In this
vein, we optimise a distance measure between the approximate and true distribution.
The standard measure used is the Kullback-Leibler divergence, \( D_{\text{KL}} \), which after substituting Bayes theorem (appendix A) we obtain

\[ D_{\text{KL}}(Q_\phi(z^{1:N} \mid x^{1:N}) \parallel P_\theta(z^{1:N} \mid x^{1:N})) = \sum_{x \in \mathcal{D}} \ln P_\theta(x) + \mathbb{E} \ln Q_\phi(z \mid x) - \mathbb{E} \ln P_\theta(x, z) \quad (2.14) \]

Where \( \mathbb{E} \) is an expectation under \( Q_\phi(z \mid x) \), and the factorisation across data
samples turned logs of products into sums of logs. Since \( \ln P_\theta(x) \) is independent of
\( z \), optimising the last two terms (collectively known as the evidence lower bound,
\( ELBO \), or negative variational free energy \( F \)) is enough to minimise the divergence
between the true and approximate posteriors

\[ ELBO = -F = \sum_{x \in \mathcal{D}} \mathbb{E} \ln Q_\phi(z \mid x) - \mathbb{E} \ln P_\theta(x, z) \quad (2.15) \]

By optimising these quantities, in which \( P_\theta(z \mid x) \) disappears and we don’t
have to calculate \( P_\theta(x) \), the problem has then been translated from an integration
problem to an optimisation problem. These often turn out to be easier.

\(^{10}\)This approximation can be parameterized by \( \phi \). We also assume a factorisation across
data-points i.e. \( Q_\phi(z^{1:N} \mid x^{1:N}) = \prod_{x \in \mathcal{D}} Q_\phi(z \mid x) \)
Feynman \cite{Feynman1972} introduced variational free energy in his path integral formulation of quantum physics. In the late 80s \cite{Anderson1987} and early 90s \cite{Hinton1993,Neal1998}, statisticians and machine learners realised it as a fruitful approach and it remains so today. If the brain uses variational methods, then the brain not only holds a generative model $P_\theta(x | z)$ going from causes to observations, but also a recognition model $Q_\phi(z | x)$ from observations to causes. Furthermore, to make it all work, the brain should implement a scheme of minimising free energy for both inference and learning. This is known as the free energy principle for the brain \cite{Friston2005,Friston2010}.

The free energy principle can be extended to include actions \cite{Friston2009}; just as perception minimises free energy during inference, actions can be viewed as minimising surprise and free energy by changing the state of the world to better fit one’s internal model. This is known as active inference. Beyond brains, free energy minimisation can be related to any system possessing a Markov blanket, a separation between internal and external states. Here, any system maintaining such a separation will appear to minimise free energy and therefore will be performing Bayesian inference \cite{Friston2013}.

This principle of free-energy optimisation, though providing an overarching framework for viewing brain (and life!) processes, is still somewhat removed from brains and neurons. For this, we need to consider the specifics of the generative and approximate distributions.

**Predictive coding**

It’s a good idea to consider the simple things first. Let’s see the very simplest variational approximation along with a simple generative model rather magically translates into a neural network \cite{Rao1999,Friston2005,Bogacz2017}. Part of the magic is that seemingly nowhere in the formulation does anything like neural networks appear (see appendix A for further details).

We use a Gaussian conditional and a Gaussian prior for the generative model:

\[
P_\theta(x | z) = \mathcal{N}(x; \Theta_x z, \Sigma_x), \quad P_\theta(z) = \mathcal{N}(z; \Theta_z, \Sigma_z).
\]

The conditional distribution is
parameterized so that its mean is a linear transformation of $z$, via parameters $\Theta_x$. The mean of the prior is a vector of $\theta_z$. We assume both covariances, $\Sigma$, are the identity matrix. The inference distribution is a delta function $Q_\phi(z) = \delta(z - \phi)$.

Substituting in equation 2.15 leads to the following function to optimise

$$F = \sum_{x, \phi \in D} (x - \Theta_x \phi)^T (x - \Theta_x \phi) + (\phi - \theta_z)^T (\phi - \theta_z) + \text{const} \quad (2.16)$$

Where $\text{const}$ is a collation of constants. We perform a two stage process (like expectation maximisation) as described in appendix A, where we alternate between ‘inferring’ variables and ‘learning’ parameters. Since the variables to infer, $\phi$, are local to each data-point, $x$, we infer each variable, $\phi$, at a time via gradient descent

$$\dot{\phi} = -\varepsilon_\phi + \Theta_x^T \varepsilon_x \quad (2.17)$$

where $\varepsilon_x = x - \Theta_x \phi$ and $\varepsilon_\phi = \phi - \theta_z$. The magic has happened. The seemingly innocuous equation for inference turns out to be implementable in a recurrent neural network as shown in Figure 2.1. The unique property of the network is that there are two populations of neurons, those that encode variables, $\phi$, and those that encode prediction errors, $\varepsilon$; hence the name predictive coding networks. Prediction errors change representations in higher layers to produce better explanations of the lower levels - perception as inference.

Once the network reaches equilibrium (guaranteed as it has an associated Lyapunov function $F$), the weights can be updated again via gradient descent.

\footnote{One can also make the Laplace approximation.}

**Figure 2.1:** Architecture of the network. Arrows and lines ending with circles denote excitatory and inhibitory connections respectively. Connections without labels have weights fixed to 1. The node furthest to the left has activity 1, with the weights, $\theta_z$, acting as prior beliefs in the mean of $z$. 

2.2. Bayes and the brain

Stochastic gradient descent using a sub-sample of the data in $D$ works as it provides unbiased gradient estimators of $F$. It also offers biological plausibility as not all the data need be considered simultaneously. Like inference, even a single data sample at a time will do

$$\Delta \Theta_x = -\varepsilon_x \phi^T \quad \Delta \theta_z = -\varepsilon_{\phi}$$  (2.18)

These learning rules are Hebbian [Hebb 1949], a product of variable and error neuron activities. The beauty of this approach is that optimisation of a single function gives both inference and learning, and all implementable, one data point at a time, in a biological neural network to boot.

This was vanilla predictive coding; we assumed no neuronal activation function, only considered a hierarchy of one latent variable, and assumed identity covariances. These extensions follow the same steps as detailed above and additionally offer insights into other brain mechanisms such as attention. We shall not do them here, however, but instead stop our discussion as predictive coding and its neural evidence will be discussed further in chapters 4 and 5.

Helmholtz machine

A disadvantage of the above procedure, and indeed many variational methods, is that inference requires solving a differential equation. This may be easy in simple circumstances, but for complex models the iterative procedure can be prohibitively expensive. To circumvent this, other models attempting to optimise $F$, parametrise their recognition distribution so that inference is amortised and performed in a single pass. The trade-off is that parameters of the generative model and parameters of the inference model are to be learned. Such inference models have to learn how to infer.

The earliest examples, that also offer neural insights, are Helmholtz machines and the Wake-Sleep algorithm [Dayan et al. 1995; Hinton et al. 1995]. Here parameters of the generative model are adjusted during a ‘wake’ phase to match the observed data, and parameters of the recognition model are adjusted during
a ‘sleep’ phase to better match generated samples. For certain neuron activation functions, all learning is local. The wake-sleep algorithm, though, uses different objective functions for sleep and wake, which together do not correspond to $F$ and therefore are not a bound on the marginal likelihood.

More modern variants of the Helmholtz machine have solved this issue and optimise $F$ for both the recognition and generative parameters (Kingma and Welling (2013); see appendix A). These deep learning models, though not necessarily offering insights into the algorithms of biological learning, do offer a means of training complicated generative models, of which we can examine their learned representations.

### 2.2.2 Representations

Away from the particular algorithmic implementation of Bayes in the brain, thinking of generative models and Bayes pays dividends when considering representations and the principles behind their learning. Let us first consider what representations and representation learning is all about (Bengio et al., 2012).

A representation is an encoding of the world (or the task you face), and a good one fulfils certain desiderata. 1) It should contain the relevant information for downstream processes; your representation should distinguish between pigs and cows if you want to drink milk, but not if you’re deciding between meat or vegetables. 2) It should generalise; when learning Siamese is a type of cat, the learned representations should assist on classifying Burmese as cats for the first time. Equally, representations for how London Underground stations connect to each should be useful for the New York City Subway. 3) It should reflect an underlying structure of the world/data; representations for doors should know they connect rooms. A neat example in machine learning showed that vectors in word embedding spaces (Mikolov et al., 2013) have semantic meaning e.g. $\text{king} - \text{queen} + \text{girl} = \text{boy}$.

These desiderata, though not mutually exclusive, can be summarised as abstracting away irrelevant features, learning generalisable features and repre-
senting structure. Bayesian thinking offers some insights into each of these three considerations.

The first can be illuminated when considering the optimisation of equation 2.15, which can be rewritten as

\[- \ln P_\theta(x \mid z) + D_{\text{KL}}(Q_\phi(z \mid x) \parallel P_\theta(z)) \]

Since it comes in two terms, there is a trade-off in the optimisation process. The learned parameters, \( \phi \) and \( \theta \), must provide representations, \( z \), which not only accurately accounts for the data, via \( \ln P_\theta(x \mid z) \), but are also simple, via \( D_{\text{KL}}(Q_\phi(z \mid x) \parallel P_\theta(z)) \). This second term adds a cost to encoding information far from the prior, and thus, with a learned prior or otherwise, regularises the representation to only encode relevant information. It is not just in representation learning that Bayes prefers simpler solutions, a similar Occam’s Razor like effect occurs in model comparison (MacKay, 1992).

We will consider generalisation properly in chapter 6, so let us instead consider the final desiderata which, in fact, supersedes much of the other two, so we get a sneak peek at representations for generalisation nevertheless. This superseding is because we take an overarching and philosophical view linking generative modelling with the way physicists think in symmetries.

Symmetrical thinking

The notion of symmetries date long before the discipline of physics. The term \( \sigmaμετρία, \) symmetria, comes from \( σύν \) (with) and \( μέτρον \) (measure) and originally meant commensurability, though it later took the meaning of a union of elements into a unitary whole (Brading and Castellani, 2003). This last notion is more familiar to us - a whole human consists of two halves, a hexagonal honeycomb of six triangles. A more precise and general definition of a symmetry is a transformation that leaves certain properties invariant, e.g. we look similar in a mirror.

Symmetries first found their way into physics through crystallography, with differing symmetries of crystals leading to differing scattering properties. Later
Einstein realised the importance of global space-time symmetries in the special theory of relativity and of local symmetries in his general theory of relativity. It was through the work of Noether (Noether, 1920), that symmetries in physics took their more modern form; symmetries of governing laws as opposed to symmetries of physical objects. Noether showed that any global, continuous symmetry of the action (integral of the Lagrangian) is associated with a conservation law e.g. spatial translation symmetry leads to conservation of momentum, time translation leads to conservation of energy. This way of thinking led to numerous breakthroughs in physics - from predictions of new particles to unification of physical laws (Gell-Mann, 1962; Weinberg, 1967).

Moving on from physics, it is remarkable the number of things in nature that are invariant post transformation. If I move a chair the table stays in the same place, if I paint a cat it still retains it size and shape. It is here that we make the distinction between invariant and equivariant. An invariant is something that stays the same after a transformation (like the size of the cat). An equivariant is something that may change but nevertheless retains information about the transformation. This distinction is best made with a little formalism, notably the formalism of groups.

A transformation, $g$, is associated with a group, $G$. A function (of feature), $f$, is invariant under $G$ if for all $g$ the following is true; $f(g(\cdots)) = f(\cdots)$ i.e. we make a transformation and our feature, $f$, is still the same (Figure 2.2 left). An equivariance, however, satisfies the following property; $f(g(\cdots)) = g'f(\cdots)$, where $g'$ is a transformation in group $G'$ (Figure 2.2 center). This says a feature post a transformation is a transformation post a feature i.e. $f$ is no longer invariant, but it preserves the structure of the transformation $g$ - it is equivariant. In equivariant maps, some subsets of features may be invariant to some transformations, and other not. Nonetheless the overall representation must contain all information post transformation. We note that $G$ and $G'$ may be the same group, should $f(\cdots)$ and $g(\cdots)$ be in the same domain.

---

12 We do not give an introduction to group theory there, nor do we use full group theory formalism in the following discussions. We instead only try to offer intuition.
2.2. Bayes and the brain

How does this relate to neural representations? If an equivariant map, $f$, is from the space of world states, $W$, to the space of an individual’s brain states, $Z$, then when transitioning through the world, some features will stay invariant e.g. neurons encoding what’s in the room, and other features may be equivariant e.g. neurons encoding where in the room (see grid cells in chapter 6).

How does this all relate to generative modelling and Bayes? Let us believe there is an abstract world state, $W$, and a true generative model, $m$, that produces sensory observations $X$ (Figure 2.2 right). As Bayesian inference machines, $h$, it is our job to infer latent variables, $Z$, on the basis of observations $X$. We thus define the map from $W$ to $Z$ as $f = h \oplus m$. If the brain representations understand the world, then $Z$ will reflect the same structure as $W$, i.e. we want to learn $h$ so that $f$ is an equivariant map.

It is natural to think of $G$ and the world state representation $W$ to be decomposable into subunits $G_i$ and $W_i$ where $G_i$ acts on $W_i$ alone and leaves other $W_j$ unchanged e.g. $G_c$ acts on the colour of a cat alone, or $G_x$ and $G_y$ may act on its $x$ and $y$ position. Again, if $Z$ reflects the same structure as $W$, $G'$ and $Z$ representations follow a similar decomposition.

Disentangled representations

This raises an interesting point about representations. Representations that transform in different ways should be represented separately or disentangled from one another. This way of thinking imposes constraints on the types of representations

---

13 The discussion of symmetries and their role in representations follows Higgins et al. (2018)
one should find. In probability parlance, it implies that representations should be factorised i.e.

\[ P(z) = P(z_1, z_2) = P(z_1)P(z_2) \]  \hspace{1cm} (2.20)

Where \( z_1 \) and \( z_2 \) are each vector representations. Separate representations for things that transform differently seems sensible enough, though it’s in new situations where disentanglement is particularly useful. Since new world states are just previously unseen configurations of transformations, disentangled representations allow easy understanding as combinations of seen-before representations; this is generalisation. Imagination is facilitated in exactly the same way.

Disentangled representations are also suitable to learn off. If you feel well after eating cabbages and carrots from brown soil and unwell after cabbages from green soil, then do you eat a carrot from green soil? Correctly assigning credit (blame) to the green soil is easily learned with disentangled representations (Higgins et al., 2017b), whereas entangled representations often only assign credit to the specific conjunction of green soil and cabbage.

Numerous techniques have been developed to learn such disentangled representations, from factor analysis techniques (Jolliffe, 1986; Schmidhuber, 1992) to generative adversarial networks (Chen et al., 2016) and VAEs (Higgins et al., 2017a) (Figure 2.3). Recent findings in the brain also suggest such disentangled representations; when monkeys see parameterized faces, individual neurons (from equivalent area to IT in humans; Chang and Tsao (2017)) are tuned to face axes, and blind to deviations orthogonal to this axis.

**Basis functions**

Though the above presented an abstract formalisation of representational structure - separate representations for the things in the world that transform differently - we can get more specific about the component parts to building such representations. To help on this quest, let us consider images. We start with the basic assumption
that any image, \( I(x,y) \), can be represented as a linear superposition of basis functions \( \phi_i(x,y) \)

\[
I(x,y) = \sum_i a_i \phi_i(x,y)
\]  

(2.21)

The basis functions are the same for each image, but their weightings, \( a_i \), vary.

Bases can come in different forms. Mutually orthogonal basis that capture the directions of maximal variance (principal component analysis) often lead to periodic representations (Field, 1987). Enforcing sparsity on \( a_i \) leads to Gabor filters (Figure 2.4A; Olshausen and Field, 1996). Independent component analysis also leads to Gabor filters (Bell and Sejnowski, 1997). These latter two are of particular interest to neuroscience as similar filters have been observed as receptive fields of simple cells in primary visual cortex (Hubel and Wiesel, 1959). Similarly, predictive coding networks additionally exhibit extra-classical receptive fields (Figure 2.4B; Rao and Ballard, 1999). These methods can often be interpreted with generative models and relate to analysis by synthesis.

Like disentangled representations, basis functions allow easy interpretation of new information in the context of previously learned knowledge (bases). They do not have to be for images, nor just for sensory representations. Bases can represent arbitrary information, they just need to span the space. Appropriately inferring their weightings, \( a_i \), then becomes key to understanding.
Figure 2.4: Receptive fields of networks trained on natural images. A) [Field (1987). B) Rao and Ballard (1999).]
Part I

Algorithms for learning
In the past few years, computer programs using deep learning have achieved impressive results in complex cognitive tasks that were previously only in the reach of humans. These tasks include processing of natural images and language (Lecun et al., 2015), or playing arcade and board games (Mnih et al., 2015; Silver et al., 2017). Since these recent deep learning applications use extended versions of classic artificial neural networks (ANNs; Rumelhart et al., 1986), their success has inspired studies comparing information processing in ANNs and the brain. It has been demonstrated that when ANNs learn to perform tasks such as image classification or navigation, the neurons in their layers develop representations similar to those seen in brain areas involved in these tasks, such as receptive fields across the visual hierarchy or grid cells in the entorhinal cortex (Banino et al., 2018; Whittington et al., 2018; Yamins and DiCarlo, 2016). This suggests that the brain may use
3.1 Artificial Neural Networks and Error Back-Propagation

To effectively learn from feedback, the synaptic connections often need to be appropriately adjusted in multiple hierarchical areas simultaneously. For example, when a child learns to name letters, the incorrect pronunciation may be a combined result of incorrect synaptic connections in speech, associative, and visual areas. When a multi-layer ANN makes an error, the error back-propagation algorithm appropriately assigns credit to individual synapses throughout all levels of hierarchy and prescribes which synapses need to be modified and by how much.

How is the back-propagation algorithm used to train ANNs? The algorithm is trained on a set of examples, each consisting of an input pattern, $s$, and a target pattern, $t$, i.e. we have a dataset

$$D = \{(s^{(1)}, t^{(1)}), (s^{(2)}, t^{(2)}), \ldots, (s^{(N)}, t^{(N)})\}$$

(3.1)

For each such pair, the network first generates its prediction based on the input pattern and then the synaptic weights are modified to minimise the difference...
between the target and the predicted pattern. To determine the appropriate modification, an error term is computed for each neuron throughout the network. This describes how the activity of the neuron should change to reduce the discrepancy between the predicted and target pattern. Each weight is modified by an amount determined by the product between the activity of the neuron it projects from and the error term of the neuron it projects to.

This can be described mathematically. We consider a conventional ANN where each node receives a weighted sum of all the nodes from the previous layer (Figure 3.1). The input layer, \(x_1\), is first set to be the input pattern, \(s\), and then a prediction is made by propagating the activity through the layers according to the following

\[
x_l = W_{l-1} f(x_{l-1}) + b_l
\]

(3.2)

Where \(x_l\) is a vector denoting neurons in layer \(l\) and \(W_{l-1}\) is a matrix of synaptic weights from layer \(l - 1\) to layer \(l\). An activation function \(f\) is applied to each neuron to allow for nonlinear computations. The activation function can be any function, but typically sigmoid or rectified non-linearities are used. The activation function is applied to each element of the vector argument to produce a vector of the same dimension. We define the activity of a nodes slightly differently from the standard ANN, which has the activation function after the weights are applied. We do this as it makes the learning rule simpler, but there is no heuristic difference between the two formulations.
During learning, the synaptic connections are modified to minimise a cost function quantifying the discrepancy between the predicted and target patterns. An example function for regression is

$$E = \frac{1}{2} (t - x_L)^T (t - x_L)$$  \hspace{1cm} (3.3)

The weights are modified in the direction of steepest decrease (or gradient) of the cost function (Figure 3.2)

$$\Delta W_a = \delta_{a+1} f'(x_a)^T$$  \hspace{1cm} (3.4)

$$\delta_a = \begin{cases} 
    t - x_a & \text{if } a = L \\
    (W_a^T \delta_{a+1}) \odot f'(x_a) & \text{if } a < L
  \end{cases}$$  \hspace{1cm} (3.5)

Where $\delta_{l+1}$ is a vector of error terms associated with neurons $x_{l+1}$. The error terms for the last layer $L$ are defined in Equation (3.5) (top) as the difference between the target activity $t$ and the predicted activity. Thus, the error of an output neuron is positive if its target activity is higher than the predicted activity. For the earlier layers, the errors are computed according to Equation (3.5) (bottom) as a sum of the errors of neurons in the layer above weighted by the strengths of their connections (and further scaled by the derivative of the activation function; in Equation (3.5)
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(bottom) the $\odot$ denotes element-wise multiplication). For example, an error of a hidden unit is positive if it sends excitatory projections to output units with high error terms, so increasing the activity of such a hidden neuron would reduce the error on the output. Once the errors are computed, each weight is changed according to Equation 3.4 in proportion to the product of the error term associated with a postsynaptic neuron and the activity of a presynaptic neuron.

Although the described procedure is used to train ANNs, analogous steps may take place during learning in the brain. For example, in the case of the child naming letters mentioned above, the input pattern corresponds to an image of a letter. After seeing an image, the child makes a guess at the name (predicted pattern) via a neural network between visual and speech areas. On supervision by his or her parent of the correct pronunciation (target pattern), synaptic weights along the processing stream are modified so that it is more likely that the correct sound will be produced when seeing that image again.

3.2 Biologically Questionable Aspects of the Back-Propagation Algorithm

Although the algorithmic process described above appears simple enough, there are a few problems with implementing it in biology. Below, we briefly discuss three key issues.

Lack of Local Error Representation

Conventional ANNs are only defined to compute information in a forward direction, with the back-propagating errors computed separately by an external algorithm. Without local error representation, each synaptic weight update depends on the activity and computations of all downstream neurons. Since biological synapses change their connection strength based solely on local signals (e.g., the activity of the neurons they connect), it appears unclear how the synaptic plasticity afforded by the back-propagation algorithm could be achieved in the brain. Historically, this is a major criticism; thus it is a main focus of our review article.
Symmetry of Forwards and Backwards Weights

In ANNs, the errors are back-propagated using the same weights as those when propagating information forward during prediction. This weight symmetry suggests that identical connections should exist in both directions between connected neurons. Although bidirectional connections are significantly more common in cortical networks than expected by chance, they are not always present Song et al. (2005). Furthermore, even if bidirectional connections were always present, the backwards and forwards weights would still have to correctly align themselves.

Unrealistic Models of Neurons

ANNs use artificial neurons that send a continuous output (corresponding to a firing rate of biological neurons), whereas real neurons use spikes. Generalising the back-propagation algorithm to neurons using discrete spikes is not trivial, because it is unclear how to compute the derivative term found in the back-propagation algorithm. Away from the back-propagation algorithm, the description of computations inside neurons in ANNs is also simplified as a linear summation of inputs.

3.3 Models of Biological Back-Propagation

Each of the above-mentioned issues has been investigated by multiple studies. The lack of local error representation has been addressed by early theories by proposing that the errors associated with individual neurons are not computed, but instead the synaptic plasticity is driven by a global error signal carried by neuromodulators (Mazzoni et al. 1991; Williams 1992; Unnikrishnan and Venugopal 1994; Seung 2003). However, it has been demonstrated that learning in such models is slow and does not scale with network size (Werfel et al. 2005).

The criticism of weight symmetry has been addressed by demonstrating that even if the errors in ANNs are back-propagated by random connections, good performance in classification tasks can still be achieved (Lillicrap et al. 2016; Zenke and Ganguli 2018; Mostafa et al. 2018; Liao et al. 2016; Baldi and Sadowski 2016). This being said, there is still some concern regarding this issue (Bartunov et al. 2018).
With regard to the biological realism of neurons, it has been shown that the back-propagation algorithm can be generalised to neurons producing spikes (Sporea and Grüning, 2013) and that problems with calculating derivatives using spikes can be overcome (Zenke and Ganguli, 2018). Furthermore, it has been proposed that when more biologically realistic neurons are considered, they themselves may approximate a small ANN in their dendritic structures (Schiess et al., 2016).

We leave it to this thesis to reveal the first model demonstrating backpropagation was biologically plausible (chapter 4 (Whittington and Bogacz, 2017)), and then later integrate that model along with others in an overall scheme of energy minimisation (chapter 5).
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4.1 Introduction

As discussed in chapter 3, it has not been known if natural neural networks could employ an algorithm analogous to the back-propagation used in ANNs. In ANNs, the change in each synaptic weight during learning is calculated by a computer as a complex, global function of activities and weights of many neurons (often not connected with the synapse being modified). In the brain however, the network must perform its learning algorithm locally, on its own without external influence, and the change in each synaptic weight must depend only on the activity of pre-synaptic and post-synaptic neurons. This led to a common view of the biological implausibility
of this algorithm (Crick, 1989), e.g. ‘despite the apparent simplicity and elegance of
the back-propagation learning rule, it seems quite implausible that something like
equations [...] are computed in the cortex’ (p. 162) (O’Reilly and Munakata, 2000).

In this chapter we show that backpropagation could be implemented in biological
hardware. The proposed model is inspired by predictive coding (Rao and Ballard,
1999; Friston, 2003; 2005). The predictive coding framework describes a network
architecture in which learning has a particularly simple neural implementation.
The distinguishing feature of the predictive coding models is that they include
additional nodes encoding the difference between the activity on a given level and
that predicted by the higher level, and that these prediction errors are propagated
through the network (Rao and Ballard, 1999; Friston, 2005). Patterns of neural
activity similar to such prediction errors have been observed during perceptual
decision tasks (Summerfield et al., 2006, 2008). In this paper we show that when the
predictive coding model is used for supervised learning, the prediction error nodes
have activity very similar to the error terms in the back-propagation algorithm.
Therefore, the weight changes required by the back-propagation algorithm can
be closely approximated with simple Hebbian plasticity of connections in the
predictive coding networks.

4.1.1 Predictive coding for supervised learning

We first propose a probabilistic model for supervised learning, then we describe in-
fERENCE in the model, its neural implementation, and finally learning of model param-
eters.

Probabilistic model

Figure 4.1 shows a structure of a probabilistic model that parallels the architecture
of the ANN shown in Figure 3.1. It consists of $L$ layers of variables, such that
the variables on level $l$ depend on the variables on level $l - 1$. It is important
to emphasize that Figure 4.1 does not show the architecture of the predictive

---

1We follow Whittington and Bogacz (2015, 2017) - the first demonstration of its plausibility.
coding network, but only the structure of underlying probabilistic model - as we will see below, the inference in this model can be implemented by a network with architecture shown in Figure 4.2.

By analogy to ANNs, we assume a dataset $D = \{(s^{(1)}, t^{(1)}), \ldots, (s^{(N)}, t^{(N)})\}$ and that variables on the first level $x_1$ are fixed to the input sample $s$ and, if applicable (i.e. during learning), variables on the last level $x_L$ are fixed to the output sample $t$. Let us assume the following relationship between the random variables on adjacent levels:

$$P(x_l | x_{l-1}) = \mathcal{N}(x_l; \mu_l, \Sigma_l)$$  \hspace{1cm} (4.1)

In the above equation $\mathcal{N}(x; \mu, \Sigma)$ is the probability density of a multivariate normal distribution with mean $\mu$ and variance $\Sigma$. The mean on level $l$ is a function of the values on the earlier level, analogous to the input to a node in ANN (cf. Equation 3.2):

$$\mu_l = \Theta_{l-1} f(x_{l-1}) + b_l$$  \hspace{1cm} (4.2)

In the above equation $\Theta_{l+1}$ are the parameters describing the dependence on the random variables and $b_l$ is an additive bias. For simplicity in this paper we do not consider how $\Sigma_l$ are learned (Friston, 2005; Bogacz, 2017), but treat them as fixed parameters.

**Inference**

Let us now move to describing the inference of the hidden random variables. Since our data is i.i.d., our joint distribution factorises over data samples
\[ P(x^{1:N}_L, \ldots, x^{1:N}_2 | x^{1:N}_1) = \prod_{s.t \in D} P(x_L, \ldots, x_2 | x_1) \quad (4.3) \]

Due to this factorisation, we can consider a single data sample at a time (as per chapter 2, i.e. the latter \( F \) is per data sample free energy). As a simplification to full inference, we instead choose to find the most likely values of all unconstrained random variables in the model, which maximize the probability \( P(x_L, \ldots, x_2 | x_1) \).

This simplification can be formalised using delta functions as variational posteriors as in Friston (2005) (shown in appendix B).

Since the nodes on the lowest levels are fixed to the input \( x_1 = s \), their values are not being changed but rather provide a condition on other variables. To simplify calculations, we define the per sample objective function equal to the logarithm of the joint distribution (since the logarithm is a monotonic operator, a logarithm of a function has the same maximum as the function itself):

\[ F = \ln P(x_L, \ldots, x_2 | x_1) \quad (4.4) \]

Since we assumed that the variables on one level just depend on variables of the level above, we can write the per sample objective function as:

\[ F = \sum_{i=2}^{L} \ln P(x_i | x_{i-1}) \quad (4.5) \]

Substituting Equation 4.1 and the expression for a normal distribution into the above equation, we obtain:

\[ F = -\frac{1}{2} \sum_{i=2}^{L} (x_i - \mu_i)^T \Sigma_i^{-1} (x_i - \mu_i) - \frac{1}{2} \ln(\det(\Sigma_i)) + \text{Const} \quad (4.6) \]

Recall that we wish to find the values \( x_i \) that maximize the above objective function. This can be achieved by modifying \( x_i \) proportionally to the gradient of the objective function. To calculate the derivative of \( F \) over \( x_i \) we note that each \( x_i \) influences \( F \) in two ways: it occurs in Equation 4.6 explicitly, but it also determines the values of \( \mu_{i+1} \). Thus the derivative contains two terms:
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\[ \frac{\partial F}{\partial x_a} = -\varepsilon_a + \left(\Theta_T^a \varepsilon_{a+1}\right) \odot f'(x_{a+1}) \] (4.7)

Where

\[ \varepsilon_a = \sum_{a=1}^{a-1} (x_a - \mu_a) \] (4.8)

These terms describe by how much the value of a random variable on a given level differs from the mean predicted by the lower level, so let us refer to them as prediction errors. Substituting the definition of prediction errors into Equation 4.7 we obtain the following rule describing changes in \( x_a \) over time:

\[ \dot{x}_a = -\varepsilon_a + \left(\Theta_T^a \varepsilon_{a+1}\right) \odot f'(x_{a+1}) \] (4.9)

### Neural implementation

The computations described by Equations 4.8-4.9 could be performed by a simple network illustrated in Figure 4.2 with nodes corresponding to prediction errors \( \varepsilon_l \) and values of random variables \( x_l \). The prediction errors \( \varepsilon_l \) are computed on the basis of excitation from corresponding variable nodes \( x_l \), and inhibition from the nodes on the lower level \( x_{l-1} \) weighted by strength of synaptic connections \( \Theta_{l-1} \). Conversely, the nodes \( x_l \) make computations on the basis of the prediction error from the corresponding level, and the prediction errors from the higher level weighted by synaptic weights.

To implement Equation 4.8 a prediction error node would get excitation from the corresponding variable node and inhibition equal to synaptic input from higher level nodes, thus it could compute the difference between them. Scaling the

![Figure 4.2: Architecture of the network. Arrows and lines ending with circles denote excitatory and inhibitory connections respectively. Connections without labels have weights fixed to 1.](image-url)
activity of nodes encoding prediction error by a constant $\Sigma_i$ could be implemented by self-inhibitory connections with weight $\Sigma_i$ (we do not consider them here for simplicity - but for details see Friston (2005); Bogacz (2017)). Analogously to implement Equation 4.9, a variable node would need to change its activity proportionally to its inputs.

There are several other ways in which Equations 4.8-4.9 could be implemented in neural circuitry. Particular attention must be paid to how the non-linearity is represented too (see Whittington and Bogacz (2017) for an example implementation for predictive coding networks). In chapter 5 we discuss other possible implementations of this equation and show that several subsequent models also fall within this framework.

In the predictive coding model, after the input is provided, all nodes are updated according to Equations 4.8-4.9 until the network converges to a steady state. We label variables in the steady state with an asterisk e.g. $x^*_l$ or $F^*_l$.

**Learning parameters**

During learning, the values of the nodes on the highest level are set to the output sample, i.e. $x_L = t$. Then the values of all nodes on levels $l \in \{2, ..., L - 1\}$ are modified in the same way as described before (Equation 4.9).

Once the network has reached its steady state, the parameters of the model $\Theta_l$ are updated so the model better predicts the desired output. This is achieved by modifying $\Theta_l$ proportionally to the gradient of the objective function over the parameters. To compute the derivative of the objective function over $\Theta_l$, we note that $\Theta_l$ affects the value of function $F$ of Equation 4.6 by influencing $\mu^{l+1}_a$, hence

$$\frac{\partial F^*}{\partial \Theta_a} = \varepsilon_{a+1} \tau (x^*_a)^T \quad (4.10)$$

and equivalently for the bias

$$\frac{\partial F^*}{\partial b_a} = \varepsilon_a \quad (4.11)$$
According to the above equation, the change in a synaptic weight $\Theta_a$ of connection between levels $a$ and $a+1$ is proportional to the product of quantities encoded on these levels. For a linear function $f(x) = x$, the non-linearity in the above equation would disappear, and the weight change would simply be equal to the product of the activities of pre-synaptic and post-synaptic nodes (Figure 4.2). Even if the non-linearity is considered the weight change is fully determined by the activity of pre-synaptic and post-synaptic nodes. The learning rules of the top and bottom weights must be slightly different to maintain the symmetry of the connections, i.e. the bottom and the top connections are modified by the same amount. We refer to these changes as Hebbian in a sense that in both cases the weight change is a product of monotonically increasing functions of activity of pre-synaptic and post-synaptic neurons.

In Algorithm 1, we include pseudocode to clarify how the network operates in training mode.

**Algorithm 1** Pseudocode for predictive coding during learning. Please note that in the simulations presented, to make for faster learning, first a prediction was made by inputting $s$ alone and propagating through the network layer by layer, as we know that all error nodes eventually would converge to zero in the prediction phase (see next section). Then the output $t$ is applied, after which inference took place.

```plaintext
for all Data do
  $x_1 \leftarrow s$
  $x_L \leftarrow t$
  repeat
    Inference: $x_a = -\varepsilon_a + (\Theta_a^T \varepsilon_{a+1}) \odot f'(x_{a+1})$
  until convergence
  Update weights: $\Delta \Theta_a = \varepsilon_{a+1} f(x_a^*)^T$
  Update biases: $\Delta b_a = \varepsilon_a^*$
```

### 4.2 Results

#### 4.2.1 Relationship of predictive coding networks to ANNs

An ANN has two modes of operation: during prediction it computes its output on the basis of $s$, while during learning it updates its weights on the basis of
s and t. The predictive coding network can also operate in these modes. We now discuss the relationship between computations of an ANN and a predictive coding network in these two modes.

Prediction

We now show that the predictive coding network has a stable fixed point at the state where all nodes have the same values as the corresponding nodes in the ANN receiving the same input s. Since all nodes change proportionally to the gradient of $F$, the value of function $F$ always increases. Since the network is constrained only by the input, the maximum value $F$ can reach is 0, and because $F$ is a negative sum of squares, and this maximum is achieved if all terms in the summation of Equation 4.6 are equal to 0, i.e. when:

$$x_l^* = \mu_l$$ (4.12)

Thus the nodes in the prediction mode have the same values at the fixed point as the corresponding nodes in the ANN, i.e. $x_l^* = \Theta_{l-1} f(x_{l-1}) + b_l$.

Learning

Let us now analyse under what conditions weight changes in the predictive coding model converge to that in the back-propagation algorithm.

The weight update rules in the two models (Equations 3.4 and 4.11) have the same form, however, the prediction error terms $\delta_l$ and $\epsilon_l$ were defined differently. To see the relationship between these terms, we will now derive the recursive formula for prediction errors $\epsilon_l$ analogous to that for $\delta_l$ in Equation 3.5. We note that once the network reaches the steady state in the learning mode, the change in activity of each node must be equal to zero. Setting the left hand side of Equation 4.9 to 0 we obtain:

$$\epsilon_a = \left( \Theta_a^T \epsilon_{a+1} \right) \odot f'(x_{a+1})$$ (4.13)

We can now write a recursive formula for the prediction errors:
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\[
\varepsilon_a = \begin{cases} 
    \Sigma_L^{-1}(t - \mu_a^*) & \text{if } a = L \\
    (\Theta_{a+1}^T \varepsilon_{a+1}) \odot f'(x_{(a+1)}) & \text{if } a < L
\end{cases}
\]  

(4.14)

Let us first consider the case when all variance parameters are set to \(\Sigma_l = I\) (as in Rao and Ballard (1999)). Then the above formula has exactly the same form as for the back-propagation algorithm (Equation 3.5). Therefore, it may seem that weight change in the two models is identical. However, for the weight change to be identical, the values of the corresponding nodes must be equal, i.e. \(x_l^* = y_l^*\). Although we have shown in the previous subsection that \(x_l^* = y_l^*\) in the prediction mode, it may not be the case in the learning mode, because the nodes \(x_L\) are fixed (to \(t\)), and thus function \(F\) may not reach the maximum of 0, so Equation 4.12 may not be satisfied.

Let us now consider under what conditions \(x_l^*\) is equal or close to \(y_l\). First, when the networks are trained such that they correctly predict the output training samples, then the objective function \(F\) can reach 0 during the relaxation and hence \(x_l^* = y_l\), and the two models have exactly the same weight changes. In particular, the change in weights is then equal to 0, thus the weights resulting in perfect prediction are a fixed point for both models.

Second, when the networks are trained such that their predictions are close to the output training samples, then fixing \(x_1\) will only slightly change the activity of other nodes in the predictive coding model, so the weight change will be similar.

To illustrate this property we compare the weight changes in predictive coding models and ANN with very simple architecture shown in Figure 4.3A. This network consists of just three layers (\(L = 3\)) and one node in each layer. Such network has only 2 weight parameters (\(w_1\) and \(w_2\)), so the objective function of the ANN can be easily visualized. The network was trained on a set in which input training samples were generated randomly from uniform distribution \(s \in [-5, 5]\), and output training samples were generated as \(t = W_1 \tanh(W_2 \tanh(s))\), where \(W_1 = W_2 = 1\) (Figure 4.3B). Figure 4.3C shows the objective function of the ANN for this training set. Thus an ANN with weights equal to \(w_l = W_l\) perfectly predicts all samples in the training set, so the objective function is equal to 0. There are
also other combinations of weights resulting in good prediction, which create a ‘ridge’ of the objective function.

**Figure 4.3:** A) The structure of the network used. B) The data that the models were trained on, here \( t = \tanh(\tanh(s)) \). C) The objective function of an ANN for a training set with 300 samples generated as described in main text. The objective function is equal to sum of 300 terms given by Equation 3.3 corresponding to individual training samples. The red dot indicates weights that maximize the objective function. D) The objective function of the predictive coding model at the fixed point. For each set of weights and training sample, to find the state of predictive coding network at the fixed point, the nodes in layers 0 and 2 were set to training examples, and the node in layer 1 was updated according to Equation 4.9. This equation was solved using Euler method. A dynamic form of the Euler integration step was used where its size was allowed to reduce by a factor should the system not be converging (i.e. the maximum change in node activity increases from the previous step). Initial step size was 0.2. The relaxation was performed until the maximum value of \( \partial F / \partial x_l \) was lower than \( 10^{-6} / \Sigma_3 \) or 1,000,000 iterations had been performed. E-G) Angle difference between the gradient for the ANN and the gradient for the predictive coding model found from Equation 4.11. Different panels correspond to different values of parameter describing sensory noise: E) \( \Sigma_3 = 1 \). F) \( \Sigma_3 = 8 \). G) \( \Sigma_3 = 256 \).

Figure 4.3E shows the angle between the direction of weight change in back-propagation and the predictive coding model. The directions of the gradient for the two models are very similar except for the regions where the objective functions \( E \) and \( F^* \) are misaligned (cf. Figures 4.3 C and D). Nevertheless, close to the
maximum of the objective function (indicated by a red dot), the directions of weight change become similar and the angle decreases towards 0.

There is also a third condition under which the predictive coding network approximates the back-propagation algorithm. Namely, when the value of parameters $\Sigma_L$ is increased relative to other $\Sigma_l$, then the impact of fixing $x_L$ on the activity of other nodes is reduced, because $\varepsilon_L$ becomes smaller (Equation 4.8) and its influence on activity of other nodes is reduced. Thus $x^*_l$ is closer to $y_l$ (for $l < L$), and the weight change in the predictive coding model becomes closer to that in the back-propagation algorithm (recall that the weight changes are the same when $x^*_l = y_l$ for $l < L$).

Multiplying $\Sigma_L$ by a constant will also reduce all $\varepsilon_l$ by the same constant (see Equation 4.14), and consequently all weight changes will be reduced by this constant. This can be compensated by multiplying the learning rate $\alpha$ by the same constant, so the magnitude of the weight change remains constant. In this case, the weight updates of the predictive coding network will become asymptotically similar to the ANN, regardless of prediction accuracy.

Figures 4.3F and G show that as $\Sigma_L$ increases the angle between weight changes in the two models decreases towards 0. Thus as the parameters $\Sigma_L$ are increased, the weight changes in the predictive coding model converge to those in the back-propagation algorithm.

We however note that learning driven by very small values of the error nodes is less biologically plausible. However in Figure 4.4 we will show that a high value of $\Sigma_L$ is not required for good learning with these networks.

### 4.2.2 Performance on more complex learning tasks

To assess the performance of the predictive coding model on more complex learning tasks, we tested it on the MNIST dataset. This is a dataset of 28 by 28 images of handwritten digits, each associated with one of the 10 corresponding classes of digits. We performed the analysis for an ANN of size 784-600-600-10 ($L = 4$), with predictive coding networks of the corresponding size too. We use the logistic sigmoid as the activation function. We ran the simulations for both the $\Sigma_L = 1$
case and the $\Sigma_L = 100$ case. Figure 4.4 shows the learning curves for these different models. Each curve is the mean from ten simulations, with standard error shown as the shaded regions.

We see that the predictive coding models perform similarly to the ANN. For a large value of parameter $\Sigma_L$ the performance of the predictive coding model was very similar to the back-propagation algorithm, in agreement with earlier analysis showing that then the weight changes in the predictive coding model converge to those in the back-propagation algorithm. Should we have had more than 20 steps in each inference stage, i.e. allowed the network to converge in inference, then the ANN and the predictive coding network with $\Sigma_L = 100$ would have had an even more similar trajectory.

We see that all the networks eventually obtain a training error of 0.00%, and a validation error of $\sim 1.7 - 1.8\%$. We did not optimise the learning rate for validation error as we are solely highlighting the similarity between ANNs and predictive coding.

### 4.2.3 Effects of architecture of the predictive coding model

The probabilistic model we considered so far corresponds to brain regions in the opposite way to the original version of predictive coding (Rao and Ballard, 1999; Friston, 2005). That model, developed for unsupervised learning, consists of a hierarchical Bayesian network predicting sensory input $s$. The level of hierarchy mimic those in the brain i.e. the ‘final’ variables in the generative model correspond to early sensory areas and higher up generative variables correspond to brain regions further up the cortical hierarchy. This is opposite to what we have just presented, where our Bayesian network predicts a class output $s$, conditioned on a sensory input $s$. Following the same logic would lead up to the class output being in early sensory areas and the sensory input further up the cortical hierarchy. This doesn’t make too much sense. We can provide alternative explanations, such as the sensory inputs $s$ are already preprocessed by sensory areas etc, but we doth explain too much, methinks.

To perhaps provide a better alternative, the sensory areas can be added to the model by considering an architecture in which there are two separate lower
**Figure 4.4:** Comparison of prediction accuracy (%) for different models (indicated by colours - see key) on the MNIST dataset. Training errors are shown with solid lines, and validation errors with dashed lines. The dotted grey line denotes 2% error. The models were run 10 times each, initialised with different weights. When the training error lines stop, this is when the mean error of the 10 runs was equal to zero. The weights were drawn from a uniform distribution with maximum and minimum values of $\pm 4\sqrt{\frac{6}{N}}$ where $N$ is the total number of neurons in the two layers either side of the weight. The input data was first transformed through an inverse logistic function as pre-processing, before being given to the network. When the network was trained with an image of class $c$, the $c^{th}$ element of $x_L$ was set to 0.97 and the others to 0.03. After inference and before the weight update, the error node values were scaled by $\Sigma_3$ so as to be able to compare between the models. We used a batch size of 20, with a learning rate of 0.001 and the stochastic optimiser Adam \cite{2014arXiv1412.6980K} to accelerate learning - this is essentially a per-parameter learning rate, where weights that are infrequently updated are updated more and vice-versa. We chose the number of steps in the inference phase to be 20, at this point the network will not necessarily have converged, but we did so to aid speed of training. This is not the minimum number of inference iterations that allows for good learning, this notion will be explored in a future paper. Otherwise simulations were as per Figure 4.3. The shaded regions in the fainter colour describe the standard error of the mean. The figure is shown on a logarithmic plot.

level areas receiving $s$ and $t$, which are both connected with higher areas \cite{deSa1998,Hyvarinen1999,O'Reilly2000,Bengio2014,Srivastava2014,Hinton2006}. For example, in case of learning associations between visual stimuli (e.g. shapes of letters) and auditory
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stimuli (e.g. their sounds), $s$ and $t$ could be provided to primary visual and primary auditory cortices, respectively. Both of these primary areas project through a hierarchy of sensory areas to a common higher associative cortex.

**Figure 4.5:** The effect of variance associated with different inputs on network predictions. A) Sample training set composed or 2000 randomly generated samples, such that $s = a + b$ and $t = a - b$ where $a \sim \mathcal{N}(0, 1)$ and $b \sim \mathcal{N}(0, 1/9)$. Lines compare the predictions made by the model with different parameters with predictions of standard algorithms (see key). B) Structure of probabilistic model and C) Architecture of the simulated predictive coding network. Notation as in Figure 4.2. Additionally, connections shown in grey are used if the network predicts the value of the corresponding sample. D) Root Mean Squared Error (RMSE) of the models with different parameters (see key of panel A) trained on data as in panel A and tested on further 100 samples generated from the same distribution. During the training, for each sample the network was allowed to converge to the fixed point as described in the caption of Figure 4.3 and the weights were modified with learning rate $\alpha = 1$. The entire training and testing procedure was repeated 50 times, and the error bars show the standard error.

To understand the potential benefit of such an architecture over the standard back-propagation, we analyse a simple example of learning the association between one dimensional samples shown in Figure 4.5A. Since there is a simple linear relationship (with noise) between samples in Figure 4.5A, we will consider predictions generated by a very simple network derived from a probabilistic model shown in Figure 4.5B. During training of this network the samples are provided to the nodes on the lowest level ($x_2 = t$ and $x_1 = s$).

We consider the following probabilistic model
4. Predictive coding networks implement back-propagation

\[ P(x_1, x_2, x_3) = P(x_1 \mid x_3) P(x_2 \mid x_3) P(x_3) \]  
(4.15)

and for simplicity, we will assume a linear dependence of variables on the higher level:

\[ P(x_i \mid x_3) = \mathcal{N}(x_i; \Theta_i x_3, \Sigma_i) \]  
(4.16)

For simplicity let us assume an uninformative flat prior \( P(x_3) = c \), where \( c \) is a constant. Since the node on the highest level is no longer constrained, the objective function we wish to maximize is the logarithm of the joint probability of all nodes:

\[ F = \ln P(x_1, x_2, x_3) \]  
(4.17)

Ignoring constant terms this function has analogous form as in Equation 4.6:

\[ F = \sum_{i=1}^{2} -\frac{1}{2} (x_i - \Theta_i x_3)^T \Sigma_i^{-1} (x_i - \Theta_i x_3) \]  
(4.18)

During training, the nodes on the lowest level are fixed, and node on the top level is updated proportionally to the derivative of \( F \), analogously as in the models discussed previously:

\[ \dot{x}_3 = \sum_{i=1}^{2} \Theta_i^T \varepsilon_i \]  
(4.19)

As before such computation can be implemented in a simple network shown in Figure 4.5C. After the nodes converge, the weights are modified to maximize \( F \), which here is simply \( \Delta \Theta_i \sim \varepsilon_i x_3^T \).

During testing, we only constrain \( x_1 \) to be \( s \), and let all other nodes be updated to maximize \( F \), i.e. the node on the top level evolves according to Equation 4.19 while the \( x_2 \) evolves according to \( \varepsilon_2 \).

Please note that this simple linear dependence could be captured by using a predictive coding network without a hidden layer and just by learning the means and covariance matrix i.e. \( P(x) = \mathcal{N}(x; \mu, \Sigma) \), where \( \mu \) is the mean and \( \Sigma \) the covariance.
matrix. However, we use a hidden layer to show the more general network, that could learn more complicated relationships if non-linear activation functions are used.

Solid lines in Figure 4.5A show the values predicted by the model (i.e. $x^2$) after providing different inputs. Different colours correspond to different noise parameters. When equal noise is assumed in input and output (red line), the network simply learns the probabilistic model that explains the most variance in the data, so the model learns the direction in which the data is most spread out. This direction is the same as the first principal component shown in dashed red line (any difference between the two lines is due to the iterative nature of learning in the predictive coding model).

When the noise parameter at the node receiving output samples is large (blue line in Figure 4.5A), the dynamics of the network will lead to the node at the top level converging to a linear transformation of the input sample. Given the analysis presented earlier, the model closely resembles the back-propagation algorithm, which in the case of linear $f(x)$ simply corresponds to linear regression, shown by dashed blue line.

Conversely, when the noise at the node receiving input samples is large (green line in Figure 4.5A), the dynamics of the network will lead to the node at the top level converging to a linear transformation of the output sample. The network in this case will learn to predict the input sample on the basis of the output sample. Hence its predictions correspond to that obtained by finding linear regression in inverse direction (i.e. the linear regression predicting $s$ on the basis of $t$), shown by the dashed green line.

Different predictions of the models with different noise parameters will lead to different amounts of error when tested, which are shown in the left part of Figure 4.3D (labelled $s$ predicts $t$). The network approximating the back-propagation algorithm is most accurate, as the back-propagation algorithm explicitly minimizes the error in predicting output samples. Next in accuracy is the network with equal noise on both input and output, followed by the model approximating inverse regression.
Due to the flexible structure of the predictive coding network, we can also test how well it is able to infer the likely value of input sample $s$ on the basis of the output sample $t$. In order to test it, we provide the trained network with the output sample ($x_2 = t$), and let the other nodes be updated. The value to which the node corresponding to the input ($x_1^*$) converged is the network’s inferred value of the input. We compared these values with actual $s$ in the testing examples, and the resulting root mean squared errors are shown in the right part of Figure 4.5D (labelled $t$ predicts $s$). This time the model approximating the inverse regression is most accurate.

Figure 4.5D illustrates that when noise is present in the data, there is a trade-off between accuracy of inference in the two directions. Nevertheless, the predictive coding network with equal noise parameters for inputs and outputs is predicting relatively well in both directions, being just slightly less accurate than the optimal algorithm for the given direction.

It is also important to emphasize that the models we analysed in this section generate different predictions, only because the training samples are noisy. If the amount of noise were reduced, the models’ predictions would become more and more similar (and their accuracy would increase). This parallels the property discussed earlier that the closer the predictive coding models predict all samples in the training set, the closer their computation to ANNs with back-propagation algorithm.

The networks in the cortex are likely to be non-linear and include multiple layers, but predictive coding models with corresponding architectures are still likely to retain the key properties outlined above. Namely, they would allow learning bidirectional associations between inputs and outputs, and if the mapping between the inputs and outputs could be perfectly represented by the model, the networks could be able to learn them and make accurate predictions.

4.3 Discussion

In this paper we have proposed how the predictive coding models can be used for supervised learning. We showed that they perform the same computation as
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ANNs in the prediction mode, and weight modification in the learning mode has a similar form as for the back-propagation algorithm. Furthermore, in the limit of parameters describing the noise in the layer where output training samples are provided, the learning rule in the predictive coding model converges to that for the back-propagation algorithm.

Further analysis of the biological plausibility of the predictive coding model, along with comparison to other models, and relationship to experimental data, will be discussed in chapter 5.
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This chapter summarises recently proposed theories on how neural circuits in the brain could approximate the error back-propagation algorithm used by artificial neural networks. Computational models implementing these theories achieve learning as efficient as artificial neural networks, but they use simple synaptic plasticity rules based on activity of presynaptic and postsynaptic neurons. The models have similarities, such as including both feedforward and feedback connections, allowing information about error to propagate throughout the network. Furthermore, they incorporate experimental evidence on neural connectivity, responses, and plasticity. These models provide insights on how brain networks might be organised such
that modification of synaptic weights on multiple levels of cortical hierarchy leads to improved performance on tasks.

5.1 Classification of models of biological backpropagation

There is a diversity of ideas on how the back-propagation algorithm may be approximated in the brain (Balduzzi et al., 2015; Krotov and Hopfield, 2019; Kuśmierz et al., 2017; Marblestone et al., 2016; Bengio, 2014; Lee et al., 2015); however, we review the principles behind a set of related models (Bengio, 2017; Sacramento et al., 2018; Whittington and Bogacz, 2017; O’Reilly, 1996) that have substantial connections with biological data while closely paralleling the back-propagation algorithm. These models operate with minimal external control, as they can compute the errors associated with individual neurons through the dynamics of the networks. Thus, synaptic weight modifications depend only on the activity of presynaptic and postsynaptic neurons. Furthermore, these models incorporate important features of brain biology, such as spike time-dependent plasticity, patterns of neural activity during learning, and properties of pyramidal neurons and cortical microcircuits. We emphasise that these models rely on fundamentally similar principles. In particular, the models include both feedforward and feedback connections, thereby allowing information about the errors made by the network to propagate throughout the network without requiring an external program to compute the errors. Furthermore, these dynamics, as well as synaptic plasticity, can be described within a common framework of energy minimisation. We divide the reviewed models in two classes differing in how the errors are represented, and we summarise them in the following sections.

5.1.1 Temporal-Error Models

This class of model encodes errors in the differences in neural activity across time. Temporal-error models describe learning in networks with recurrent feedback connections to the hidden nodes (Figure 5.1). The rate of change of activity of
a given node is proportional to the summed inputs from adjacent layers, along with a decay term proportional to the current level of activity. As the network is now recurrent, it is no longer possible to write a simple equation describing how the activity depends on other nodes; instead, the dynamics of neurons is described by the differential equation

$$\dot{x}_l = W_{l-1}x_{l-1} + W_{l-1}^T x_{l+1} - x_l$$

(5.1)

where $\dot{x}_l$ denotes the rate of change over time of $x_l$ (all equations in this chapter ignore nonlinearities for brevity).

The first model in this class is the contrastive learning model (O’Reilly, 1996). It relies on an observation that weight changes proportional to an error (difference between predicted and target pattern - from chapter 3) can be decomposed into two separate updates: one update based on activity without the target present and the other update with the target pattern provided to the output neurons (Ackley et al., 1985). To understand learning in this model, it is easiest to consider how the weights connecting to the output layer are modified. Here the weight modification required by the back-propagation algorithm can be decomposed into two terms.

$$\Delta W_2 \sim (t - x) x^T = t x^T - x x^T$$

(5.2)

The first term corresponds to anti-Hebbian plasticity that should take place when the output activity is predicted based on the input propagated through the network. The second term corresponds to Hebbian plasticity that should take place when the output layer is set to the target pattern. O’Reilly (O’Reilly, 1996) demonstrated that in the presence of backward connections, the information about the target pattern propagates to earlier layers, and an analogous sequence
of weight modifications in the hidden layers also approximates a version of the back-propagation algorithm for recurrent networks (Pineda 1987).

Thus, the error back-propagation algorithm can be approximated in a network in which the weights are modified twice: during prediction according to anti-Hebbian plasticity and then according to Hebbian plasticity once the target is provided and the network converges to an equilibrium (after the target activity has propagated to earlier layers via feedback connections) (O’Reilly 1996). The role of the first modification is to ‘unlearn’ the existing association between input and prediction, while the role of the second modification is to learn the new association between input and target.

Although the weight modifications in the contrastive learning model involve locally available information, implementing them biologically would require a global signal informing the network which phase it is in (whether the target pattern influences the network or not) as that determines whether the plasticity should be Hebbian or anti-Hebbian. It is not clear whether such a control signal exists in the brain. This concern can be alleviated if the determination of learning phases is coordinated by information locally available in the oscillatory rhythms (Baldi and Pineda 1991), such as hippocampal theta oscillations (Ketz et al. 2013). In these models, the neurons in the output layer are driven by feedforward inputs in one part of the cycle and forced to take the value of the target pattern in the other.

The complications of separate phases have been recently addressed in the continuous update model (Bengio 2017), where during training the output neuron activities are gradually changed from the predicted pattern ($x_3 \rightarrow t$) towards the target, $t$ (see Figure 5.1). Thus, the temporal derivative of output activity, $\dot{x}_3$, is proportional to ($t - x_3 \rightarrow t$), that is, to the error on the output (equivalent to ANN). Hence, the weight modification required by back-propagation is simply equal to the product of presynaptic activity and the rate of change of the postsynaptic activity

$$\Delta W_2 \sim \delta_3 x_2^T \sim x_3 x_2^T$$ (5.3)
Figure 5.2: Schematic showing that if the output neurons are gradually changed from prediction, $x_3 \rightarrow t$, to target, $t$, then the rate of change of output activity is the required error.

Consequently, the weight modification required by the back-propagation algorithm could arise from local plasticity based on the rate of change of activity. Although the continuous update model does not involve two different learning rules during prediction and learning, it still requires a control signal indicating whether the target pattern is present or not, because plasticity should not take place during prediction.

5.1.2 Explicit-Error Models

In this section, we describe alternative models that do not require control signals but as a trade-off have more complex architectures that explicitly compute and represent errors.

It has been recently noticed (chapter 3; Whittington and Bogacz (2017)) that the error back-propagation algorithm can be approximated in a widely used model of information processing in hierarchical cortical circuits called predictive coding (Rao and Ballard, 1999). In its original formulation, the predictive coding model was developed for unsupervised learning, and it has been shown that when the model is presented with natural images, it learns representations similar to those in visual cortex (Rao and Ballard, 1999). Predictive coding models have also been proposed as a general framework for describing different types of information processing in the brain (Friston, 2010). It has been recently shown that when a
predictive coding network is used for supervised learning, it closely approximates the error back-propagation algorithm [Whittington and Bogacz 2017]. We saw this in chapter 4 but remind ourselves of the basics now.

An architecture of a predictive coding network contains error nodes that are each associated with corresponding value nodes (Figure 5.3). During prediction, when the network is presented with an input pattern, activity is propagated between the value nodes via the error nodes. The governing dynamics are given by (in the case of linear activation functions)

\[ \dot{x}_l = -\varepsilon_l + W_l^T \varepsilon_{l+1} \]
\[ \varepsilon_l = x_l - W_{l-1} x_{l-1} \]  

(5.4)

The network converges to an equilibrium, in which the error nodes decay to zero and all value nodes converge to the same values as the corresponding artificial neural network i.e. when \( \varepsilon_l = 0 \), \( x_l = W_{l-1} x_{l-1} + b_l \).

During learning, both the input and the output layers are set to the training patterns. The error nodes can no longer decrease their activity to zero, instead they converge to values as if the errors had been back-propagated [Whittington and Bogacz 2017]. Once the state of the predictive coding network converges to equilibrium, the weights are modified, according to a Hebbian plasticity rule. These weight changes closely approximate that of the back-propagation algorithm.

\[ \Delta W_l = \varepsilon_{l+1} x_l^T \]  

(5.5)

\[ \varepsilon_l = W_l^T \varepsilon_{l+1} \]  

(5.6)

An important property of the predictive coding networks is that they work autonomously: irrespective of the target pattern being provided, the same rules for node dynamics and plasticity are used. If the output nodes are unconstrained, the error nodes converge to zero, so the Hebbian weight change is equal to zero. Thus, the networks operate without any need for external control except for providing different inputs and outputs. However, the one-to-one connectivity of error nodes
to their corresponding value nodes is inconsistent with diffused patterns of neuronal connectivity in the cortex.

A solution to this inconsistency has been proposed in several models in which the error is represented in dendrites of the corresponding neuron \cite{Richards2019, Kording2001, Koerdig2001}. In this chapter, we focus on a popular model called the dendritic error model \cite{Sacramento2018}. This model describes networks of pyramidal neurons and assumes that the errors in the activity of pyramidal neurons are computed in their apical dendrites. In this model, the apical dendrites compare the feedback from the higher levels with a locally generated prediction of higher-level activity computed via interneurons. Error information can be transmitted from the apical dendrite to the rest of the neuron through internal signals. For example, a recent computational model proposed that errors encoded in apical dendrites can determine the plasticity in the whole neuron \cite{Guergiuev2017}. The model is based on observations that activating apical dendrites induces plateau potentials via calcium influx, leading to a burst of spikes by the neuron \cite{Larkum1999}. Such bursts of spikes may subsequently trigger synaptic plasticity \cite{Pike1999, Roelfsema2018}.

An easy way to understand why such an architecture approximates the back-propagation algorithm is to notice that it is closely related to predictive coding networks, which approximate artificial neural networks. Simply rearranging the equations describing the dynamics of predictive coding model gives a description of a network with the same architecture as the dendritic error model, in which dendrites encode the error terms.
\[
x_l = -x_l - W_{l-1} x_{l-1} + W_{l+1}^T x_{l+1} - W_l^T W_l x_l
\] (5.7)

This describes the dynamics of pyramidal neurons in Figure 5.4. The right side of Equation 5.7 consists of four terms corresponding to various connections in Figure 5.4. The first is simply a decay, the second is a feedforward input from the previous layer, the third is a feedback from the layer above, and the fourth term is a within layer recurrent input. This last term has a negative sign, while pyramidal neurons are excitatory, so it needs to be provided by interneurons. If we assume that the interneurons have activity \( i_l = W_l x_l \), they need to be connected with the pyramidal neurons via weights \( W_l \). The key property of this network is that when it converges to the equilibrium, the neurons with activity \( x_l \) encode their corresponding error terms \( \varepsilon_l \) in their apical dendrites. To see why this is the case, note that the first two terms on the right of Equation 5.7 are equal to \( -\varepsilon_l \) according to the definition of Equation 5.6. At equilibrium \( \dot{x}_l = 0 \), the two last terms in Equation 5.7 must be equal to \( \varepsilon_l \) (so that the right-hand side of Equation 5.7 adds up to 0), and it is these two terms that define the input to the apical dendrite.

As the errors \( \varepsilon_l \) are encoded in apical dendrites, the weight modification required by the back-propagation algorithm (equation 3.4 for ANNs and equation 5.5 for PCNs) only involves quantities encoded in pre-and postsynaptic neurons and therefore corresponds to local synaptic plasticity. Appropriately updating weights between pyramidal and interneurons is more challenging. This is because the interneurons must learn to produce activity encoding the same information as the higher-level pyramidal neurons. To allow training of the interneurons, the dendritic error model includes special one-to-one connections to the interneurons from corresponding higher-level pyramidal neurons (black dashed arrows in Figure 5.4).

Although the dendritic error network makes significant steps to increase the biological realism of predictive coding models, it also introduces extra one-to-one connections (dotted arrow in Figure 5.4) that enforce the interneurons to take on similar values to the neurons in next layer and thus help them to predict the feedback from the next level. Furthermore, the exact dynamics in the dendritic error model are
much more complex than described, as it describes details of changes in membrane potential in multiple compartments. Nevertheless, it is important to highlight that the architecture of dendritic error networks can approximate the back-propagation algorithm, and it offers an alternative hypothesis on how the computations assumed by the predictive coding model could be implemented in cortical circuits.

5.2 Comparing the Models

Given the biological plausibility of the above-mentioned models, in this and the coming sections, we compare the models in terms of their computational properties (as more efficient networks may be favoured by evolution) and their relationships to experimental data (summarised in Figure 5.5).

5.3 Models of Biological Back-Propagation

5.3.1 Computational Properties

For correct weight modification, the temporal-error models require a mechanism informing whether the target pattern constrains the output neurons, while the explicit-error models do not. However, as a trade-off, the temporal-error models have simpler architectures, while the explicit-error models need to have intricate architectures with certain constraints on connectivity, and both predictive coding and
the dendritic error model include one-to-one connections in their network structure. As mentioned, there is no evidence for such one-to-one connectivity in the neocortex.

The models differ in the time required for signals to propagate through the layers. To make a prediction in networks with \( L \) layers, predictive coding networks need to propagate information through \( 2L - 1 \) synapses, whereas the other models only need to propagate through \( L - 1 \) synapses. This is because in a predictive coding network, to propagate from one layer to the next, the information must travel via an error neuron, whereas in the other models the information is propagated directly to the neurons in the layer above. There is a clear evolutionary benefit to propagating information via fewer synapses, as it would result in faster responses and a smaller number of noise sources.

In the dendritic error model, for errors to be computed in the dendrites, the inhibitory interneurons first need to learn to predict the feedback from the higher level. Thus, before the network can learn feedforward connections, ideally the inhibitory neurons need to first be pre-trained. Although it has been shown that the feedforward and inhibitory weights can be learned in parallel, learning in the dendritic error model may well be slower as the reported number of iterations required to learn a benchmark task was higher for the dendritic error model \cite{Sacramento2018} than for contrastive learning \cite{Scellier2017} and predictive coding \cite{Whittington2017} models. Such statements, however, should be taken with reservations as not only were simulations not necessarily comparable but also computations in standard von-Neumann computers may not be representative of computations in biological hardware.

### 5.3.2 Relationship to Experimental Data

The models differ in their predictions on whether errors should be explicitly represented in neural activity. In particular, the predictive coding model includes dedicated neurons encoding errors, and the dendritic error model suggests that errors computed in dendrites may trigger bursts of firing of pyramidal neurons, while in temporal models there is no direct association between error and the overall
Figure 5.5: Green indicates properties desired for biological plausibility, while red indicates less desired properties. These are error percentages reported on a testing set in a benchmark task of handwritten digit classification (lower is better), for predictive coding (Whittington and Bogacz, 2017), dendritic error (Sacramento et al., 2018), and contrastive learning models (Scellier and Bengio, 2017a) (in this simulation, the output neurons were not set to the target pattern, but slightly moved or ‘nudged’ towards it). We are not aware of reported simulations of the continuous update model on this benchmark problem. MNIST, Modified National Institute of Standards and Technology database.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Temporal-error model</th>
<th>Explicit-error model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Contrastive learning</td>
<td>Continuous update</td>
</tr>
<tr>
<td>Control signal</td>
<td>Required</td>
<td>Required</td>
</tr>
<tr>
<td>Connectivity</td>
<td>Unconstrained</td>
<td>Unconstrained</td>
</tr>
<tr>
<td>Propagation time</td>
<td>L-1</td>
<td>L-1</td>
</tr>
<tr>
<td>Pre-training</td>
<td>Not required</td>
<td>Not required</td>
</tr>
<tr>
<td>Error encoded in</td>
<td>Difference in activity between separate phases</td>
<td>Rate of change of activity</td>
</tr>
<tr>
<td>Data accounted for</td>
<td>Neural responses and behaviour in a variety of tasks</td>
<td>Typical spike-time-dependent plasticity</td>
</tr>
</tbody>
</table>
| MNIST performance | ~2-3                  | ~1.7                 | ~1.96             | (in this simulation, the output neurons were not set to the target pattern, but slightly moved or ‘nudged’ towards it). We are not aware of reported simulations of the continuous update model on this benchmark problem. MNIST, Modified National Institute of Standards and Technology database.

activity level at a given time. In line with the explicit-error models, increased neural activity has been observed when sensory input does not match the expectations encoded by higher-level areas. For example, responses of neurons in the primary visual cortex were increased at brief intervals in which visual input did not match expectation based on animal movements (Attinger et al., 2017). An increase in neural activity when expectations about stimuli were violated has also been found with fMRI (Summerfield et al., 2008). Further details are discussed in several excellent reviews (Summerfield and de Lange, 2014; Bastos et al., 2012; de Lange et al., 2018; Clark, 2013). The two explicit models differ in predictions on whether errors and values are represented by separate neuronal populations or within the same neurons. Experimental data relevant to this question have been reviewed in an excellent chapter by Kok and de Lange (Kok and Lange, 2015). Although they conclude that there is ‘no direct unequivocal evidence for the existence of separate populations’, they discuss several studies suggesting preferential encoding of errors and values by different neurons. For example, in a part of visual cortex (inferior temporal cortex), the inhibitory neurons tended to have higher responses to novel stimuli, while excitatory neurons typically produced highest response...
for their preferred familiar stimuli [Woloszyn and Sheinberg 2012]. Kok and de Lange point that these responses may potentially reflect error and value nodes, respectively [Kok and Lange 2015].

Each model accounts for specific aspects of experimental data. The models based on contrastive learning rules have been shown to reproduce neural activity and behaviour in a wide range of tasks [O’Reilly and Munakata 2000]. The learning rule in the continuous update model (in which the synaptic modification depends on the rate of change of the postsynaptic neuron; Figure 5.6A), can be implemented with classic spike-time-dependent plasticity (Figure 5.6B) [Bengio 2017]. In this form of plasticity, the direction of modification (increase or decrease) depends on whether the spike of a presynaptic neuron precedes or follows the postsynaptic spike [Bi and Poo 1998]. Figure 5.6C shows the effect of such plasticity in a case when the postsynaptic neuron increases its firing. If the postsynaptic spike follows the presynaptic spike, the synaptic weight is increased (pink area), while if the postsynaptic spike precedes the presynaptic spike, the weight is decreased (yellow area). If the postsynaptic neuron increases its firing rate (as in the example), there will be more postsynaptic spikes in pink than in yellow area on average, so the overall weight change will be positive. Analogously, the weight is weakened if the postsynaptic activity decreases (Figure 5.6D). In summary, with asymmetric spike-time-dependent plasticity, the direction of weight change depends on the gradient of a postsynaptic neuron activity around a presynaptic spike, as in the continuous update model.

The relationship of spike-time-dependent plasticity to other models requires further clarifying work. Nevertheless, Vogels and colleagues [Vogels et al. 2011] demonstrated that a learning rule in which the direction of modification depends on activity of neurons in equilibrium (Figure 5.6E), as in the predictive coding model, can arise from an alternate form of spike-time-dependent plasticity. They considered a form of plasticity where the weight is increased by nearly coincident pre- and postsynaptic spikes, irrespectively of their order, and additionally the weight is slightly decreased by each presynaptic spike. The overall direction of weight modification in this rule is shown in Figure 5.6F. Such a form of plasticity
may exist in a several types of synapse in the brain (Abbott and Nelson 2000). Figure 5.6G illustrates that with such plasticity, the weights are increased if the intervals between pre- and postsynaptic spikes are short, which is likely to occur when the two neurons have high activity. When the postsynaptic neuron is less active (Figure 5.6H), the short intervals (pink area) are less common, while longer intervals are more common (yellow area), so overall the weight change is negative. In summary, with symmetric spike-time-dependent plasticity the direction of weight change depends on whether the postsynaptic neuron activity is above or below a certain level (which may correspond to a baseline level typically denoted with zero in computational models), as in the predictive coding model.

The dendritic error model describes the computations in apical dendrites of pyramidal neurons and features of cortical micro-circuitry such as connectivity of a group of interneurons called the Martinotti cells, which receive input from pyramidal neurons in the same cortical area (Silberberg and Markram 2007) and project to their apical dendrites (Kubota 2014). Furthermore, there is some evidence that inhibitory interneurons also receive feedback from higher areas in the cortical hierarchy (Leinweber et al. 2017).

5.4 Integrating Models

The above-mentioned comparison shows that each model has its own computational advantages, accounts for different data, and describes plasticity at different types of synapses. It is important to note that the cortical circuitry is much more complicated than any of the proposed models’ architectures. Therefore, the models presented above need not be viewed as competitors but may be considered as descriptions of learning in different motifs of more complex brain networks.

Different classes of models may be more suited for different tasks faced by brain networks. One task engaging the primary sensory areas is predicting the next value of sensory input from the previous ones. A recent modelling study suggests that primary visual and auditory cortices may use an algorithm similar to back-propagation while learning to predict sensory input (Singer et al. 2018). This
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Figure 5.6: (A) Plasticity dependent on the rate of change of postsynaptic activity, illustrated by the left column of panels. (B) Asymmetric spike-time-dependent plasticity often observed in cortical neurons (Bi and Poo, 1998). The curve schematically shows the change in synaptic weights as a function of the difference between the timings of postsynaptic and presynaptic spikes. Red and orange parts of the curve correspond to increases and decreases in synaptic weights, respectively. (C) Strengthening of a synaptic weight due to increasing postsynaptic activity. Hypothetical spike trains of two neurons are shown. The top sequence corresponds to an output neuron, which increases its activity over time towards the target. The bottom sequence corresponds to a neuron in the hidden layer; for simplicity, only a single spike is shown. The pink and yellow areas correspond to spike timings in which the weights are increased and decreased, respectively. In these areas the differences in spike timing result in weight changes indicated by red and orange parts of the curve in the panel B. (D) Weakening of weight due to decrease in postsynaptic activity. (E) Plasticity dependent on postsynaptic activity, illustrated by the right column of panels. In the equation, $x_0$ denotes the baseline firing rate. (F) Symmetric spike-time-dependent plasticity, where weight change depends on spike proximity. (G) Increase in synaptic weight due to high activity of the postsynaptic neuron. (H) Decrease in synaptic weight when the postsynaptic neurons is less active.

study demonstrated that the temporal properties of receptive field in these areas are similar to those in artificial neural networks trained to predict the next video or
audio frames on the basis of past history in clips of natural scenes (Singer et al., 2018). In such sensory prediction tasks, the target (i.e., the next ‘frame’ of sensory input) always arrives, so the temporal-error models may be particularly suited for this task, as there is no need for the control signal indicating target presence.

The explicit-error models are suitable for tasks where the timing of target pattern presentation is more uncertain. Although the predictive coding and dendritic error networks are closely related, they also exhibit a trade-off: the predictive coding networks are slow to propagate information once trained, while the dendritic error networks are slower to train. It is conceivable that cortical networks include elements of predictive coding networks in addition to dendritic error motifs, as the cortical networks include many other interneuron types in addition to the Martinotti cells and have a much richer organisation than either model. Such a combined network could initially rely on predictive coding motifs to support fast learning and, with time, the dendritic error models could take over, allowing faster information processing. Thus, by combining different motifs, brain networks may ‘beat the trade-offs’ and inherit advantages of each model.

Furthermore, predictive coding models may describe information processing in subcortical parts of brain networks that do not include pyramidal cells and thus may not be able to support computations of the dendritic error model. Indeed, it has been recently suggested how the predictive coding model can be mapped on the anatomy of cerebellum (Friston and Herreros, 2016), and the model may also describe aspects of information processing in basal ganglia, where the dopaminergic neurons are well known to encode reward prediction error in their activity (Schultz et al., 1997).

As the brain networks may incorporate elements of different models, it is important to understand how individual models relate to each other and how they can be combined. Such insights have been revealed by a recently proposed framework called equilibrium propagation (Scellier and Bengio, 2017a,b). Here, it was noticed that the dynamics of many models of neuronal networks can be defined in terms of the optimisation of a particular function. This function is known as the network energy. For example, recurrently connected networks of excitatory neurons, such as
the temporal-error models, under certain assumptions converge to an equilibrium in which strongly connected neurons tend to have similar levels of activity. Indeed, they minimise a function that summarises the dissimilarity in the activity of strongly connected nodes, called the Hopfield energy \cite{Hopfield1984}. The predictive coding networks are also known to minimise a function during their dynamics, called the free energy \cite{Friston2005}. The free energy has a particularly nice statistical interpretation, as its negative provides a lower bound on the log probability of predicting the target pattern by the network \cite{Friston2005, Bogacz2017} (in case of supervised learning, this probability is conditioned on the input patterns). Since the dendritic error models have approximately similar dynamics as the predictive coding models, all models reviewed above can be considered as energy-based models described within the equilibrium propagation framework (Figure 5.7).

It has been shown that network error can be minimised if the synaptic weights are modified in two steps \cite{Scellier2017}; schematically illustrated by the two displays in Figure 5.7. First, with only the input pattern provided, once the network converges, weights are modified in the direction in which the energy increases. Second, the output layer is additionally constrained to values closer to the target pattern (particular details described in \cite{Scellier2017}). Constraining the output nodes changes the energy landscape for the units in the middle layers.

Once these units converge to a new equilibrium, weights are modified in the direction in which the energy decreases. Scellier and Bengio \cite{Scellier2017} noted that for temporal-error networks, this procedure gives the contrastive learning rule (Equation 5.2). The predictive coding networks, however, converge to an equilibrium in the first step where the free-energy function reaches its global minimum \cite{Whittington2017}; thus, there is no weight modification required by the equilibrium propagation framework. Therefore, only a single phase (i.e., the second phase) and a single weight update are required in the explicit-error models, and it only involves Hebbian plasticity.

Importantly, the framework can describe learning in more complex networks, which could include the elements of the different models. For any network for which
an energy function can be defined, the framework describes the plasticity rules of individual synapses required for efficient learning.

Nevertheless, the form of energy function minimised by a network may influence its performance. So far, the biologically plausible networks that perform best in a handwritten digit classification task are those that minimise energies analogous to the free energy (Figure 5.5). The superior performance of networks minimising free energy may stem from the probabilistic interpretation of free energy, which ensures that the networks are trained to maximise the probability of predicting target patterns.
5.5 Remarks

This chapter has not been exhaustive of all current biological models but nevertheless has described main classes of recent models; those that represent errors temporally and those that represent them explicitly, as well as a framework unifying these methods. These theoretical results elucidate the constraints required for efficient learning in hierarchical networks. However, much more work needs to be done both empirically and theoretically, for example, on how the networks scale to larger architectures [Bartunov et al. 2018], as well as linking theory to neurobiological data.

It is crucial to map the models implementing efficient deep learning on biological networks in the brain. In particular, mapping the nodes in the model on distinct cell types in the cortex may be a fruitful route to identifying their computational function. The framework of equilibrium propagation (or its future extensions) may prove particularly useful in this endeavour. Based on known patterns of connectivity, models could be defined and their energy function formulated. The framework could then be used to predict properties of synaptic plasticity that could be compared with experimental data, and the results of such comparisons could be iteratively used to improve the models.
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You see a page, a page you have never seen before, a page of just white and black, a page you nevertheless piece together into a (hopefully!) coherent message. Though you have seen paper, ink, letters and words before, this particular configuration is new. Nevertheless, it is seamlessly integrated together. This seamlessness hides a veritable riot of neural activity, a riot ascending from your retina up the cortical hierarchy. Yet among that riot, there are neurons that notice an edge or letter or word or some more abstract quality that fire the same as the last time they saw it. Elements (neurons; bases; chapter 2) that have characteristic response to similarities in the world are rather useful, as similarities, by their nature,
generalise across experiences. Indeed, it is through learned similarities that one
generalises knowledge. Holistically, understanding new experiences in the context
of older learnings is generalisation. More formally, generalisation is quantified
as an algorithm’s (brain or machine) performance gap on seen-before tasks and
never-seen-before tasks. Naturally a small generalisation gap is preferred as learning
to run away from a tiger might also be a good strategy when faced with a lion.

In this chapter we delve deeper into the topic of generalisation in both machines
and brains. While doing the brain part, we home in on a particular brain region - the
hippocampal formation. Where possible, we refer back to chapter 2 generalisation
and Bayesian thinking are very much linked. Finally we note that much of this
chapter discusses similar, and often identical, content to Behrens et al. (2018),
where, when similar, surely a more eloquent account is provided.

6.1 Generalisation

We start with an excessively formal and precise introduction to generalisation
from statistical learning theory, then quickly damp it down to suit the mess
of biology and this thesis.

In learning, we wish to find a function \( f(x) \) accepting \( x \) as an input that
successfully predicts output values of \( y \). Should the function be your brain, the
input and output may be a question and answer, or sensory input separated in time.
The expected error, \( E \), of a particular function, \( f_n \), is defined as

\[
E[f_n] = \int_{x,y} L(f_n(x), y) P(x, y) \, dx \, dy
\]  

(6.1)

where \( L \) is a loss function, and \( P(x, y) \) is the joint probability of \( x \) and \( y \).
We don’t know the joint probability, so we instead compute the empirical error
on sample data \( \mathcal{D} \)

\[
E_{\mathcal{D}}[f_n] = \frac{1}{n} \sum_{i=1}^{n} L(f_n(x_i), y_i)
\]  

(6.2)
An algorithm trained on sampled data, $D_{\text{train}}$, will obtain a particular error, $E_{D_{\text{train}}}[f_n]$. A low $E_{D_{\text{train}}}[f_n]$ means something has been learned. The generalisation error, $G$, measures the difference in the algorithm’s performance on training data, $D_{\text{train}}$, and unseen data, $D_{\text{test}}$

$$G = E_{D_{\text{test}}}[f_n] - E_{D_{\text{train}}}$$  

(6.3)

An algorithm that generalises to new data has low $G$. Ideally we want both a low $G$ and a low $E_{D_{\text{train}}}$, as then we have learned and generalised knowledge. Often $G \gg 0$ due to overfitting. Overfitting is where the function $f(x)$ starts to fit noise in the data, as opposed to the true structure. This means that $E_{D_{\text{train}}}$ becomes low, but $E_{D_{\text{test}}}[f_n]$ becomes high. There are numerous techniques to avoid overfitting, including explicit regularisation (Tikhonov, 1943), under-parameterisation, and even over-parameterisation in neural networks (Advani and Saxe, 2017; Belkin et al., 2019).

**Bias and variance**

We can gain some insight into learning algorithms by considering a squared error loss, $L(f_n(x), y) \equiv \| y - f_n(x) \|^2$, and assume a ‘true’ function, $f$, i.e. $y = f(x) + \varepsilon$ where $\varepsilon \sim \mathcal{N}(0, \sigma)$. Here the expected error (equation 6.1) can be decomposed into two parts (Geman et al., 1992)

$$\mathbb{E} \| y - f_n(x) \|^2 = \mathbb{E}(\| f_n(x) - \mathbb{E}[f(x)] \|^2 + \mathbb{E}[f_n(x) - \mathbb{E}[f_n(x)]]^2 + \sigma^2)$$

(6.4)

The first part is the bias of $f_n$ from $f$ and the second is the variance of $f_n$. This says that the error of a learning algorithm is the sum of how far it is off the true function (the bias squared) with how consistent algorithm is from one training run to the next (the variance). There is often a trade-off: high variance methods may overfit the training set and so generalise poorly, low variance methods may generalise well but have poor predictive power due to a bias.
6.1. Generalisation

Inductive biases

We want the best of all possible worlds - low variance for consistency and low bias to learn the true function - leading to low $G$ for generalisation. To help on this quest, the learning algorithm can know something a priori: an inductive bias. Inductive biases embed knowledge about the world (data), that encourages the algorithm to learn the true $f$ (or whatever the practitioner thinks is the true $f$).

With an appropriate configuration of weights, neural networks can approximate any function (Cybenko, 1989), though the learnability of this configuration is not certain. To encourage learning, machine learners embed inductive biases within their algorithms (Goodman, 1955; Mitchell, 1980). Convolutional neural networks (Lecun et al., 1998) have translational invariance of image statistics embedded via tying weights of filters together; a filter learned because of a tiger in the top left of an image, will detect a tiger in the bottom left of the next image. Similarly if we believe our data is generated from a recurrent mechanism, tying weights through time is useful (Rumelhart et al., 1988).

Back to Bayes, since the posterior is influenced by the prior, its distribution is biased to put greater weight on those values with higher prior weightings. Prior beliefs are thus inductive biases in the learning algorithm - learning and inference is done in the context of prior beliefs. For example, prior beliefs of simpler hypotheses encourage simpler posteriors and simpler solutions often generalise better (MacKay, 1992). In this vein, a prior can also be seen as regularisation.

Inductive biases, however, affect the generality of the algorithm. Convolutional neural networks may have a harder time than fully connected network to understand genomics. Finding appropriate inductive biases that help learning but don’t hinder generality is key.

6.1.1 What gets generalised

For generalisation to be a useful strategy there must be regularities in the world to profit from. As chapter 2 details, symmetries of the natural world imply these regularities exist. These regularities can be at any level of abstraction - whether it
be of simple visual features; the perceptual qualities of a dog are the same whether it be in Woking or Tokyo, the behaviour of entities; the physics of orbits are the same for Earth as it is for any exoplanet (Mayor and Queloz, 1995), or the structure of stories; each one has a beginning, middle and end. Understanding regularities allows quick inferences; categorising a dog you have never seen before, inferring the object at the center of another’s orbit is the (much) heavier one, inferring the news program is about to end after hearing a happy story.

**Learning set**

Like the examples above, regularities don’t have to be simple perceptual statistics, but can be in the task itself. A classic experiment on learning such task statistics is Harlow’s task (Figure 6.1A; Harlow (1949)), where participants (human and non-human primates) choose between two stimuli to find a reward. Critically, the reward is always associated with one of the stimuli and every 6 trials (a block) the stimulus set gets changed. If you know all this, it’s pretty easy to get rewards - just repeat the rewarded choice or switch if unrewarded. However, if you don’t know the task set-up, you may not expect the rewarded stimuli to stay the same for the 6 trials. This dichotomy of knowing and not knowing the task leads to an interesting phenomenon. During initial stages of the task (i.e. early blocks) subjects don’t perform well, however as the task progresses, subjects get continually better at learning which stimuli was rewarded in each 6 trial block (Figure 6.1B). They learn how to learn. They learn the abstract rules/ knowledge of the task - ‘one stimulus is rewarded and the other is not’. This is termed ‘learning set’ (Harlow, 1949).

A learning set requires understanding abstract relationships of the task. To facilitate this process, relational inductive biases can be introduced (Battaglia et al., 2018). These can either be explicit biases for specific tasks (Whittington et al., 2018) or soft biases that with enough data can learn in a variety of different task distributions (‘meta-learning’; Finn et al. (2017); Andrychowicz et al. (2016); Wang et al. (2016)).
Figure 6.1: Harlow (1949) demonstrated the learning of task structure from repeated exposure to the same task. (A) Schematic of Harlow’s task. Different instantiations of the task share a common underlying structure (‘only one object is rewarded’) that can be exploited to facilitate faster learning. (B) Accuracy data from Harlow (1949). Over multiple exposures to the task, monkeys acquire this underlying structure, termed a ‘learning set’, and use it to learn faster in new instantiations of the task. Figure adapted from Behrens et al. (2018).

6.2 A neuroscientist’s perspective

Machine learning has come on leaps and bounds over the recent years (Lecun et al., 2015), now able to train artificial agents to super-human levels in games as diverse as Atari (Mnih et al., 2015) and Go (Silver et al., 2017). It is also clear however, that these algorithms are far from exhibiting the complex behaviours and flexible inferences of humans and other animals. Humans not only repeat previously good options, but also leverage past experience to understand new tasks or imagine new experiences. We are capable of generalisations machines can only dream of.

Other than Harlow’s task, the canonical example of rich and flexible behaviour in neuroscience and psychology is from Edward Tolman (Tolman and Honzig, 1930). He had rats wander about mazes in the absence of rewards and later saw that they utilised these seemingly aimless behaviours when faced with tasks. The rats took short-cuts to reach rewards, and similarly, if old paths were blocked, they configured new routes on the fly (Tolman et al., 1946). Short-cuts and new routes are only possible if the rats knew the structure of the maze - if they had an internal map of space. Tolman named this internal organisation of the world a ‘cognitive map’. 

If machines dream
6.2.1 Cognitive maps of space in the hippocampal formation

Though Tolman saw cognitive maps as a knowledge organising principle beyond space, it is with space and spatial cognition that these ideas really took hold. This is surely attributed to the beautiful and precise neural representations that map space found in the hippocampal formation (Figure 6.2A). The first of these cells were hippocampal ‘place cells’ (O’Keefe and Nadel, 1978) - cells that fire in single (or a couple) of locations in space (Figure 6.2B). Each cell only cares about a small region of space, but across the population they cover (map) the whole space. Completing the 2014 Nobel prize duo, are entorhinal ‘grid cells’ (Figure 6.2B). These, like place cells, care about locations in space, only this time they care about many locations, with each location lying quite remarkably on a triangular lattice (Hafting et al., 2005). These periodic cells tile the space, implying they know not only local information, but also something global. Indeed grid cells can be used as a metric, for vector relationships between locations (Bush et al., 2015; Stemmler et al., 2015), or for providing a basis for knowing where you are with your eyes closed - path integration (Sreenivasan and Fiete, 2011).

There is a plethora of other spatially selective cells (Figure 6.2B) that did not make the Nobel cut; band cells (Krupic et al., 2012); cells that encode the vector relationships to borders (Lever et al., 2009; Solstad et al., 2008), objects (Høydal et al., 2019), rewards (Gauthier and Tank, 2018), and goals (Sarel et al., 2017); cells that encode head direction (Taube et al., 1990); cells that encode the locations of other agents (Danjo et al., 2018; Omer et al., 2018).

Hierarchies of knowledge

Knowledge can be represented at more than one scale. When reminiscing on past holiday experiences, you likely first think of the country, then the city, then particular activities. Such hierarchies are found in the brain’s cognitive maps. Grid (Brun et al., 2008; Stensola et al., 2012) and place cells (Kjelstrup et al., 2008) have differing spatial scale or field size, respectively, along the dorsal ventral axis. For
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Figure 6.2: A) Anatomical location of the hippocampus and entorhinal cortex in different species. Adapted with permission from Strange et al. (2014). (B) A variety of cells in the hippocampal formation represent different spatial variables. Place cells (O’Keefe and Nadel, 1978) are active when an animal is in a single (sometimes multiple) location. Grid cells (Hafting et al., 2005) are active when an animal is in one of multiple locations on a triangular lattice. “Social place cells” (Danjo et al., 2018; Omer et al., 2018) are active in one animal when it observes that another animal is in a particular location. Head-direction cells (Taube et al., 1990) are active when an animal’s head is facing a particular direction. Object-vector cells (Høydal et al., 2018) are active when an animal is in a particular direction and distance from any object. Reward cells (Gauthier and Tank, 2018) are active at a given distance away from a boundary in a particular allocentric orientation. Goal direction cells (Sarel et al., 2017) are active when the goal of an animal is in a particular direction relative to its current movement direction. The green “G” indicates the goal location. Figure adapted from Behrens et al. (2018)

grid cells these scales come in discrete modules, with each module approximately 1.5 times the scale of the previous.

Map representations generalise

Cells of the hippocampal formation have an intriguing property that obeys anatomical boundaries - entorhinal cells generalise and hippocampal cells don’t. When...
moving between structurally identical, but sensorally different environments, cells that were grid cells stay grid cells. Moreover, grid cells that were active next to each other, remain active next to each other (Fyhn et al. (2007); Figure 6.3A). In other words, grid cell correlation structure is preserved - grid cell activity stays on a set manifold. The cells may be phase shifted, but they all have the same phase shift - known as grid cell realignment. The above properties are true for each module independently. These suggest that the entorhinal map embeds knowledge common across environments - knowledge of 2D space.

Place cells, however, do not preserve their correlation structure, with neighbouring cells not necessarily neighbours in new environments. This is called hippocampal remapping (Bostock et al. 1991; Leutgeb et al. 2005). This entorhinal-hippocampal split is also true the other cell types e.g. object vector cells in entorhinal cortex activate for any object in the environment, whereas landmark cells in hippocampus activate for only a subset of objects (Deshmukh and Knierim (2013); Hoydal et al. (2018); Figure 6.3B). Though the hippocampus plays a crucial role in generalisation, the cells themselves do not appear to generalise.

The hippocampus, however, does receive inputs from brain regions that generalise in different ways (and are factorised from each other; Manns and Eichenbaum (2006)). In medial entorhinal cortex the representations are of 2D maps as described above, whereas in lateral entorhinal cortex the representations are sensory. Hippocampal representations appear to be conjunctions of sensory and 2D structure - cells are active for a particular object in a particular location, but not for the object or location alone (Komorowski et al. 2009; Wood et al. 1999).

Asides from grid and place cells, the other cells only show their faces in specific circumstances (e.g. with borders or objects) - i.e. there is a collection of spatial representations that, depending on the environment, have certain weightings - perhaps basis functions (chapter 2).

Nevertheless, we have only spoken about cells mapping space, whereas the hippocampal formation has a wider role in generalization, inference, imagination,
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Figure 6.3: (A) In a spatial remapping experiment, animals are moved between two different environments. Entorhinal grid cells maintain a constant spatial phase structure (top), in contrast with the global remapping of hippocampal place cells (bottom) (Bostock et al., 1991; Leutgeb et al., 2005). (B) MEC object vector cells respond specifically when an animal is at a given direction and distance from any object, regardless of identity of the object (top). Cells with object-vector properties are also found in the hippocampus (bottom). These cells, however, respond to only a subset of the objects (bottom). MEC data from (Høydal et al., 2018); hippocampal data from (Deshmukh and Knierim, 2013). Figure adapted from Behrens et al. (2018).

social cognition, and memory (Hassabis et al., 2007; van der Meer et al., 2012; Ólafsdóttir et al., 2015; Tavares et al., 2015).

6.2.2 Mapping non-space

Tolman proposed the same principles organising spatial abstraction exist across all domains. Taking this seriously, we should be able to find non-spatial tasks that afford the same organisation as space, thus cells similar to the aforementioned spatial cells should map these spaces. Exactly this has been done, with positive results found in the same brain regions as spatial cells (Constantinescu et al., 2016; Aronov et al., 2017).

Asking humans to navigate 2D, non-spatial, spaces reveals a grid like code. In Constantinescu et al. (2016) birds with varying neck length (1st dimension) and leg length (2nd dimension) define a 2D space. Participants navigate the space via a joystick to reach several target birds associated with rewards. Grid-like coding was
found via a 6-fold oscillation in fMRI activity [Doeller et al., 2010] as a function of moving direction in both medial entorhinal cortex and ventral frontal cortex.

Similar games have been played with rodents; less complex tasks for less complex beings, though more complex recordings for more lenient animal rights. Training a rodent to hold a lever until a tone reaches a desired frequency is a 1D task as frequencies lie on a line. Electrophysiological recordings show hippocampal cells fire for certain frequencies (or places) and entorhinal cells (including a third of spatial grid cells) have multiple distinct fields. Other studies also present evidence of non-spatial coding using spatial representations e.g. grid cells also encode gaze location on a 2D image in both nonhuman [Killian and Buffalo, 2018] and human primates [Julian et al., 2018; Nau et al., 2018].

This generalisation of spatial representations to non-spatial problems suggests that grid and place cells are a reflection of a more general coding principle regarding the underlying relational structure / topology of tasks.

Other representations that generalise

Though our focus is on the hippocampal formation, there are other neural representations that generalise. Examples are complex cells of [Hubel and Wiesel, 1959] only care about edges, or neurons that respond to value of stimuli independent of the stimulus itself [Xie and Padoa-Schioppa, 2016].

6.2.3 Relational memory in the hippocampal formation

The spatial representations literature, from [O’Keefe and Nadel, 1978] to [Hafting et al., 2005], though of great elegance, has seemed irreconcilable with the other major function of the hippocampus - relational/ declarative memory [Scoville and Milner, 1957; Cohen and Squire, 1980]. The reliance of memory on the hippocampus was first discovered via H.M., a bilateral hippocampal resection patient [Scoville and Milner, 1957; Cohen and Squire, 1980]. H.M. had particularly bad amnesia, with the impairment described as ‘forgetting the incidents of daily life as fast as they occur’ [Scoville and Milner, 1957]. The distinction of declarative memory
came from (Cohen and Squire 1980), who noted that amnesic patients could learn procedural / rule based skills as competently as controls - it was the ‘knowing that’ rather than the ‘knowing how’ that hippocampus governed.

Cohen and Eichenbaum (1993) extended hippocampus and declarative memory to more general relational processing termed ‘relational memory’. Relational memories bind together parts of experience, linking memories via their common elements. Linked memories provide a platform for arbitrary recombinations and generalisation.

The classic relational memory paradigm is transitive inference (Burt 1911, Dusek and Eichenbaum 1997; Mcgonigle and Chalmers 1977). Here relational memories allow inferences in never-seen-before choices. For example, if an animal is trained to prefer A over B, and separately B over C, then one can then ask whether it will prefer A or C. Though the animal has never seen this choice before, it will choose A. This is transitive inference; A is better than B, and B is better than C, therefore A is better than C. Transitive inference depends on hippocampus and its inputs (Dusek and Eichenbaum 1997; Gilboa et al. 2014; Wikenheiser and Schoenbaum 2016; Buckmaster et al., 2004) - lesions to these structures impairs the ability to make the novel inferences (A vs C) but preserves the seen before choices (A vs B). There can be many more than 3 stimuli, and separate sequences can be subsequently stitched together (Treichler and Van Tilburg, 1996). This line-like ordinal structure of A>B>C etc, has clear parallels to the linear ordering of sound frequencies that we saw above as well as the linear ordering of temporal events; perhaps it is no surprise that one sees hippocampal cells that code for time in a task (time cells; MacDonald et al. 2011). Other relational memory tasks have also shown hippocampal dependence e.g. decisions based on social value (Kumaran et al., 2012).

6.3 Dreams of a unifying theory

In the sections above, a variety of different functions and representations of the hippocampal formation were discussed. Here we begin to consider how the different functions can be bound together, and how this may offer insights into representations.
6.3.1 The schism of space and relational memory

Does hippocampus represent relational memories, or does it support spatial navigation via path integration? Here, paraphrasing Eichenbaum and Cohen (2014), we discuss how hippocampal processing cannot be solely for spatial processing. Eichenbaum and Cohen (2014) describe that 1) spatial cognition is often based on memories of routes and destination, 2) path integrations alone is extremely noisy with humans inaccurate after just a few body lengths (Kim et al., 2013), 3) path integration is still intact post hippocampal damage (Etienne and Jeffery, 2004), and 4) place fields are conjunctive with specific events (Komorowski et al., 2009). Eichenbaum and Cohen (2014) dive deeper into these arguments, leaving the reader with the prospect that hippocampus is likely not about space per se, but its involvement in spatial cognition is one of relational memory.

6.3.2 A common framework for space and non-space

Though unifying hippocampal functions of spatial cognition with relational memory is an open problem, there have been strides bringing space and non-space together in the hippocampus through a framework of transitions and path integration. To understand the framework we consider a formalism of how states relate to each other.

Consider a set of states (a graph) with transition matrix, $T$, that tells us the transition probabilities, $T_{ij}$, of state $j$ to state $i$. This matrix describes the pairwise relations between states, and so describes things like going in a loop takes you back to the same place. It also tells you the likely states you’ll be in; multiplying the current distribution over state occupancy, $s$, on the left gives $Ts$ which is the expected occupancy distributions after one step. In general, $T^n s$ gives the state occupancy distribution after $n$ steps. Abstract this may be, but an appropriate form of this matrix links together spatial and non-spatial coding and offers a framework for cognitive maps in the hippocampal formation.

If this matrix can be diagonalized $T = QΛQ^T$, where $Q = [v_1, v_2...]$ is an orthogonal matrix of eigenvectors, $v$, and $Λ$ is a diagonal matrix of associated eigenvalues, then it turns out the eigenvectors, for 2D graphs, are very reminiscent
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Figure 6.4: Grid-cell-like firing fields can be obtained by casting 2D space under this state-space framework. The eigenvectors of the covariance of 2D-distributed place cells (obtained by non-negative principal component analysis, PCA), of 2D transition matrices, and of successor representations of 2D state spaces are all grid-like, as are units of an artificial neural network (ANN) tasked with predicting 2D-distributed place cells (PCs) and head-direction cells (HDCs). Figures adapted from (Dordek et al., 2016) (left), (Stachenfeld et al., 2017) (middle) and (Banino et al., 2018) (right).

of grid cells (Stachenfeld et al., 2017; Figure 6.4 middle). Additionally, $T$ can be written as $\sum_i \lambda_i v_i v_i^T$ and thus $T^n = Q \Lambda^n Q^T = \sum_i \lambda_i^n v v_i^T$. The distribution over states after $n$ steps is then just a simple linear combination of eigenvectors

$$T^n s = \sum_i \lambda_i^n v \left[v^T s\right]$$  \hspace{1cm} (6.5)

Where $[v^T s]$ is an inner product. This means that distances between states can be computed with ease without expensive lookahead algorithms (Baram et al., 2018) - a desirable property for the brain. So it turns out these eigenvectors not only represent space like the brain does, but are also what you need for future plans.

Place-like coding can be found from a similar matrix. This matrix, $S$, known as the successor representation (Dayan, 1993) describes the expected discounted future occupancy $S = I + \gamma T + \gamma^2 T^2 \cdots = (I - \gamma T)^{-1}$. This matrix has the same eigenvectors as $T$ and thus the same grid like properties. Place-like activity comes from the rows of this matrix (Stachenfeld et al., 2017). This overall predictive framework of the successor representation accounts for properties of place and grid cells, and has been shown to be consistent with re-planning representations observed in hippocampus (Garvert et al., 2017; Momennejad et al., 2017).
It has long been proposed that cortical areas extract the statistics of hippocampal memories (complementary learning systems; McClelland et al. (1995)). In this vein, and similar to the above transition story, eigenvectors from principal component analysis of place cell activity are periodic, and hexagonal grid-like when constrained to be non-negative (Dordek et al., 2016; Figure 6.4 left). Other models also obtain interesting representations. Recurrent neural networks trained on either \([x, y]\) coordinates (Cueva and Wei, 2018) or place cell representations (Banino et al., 2018; Sorscher et al., 2019) (Figure 6.4 right), obtain grid-like representations. Here the grid cells must provide a basis for path integration.

These above frameworks, though linking space and non-space through path integration as well as providing an understanding of hippocampal formation representations, do not offer insights into, or explanations of, generalisation and relational memories in the hippocampal formation.
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The hippocampal-entorhinal system is important for spatial and relational memory tasks. We formally link these domains; provide a mechanistic understanding of the hippocampal role in generalisation; and offer unifying principles underlying many entorhinal and hippocampal cell-types. We propose medial entorhinal cells form a basis describing structural knowledge, and hippocampal cells link this basis
Humans and other animals make complex inferences from sparse observations and rapidly integrate new knowledge to control their behaviour. Tolman argued that these facilities rely on a systematic organisation of knowledge called a cognitive map (Tolman, 1948). In the hippocampal formation, during spatial tasks, individual neurons appear precisely tuned to bespoke features of this mapping problem (O’Keefe and Nadel, 1978; Taube et al., 1990; Hafting et al., 2005). However, hippocampus is also critical for non-spatial inferences that rely on understanding the relationships or associations between objects and events - termed relational memory (Cohen and Eichenbaum, 1993). Whilst it has been suggested that relational memory and spatial reasoning might be related by a common mechanism (Eichenbaum and Cohen, 2014), it remains unclear whether such a mechanism exists or how it could account for the diverse array of apparently bespoke spatial cell types.

One promising approach casts spatial and non-spatial problems as a connected graph, with neural responses as efficient representations of this graph (Gustafson and Daw, 2011; Stachenfeld et al., 2017). This has led to new potential interpretations for
place cells (Gustafson and Daw, 2011) and grid cells (Stachenfeld et al., 2017; Dordek et al., 2016). However, such approaches cannot account for the rapid inferences and generalisations characteristic of hippocampal function in both spatial and relational memory, and do not explain the myriad types of spatial representations observed, or predict how they will change across different environments (remapping).

We aim to account for this broad set of hippocampal properties by re-casting both spatial and relational memory problems as examples of structural abstraction (Kemp and Tenenbaum, 2008) and generalisation (Figure 7.1A-C). Spatial reasoning can be cast as structural generalisation, as different spatial environments share the common regularities of Euclidean space that define which inferences can be made, and which shortcuts might exist. For example, moving south → east → north → west will return you to where you started. Structural regularities also permit inferences in non-spatial relational problems. For example, transitive inference problems (which depend on hippocampus; Bunsey and Eichenbaum, 1996; Dusek and Eichenbaum, 1997) require stimuli to be represented on an abstract ordered line, such that $A > B$ and $B > C$ implies $A > C$. Similarly, abstraction of hierarchical structure permits rapid inferences when encountering new social situations.

Structural generalisation offers dramatic benefits for new learning and flexible inference, and is a key issue in artificial intelligence. One promising approach is to maintain “factorised” representations in which different aspects of knowledge are represented separately and can then be flexibly re-combined to represent novel experiences (Higgins et al., 2017a). Factorising the relationships between experiences from the content of each experience could offer a powerful mechanism for generalising this structural knowledge to new situations. Notably, exactly such a factorisation exists between sensory and spatial representations in medial and lateral entorhinal cortices respectively. Manns and Eichenbaum propose that novel conjunctions of these two representations form the hippocampal representation for relational memory (Manns and Eichenbaum, 2006).

We demonstrate that this factorisation and conjunction approach is sufficient to build a relational memory system (the Tolman-Eichenbaum machine; TEM) that
generalises structural knowledge in space and non-space; predicts a broad range of neuronal representations observed in spatial and relational memory tasks; and accounts for observed remapping phenomena in both hippocampus and entorhinal cortex. Notably, although hippocampal remapping is thought to be random, TEM predicts that this apparent randomness hides a structural representation that is preserved across environments. We verify this prediction in simultaneously recorded place and grid cells. These results suggest a general framework for hippocampal-entorhinal representation, inference and generalisation across spatial and non-spatial tasks.

7.2 Results

7.2.1 Spatial and relational inferences can be cast as structural generalisation.

We consider the unsupervised learning problem where an agent must predict the next sensory experience in a sequence derived from probabilistic transitions on graphs (Figure 7.1D). The agent does not see the graph, only a sequence of sensory observations and the “action” or “relation” that caused each transition. Different types of relation exist, e.g. in a family hierarchy, parent, aunt, child and nephew imply different transitions on the graph, but each transition-type has the same meaning at every point on the graph. Similarly, in space, action is defined by heading direction (e.g. NESW on 4-connected graphs).

If all transitions have been experienced, the graph can be stored in memory and perfect predictions made without any structural abstraction. However, if structural properties of the graph are known a priori, perfect prediction is possible long before all transitions have been experienced; it only requires each node to have been experienced (Figure 7.2B,C): This can be easily understood: When the structure of the graph is known, a new node can be introduced with a single relation (Bob has a daughter, Emily - Figure 7.1E) and all other relations can immediately be inferred (Emily is Alice’s granddaughter and Cat’s niece etc.). Similarly, in space, if the structure of 2D graphs is known, then placing a new
Figure 7.1: Spatial and relational inferences can be cast as structural generalisation. Structured relationships exist in many situations, and can often be formalised on a connected graph e.g. A) Social hierarchies, B) transitive inference and C) spatial reasoning. Often the same relationships generalise across different sets of sensory objects (e.g. left/right in A)). This transferable structure allows quick inference, e.g. seeing only the blue relationships allows you to infer the green ones. D) Our task is predicting the next sensory observation in sequences derived from probabilistic transitions on the graph. We use arbitrary sensory experiences on each node, e.g. a banana. An agent transitions on the graph observing only the immediate sensory stimuli and associated action taken. For example having seen motobike → book → table → chair, it should predict the motobike next if it understands the rules of the graph. E) Should you know the underlying structure of social hierarchies, when observing a new node (in red) via a single relationship - e.g. Emily is Bob’s daughter - immediately allows inference about the new node’s (Emily’s) relationship to all other nodes (shown in black/gray). F) Similarly for spatial graphs observing a new (red) node ‘on the left’ (solid red line) also tells us whether it is ‘above’ or ‘below’ (dashed red lines) other surrounding nodes. Icons made by Nikita Gobulev (transport), FreePik (faces) and Abib Sulthon (landmarks) from flaticons.com.

node on an X-Y coordinate is sufficient to infer relational information to every other point on the graph (Figure 7.1F).

In summary, after experiencing many graphs with different sensory observations and learning their common relational structure, an agent should maximise its ability to predict the next sensory observation after each transition on a new graph (Figure 7.2A).
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Figure 7.2: Spatial and relational inferences can be cast as structural generalisation. G) Our agent performs this next step prediction task in many different worlds which share the same underlying structure (e.g. 6- or 4-connected graphs), but they differ in their size and arrangement of sensory stimuli. The agent must learn the commonality amongst all the worlds (the shared graph structure) in order to generalise and perform quick inferences. H) Knowing the structure allows full graph understanding after only visiting all nodes and not all edges; here only 18 steps were taken (red line) but a perfect agent infers all 42 links. I) An agent that knows structure (node agent) will reach peak predictive performance after it has visited all nodes; quicker than one that has to see all transitions (edge agent). Further details on tasks can be found in chapter 8 and appendix C.

7.2.2 The Tolman Eichenbaum machine.

To build a machine that solves this problem, we first consider a normative solution. We then show that a tractable approximation to this solution maps simply onto the functional anatomy of the hippocampal system. We give complete descriptions of TEM in chapter 8 at both intuitive and detailed levels of description.

Generative model

We want to estimate the probability of the next sensory observation given all previous observations on this and all other graphs. A parsimonious solution will reflect the fact that each task is composed of two factors, a graph-structure and sensory observations (Figure 7.3A).

This problem can be expressed graphically as a generative model (Figures 7.3B and 7.4 red), where latent variables are positions that result from taking relational actions in a cognitive map. To facilitate generalisation of knowledge across domains we separate latent variables of abstract location that generalise across maps, \( g \), from those that are \textit{grounded} in sensory experience and therefore specific to a particular map \( p \). Each variable is represented as a population (vector) of units. Conditioned
Figure 7.3: The Tolman-Eichenbaum Machine. A) Factorisation and conjunction as a principle for generalisation. Separating structural codes (the transition rules of the graph) from the sensory codes (the sensory objects on each node) allows generalisation over environments that share the same structure. The conjunctive code represents the current environment in the context of this learned structure. B) The generative model of TEM with observed variables $x_t$ and $a_t$ (sensory experience and action taken respectively), and latent variables $g_t$ and $p_t$ (where I am and a memory of what is where respectively). This is a graphical model which shows the dependencies of variables, not the connections. See Figure 7.4 (red) for equivalent connections. TEM transitions through latent variables $g$, and retrieves memories $p$ using Hebbian weights $M$. C) TEM must learn structural codes that 1) have a different representation for each state so that different memories can be stored and retrieved, but also 2) have the same code on returning to a state (from any direction) so the appropriate memory can be retrieved.

on an action, $g$ transitions to a new ‘abstract location’. This new $g$ can then index Hebbian memories $M$, retrieving a memory of ‘grounded location’ $p$, that, if the state has been visited before, can correctly predict the sensory experience $x$.

This generative model allows sensory data to be simulated from an arbitrary map but, to be useful, we must also be able to infer the latent variables $[p, g]$ from real sensory data, so that predictions can be made about this map. In Bayesian reasoning, this involves inverting the generative model. The exact solution to this problem is intractable, so we turn to approximate methods.

Inference and the hippocampal formation.

We use modern Bayesian methods [Kingma and Welling 2013; Gemici et al. 2017] to learn an inference network (Figure 7.4 green) that maps the stream of observations and actions to the latent variables, updating abstract location, $g$, and grounded location, $p$, as new sensory data appear. This inference network is independent
of the generative model, but, once trained, approximates optimal inference on the
generative model’s latent variables (See Model training and chapter 8).

Although the parameters of the inference network are learned, we are able to
make critical choices in its architecture. The resulting network maps simply onto
the functional anatomy of the hippocampal formation and its computations and
can be intuitively represented in schematics (Figure 7.4 green).

Following Eichenbaum (Manns and Eichenbaum, 2006), hippocampal represen-
tations, \( p \), are inferred as a conjunction between sensory input \( x \) in the lateral
(LEC), and abstract location \( g \) in the medial (MEC) entorhinal cortex. Mirroring
hippocampal synaptic potentiation (Bliss and Collingridge, 1993), this enables
memories to be rapidly stored in weights \( M \) between \( p \) using simple Hebbian
learning between co-active neurons; and retrieved by the natural attractor dynamics
of the resultant auto-associative network (Figure 7.4 middle).

To infer a new \( g \) representation, TEM performs path integration from the
previous \( g \), conditional on the current action/relation. This can be related to
continuous attractor models (CANNs, Zhang (1996)) of grid cells (Burak and Fiete,
2009). Like CANNs, different recurrent weights mediate the effects of different
actions/relations in a recurrent neural network (Figure 7.4 middle). Unlike CANNs,
however, weights are not hardcoded, but learnt from experience, allowing map-
like abstractions and path integration to extend to arbitrary non-spatial problems.

Path integration accumulates errors (Mittelstaedt and Mittelstaedt, 1980). To
overcome this problem TEM can take advantage of a second source of information
about \( g \) - the conjunctive representations, \( p \), stored in the hippocampal memory
M. TEM indexes M with the current sensory experience, \( x \), to retrieve a set of
candidate representations of \( g \) (previously visited places with a similar sensory
experience), and uses these to refine the path integrated \( g \) via a Bayesian update.

When representing tasks that have self-repeating structure, it is efficient to or-
ganise cognitive maps hierarchically. To allow such hierarchy to emerge, we separate
our model into multiple parallel streams, each as described above. These streams are
only combined when retrieving \( p \) in the attractor network (see chapter 8 for details).
Model training

Both the generative and inference models have weights that must be learnt. The objective of training is for the generative model to predict the sensory input, $\mathbf{x}$, and for the inference model to infer the generative model’s latent variables, $[p, g]$, from the sensory input. The resulting training algorithm (Figure 7.4) involves an interplay between generative (red) and inference (green) models, in which the generative model takes the current state of the inference model and (from this) predicts its next state (including the next sensory data). This leads to errors between the predicted and inferred/observed variables at each level $[p, g, x]$. The weights in both networks are adjusted along a gradient that reduces these errors using backpropagation through time (see chapter 8).

This scheme is similar to the Wake Sleep algorithm (Hinton et al., 1995).
and Helmholtz Machine, which learn generative and inference models for sensory inference (Dayan et al., 1995). Unlike these sensory models through, TEM predicts temporal sequences (Gemici et al., 2017) and uses an attractor memory to allow rapid generalisation of structural knowledge. The reliance on generative model predictions is notable as hippocampal replay appears to sample from a generative model of the environment (Foster and Wilson, 2006; O’Neill et al., 2017).

The model is trained in multiple different environments, differing in size and sensory experience. Different environments use the same network weights, but different Hebbian weights, M. The most important weights are those that transition g as they encode the structure of the map. They must ensure 1) that each location in the map has a different g representation (so a unique memory can be built), 2) that arriving at the same location after different actions causes the same g representation (so the same memory can be retrieved) - a form of path integration for arbitrary graph structures. For example, the relation “uncle” must cause the same change in g as father followed by brother, but different from brother followed by father.

7.2.3 TEM generalises structural knowledge to novel sensory environments.

We first test TEM on classic non-spatial relational memory tasks thought to depend on hippocampus - transitive inference and social hierarchy tasks\(^1\). After training, TEM makes first presentation inferences in novel transitive inference tasks (Figure 7.5F) e.g. regardless of particular sensory identities (e.g. A, B, C, D, E or cat, dog, elephant, fox, badger) after being shown sequences such as A > B > C > D > E, TEM answers ‘B’ to the query ‘what is 3 more than E’, i.e. TEM has learned ordinal structural knowledge. Equally, in social hierarchy tasks, TEM infers relationships based on limited information (Figure 7.5E) e.g. after being shown that ‘Bob is the brother of Cat who is Fran’s mother’, TEM answers ‘Fran’ when queried ‘who is Bob’s niece?’. In both cases, although TEM had never seen the particular sensory details of the task before, it had seen similar relational structures

\(^1\)Further details on all TEM simulations and analyses can be found in appendix C.
which it could learn from and generalise. Such first presentation inferences we refer
to as ‘zero-shot’ inference - only possible with learned structural knowledge.

Knowing the underlying structure allows one to know the entire relational
structure after a single visit to each state (Figure 7.2B,C). TEM demonstrates this
data efficiency with its performance in line with the proportion of states visited
in the graph, not the edges taken (Figure 7.5D).

We also test TEM on tasks with an underlying spatial structure (e.g. Figure
7.1F,7.2B). Again, TEM performs zero-shot inference in spatial generalisation tasks
(Figure 7.5C) - only possible with learned structural knowledge, whilst also storing
long term relational memories (Figure 7.5B).

7.2.4 TEM represents structure with grid cells that gener-
alise across environments

We begin by considering TEM agents that diffuse from state to state at random on
2D graphs, constrained only by the neighbourhood transitions in the environment.
Here, TEM’s ‘abstract location’ ($g$) representations resemble grid cells (Figure 7.6A)
and band cells (Figure 7.6B) as recorded in rodent medial entorhinal cortex (Hafting
et al. 2005; Krupic et al. 2012; Banino et al. 2018; Cueva and Wei 2018). As
in the brain, we observe modules of grid cells at different spatial frequencies and,
within module, we observe cells at different grid phases (Figure 7.6A).

TEM’s top-level ($g$) representations reflect the need to be both maximally
different at different spatial locations, to enable independent memories at each
location and invariant to approaching the same location from different trajectories
(path integration) so that the correct memory can be retrieved. Our results
suggest that these two constraints are sufficient to produce grid- and band- like
representations. Further cell representations can be found in appendix C.

Importantly, top-layer TEM representations generalise, retaining their properties
across different environments. This is true of both the first and second-order
properties of the population. For example, a grid cell in environment 1 is a grid
cell of the same frequency in environment 2, and the correlation structure across
Figure 7.5: TEM learns and generalises abstract relational knowledge. A-C) Learning to learn: When TEM has only seen a few environments (blue/green) it takes many visits to each node for it to be remembered - this is because it 1) does not understand the structure the graph and 2) it has not learned to how utilise memories. After visiting more environments and discovering the common structure (cyan/yellow) TEM is able to correctly predict a node on the second visit regardless of the edge taken - TEM now understands both the rules of the graph and how to store and retrieve memories. A) Transitive inference graphs, B) social hierarchy graphs and C) 2D spatial graphs. D-F) On 2D graphs. D) Here we consider how TEM performs on zero-shot link inference: TEM is asked to predict sensory observations when returning to a node via a new direction - this is only possible with learned structural knowledge. TEM is able to do this. E) TEM is able to store memories for long periods of time, even though it is only trained on sequences of length 25. F) TEM’s performance tracks nodes visited not edges. All these results demonstrate that TEM has learned and generalised abstract structural knowledge.

grid cells is preserved - that is grid cells (in the same module) that fire next to each other in one environment, do so in all environments. This generalisation is agnostic to environment size, thus TEM has not just learned to represent a single environment size but has instead learned a general representation of 2D topology. These preserved properties provide the substrate for generalisation of relational structure, and are also observed in rodent grid cell populations recorded in multiple environments [Fyhn et al., 2007; Yoon et al., 2013].
7.2.5 TEM forms memories with place cell representations that remap across environments

In TEM, each ‘hippocampal’ cell, \( p \), is a conjunction between a TEM structural ‘entorhinal’ cells, \( g \), and sensory input, \( x \); they will only be active when both the structural cells and sensory input are both active (Figure 8.3A). In diffusive worlds, TEM learns sparse representations that resemble hippocampal place cells (Figure 7.6C). These place-like fields span multiple sizes, mirroring the hierarchical composition of hippocampal place fields (Jung et al., 1994; Kjelstrup et al., 2008). Further cell representations can be found in appendix C.

Importantly TEM’s ‘hippocampal’ cells, unlike their ‘entorhinal’ counterparts, do not generalise. Although each environment shares the same structure, the sensory objects have a different distribution. The conjunctive nature of the hippocampal representation means that TEM’s hippocampal cells do not fully preserve their correlation structure across environments (Figure 7.6F) but instead relocate apparently at random in different environments. This phenomenon is commonly observed in rodent hippocampal cells and is termed global remapping (Bostock et al. 1991; Anderson and Jeffery, 2003).

7.2.6 Diverse Entorhinal and hippocampal cell types form a basis for transition statistics

Animals do not move by diffusion (Purcell 1977). We next examined representations learned by TEM when trained with different behavioural paradigms (Figure 7.7, see chapter 8 for full experimental details). For non-diffusive transitions, we mimic animals that prefer to spend time near boundaries, and approach objects. Here, because the transition statistics change, so do the optimal representations for predicting future location. Indeed, training TEM on these behavioural transition statistics leads to the emergence of new cellular representations that are also found in rodents. Now entorhinal representations, \( g \), in TEM include border cells (Solstad et al. 2008; Figure 7.7C) and cells that fire at the same distance and angle from any object (object vector cells; Høydal et al. 2019; Figure 7.7A) for the two cases
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Figure 7.6: TEM learns structural grid cells that generalise and conjunctive memory place cells that remap. A-B) TEM learned structural representations for random walks on 2D graphs (left to right: environments 1 and 2, autocorrelation, real data from Stensola et al. [2012], Krupic et al. [2012], different cells shown vertically). A) TEM learns grid-like cells, of different frequencies (top vs middle), and of different phases (middle vs bottom). B) Band like cells are also learned by TEM. Importantly these TEM structural representations A-B) generalise across the different environments 1 and 2. C) Learned memory representations resemble place cells (left/right: environments 1 and 2; top 2 simulated, bottom 2 real cells) and have different field sizes. These cells remap between environments (left/right), i.e. do not generalise. D) Grid scores of TEM grid-like cells correlate across environments. E-F) To examine whether relationships between cells are preserved between environments, we correlated the spatial correlation coefficients of pairs of grid or place fields from each environment, using data from Barry et al. [2012], and Chen et al. [2018b]. E) The spatial correlation coefficients of pairs of TEM structural cells and real data grid cells correlate strongly. F) TEM hippocampal and real data place cells preserved their relationship to a lesser extent. This suggests that TEM structural cells, along with real grid cells, encode generalisable relationships to a greater extent than TEM hippocampal and real place cells.

respectively. This is easily understood: In order to make next-state predictions TEM learns predictive representations, with object vector cells predicting the next
transition is towards the object - as is behaviourally the case.

Critically, these TEM entorhinal cells also generalise across environments, with TEM object vector cells generalising to all objects both within and across environments. The cells do not represent the objects themselves, but rather their predictions about transitions, and they do so in a way that generalises, allowing immediate inferences in new environments. Notably, these same properties are observed in object vector cells in rodent entorhinal cortex (Høydal et al. (2019); Figure 7.7A).

Similar cells exist in TEM’s hippocampal layer, p, with a crucial difference. Here, object sensitive cells represent the vector to a particular object-type but do not generalise across objects (Figure 7.7B) - they represent the conjunction between the structural representation and the sensory data. These cells are reminiscent of ‘landmark’ cells that have been recorded in rodent hippocampus (but not entorhinal cortex) (Deshmukh and Knierim, 2013).

Objects occur at random locations within each environment, thus when representing the transition statistics of the environment, TEM’s entorhinal layer g is able to arbitrarily compose object vector cell representations (at any location) along with grid and other entorhinal representations. These results suggest that the ‘zoo’ of different cell types found in entorhinal cortex may be viewed under a unified framework - summarising the common statistics of tasks into basis functions that can be flexibly composed depending on the particular structural constraints of the environment the animal/agent faces.

### 7.2.7 A mechanistic understanding of complex non-spatial abstractions.

While cellular responses are well understood in rodent open field tasks, we have little knowledge of how they combine to control behaviour in more complex problems. Because TEM can learn arbitrary structural abstractions, it can also account formally for hippocampal and entorhinal responses in complex non-spatial tasks.
To illustrate this, we consider a recent finding by Sun et al. (Sun et al., 2019). Rodents perform laps of a circular track, but only receive reward every four laps. Now hippocampal cells develop a new representation. Whilst some cells represent location on the track, (i.e. place cells; Figure 7.8A top), others are also spatially selective, but fire only on one of the 4 laps (Figure 7.8A middle). A third set fire again at a set spatial location, but vary their firing continuously as a function of lap number (Figure 7.8A bottom). Hippocampal cells maintain a complex combined representation of space and lap number.

When TEM was trained on this task (using 3 laps instead of 4 for computational reasons), it learned these same 3 representations in hippocampus (Figure 7.8B, see appendix C for further cells). Here ‘reward’ was just a particular sensory event that repeated every 3 trials. As in the biological data, some TEM hippocampal cells encode location on every lap. These cells allow TEM to predict the sensory events that are unchanged between laps. However, as in recorded data, some TEM...
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The Tolman-Eichenbaum Machine (TEM) allows the simulation of a variety of neural functions, including spatial and non-spatial representations. TEM's entorhinal representations stand as a prediction as Sun et al. did not record entorhinal cells. Further cell representations can be found in appendix C.

Figure 7.8: TEM representations complex tasks. A) In Sun et al. (2019), rodent performs laps of a track, only ‘rewarded’ every 4 laps. Different hippocampal cell types are found: spatial place like cells (top), those that preferentially fire on a given lap (middle) and those that count laps (bottom). B) When TEM performs a similar task, only ‘rewarded’ every 3 laps (see appendix C), similar representations are learned. C) TEM entorhinal cells not only learn spatially periodic cells (top), but also cells that represent the complex non-spatial task structure of ‘every 3 laps’ (bottom). Cells of this type are yet to have experimentally observed, but are predicted by TEM. Icons made by FreePik (mouse) and Smashicons (cheese) from flaticons.com.

Cells encode location on of the three laps, and some with a lap gradient. These cells allow TEM to represent its position within the 3-lap cycle.

Importantly, TEM allows us to reveal a candidate mechanism. TEM’s medial entorhinal cells have reconfigured to code differently for each lap (Figure 7.8C top), understanding that the abstract task space is not a single lap but three (Figure 7.8C bottom). This mechanism is consistent with empirical data as manipulation of entorhinal cortex removes lap-sensitive hippocampal cells (Sun et al., 2019). However, TEM’s entorhinal representations stand as a prediction as Sun et al. did not record entorhinal cells. Further cell representations can be found in appendix C.

These results suggest entorhinal cells can learn to represent tasks at multiple levels of cognitive abstraction simultaneously, with hippocampal cells reflecting their conjunction with sensory experience. More broadly, TEM predicts hippocampal cells will reflect a combination of the necessity to predict the current sensory input and the necessity to separate states that predict different distant futures. They will therefore contain representations of the current location in space, but also the current location in the task.
7.3 Discussion

Building an understanding that spans from computation through cellular activity to behaviour is a central goal of neuroscience. One field that promises such an understanding is spatial navigation and the hippocampus. However, whilst cells are precisely described for open field foraging in small arenas, it has been unclear how these responses could generalise to real-world behaviours. Similarly, it has been unclear how to understand these spatial responses in the context of hippocampal involvement in memory broadly writ (Scoville and Milner 1957) and relational memory in particular (Eichenbaum and Cohen 2014). In this work, we have shown that by formalising the problem of relational abstraction, using factorisation and conjunction of representations, it is possible to account for spatial inferences as a special case of relational memory as hypothesized by Eichenbaum and colleagues.

In doing so, we provided unifying principles that account for a number of seemingly disparate phenomena. For example, grid cells, band cells, border cells, object vector cells all emerge from bases describing likely transitions. We show that this structural basis is also important for understanding several seemingly unrelated processes such as hippocampal remapping (Bostock et al., 1991; Anderson and Jeffery, 2003), and transitive inference (Bunsey and Eichenbaum, 1996) which are shown to be two sides of the same coin - the structural knowledge transferred during remapping supports the generalisation of transitive structure. Whilst the idea that hippocampal memories are summarised in cortex is influential (McClelland et al., 1995), TEM therefore also suggests how cortical representations feed back onto the hippocampus to organise new experience and memory.

Spatial reasoning not only provides a particularly clean example of the factorisation of relational and sensory knowledge, but also affords generalisation as relational meaning repeats regularly across space (O’Keefe and Nadel, 1978). However, by considering the relational memory problem more broadly, we have shown that cellular responses can be formally accounted for in situations more complex than open-field foraging. Whilst we have so far considered simple behaviours (e.g. running 4 laps of a maze to attain reward), we envisage that, together with exciting insights from
reinforcement learning (Stachenfeld et al., 2017), this and similar frameworks may be useful in extending our computational understanding from open field navigation towards Tolman’s original ideas of a systematic organisation of knowledge spanning all domains of behaviour (Tolman, 1948).
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Here we follow on from chapter 7 where a more intuitive and neuroscience focused approach was taken, and give a complete description of the Tolman-Eichenbaum Machine. For an introduction and grounding of the problem, please refer back to chapter 7.
8.1 A task for structure generalisation

We wish to formalise a task type that not only relates to known hippocampal function, but also tests the learning and generalising of abstract structural knowledge. This would then offer a single common framework (generalising structural knowledge) that explains many hippocampal functions, and as it turns out, explains many known cell representations.

We formalise this via relational understanding on graph structures (a graph is a set of nodes that relate to each other). We demonstrate that two seemingly distinct hippocampal functions - spatial navigation and relational memory tasks - can be viewed in this common framework.

Should one passively move on a graph (e.g. 8.1), where each node is associated with a non-unique sensory observation (e.g. an image of a banana), then predicting the subsequent sensory observation tests whether you understand the graph structure you are in. For example, if you return to a previously visited node (Figure 8.1 pink) by a new direction - it is only possible to predict correctly if you know that a right $\rightarrow$ down $\rightarrow$ left $\rightarrow$ up means you’re back in the same place. Knowledge of such loop closures is equivalent to understanding the structure of the graph.

![Figure 8.1: Task schematics for TEM. Learning to predict the next sensory observation in environments that share the same structure but differ in their sensory observations. TEM only sees the sensory observations and associated action taken, it is not told about the underlying structure - this must be learned.](image)
We thus train our model (TEM) on these graphs with it trying to predict the next sensory observation. TEM is trained on many environments sharing the same structure, e.g. 2D graphs (Figure 8.1), however the stimulus distribution is different (each vertex is randomly assigned a stimulus). Should it be able to learn and generalise this structural knowledge, then it should be able to enter new environments (structurally similar but with different stimulus distributions) and perform feats of loop closure on first presentation.

We note that this feat of loop closure on first presentation has an intuitive meaning for space, but it is identical to the first presentation inferences made on tasks of transitive inference (Bunsey and Eichenbaum, 1996) and social hierarchy (Kumaran et al., 2012) - tasks that the hippocampus plays a crucial role in.

In order to show that under a single framework (TEM), many aspects of hippocampus and entorhinal cortex can be explained, we thus choose graphs structures that reflect the types of tasks (space, transitive inference, social hierarchies) under which these brain areas have been studied. We describe the details of each task, along with details of simulations in Section C.1.

8.2 The Tolman-Eichenbaum Machine

In the following description, we try to repeat the same information at successively increasing levels of detail. We hope this will allow readers to build an understanding of the model at their preferred level.

8.2.1 Problem statement - Intuitive

We are faced with the problem of predicting sensory observations that come from probabilistic transitions on a graph. The training data is a continuous stream of sensory observations and actions/relations (Figure 8.1). For example, the network will see “banana, north, tree, east, book, south, door ...” or “Joe, parent, Denise, niece, Anna, sibling, Fred ...”. The model should predict the next sensory observation with high probability.
8.2.2 Problem statement - Formal

Given data of the form $\mathcal{D} = \{(x^k_{\leq T}, a^k_{\leq T})\}$ with $k \in \{1, \cdots, N\}$ (which environment it is in), where $x_{\leq T}$ and $a_{\leq T}$ are a sequence of sensory observations and associated actions/relations (Figure 8.1), $N$ is the number of environments in the dataset, and $T$ is the duration of time-steps in each environment, our model should maximise its probability of observing the sensory observations for each environment, $p_\theta(x_{\leq T})$, where $\theta$ are the model parameters.

8.2.3 High level model description

We choose to model our problem probabilistically using a generative model - this allows us to offer a normative model for how the observed data depends on unobserved latent variables e.g. seeing a banana depends on where you are, but “where you are” is a latent variable - it is never observed. One can then in principle use Bayes’ theorem to invert this generative model and provide the optimal posterior distribution over the latent variables given the observations (“inference”). However, in most scenarios, including ours, this inversion is computationally impractical. Many methods have been proposed to approximate this inference. One particularly powerful method is to learn the parameters of an “inference” model. Once trained, this model will approximately invert the generative model and perform the inference, mapping the observed data to the latent (unobserved) variables. This idea was introduced in the Wake-sleep algorithm (Hinton et al., 1995) and the Helmholtz machine (Dayan et al., 1995), and has since been adopted by Variational Autoencoders (Kingma and Welling, 2013; Rezende et al., 2014).

In common instantiations of generative models, latent variables are the “causes” of, for example, pixels in stationary images. Here, we provide a generative model where latent variables are positions that result from taking relational actions in a cognitive map. We further enable generalisation of knowledge across domains by separating latent variables of location that generalise across maps, $g$, from those that are ‘grounded’ in sensory experience and therefore specific to a particular
map \( p \). ‘Grounded locations’, \( p \) encode [abstract location, sensory experience] conjunctions for the current environment.

The model aims to predict the next sensory experience from all previous sensory experiences. This problem is not inherently Markovian. The next sensory experience can depend on historic experiences independently from the most recent experience (old locations might be encountered on meandering paths). However, the problem can be rendered Markovian by the inclusion of a Memory \( M \) that remembers what experience is where in the current environment. The inclusion of “grounded location” variables, \( p \), means that this memory simply has to remember these variables.

We give the full generative model for the general probabilistic case with noise in both the action and sensory inputs and derive the appropriate loss functions. However, in this manuscript we only consider tasks where there is no noise in these inputs. We therefore implement a version of the model that ignores noise (discussed in Section 8.3) - this leads to faster training and more accurate inference in the noise-free case.

### 8.2.4 TEM and the brain

We propose TEM’s abstract location representations (\( g \)) as medial entorhinal cells, TEM’s grounded locations (\( p \)) as hippocampal cells, and TEM’s sensory input \( x \) as lateral entorhinal cells. In other words, TEM’s sensory data (the experience of a state) comes from the ‘what stream’ via lateral entorhinal cortex, and TEM’s abstract location representations are the ‘where stream’ coming from medial entorhinal cortex. TEM’s (hippocampal) conjunctive memory links ‘what’ to ‘where’, such that when we revisit ‘where’ we remember ‘what’.

TEM’s medial entorhinal representation, (\( g \)), invites comparison to continuous attractor neural networks (CANNs) [Zhang, 1996], commonly used to model grid cell activity in spatial tasks [Fuhs and Touretzky, 2006; Guanella and Verschure, 2006; Burak and Fiete, 2009]. Like CANNs, TEM’s \( g \) layer is a recurrent neural network. Like CANNs, different recurrent weights mediate the effects of different actions/relations. Unlike CANNs, however, our weights are not hardcoded, but
learnt from experience. Furthermore, due to the factorisation afforded by $p$, they can be learnt directly from sensory experience without any “location” input. They can therefore learn abstract map-like representations not only in spatial problems, but also in arbitrary non-spatial problems - even those in which it would be difficult for humans to hand code an effective “location” representation (such as a family tree).


TEM’s sensory representations ($x$) resemble lateral entorhinal representations, encoding processed sensory input (here - objects) (Neunuebel et al. 2013, Deshmukh and Knierim 2011, Manns and Eichenbaum 2006). Notably, TEM learns most effectively if sensory representations are passed through an approximate Laplace Transform as is reported in lateral entorhinal cells (Tsao et al. 2018) (see section 8.2.8 and Section 8.2.10).

TEM describes the hippocampal-entorhinal system as one that performs inference; TEM medial entorhinal cells infer a location in abstract space based based on their previous belief of location (and optionally sensory information linked to previous locations via memory). TEM hippocampal cells infer the current memory representation based on a conjunction between the sensory data and believed location in abstract space.

Though we already refer to these variables as entorhinal and hippocampal cells, we reiterate that no representations are hard-coded - all TEM representations are learned.

8.2.5 High-level algorithmic description

We now describe the fundamentals behind the Tolman-Eichenbaum Machine (TEM). TEM sees a stream of sensory observations and actions ($x$ and $a$). It’s objective is to predict the next sensory input. If these observations are arranged
on a graph with any regularities, TEM can profit from these regularities to predict the sensory consequences of edges it has never previously taken. After learning these regularities, TEM can transfer them to new environments that have the same regularities, but different sensory observations.

**Principles**

TEM relies on two simple principles / components. Firstly a map-like component that learns about the abstract structure shared across environments (Tolman), and secondly a conjunctive memory component that grounds this learned abstract structure to the current environment (Eichenbaum). We denote the map-like variables as $g$, and the grounded conjunctive variables as $p$.

Each grounded location $p$ is a conjunction, tying an abstract location $g$ to a sensory experience $x$. Each abstract location, however, has the potential to instantiate many different grounded locations - one for each for possible sensory experience. An attractor network memory learns, after a single experience, which location-experience pair is valid in the current world. The opposite is also true - a sensory experience can re-instantiate the memory of a grounded location i.e. the conjunctive memory process allows both abstract location to predict sensory experience, and sensory experience to predict abstract location.

Naturally, TEM can only predict a sensory observation should it have seen it before and formed a memory of its grounded location. TEM re-instantiates memories of grounded locations via indexing from its abstract location, $g$, and so re-instantiating the correct grounded location requires TEM to index using the same abstract location code as when the memory of grounded location was formed.

This puts strong constraints on the types of representations TEM must learn. Firstly, it must learn a structural map-like code that transferably path-integrates such that $g$ is the same when returning to a state (so the correct memory is indexed). Secondly it must learn representations $g$ that are different for different states - so that each state can have a separate memory attached to it. These
two constraints are fundamental to TEM representations, and are shown to be satisfied by grid-cell and other entorhinal codes.

**Generative model**

The generative model (Figure 8.2 left) sees an action $a$, combines this with its previous $g$ to predict the next abstract location in its cognitive map $g$ which then proposes candidate grounded locations. An attractor network pattern completes these candidates, suppressing those that have not been experienced before, to restore a memory of the appropriate grounded location $p$. The restored memory/grounded location then predicts sensory observation $x$. We show this schematically in Figure 8.3B.

**Inference Model**

The inference model (Figure 8.2 right) sees a sensory observation $x$, retrieves a memory of grounded location best related to this sensory observation, then infers the next $g$ from both the previous $g$ (and action $a$) and this memory of grounded location. $p$ is then re-inferred using the best estimate of $g$ and the new $x$ (Figure 8.3A). This new grounded location $p$ is used to update memory weights, $M$.

**Training**

Both the generative and inference models have weights that must be learnt. The objective of training is for the generative model to predict the sensory input, $x$, and for the inference model to infer the generative model’s latent variables, [$p$, $g$], from the sensory input. The resulting training algorithm involves an interplay between generative and inference models (Figure 7.4), in which the generative model takes the current state of the inference model and (from this) predicts its next state (including the next sensory data). This leads to errors between the predicted and inferred/observed variables at each level [$p$, $g$, $x$]. The weights in both networks are adjusted along a gradient that reduces these errors using backpropagation through time.
The model is trained in multiple different environments, differing in size and sensory experience. When entering a new environment, network weights are retained but Hebbian weights $M$ are reset. The most important weights are those that transition $g$ as they encode the structure of the map. They must ensure (1) that each location in the map has a different $g$ representation (so a unique memory can be built), (2) that arriving at the same location after different actions causes the same $g$ representation (so the same memory can be retrieved) - a form of path integration for arbitrary graph structures. For example, the relation “uncle” must cause the same change in $g$ as father followed by brother, but different from brother followed by father (‘non-associative’ relationships, not just associative ones seen in 2d graphs). These transition weights are shared between generative and inference models, though other weights are not. Shared weights are atypical for variational autoencoders, but are important for biological considerations. At each step we compared what was inferred to what was predicted from the inferred at the previous time-step - we add up the losses for a sequence and then update the weights.
Figure 8.3: Schematic of conjunction and pattern completion. A) Schematic of conjunction: i.e. how grounded location (hippocampal) cell representations are formed as a conjunction between abstract location (medial entorhinal) and sensory experience (lateral entorhinal). Note the initial one-hot sensory representation is compressed to a two-hot representation. B) From just abstract location input alone, the correct grounded location representation can be retrieved via attractor dynamics - exciting co-active cells and inhibiting those that were not co-active. The retrieved grounded location can then predict the sensory experience (after summing over the entorhinal preference dimension and then being decompressed). This procedure can also be done ‘the other way round’ with sensory experience alone, in which case the abstract location is predicted (used in the inference model).

Hierarchies in the map

When representing tasks that have self repeating structure (as ours do), it becomes efficient to hierarchically organise your cognitive map. In this spirit, we separate our model into multiple parallel streams, each as described above, where each stream can learn weights to represent the world at different scales. These scales are then only combined when retrieving memories/ grounded locations in the attractor network. We provide further details on this in Section 8.2.10.

Model flow summary

The inference model is the one that sees sensory data $x_t$ at each time-step $t$. It is ‘awake’ and transitions through time on its own inferring $g_t$ and $p_t$ at each time-step. The inference model infers the new abstract location $g_t$ before inferring the new grounded location $p_t$. In other words latent variables $g$ and $p$ are inferred
in the following order $g_t$, $p_t$, $g_{t+1}$, $p_{t+1}$, $g_{t+2}$ · · ·. This flow of information is shown in a schematic in Figure 8.2.

Independently, at each time-step, the generative model asks ‘are the inferred variables from the inference model what I would have predicted given my current understanding of the world (weights) ’. I.e. 1) Is the inferred $g_t$ the one I would have predicted from $g_{t-1}$. 2) Is the inferred $p_t$ the one I would have predicted from $g_t$. 3) Is $x_t$ what I would have predicted from $p_t$. This leads to errors (at each timestep) between inferred and generative variables $g_t$ and $p_t$, and between sensory data $x_t$ and its prediction from the generative model.

At then end of a sequence, these errors are accumulated, with both inference and generative models updating their parameters along the gradient that matches each others variables and also matches the data.

Since the inference model runs along uninterrupted, it’s activity at one time-step influence those at later time-steps. Thus when learning (using back-propagation through time - BPTT), gradient information flows backwards in time. This is important as, should a bad memory be formed at one-time step, it will have consequences for later predictions - thus BPTT allows us to learn how to form memories and latent representations such that they will be useful many steps into the future.

8.2.6 Detailed algorithmic description
8.2.7 Generative architecture

TEM has a generative model (Figure 8.2A) which factorises as

$$ p_\theta(x_{\leq T}, p_{\leq T}, g_{\leq T}) = \prod_{t=1}^{T} p_\theta(x_t | p_t) p_\theta(p_t | M_{t-1}, g_t) p_\theta(g_t | g_{t-1}, a_t) $$

(8.1)

$M_{t-1}$ represents the agent’s memory composed from past hippocampal representations $p_{<t}$. $\theta$ are parameters of the generative model. The initial $p_\theta(g_1 | g_0, a_1) = p_\theta(g_1)$, i.e not conditioned on any prior variables. The model can be described by a sequence of computations represented by the following equations:
Transition sample  \( g_t \sim \mathcal{N} \left( \mu = D_a g_{t-1}, \sigma = f_{\sigma_a}(g_{t-1}) \right) \)
Retrieve memory  \( p_t \sim \mathcal{N} \left( \mu = \text{attractor}(g_t, M_{t-1}), \sigma = f(\mu) \right) \)
Observation sample  \( x_t \sim \text{Cat} \left( f_x(p_t) \right) \)
Repeat process for the next timestep  \( \rightarrow g_{t+1} \rightarrow p_{t+1} \rightarrow x_{t+1} \cdots \)

We pictorially show these processes in Figure 8.4 (just consider the blue ‘freq’ stream initially, the second red stream will make sense in Section 8.2.10).

To predict where we will be, we can transition from our current location based on our heading direction (i.e. path integration). \( D_a \) is a set of learnable weights for each available action.

Once TEM has transitioned, it then retrieves a memory indexed by it’s believed location. Memories are retrieved via an attractor network (details in a later section). \( f_{\sigma_a} \) is a simple multi layer perceptron (MLP).

After the memory has been retrieved, sensory information is extracted in order to predict the current observation. Our sensory sensory data is represented in a one-hot encoding, e.g. each element in the vector corresponds to a different sensory experience, and so we model it with a categorical distribution \( \text{Cat} \). The function \( f_x(\cdot \cdot \cdot) \) is \( \text{softmax} \left( f_c \left( w_x \sum_j p_{t,s,j} + b_x \right) \right) \), which looks intimidating but in words is simple: we take the retrieved memory, sum over the entorhinal preference cells

**Figure 8.4:** Schematic to show the generative process, making explicit the dimension changes e.g. the sensory decompression step and ensuring the entorhinal input to hippocampus has the appropriate dimension. Red/Blue boxes describe two different ‘frequencies’.
8. The Tolman-Eichenbaum Machine for machine learners

We have just defined the generative model, however to do anything interesting we need to be able to infer the posterior over the hidden variables. Unfortunately, due to the inclusion of memories, as well as other non-linearities, the posterior \( p(\mathbf{g}_t, \mathbf{p}_t \mid \mathbf{x}_{\leq t}, \mathbf{a}_{\leq t}) \) is intractable. We therefore turn to approximate inference, and in particular the variational autoencoder framework (Kingma and Welling, 2013; Rezende et al., 2014). Here the inference distribution is parameterized by a neural network, which during training learns how to infer.

The split between inference and generative networks is analogous to the idea of the sleep-wake algorithm. The inference network is ‘awake’ and observes the world, seeing each state as it transitions through the environment. The generative network is used during ‘sleep’ for training and where it compares ‘sleep’ generated variables to the inferred ‘awake’ ones. This allows training of both networks such that the inference network and generative network learn to align themselves i.e. the generative network learns to predict both sensory data and the variables inferred by the learned inference network (a.k.a recognition distribution) which, in turn, learns to appropriately map sensory events to latent variables.

In defining our approximate recognition distributions, \( q_\phi(\cdots) \), we make critical decisions that respect our proposal of map-structure information separated from sensory information as well as respecting certain biological considerations. We use a recognition distribution that factorises as

\[
q_\phi \left( \mathbf{g}_{\leq T}, \mathbf{p}_{\leq T} \mid \mathbf{x}_{\leq T} \right) = \prod_{t=1}^{T} q_\phi \left( \mathbf{g}_t \mid \mathbf{x}_{\leq t}, \mathbf{M}_{t-1}, \mathbf{g}_{t-1}, \mathbf{a}_t \right) q_\phi \left( \mathbf{p}_t \mid \mathbf{x}_{\leq t}, \mathbf{g}_t \right) \quad (8.2)
\]
8.2. The Tolman-Eichenbaum Machine

See Figure 8.2 for inference model schematic. \( \phi \) denote parameters of the inference network. The variational posterior can be expressed by the following equations.

- Compress sensory observation: \( x_t^c = f_c(x_t) \)
- Temporally filter sensorium: \( x_t = (1 - \alpha)x_{t-1} + \alpha x_t^c \)
- Sensory input to hippocampus: \( \tilde{x}_t = W_{\text{tile}}w_pf_n(x_t) \)
- Retrieve memory: \( p_t^r = \text{attractor}(\tilde{x}_t, M_{t-1}) \)
- Infer entorhinal input: \( g_t \sim q_\phi(g_t \mid p_t^r, g_{t-1}, a_t) \)
- Entorhinal input to hippocampus: \( \tilde{g}_t = W_{\text{repeat}}f_g(g) \)
- Infer hippocampus: \( p_t \sim \mathcal{N}(\cdot \mid \mu = f_p(\tilde{g}_t \cdot \tilde{x}_t), \sigma = f(f_n(x_t), g_t)) \)
- Form memory: \( M_t = \text{hebbian}(M_{t-1}, p_t) \)
- Repeat process for next observation: \( \rightarrow x_{t+1} \rightarrow g_{t+1} \rightarrow p_{t+1} \cdots \)

We pictorially show this process (with no Hebbian memory storage) in Figure 8.5 (just consider the blue stream initially, the second red stream will make sense in Section 8.2.10). We now explain step by step in words, offering further details and hopefully some intuition.

We take our input \( x_t \), which is a one-hot encoding of sensory experience (e.g. each element in the vector corresponds to a different sensory experience), and compress it via \( f_c(x_t) \). We compress from a one-hot to a two-hot encoding to reduce the size of the resulting network and ease computation (shown in Figure 8.3A and Figure 8.5).

We then smooth this compressed representation over time using exponential filtering. We note that although the exponential smoothing appears oversimplified, it approximates the Laplace transform with real coefficients. Cells of this nature have been discovered in LEC \( \text{Tsao et al., 2018} \).

Next, we normalise the representation using \( f_n() \) which demean then applies a rectified linear activation followed by unit normalisation. These representations are then scaled by \( w_p \), and then multiplied by a fixed weight matrix \( W_{\text{tile}} \) (which gives the appropriate hippocampal dimension - all dimensions shown in Table C.1) to give \( \tilde{x}_t \) which is TEM’s sensory input to hippocampus.

---

1. \( p_t^r \) is an intermediary variable retrieved via the memory \( M_{t-1} \) from \( x_t \) - i.e. it represents \( x_{\leq t} \) and \( M_{t-1} \) in the posterior for \( g_t \).
We are now ready to infer where we are in the graph. We factorise our posterior on $g$ as

$$ q_{\phi} \left( g_t \mid x_{\leq t}, M_{t-1}, g_{t-1}, a_t \right) = q_{\phi} \left( g_t \mid g_{t-1}, a_t \right) q_{\phi} \left( g_{t-1} \mid x_{\leq t}, M_{t-1} \right) \quad (8.3) $$

To know where we are, we can path integrate (the first distribution, equivalent to the generative distribution described above) as well as use sensory information...
that we may have seen previously (second distribution). The second distribution (optional) provides information on location given the sensorium. Since memories link location and sensorium, successfully retrieving a memory given sensory input allows us to refine our location estimate. We use $\tilde{x}_t$ as the input to the attractor network to retrieve the memory associated with the current sensorium, $p_t^x$. We use MLPs with input $p_t^x$ to parameterized the mean and variance of the distribution. This factored distribution is a Gaussian with a precision weighted mean - i.e. we refine our generated location estimate with sensory information.

For Bayesian connoisseurs, we note that, unlike $p_t$, these retrieved memories $p_t^x$ are not random variables in the generative model and are therefore not inferred. Instead they are part of the function in the inference model that learns the approximate posterior posterior on $g_t$. Nevertheless they share similarities to $p_t$, e.g. they have the same dimension and are pressured to learn similar representations (see Section 8.3). Biologically, they can be thought of as memories cued only by sensory input, and not inferred from the combination of sensory and structural input.

Now that we have inferred where we are, we are ready to form a new memory - infer our hippocampal representation. After the the entorhinal representation is down-sampled using $f_g(\cdots)$, we then multiply by a fixed weight matrix $W_{\text{repeat}}$ (which gives the appropriate hippocampal dimension - all dimensions shown in Table C.1) to give $\tilde{g}_t$. We define the mean of the inferred hippocampal representation as the element wise multiplication of $\tilde{x}_t$ and $\tilde{g}_t$ followed by an activation function. We choose the leaky relu activation function to create sparsity and ensure the only active hippocampal cells are those that receive both map-structure and sensory information. We note that the two fixed weight matrices are designed such that their application, followed by an element wise product between $\tilde{x}_t$ and $\tilde{g}_t$, is equivalent to an outer product followed by reshaping to a vector (Figure 8.3A).
8.2.9 Memories

Storage using Hebbian learning

Memories of hippocampal cell representations are stored in Hebbian weights between hippocampal cells. We choose Hebbian learning, not only for its biological plausibility, but to also allow rapid learning when entering a new environment. We use the following learning rule to update the memory:

\[ M_t = \lambda M_{t-1} + \eta (p_t - \hat{p}_t)(p_t + \hat{p}_t)^T \] (8.4)

where \( \hat{p}_t \) represents place cells generated from inferred grid cells. \( \lambda \) and \( \eta \) are the rate of forgetting and remembering respectively. We note than many other types of Hebbian rules also work.

Notably, unlike the generative network, there is no requirement for a memory in the inference network. However, including such a memory allows the network to refine the path integration with landmark information before creating its place code and therefore speeds learning dramatically. However, representations in the main paper are observed both in networks that include an inference memory and those that do not.

In networks that do use an inference memory, we can either use the same memory matrix as the generative case (as the brain presumably does), or we can use a separate memory matrix. Best results (and those presented) were when two separate matrices were used. We used the following learning rule for the inference based matrix:

\[ M^f_t = \lambda M^f_{t-1} + \eta (p_t - p^f_t)(p_t + p^f_t)^T, \]

where \( p^f_t \) is the retrieved memory with the sensorium as input to the attractor.

Retrieval using an attractor network

To retrieve memories, similarly to \cite{Ba2016}, we use an attractor network of the form

\[ h_r = f_p(\kappa h_{r-1} + M_{t-1} h_{r-1}) \] (8.5)
where $\tau$ is the iteration of the attractor network and $\kappa$ is a decay term. The input to
the attractor, $h_0$, is from the grid cells or sensorium (\textit{g} or \textit{x}) depending on whether
memories are being retrieved for generative or inference purposes respectively. The
output of the attractor is the retrieved memory.

8.2.10 Details about embedded hierarchy

Though not a requirement, we embed TEM with the notion of hierarchical scales.
TEM abstract location and grounded location (memory) representations, $g_t$ and $p_t$
respectively, now come in different frequencies (hierarchies) indexed by superscript
$f - p^f_t$ and $g^f_t$. This allows higher frequency statistics to be reused across lower
frequency statistics, improving the speed of learning and reducing the number
of weights that need to be learnt.

Implementation wise, this means our inference network has several parallel
streams of procedure described above, each indexed by the superscript $f$. Each
stream has its own learnable parameters (e.g. temporal filtering coefficients in the
approximate Laplace transform $\alpha^f$ - a smaller $\alpha^f$ means a longer temporal smoothing
window). Otherwise the inference procedure is the same. We schematically show
an example of two separate streams in Figure 8.5. The place where the separate
streams can interact is in the attractor network: when storing Hebbian memories,
connections from high to low frequencies are set to zero, so that memories are
retrieved hierarchically (low-resolution first). These connections are not set to
zero when the memory $M$ is used in inference.

The generative procedure is similar to as described above, except for state
transitions, where connections in $D_a$ (the action dependent transitions weight from
$g_{t-1}$ to $g_t$) are from low frequency to the same or higher frequency only (or
alternatively separate transition streams). There may be different numbers of TEM
entorhinal cells in each frequency - this number is described by $n^f$. When making
predictions of sensory experience, we only use $p^f_{t=0}$ i.e. the highest frequency.

The separation into hierarchical scales helps to provide a unique code for each
position, even if the same stimulus appears in several locations of one environment,
since the surrounding stimuli, and therefore the lower frequency hippocampal cells, are likely to be different. Since the hippocampal cell representations form memories, one can also utilise the hierarchical scales for memory retrieval.

TEMs hierarchy is consistent with the hierarchical scales observed across both grid cells (Stensola et al., 2012) and place cells (Kjelstrup et al., 2008), and with the entorhinal cortex receiving sensory information in hierarchical temporal scales (Tsao et al., 2018).

### 8.3 Optimisation

We wish to learn the parameters for both the generative model and inference network, \( \theta \) and \( \phi \), by maximising the ELBO, a lower bound on \( \ln p_\theta (x_{\leq T} | a_{\leq T}) \). Following Gemici et al. (2017) (See appendix C or Whittington et al. (2018) supplementary material), we obtain a free energy

\[
F = \sum_{t=1}^{T} \mathbb{E}_{q_\phi(g_{<t}, p_{<t} | x_{<t})} [J_t] 
\]

where

\[
J_t = \mathbb{E}_{q_\phi(\ldots)} [\ln p_\theta (x_t | p_t) + \ln p_\theta (p_t | M_{t-1}, g_t) \frac{p_\theta (g_t | g_{t-1}, a_t)}{q_\phi (g_t | x_{\leq t}, M_{t-1}, g_{t-1}, a_t)}]
\]

as a per time-step free energy. We use the variational autoencoder framework (Kingma and Welling, 2013; Rezende et al., 2014) to optimise this generative temporal model.

Up to this point the model definition is probabilistic and capable of a Bayesian treatment of uncertainty. However, in the tasks examined in this manuscript there is no uncertainty, so there is no need for this complexity. Hence, we use a network of identical architecture but only using the means of the above distributions - i.e. not sampling from the distributions. We then use the following surrogate
loss function to mirror the ELBO:

\[ L_{\text{total}} = \sum_{t=1}^{T} (L_{x_t} + L_{g_t} + L_{p_t}) \]  

(8.8)

with \( L_{x_t} \) being a cross entropy loss, and \( L_{p_t} \) and \( L_{g_t} \) are squared error losses between ‘inferred’ and ‘generated’ variables - in an equivalent way to the Bayesian energy function.

It is also possible to speed up learning with some augmented losses: As part of \( L_{x_t} \) we include losses between sensory experience and 3 different generative model predictions - those generated directly from the inferred \( p_t \), and also those generated ancestrally through the layers of the network i.e. \( g_t \rightarrow p_t \rightarrow x_t \) and \( g_{t-1} \rightarrow g_t \rightarrow p_t \rightarrow x_t \). When using memory in inference, \( L_{p_t} \) includes a memory loss between the retrieved memory and the inferred \( p_t \).

We use backpropagation through time truncated to 25 steps - this means we roll forwards the inference network for 25 steps, collect the errors and then backpropagate. We then roll forwards the inference network from where we left off etc - i.e. we do not use a sliding window. Longer BPTT lengths are useful as getting an early \( p_t \) wrong will form a bad memory, which then influences the memory retrieval many timesteps into the future. We limit it to 25 for reasons of computational efficiency. We optimise with ADAM [Kingma and Ba 2014] with a learning rate that is annealed from \( 1 \times 10^{-3} \) to \( 1 \times 10^{-4} \). Initially we down-weight costs not associated with prediction (\( L_{g_t} \) and \( L_{p_t} \)). We do not train on vertices that the agent has not seen before.
Neural predictions from TEM

The critical assumption that enables TEM’s structural inferences is that the hippocampal representations of new events are not random. Instead they are constrained by learned structural representations in the entorhinal input. This assumption seems at odds with the commonly held belief that hippocampal place
cells remap randomly between environments. However, the structural representation for space is periodic. Thus, place cells can preserve structural information across environments without being spatial neighbours with the same cells in each environment. Instead, individual cells need only to retain their phases with respect to the grid code. Here, structural knowledge is retained but remapping still occurs because place cells might, in a new environment, move to the same phase but with respect to a different grid peak (see e.g. Figure 9.1). Together with the different sensory input between environments, this leads to remapping in TEM’s conjunctive hippocampal cells.

Is this true in biological remapping? To uncover this, we tested data from two experiments in which both place and grid cells have been recorded whilst rats (Barry et al., 2012) and mice (Chen et al., 2018b) freely forage in multiple environments.

9.1 Experimental prediction

Our theoretical framework predicts place cells and grid cells retain their relationships across environments - despite place cell remapping - to allow generalisation of structural knowledge encoded by grid cells. More specifically, our framework predicts the following to be true: 1) As has been previously observed experimentally (Fyhn et al., 2007), our framework predicts that when an animal is moved from one environment to a structurally similar environment but with different sensory experiences, place cells will undergo remapping, and grid cells will realign. 2) As has also been previously observed experimentally (Fyhn et al., 2007), we predict the grid cell correlation structure (i.e. relationships between grid cells) within a module will be preserved across environments. 3) Despite realignment and remapping, we predict that, within a grid module, a given place cell will retain its relationship with a given grid cell across environments. For example, if a given place cell’s firing field is in a given grid cell’s firing field in one environment, it should remap to a location in a second structurally similar environment that is also in a firing field of that grid cell (Figure 9.1).

\[1]\text{This research was carried out in close collaboration with Tim Muller, a fellow DPhil student.}\]
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Figure 9.1: Structural knowledge is preserved over apparently random hippocampal remapping. TEM predicts that place cells remap to locations consistent with a grid code. A place cell co-active with a certain grid cell will be more likely to remap to locations that are also co-active with that grid cell.

We empirically test for a preserved place cell-grid cell relationship across environments in two datasets from different remapping experiments, in which both grid and place cells were recorded across different environments. We first briefly describe the experimental setup of the experiments, followed by the details of the analyses and results that support our prediction in both datasets. We additionally demonstrate that these results cannot be explained by the place and grid cells not remapping or realigning, and, as has been previously shown (Fyhn et al., 2007), that the correlation structure of grid cells is preserved across environments.

9.2 Experimental setup

9.2.1 Dataset 1 - Barry et al 2012

In the first dataset (Barry et al., 2012) - dataset 1 - both place and grid cells were recorded from rats in two different environments. The environments were
geometrically identical $1m^2$ arenas that were in distinct locations in the recording room, and differed in their sensory (texture/visual/olfactory) experiences. Each of seven rats had recordings from both environments in MEC and hippocampal CA1. Each recording day consisted of five twenty-minute trials, in which the rat free foraged in the environments. In between trials the rat was taken out of the arena. Of the five trials on a given day, trials 1 and 5 were in one environment, which the animal is familiar with (having spent at least 100 minutes in the environment), and trials 2-4 were exposures to a second, novel environment. We can therefore test for preserved place cell-grid cell relationships both within and across environments in this dataset.

Barry et al. (2012) sought to establish the effects of environmental novelty on grid and place cell properties, finding an increase in grid scale and decrease in grid score, as well as an increase in place cell field sizes in novel environments. This effect reduced with exposure to the novel environment over the course of trials 2-4, such that grid and place cells on trial 4 had properties most comparable to those on trials 1 and 5 (Barry et al., 2012). We therefore restrict our analyses of the second environment to trial 4. Further details about the experimental setup can be found in (Barry et al., 2012).

9.2.2 Dataset 2 - Chen et al 2018

We repeat our analyses in a second dataset (Chen et al., 2018a) - dataset 2. In dataset 2, both place and grid cells were recorded as mice free foraged in both real and virtual reality environments. These real and virtual environments provide the two different environments for the across environment measures of place cell-grid cell relationships. We do not have a ‘within environment’ condition for this dataset. As described in full in Chen et al. (2018a), in the virtual reality environment the mice were head-constrained such that head movements were constrained to rotations in the horizontal plane while the mouse runs on a Styrofoam ball. Screens and projectors projected a virtual environment around the mouse and onto the floor from a viewpoint that moves with the rotation of the ball. Hence this system allows expression of free foraging spatial navigation behaviour, analogous to that in the real world.
Both the real and virtual reality environments were square, and size 60cm$^2$. Trials in the real and virtual environments were 20 and 40 minutes long, respectively. Recordings were made in MEC and hippocampal CA1. Chen et al. (2018a) showed that spatial neuronal cell types that typically characterise 2-dimensional real space, including place cells and grid cells, could be measured in the virtual environment. Of the eleven mice that were trained in the virtual reality system, four had recordings from both place and grid cells, and could therefore be included in our analyses. Further details about the experimental setup and virtual reality system can be found in Chen et al. (2018a).

Details of the number of cells recorded in each animal are found in Table 9.1.

9.3 Data analyses to test for preserved place cell-grid cell relationship

We tested the prediction that a given place cell maintains its relationship with a given grid cell across environments using two measures. First, whether grid cell activity at the position of the peak place cell activity is correlated across environments (gridAtPlace), and second, whether the minimum distance between the peak place cell activity and a peak of grid cell activity is correlated across environments (minDist; normalised to the corresponding grid scale).

9.3.1 Data pre-processing and critical controls

In the tests presented later, we show results for raw data where we take several steps (with different strictness levels) to avoid possible confounds. Results are shown for all combinations of these choices in Table 9.2. These include:

Defining a grid-score cut-off to ensure entorhinal cells were grid cells

To ensure we are robust to the quality of grid cells entering the analysis, we consider several different grid score cut-offs. We use cut-offs of 0, 0.3 and 0.8. Using less stringent grid cut-offs allows more cells and animals into the analysis (Table 9.1). We would expect our effect to be weaker when reducing the grid score cut off, as the
<table>
<thead>
<tr>
<th>Grid score ≥ 0.8</th>
<th>Animal</th>
<th>Grid cells</th>
<th>Place cells</th>
<th>Place-grid pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dataset 1</strong></td>
<td>1</td>
<td>9</td>
<td>12</td>
<td>108</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td><strong>Dataset 2</strong></td>
<td>1</td>
<td>5</td>
<td>8</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>3</td>
<td>6</td>
<td>18</td>
</tr>
<tr>
<td>Grid score ≥ 0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Dataset 1</strong></td>
<td>1</td>
<td>15</td>
<td>12</td>
<td>180</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td><strong>Dataset 2</strong></td>
<td>1</td>
<td>10</td>
<td>8</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>24</td>
</tr>
<tr>
<td>Grid score ≥ 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Dataset 1</strong></td>
<td>1</td>
<td>15</td>
<td>12</td>
<td>180</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4</td>
<td>10</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td><strong>Dataset 2</strong></td>
<td>1</td>
<td>13</td>
<td>8</td>
<td>104</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>24</td>
</tr>
</tbody>
</table>

Table 9.1: Numbers of animals and cells that enter the across environments analyses. Table showing the total animal and cell numbers that survive the criteria and make it into the analyses where the grid score cut off is ≥ 0.8, ≥ 0.3 and ≥ 0 for both datasets. Note: although the animal numbers may be the same across the datasets, they are different animals.
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Figure 9.2: Fitting ideal grid maps A-C) Ideal grid. We fit an idealised grid rate map using the formula from (Stemmler et al., 2015) to the original grid cell rate maps to remove any possible confounds and to ensure that we obtain accurate grid cell peaks. A) An example original grid cell rate map. B) An idealised rate map fit to that in A). C) Accurate finding of grid cell peaks (white crosses) on the idealised grid rate map, which also allows peaks that extend outside the box to be used (red crosses).

resulting rate maps are likely to be less representative of the grid cell population. Both grid score and scale were computed as in Barry et al. (2012).

Fitting idealised grids to ensure grid-peaks were well-defined We fit the recorded grid cell rate maps to an idealised grid cell formula (equation 6 from Stemmler et al. (2015)), and use this ideal grid rate map to give grid cell firing rates and locations of grid peaks (Figure 9.2A,B,C). This leads to a very strenuous control as it ensures that results cannot be driven by any differences across grid cells apart from grid phase, grid scale and grid angle (which are the only fitted parameters). This additionally allowed us to use grid peaks that were outside the box. We only fitted idealised grids in situations where we also defined a grid-score cut off (g=0.8) to ensure good model fits.

Removing place cells at borders to ensure effects are not driven by border cells Here we removed all cells whose peaks were ≤ 10% of environment width from the border. The reason we wish to account for border effects is because non-grid MEC cells (such as border cells) rather than grid cells may drive place cell remapping to the borders. We have this criteria for all our analyses.

Ensuring cells have actually remapped. Though not data-preprocessing, we ensure that any results could not be confounded by place cells and/or grid cells not remapping/ realigning (i.e. the animal thinking it was still in the same box!).
We test this by examining the distributions of spatial correlations obtained when correlating a given place or grid cell’s rate map in one environment with its rate map in a second visit to that same environment (within environments; only possible in dataset 1) or its rate map in a different environment (across environments). In dataset 1, we found that all the grid cells realigned across environments and the place cells remapped, with spatial correlation coefficients around 0 and distributions similar to those observed in hippocampal global remapping experiments (Fyhn et al., 2007) (Figure 9.3A,B). On the other hand, spatial correlations were high upon a second visit to the same environment. Distributions of spatial correlations near 0 for both place and grid cells across environments were also found in dataset 2 (Figure 9.3C,D). These results suggest that, as expected, grid cells realigned across the
environments and the place cells accordingly underwent global remapping; global place cell remapping generally accompanies grid realignment \cite{Fyhn2007}. That the place and grid cell spatial correlations were near zero means it would be a non-trivial result should the place and grid cell relationship be preserved.

9.3.2 Computing the measures

We first perform the data-preprocessing, making each cell pass the appropriate checks.

We would like to know whether the relationship between place and grid cell pairs is preserved across environments. We propose 2 measures.

1) Does a given grid cell fire similarly at the respective peaks of a given place cell in both environments? We take a place cell and look at its peak in both environments, which we call P1 and P2. We then take a grid cell, and look at its firing rate at P1 in env1 - we call this X. We look at its firing rate in env2, we call that Y. This gives us a datapoint [X,Y]. We then do this again for the next grid cell, which gives another datapoint. We loop through all the grid cells and place cells for the same animal. Then start again for the next animal. We can then plot all these points on a graph, and find the correlation coefficient - this is the gridAtPlace measure (Figure 9.4).

2) Does a given grid cell peak at a similar distance from the respective peaks of a given place cell in both environments? For this “MinDist” measure, we do the same process as above, but X is now the minimum distance of a grid peak in env1 from P1, and Y is the minimum distance of a grid peak in env2 from P2. We normalise X,Y by grid scale of that grid cell. Note that the minDist measure is only calculated in analyses that fit idealised grids (to cells with grid score 0.8) to ensure that grid peaks are estimated effectively.

For the place cells, we analysed cells defined as place cells in \cite{Barry2012} and \cite{Chen2018}. Locations of place cell peaks were simply defined as the location of maximum activity in a given cell’s rate map.
9.3. Data analyses to test for preserved place cell-grid cell relationship

1. For each animal...
2. There are multiple (n and m) grid (GC) and place (PC) cell recordings in different environments (env 1 and env 2).
3. For each place cell, find the location of its peak firing in env 1 (P1) and env 2 (P2).
4. For each grid cell, find the firing rate at P1 in env1 (gAtP1) and P2 in env2 (gAtP2).
5. [gAtP1,gAtP2] form the [X,Y] coordinates of a single point on the scatter plot. Repeat for all n x m grid-place pairs to build the scatter plot.
6. Repeat for the next animal (adding all animals' pairs to the same scatter plot).

Figure 9.4: Schematic of analysis showing preserved grid-place relationships after remapping. Schematic explaining the gridAtPlace analysis. Specifically how the scatter plot is generated. Note that in this figure original grid cell rate maps are shown, rather than ideal grid cell rate maps (Figure 9.2A-C) that were used to generate the main text figures.

We require each place-grid pair to come from the same animal, but we do not require that the place and grid cells were simultaneously recorded i.e. a place cell may be paired with a grid cell from a different recording session.

Note: If there were only a single grid frequency (or module) in entorhinal cortex, TEM would predict a near perfect correlation across environments between gridAtPlace scores for each grid-cell place-cell pair. However, if either (1) place cells are influenced by phases of more than a single grid module or (2) place cells predominantly received input from a single grid module, but we (the experimenter) do not know which module (as is the case), then we should not predict perfect correlations, only non-zero correlations.

9.3.3 Statistical testing

To test the significance of this correlation and ensure it is not driven by bias in the data, we generated a null distribution by permuting the place cell peak (5000 times) and recomputing the measures and their correlation across trials. We use
two possible ways of permuting. Firstly, we choose a position randomly (but still passing our pre-processing steps). Secondly we choose a position from another recorded cell (cells from same and other animals to get enough combinations). We then examine where the correlation coefficient of the non-shuffled data lies relative to the null correlation coefficients to determine its statistical significance. These analyses were carried out separately for both datasets. Again, results from both procedures (for all tests) are reported in table 9.2.

9.4 Which cell types generalise their structure across environments?

As a brief interlude before the main result, we first test whether the correlation structure of each cell type generalises across environments.

9.4.1 Grid cells realign and keep their correlation structure

Indeed, although grid cells realign across environments, their correlation structure is preserved (Fyhn et al., 2007). Although this has been previously demonstrated, we also showed it to be true by demonstrating that the correlation structure between the grid cells was itself correlated (i.e. preserved) across environments. More specifically, we calculated the grid cell by grid cell spatial correlation matrix in one environment, and correlated its upper triangle with that of the correlation matrix in the other environment (a correlation matrix of the same grid cells, but computed in a different environment). We tested this in the single animal with the most recorded grid cells across both environments in each dataset (in a rat with 15 grid cells in dataset 1 [comparing trials 1 and 4], and a mouse with 13 grid cells in dataset 2). This was significant relative to a null distribution generated by permuting grid cell-grid cell pair correlations in both dataset 1 (r=0.55, p <0.001; Figure 9.5A) and dataset 2 (r=0.95, p < 0.001; Figure 9.5C). These results are expected if the grid cells encode knowledge that generalises across environments. A similar result has previously been reported in Yoon et al. (2013) based on data that was included in our analyses.
9.5. Preserved relationship between grid and place cells across environments

Figure 9.5: The grid cell correlation structure is preserved across environments. A-B) The grid cell correlation structure is preserved across environments in dataset 1. A) Dataset 1. Scatter plot shows the correlation across environments of the spatial correlations of grid cell-grid cell pairs (i.e. the correlation of the upper triangle of two grid cell by grid cell correlation matrices: one from environment 1 and one from environment 2). The histogram shows this correlation coefficient was significant relative to a null distribution of correlation coefficients obtained by permuting grid cell-grid cell pairs. B) Same as A for place cells. C-D) Replication of preserved grid cell correlation structure across environments in dataset 2. C and D are the same format as B and C.

9.4.2 Place cells remap, only weakly retaining correlation structure across environments

We also found this effect to be weakly significant in place cells in dataset 1 (r=0.31, p=0.035; Figure 9.5B) and not significant in dataset 2 (r=0.16, p=0.21; Figure 9.5D).

9.5 Preserved relationship between grid and place cells across environments

Back to our main results in examining whether grid-cell place cell relationships are preserved across environments using our two measures (gridAtPlace and MinDist).

9.5.1 Dataset 1 - Barry et al 2012

As a sanity check, we first confirmed these measures were significantly correlated within environments, i.e. correlated across two visits to the same environment (trials 1 and 5), when the cell populations have not remapped. We see that for both measures there is a significant correlation across the trials (the true correlation
Figure 9.6: Structural knowledge is preserved over apparently random hippocampal remapping. Preserved relationship between place and grid cells across environments in dataset 1. The scatter plots show the correlation of a given measure across trials, where each point is a place cell-grid cell pair. The histogram plots show where this correlation (grey line) lies relative to the null distribution of correlation coefficients. The p value is the proportion of the null distribution that is greater than the unshuffled correlation. 

A) gridAtPlace (top) and minDist (bottom) measures are strongly significantly correlated over two trials within the same environment, as expected given the same place and grid code should be present.

B) These measures are also significantly correlated across the two different environments, providing evidence that place and grid cells retain their relationship across environments.

C) Replication of the preserved relationship between place and grid cells across environments in dataset 2. The gridAtPlace measure is significantly correlated at $p < 0.05$ across real and virtual worlds and the minDist measure is trending very close to significance, replicating the preserved relationship between grid and place cells across environments.

We then tested across environments, i.e. visits to two different environments (trials 1 and 4), to assess whether our predicted non-random remapping relationship between grid and place cells exists. Here we also find significant correlations for all combinations of measures, preprocessing decisions and statistical tests (Table 9.2). Data for the most stringent/conservative set of inclusion criteria (grid score $> 0.8$, leaving 115 cell pairs) are shown in (Figure 9.6B, gridAtPlace $p < 0.005$, minDist $p < 0.05$).
9.5. Preserved relationship between grid and place cells across environments

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Cut-off</th>
<th>Ideal</th>
<th>Perm</th>
<th>GAP r</th>
<th>GAP p</th>
<th>MD r</th>
<th>MD p</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8</td>
<td>1</td>
<td>0</td>
<td>0.322</td>
<td>0.0014</td>
<td>0.170</td>
<td>0.0334</td>
</tr>
<tr>
<td>1</td>
<td>0.3</td>
<td>0</td>
<td>0</td>
<td>0.654</td>
<td>0.0094</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.630</td>
<td>0.0318</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>0.8</td>
<td>1</td>
<td>1</td>
<td>0.322</td>
<td>0.0038</td>
<td>0.170</td>
<td>0.0352</td>
</tr>
<tr>
<td>1</td>
<td>0.3</td>
<td>0</td>
<td>1</td>
<td>0.654</td>
<td>0.0356</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.630</td>
<td>0.0776</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Cut-off</th>
<th>Ideal</th>
<th>Perm</th>
<th>GAP r</th>
<th>GAP p</th>
<th>MD r</th>
<th>MD p</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.8</td>
<td>1</td>
<td>0</td>
<td>0.273</td>
<td>0.0396</td>
<td>0.204</td>
<td>0.0524</td>
</tr>
<tr>
<td>2</td>
<td>0.3</td>
<td>0</td>
<td>0</td>
<td>0.554</td>
<td>0.0282</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.544</td>
<td>0.0404</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>0.8</td>
<td>1</td>
<td>1</td>
<td>0.273</td>
<td>0.0468</td>
<td>0.204</td>
<td>0.058</td>
</tr>
<tr>
<td>2</td>
<td>0.3</td>
<td>0</td>
<td>1</td>
<td>0.554</td>
<td>0.0340</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.544</td>
<td>0.0468</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 9.2: Analysis results for different parameter settings. Ideal grid 1/0 is whether we used a fitted ideal grid ratemap or not respectively. Permutation type 0/1 is whether we sampled a place cell peaks randomly, or from another recorded place cells. GAP/MD is gridAtPlace and MinDist respectively. We show the r value and the significant p for both. Results below a 0.05 significance threshold are shown in bold. Our analysis results are robust to parameter settings, with the non-significant results also trending.

9.5.2 Dataset 2 - Chen et al 2018

In this dataset, we only have measures for across environments, i.e. visits to the real and virtual worlds. We again found that the gridAtPlace measure was significant across all combinations of measures, preprocessing decisions and statistical tests (Table 9.2). Here the minDist measure is trending significant (but note this dataset has far fewer cell pairs (Table 9.2). Figure 9.6C shows data for the 64 pairs that survived the most stringent inclusion criteria (gridAtPlace $p < 0.05$, minDist $p = 0.0524$)

9.5.3 Remarks

These results are, to our knowledge, the first analyses demonstrating non-random place cell remapping based on neural activity, support a key prediction of our model TEM: that hippocampal place cells, despite remapping across environments, retain their relationship with the entorhinal grid, providing a substrate for structural inference.
In this thesis we presented two strands of research united by a common theme of Bayesian reasoning. The first showed that framing supervised learning probabilistically allows for approximate inference to be implemented in biological neural networks. Furthermore, learning in these networks is equivalent to the famous back-propagation algorithm. This work demonstrated that algorithms as efficient as those in machine learning could be implemented in the brain. The second presented a framework for learning and generalising abstract relational knowledge. This framework unifies spatial cognition with relational memory in the hippocampal formation. A model implementation, TEM, learned to represent relational knowledge using neural representations that mirror those found in the brain. Furthermore, a prediction of TEM was verified in neural recordings. We now highlight some open questions and challenges for research.

**Biological backprop**

Though the models discussed in chapters 4 and 5 break the decades old dogma that backprop is not possible in the brain, a full understanding of the brain’s learning algorithm still present several important challenges.
Weight symmetry

Are biologically plausible deep learning implementations robust to the lack of symmetry between feedforward and feedback connections? The four models reviewed in chapter 5 use symmetric feedforward and feedback weights. In these models, both sets of weights are modified during learning, and the plasticity rules maintain the symmetry. Such symmetry does not exist in brain networks, so it is important to continue investigations into whether biologically plausible networks still perform robustly without weight symmetry. Early work along these lines include Lillicrap et al. (2016); Akrout et al. (2019).

Implementations that scale

How can researchers make biologically plausible deep learning implementations scale? Although the model of chapters 4 and 5 perform well on some tasks, it is unclear whether they scale to larger problems. This is in part due to the multiple iterations required to update node activity via network dynamics. The number of iterations required does not currently scale well for larger networks. Further work optimising this process is required if high depth networks are to be trained. Early work along these lines include Bartunov et al. (2018); Akrout et al. (2019).

Backprop through time

How can efficient learning of temporal sequences be implemented in biological networks? The models of chapters 4 and 5 focus on a case of static input patterns, but the sensory input received by the brain is typically dynamic, and the brain has to learn to recognise sequences of stimuli (e.g. speech). To describe learning in such tasks, artificial neural networks have been extended to include recurrent connections among hidden units, which provide a memory of the past. It is important to extend the models for learning through time. Early work along these lines include Bellec et al. (2019).
Optimising dynamics

How can the dynamics of neural circuits be optimised to support efficient learning? This question can be first studied in models of primary sensory areas predicting sensory input from its past values. In such tasks, the dynamics will play an important role, as networks need to generate their predictions at the right time to compare it with incoming sensory data.

The Tolman-Eichenbaum Machine

While TEM is a valiant first attempt to formalise generalisation as state space abstraction, it as yet only generalises in simple tasks where the state space is well defined. Humans and animals do much more than this.

In new settings, finding the appropriate state abstractions is hard, though should one be able to do so, understanding and new learning becomes easy. For this reason, this research direction is of great importance. Several key challenges remain.

Representing complex tasks

Tasks are often embedded within state spaces. In such cases, there is then a base state space, e.g. 2D space, and a task state space, e.g. cooking. These two state-spaces are factored from each other, since cooking can happen anywhere in space, but nevertheless cooking is still embedded in space. Building representations that build off each other compositionally offers an elegant form of task generalisation. Extensions to TEM that explicitly account for this may offer further explanations of neural representations including those in pre-frontal cortex.

Generalisation in non-transition based tasks

TEM requires transitions on graphs. This does not capture all relational knowledge. For example, we don’t need transitions to generalise the line concept between a queue of people and a line of ducks, nor do we need to saccade between bees to realise a swarm. Processing such visual relational concepts is believed to rely on parietal cortex (Nieder 2012, Summerfield et al. 2019). Extending TEM principles
(e.g. separate relational and sensory representations) could similarly be useful for generalisation, as well as offer explanations to parietal responses.

**Representations of reinforcement learning**

The presented framework brings together spatial cognition and relational memory though generalisation. These hippocampal functions and representations do not require rewards. This is unlike the majority of computational neuroscience experimental studies which involve analysis of neural representations from animals under reward-guided behaviours (reinforcement learning tasks; RL). RL has told us much about the algorithms that may take place in the brain \cite{Schultz1997}, but little about the representations that are used. Clearly humans and animals learn something general about state-spaces in RL tasks, but it is unknown how, or what they learn. We hypothesise that similar principles to those in TEM can provide explanations of the neural representation in RL tasks. This has the potential to explain a vast swath of experimental data under a single framework, and would solve a major problem in this history of neuroscience – unifying map-like learning and reinforcement learning.

**Representing others**

We are not alone in this world. Our representations of state must reflect this by including others, along with their intentions and emotions, so that we can reason over them. This constitutes a formidable challenge, and is an active area of research in (multi agent) RL \cite{Foerster2016}. Understanding recursive abstractions of others in a formal framework such as TEM may offer insights into theory of mind as well as the representations of social neuroscience e.g. \cite{Gallese1996}.

**Final remarks**

These challenges present the neuroscience and machine learning community with difficult, yet interesting times ahead. Solving them would offer deep insights into the nature of intelligence, the human mind, and ultimately consciousness.
Appendices
A.1 Graphical models

A graphical model is a probabilistic model that pictorially represents variables and their conditional dependencies. To see how, let us take an arbitrary joint distribution of variables (three here for clarity), and show that conditional independencies lead to a structured interpretation of the variables. For three variables, the conditional chain rule prescribes

\[ P(x_1, x_2, x_3) = P(x_1 \mid x_2, x_3)P(x_2 \mid x_3)P(x_3) \quad (A.1) \]

Here an arbitrary permutation of the indices on the right hand side also holds. We may, however, have additional knowledge (/assumptions / restrictions) about
how these variables impact each other. For example, knowing $x_3$ does not tell us anything more about $x_1$ should we have already observed $x_2$. More formally, $x_1$ is conditionally independent of $x_3$ given $x_2$, and thus $P_\theta(x_1 \mid x_2, x_3) = P(x_1 \mid x_2)$. Knowing such properties simplifies the joint distribution

$$P(x_1, x_2, x_3) = P(x_1 \mid x_2)P(x_2 \mid x_3)P(x_3)$$

(A.2)

Not only simpler, but also we can see a hierarchical ordering of the variables - $x_3$ generates $x_2$ which in turn generates $x_1$. This sort of structuring of variables is exactly what graphical models capture (Figure A.1). Rather than starting with the conditional independencies leading to the graphical model, we can equally start with a graphical model and then read off conditional independencies.

**A.2 Bayesian approximations**

In chapter 2, we describe the difficulty of calculating the posterior distribution. Fortunately all is not lost, and there are many well developed techniques to proceed with. These include sampling based techniques (MCMC), approximate Bayesian computation (ABC) and variational inference. We focus on variational inference here as it is relevant to this thesis.

**A.2.1 Variational methods**

Rather than attempting to compute the exact posterior, variational methods instead compute an approximation. A good approximate posterior is one that matches the true posterior as much as possible. To quantify how well these two distributions match we consider a distance metric between distributions.
\[ D_{KL}(Q_\phi(z^{1:N} \mid x^{1:N}) \parallel P_\theta(z^{1:N} \mid x^{1:N})) = \int Q_\phi(z^{1:N} \mid x^{1:N}) \ln \frac{Q_\phi(z^{1:N} \mid x^{1:N})}{P_\theta(z^{1:N} \mid x^{1:N})} dz^{1:N} \] (A.3)

To get the best possible approximate distribution we want the following

\[ Q_\phi(z^{1:N} \mid x^{1:N})^* = \arg \min_{Q_\phi(z^{1:N} \mid x^{1:N})} D_{KL}(Q_\phi(z^{1:N} \mid x^{1:N}) \parallel P_\theta(z^{1:N} \mid x^{1:N})) \] (A.4)

This equation is still difficult to compute, again because the posterior still appears. After a little manipulation, in particular substituting Bayes theorem, we obtain

\[ D_{KL}(Q_\phi(z^{1:N} \mid x^{1:N}) \parallel P_\theta(z^{1:N} \mid x^{1:N})) = \ln P_\theta(x^{1:N}) + E \ln Q_\phi(z^{1:N} \mid x^{1:N}) - E \ln P_\theta(x^{1:N}, z^{1:N}) \] (A.5)

Where \( E \) is the expectation over the distribution \( Q_\phi(z^{1:N} \mid x^{1:N}) \). Even though the intractable \( \ln P_\theta(x^{1:N}) \) appears here, we are making progress. This is because, though we can’t directly optimise \( D_{KL}(\cdots) \), we can instead optimise the second two terms which are equivalent to \( D_{KL}(\cdots) \), up to the additive constant \( \ln P_\theta(x^{1:N}) \). This is the key to the variational approach - since we are optimising and \( \ln P_\theta(x^{1:N}) \) is a constant with respect to latent variables, we can ignore it! The second two terms together are known as the free energy \( F \) or \( ELBO \) - the evidence lower bound.

\[ ELBO = E \ln Q_\phi(z^{1:N} \mid x^{1:N}) - E \ln P_\theta(x^{1:N}, z^{1:N}) \] (A.6)

It is given this name as it lower bounds \( \ln P_\theta(x^{1:N}) \) since \( D_{KL} \) is always positive

\[ \ln P_\theta(x^{1:N}) = D_{KL}(Q_\phi(z^{1:N} \mid x^{1:N}) \parallel P_\theta(z^{1:N} \mid x^{1:N})) + ELBO \] (A.7)
A.3 Optimising the ELBO

The great benefit of the variational method is that it translates an integration problem into an optimisation problem, and optimisation problems are generally easier than integration problems. The only thing we then need to consider is how to optimise the ELBO, and, if necessary, how to specify the approximate posterior $Q_\phi(z^{1:N} | x^{1:N})$. When we choose $Q_\phi(z^{1:N} | x^{1:N})$, there is naturally there is a trade-off between the expressiveness of the posterior distribution, and the ease of optimisation.

There are numerous ways to approach these problems - from expectation maximisation (Dempster et al., 1977), variational Bayes (Jordan et al., 1999), stochastic variational inference (Hoffman et al., 2013), black-box variational inference (Ranganath et al., 2014), and variational autoencoders (Kingma and Welling, 2013).

We will discuss the expectation-maximisation algorithm (following the discussion in (Dayan and Abbott, 2001)) as it is relevant to chapter 4 and variational autoencoders as they are relevant to chapters 7 and 8.

A.3.1 Expectation Maximisation

Expectation maximisation (EM) takes the approach of optimising the ELBO iteratively during two phases - the expectation phase (E) and the maximisation phase (M). In the E phase, the ELBO is increased with respect to $Q$, keeping $\theta$ constant. In the M phase, the ELBO is increased with respect to $\theta$ while keeping $Q$ fixed. There are a number of different ways to proceed with the E phase, two of which we discuss now.

Firstly, for invertible models, noting that the ELBO is maximised with respect to $Q$, when $Q = P$, should we be able to compute $P$, the posterior over causes then this is the optimum $Q$. This completes the E step. For the M step, we simply substitute $Q = P$ in equation [A.8] and then maximise with respect to the parameters.

Secondly, for the much wider class of non-invertible models, we will not find the E step so easy. Here, we parameterize, with $\phi$, an approximate recognition distribution - $Q_\phi(z^{1:N} | x^{1:N})$. The ELBO then becomes a function of $\phi$ and $\theta$. 
The E phase now becomes optimising the ELBO with respect to \( \phi \), this has the effect of making \( Q_\phi(z_{1:N} | x_{1:N}) \) more similar to \( P_\theta(z_{1:N} | x_{1:N}) \). The M phase, as before, maximises the ELBO, with respect to \( \theta \).

The procedure is to perform an E phase, then an M phase, then and E phase and so on iteratively. For non-invertible models, the E and M phases are also often individually iterative. This means that the EM algorithm can become computationally very expensive. To alleviate this, it is not always necessary to maximise \( \theta \) (and sometimes \( \phi \)) fully at each iteration. Instead gradient ascent in small amounts can be taken at each step.

### A.3.2 Variational auto-encoders

Variational autoencoders are a follow on work from the wake-sleep algorithm \((\text{Hinton et al.} 1995)\) and the helmholtz machines \((\text{Dayan et al.} 1995)\) as discussed in chapter 2. Variational autoencoders assume a parameterized form of both \( P_\theta(x, z) \) and \( Q_\phi(z | x) \), in particular the sufficient statistics of the distributions are parameterized by neural networks.

Assuming a factorisation over data samples

\[
ELBO = \sum_{x \in D} \mathbb{E} [\ln Q_\phi(z | x) - \ln P_\theta(x, z)]
\]  

(A.8)

Taking gradients with respect to \( \theta \) is easy enough

\[
\nabla_\theta \mathbb{E} \ln P_\theta(x, z) = \mathbb{E} \nabla_\theta \ln P_\theta(x, z)
\]  

(A.9)

Of which we can easily take unbiased estimators. The difficulty lies with taking gradient with respect to \( \phi \), where

\[
\nabla_\phi \mathbb{E} [\ln Q_\phi(z | x) - \ln P_\theta(x, z)] \neq \mathbb{E} \nabla_\phi [\ln Q_\phi(z | x) - \ln P_\theta(x, z)]
\]  

(A.10)

As such, obtaining unbiased gradients is more difficult. This is what led Hinton and colleagues to optimise the reverse-KL for the sleep phase in the wake-sleep
algorithm. This is why the overall objective that gets optimised is no longer the ELBO in the wake-sleep algorithm or the Helmholtz machine.

The trick that was found in both Kingma and Welling (2013); Rezende et al. (2014), was that (for certain distributions) a change of variables allows both $\theta$ and $\phi$ to be optimised. This is known as the reparameterization trick. The change of variables is

$$z = g(\varepsilon, x, \phi)$$

(A.11)

Where $\varepsilon$ is a random variable with distribution $\pi$ independent of $\phi$ and $\theta$. Distributions that allow reparameterization include the normal distribution. With this trick, an expectation $E_{z \sim Q_\phi(z|x)}$ is equivalent to the expectation $E_{\varepsilon \sim \pi}$. Back to equation (A.10), this can be rewritten as

$$\nabla_{\phi} E_{z \sim Q_\phi(z|x)} \left[ \ln Q_\phi(z \mid x) - \ln P_\theta(x, z) \right] = \nabla_{\phi} E_{\varepsilon \sim \pi} \left[ \ln Q_\phi(z \mid x) - \ln P_\theta(x, z) \right]$$

$$= E_{\varepsilon \sim \pi} \nabla_{\phi} \left[ \ln Q_\phi(z \mid x) - \ln P_\theta(x, z) \right]$$

(A.12)

Where $z = g(\varepsilon, x, \phi)$. We can easily get unbiased estimates of the above gradient.
B.1 Variational derivation of supervised predictive coding

Here we derive supervised predictive coding networks using a variational approximation (similar to chapter 2).

Let us start with the joint distribution of all variables conditioned on the input $x_1$. We assume it factorises as follows

$$P_\theta(x_L, ..., x_2 | x_1) = \prod_{l=2}^L P(x_l | x_{l-1})$$  \hspace{1cm} (B.1)

Where $P(x_l | x_{l-1}) = N(x_l; \mu_l, \Sigma_l)$ and $\mu_l = \Theta_{l-1} f(x_{l-1}) + b_l$. We leave $\Sigma_l$ as a learnable set of parameters.

We want to use variational inference. We assume a recognition density
\[ Q_\phi(x_L, \ldots, x_2) = \prod_{l=2}^L \delta(x_l - \phi_l) \]  
(B.2)

Substituting this into equation 2.15 and (with a serious abuse of notation) relabelling \( \phi_l \) as \( x_l \), we obtain

\[
F = -\frac{1}{2} \sum_{l=2}^L (x_l - \mu_l)^T \Sigma_l^{-1} (x_l - \mu_l) - \frac{1}{2} \ln(|\Sigma_l|) + \text{Const} \tag{B.3}
\]

Which is the desired result. Since we are just finding the most likely set of variables \( x \), this is equivalent to maximum a posteriori inference and learning.

A slight admission is that we have hidden included in \( \text{Const} \) terms such as

\[
\int \delta(x_l - \phi_l) \ln \delta(x_l - \phi_l) \tag{B.4}
\]

Which are infinite, though nevertheless don’t change things when taking gradients.

### B.2 Learning covariance terms

We can, if we wish, also learn the covariance parameter. We would then obtain the following update rule

\[
\Delta \Sigma_a = \frac{1}{2} \left( \varepsilon_a \varepsilon_a^T - \Sigma_a^{-1} \right) \tag{B.5}
\]

This is now an issue for Hebbian learning, as computing the matrix inverse term cannot be done using local information alone. This has been investigated before in \cite{Bogacz2017} where it has been shown that the covariance parameter can be learned in a Hebbian manner by adding an extra interneuron, however at the cost of more complex network dynamics.
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Figure C.1: TEM in animal form by Jacob Bakermans.
C.1 Simulation and analysis details

All the tasks described below are best ‘solved’ if the underlying structure is learned, even though each structure is different. We now describe the details for the types of graphs we considered, as well as the simulation details.

For all simulations presented above, we use the additional memory module (two separate memory matrices) in grid cell inference. Each time the agent enters a new environment, both memory matrices, M, are reset (all weights zero). Asides from when otherwise stated, the agent randomly diffuses through each environment.

The agent is initially randomly placed in each environment. The agent changes to a completely new environment after a certain number of steps (\(\sim 2000-5000\) for the 2D graph worlds, lower for smaller environments/ tasks). For 2D graph worlds, typically after 200 – 300 environments, the agent has fully learned the structure and how to address memories. This equates to \(\sim 50000\) gradient updates (1 gradient update per block of 25 steps). For smaller worlds, learning is much faster.

We now describe the dimensions of variables (summarised in Table C.1). We use \(n_s = 45\) (the number of different sensory objects), \(n_{s^*} = 10\) (the compressed sensory dimension) and 5 different frequencies. The number of TEM entorhinal cells in each frequency are \([30, 30, 24, 18, 18]\), and the number of TEM entorhinal cells that project to TEM hippocampus, \(n_f^j\) are \([10, 10, 8, 6, 6]\) (i.e. the first 1/3 entorhinal cells in each frequency). Thus the number of hippocampal cells in each

<table>
<thead>
<tr>
<th>Variable</th>
<th>Freq 1</th>
<th>Freq 2</th>
<th>Freq 3</th>
<th>Freq 4</th>
<th>Freq 5</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>(g)</td>
<td>30</td>
<td>30</td>
<td>24</td>
<td>18</td>
<td>18</td>
<td>120</td>
</tr>
<tr>
<td>(f_g(g))</td>
<td>10</td>
<td>10</td>
<td>8</td>
<td>6</td>
<td>6</td>
<td>120</td>
</tr>
<tr>
<td>(p)</td>
<td>100</td>
<td>100</td>
<td>80</td>
<td>60</td>
<td>60</td>
<td>400</td>
</tr>
<tr>
<td>(x^f)</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>50</td>
</tr>
<tr>
<td>(x^c)</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(x)</td>
<td>45</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table C.1: Table showing the number of neurons for each variable; Entorhinal \(g\), Entorhinal subsampled \(f_g(g)\), Hippocampus \(p\), Temporally filtered sensorium \(x^f\), Compressed sensory observation \(x^c\), Sensory observation \(x\). Note the hippocampal dimensions, per frequency, are the multiplication of entorhinal and sensory inputs - coming from the outer product of the two representations.
fequence are $[100, 100, 80, 60, 60]$ i.e. $n_s^*$ multiplied by each $n^I$. $\lambda$ and $\eta$ are set to 0.9999 and 0.5 respectively. We note that, like Cueva and Wei (2018), a higher ratio of grid to band cells is observed if additional l2 regularisation (penalisation of euclidean norm) of grid cell activity is used.

As mentioned in Section 8.1 for each task we train on environments of different sizes - this means a true abstract representation must be learned and not just one that is a template map. The learned map must generalise to different sized worlds.

### C.1.1 Transitive inference

The hippocampus is crucial for problems of transitive inference with animals solving novel tasks on first presentation Bunsey and Eichenbaum (1996). And so analogously we test whether TEM can learn about line structures and orderings i.e. if apple is one more than pear and pear is more than monkey, what is 2 bigger than monkey?

To do so we use fully connected graphs, and order the nodes on a line i.e. label each node from 1 to $K$, where $K$ is the number of nodes in the graph (Figure C.2A). Each edge describes an action, e.g. the edge from 5 to 2 describes ‘below by 3’, the edge 4 to 14 describe ‘higher by 10’ etc. This structure and labelling of nodes and edges creates an implicit transitive hierarchy. We use lines of length $\{4, 5, 6\}$ i.e. number of states $\{4, 5, 6\}$.

When TEM navigates these line graph, the actions, $a$, are two dimensional with the first element describing higher/lower and the second element by how much.

### C.1.2 Social hierarchy

The hippocampus is known to be involved in reasoning over social hierarchies Kumaran et al. (2012), and again we want to examine whether TEM is capable of learning the abstract set of relationships that govern social hierarchies.

We consider the graph of a family tree (Figure C.2B). We limit ourselves to the case where each node has two children. We also eliminate the notion of gender - i.e. aunt/uncle is the same relationship, as is mother/father etc. Each edge corresponds to a family relationship i.e. ‘grandfather of...’. We use 10
types of relationships: {sibling, parent, grandparent, child 1, child 2, aunt/uncle, niece/nephew 1, niece/nephew 2, cousin 1 cousin 2}. We use \{3, 4\} levels of hierarchy i.e. number of states: \{15, 31\}.

When TEM navigates these graph, the actions, \(a\), are a one-hot encoding of relations such as ‘child of’, ‘grand-parent of’, ‘sibling of’ etc. There are 10 available actions overall.

### C.1.3 2D graphs

The hippocampus and entorhinal system has produced many famous cells, most notably those that have characteristic responses to space [Hafting et al. (2005); O’Keefe and Dostrovsky (1971)]. Thus we consider graphs with spatial properties (e.g. Figure C.2C). We consider both 4-connected and 6-connected graphs i.e. those with square or hexagonal symmetries. We use square environments of width 8-11
(number of states: \{64, 81, 100, 121\}), and hexagonal environments of edge width \{5,6,7\} (number of states: \{61, 91, 127\}).

We run simulations in either 6-connected graph worlds, or 4-connected graph worlds. The action is a one-hot encoding - either 4 or 6 dimensional depending on square or hexagonal worlds respectively.

**Diffusive behaviour**

For diffusive behaviour, the agent has a slight bias for straight paths to facilitate exploration in these larger worlds.

We show all TEM learned entorhinal cells in Figure C.3B and all hippocampal cells in Figure C.3A. We note that even in hexagonal worlds TEM sometimes learns hexagonal grid-like cells and sometimes square grid-like cells.

**Non-diffusive behaviour**

For non-diffusive behaviour (e.g. simulations involving object vector cells), we bias the agents transition behaviours to head towards shiny objects (for object vector cells) or spend more time near boundaries (for border cell representations).

For object-vector cell simulations, we also use an additional distribution in grid cell inference: $q_{\phi}(g_t | s_t)$, where $s_t$ is an indicator saying whether the agents is at the location of a ‘shiny’ state. This means that the entorhinal cells can know when it is at a ‘shiny’ object state. From this, the network builds its own representation encoding vectors from the shiny states. We make one further change to the generative network to encourage the learning of vector representations, by not telling the generative model what action, $a_t$, was taken. This encourages it to build representations of what actions will likely be taken (as governed by behaviour). Interestingly, this phenomena is observed in sleep (generative) replay - sequences of head direction activations are divorced from replay of sequences of awake activity locations [Brandon et al. (2012)].
Figure C.3: Further TEM hippocampal and entorhinal cell representations. 

A) Hippocampal cells, $p$, learned by TEM during diffusive behaviour. 

B) Structural cells, $g$, learned by TEM in diffusive behaviour.
C.1.4 Complex spatial tasks

Finally we consider non-spatial tasks embedded in a spatial world. We use the task set-up from Sun et al. (2019), where rodents perform laps of a circular track. Notably they are only rewarded every 4 laps. Thus the ‘true’ state space of the task is 4 laps not a single lap as space would suggest. This is a non-spatial task (every 4) embedded in a spatial world (circular track). We mimic this task on a loop graph of length $l \times n$, with $l$ the lap length and $n$ the number of laps (e.g. Figure C.2D). The sensory observations are identical on each lap, however every $n$ laps (i.e. every whole loop of the graph), the first state is a ‘reward’ state - where the reward is a unique sensory observation per environment. We use $n = 3$ laps of length $l = 12$. We increase the backpropagation through time truncation to 60 so that gradient information has access to the whole state space.

We show additional examples of cells that ‘chunk’ as well as those that don’t, from TEM’s hippocampal and entorhinal layers in Figure C.4.

C.2 Variational derivation

We follow the derivation from Gemici et al. (2017). Exploiting Jensen’s inequality, we can re-write as the following

$$\ln P(x_{\leq t}) \geq \mathbb{E}_{Q(p_{\leq t}, g_{\leq t} | x_{\leq t})} \ln \frac{P(x_{\leq t}, p_{\leq t}, g_{\leq t})}{Q(p_{\leq t}, g_{\leq t} | x_{\leq t})}$$  \hspace{1cm} (C.1)

Should we factorise both out generative and recognition distribution temporarily as follows

$$P(x_{\leq t}, p_{\leq t}, g_{\leq t}) = \prod_{t=1}^{T} P(x_t | p_t) P(p_t | g_t, M_{t-1}) P(g_t)$$  \hspace{1cm} (C.2)

$$Q(p_{\leq t}, g_{\leq t} | x_{\leq t}) = \prod_{t=1}^{T} Q(p_t | g_t, x_{\leq t}, p_{<t}, g_{<t})$$  \hspace{1cm} (C.3)

We can then write things as the following
A) Cells that respond to location on lap - i.e. place cells. B) Cells that appear to ‘count’ the laps. C) Chunking cells. **D-F)** TEM entorhinal cells. D) Cells that respond to location on lap. E) Cells that appear to ‘count’ laps. F) Cells that chunk the laps.

\[
\ln P(x_{\leq t}) \geq \sum_{t=1}^{T} J_t \tag{C.4}
\]

Where

\[
\ln \frac{P(x_t | x_{<t}, p_{\leq t}, g_{\leq t}) P(p_t | x_{<t}, p_{<t}, g_{<t}) P(g_t | x_{<t}, p_{<t}, g_{<t})}{Q(p_t, g_t | x_{\leq t}, p_{<t}, g_{<t})} = J_t \tag{C.5}
\]

Thus
\[ \ln P (x_{\leq t}) \geq \mathbb{E}_{Q(p_{\leq t}, g_{\leq t} | x_{\leq t})} \sum_{t=1}^{T} J_t \]

\[ = \int Q(p_t, g_t | x_1) \int \cdots \int Q(p_T, g_T | x_{\leq T}, p_{\leq T}, g_{\leq T}) \sum_{t=1}^{T} J_t \]  

(C.6)

Since \( J_t \) is not a function of elements from the set \( \{p_{t+1}, g_{t+1}, p_{t+2}, g_{t+2}, \ldots, p_T, g_T\} \), we can rewrite the above equation as the following:

\[ = \int Q(p_t, g_t | x_1) J_1 \int Q(p_2, g_2 | x_{\leq 2}, p_1, g_1) \cdots \int Q(p_T, g_T | x_{\leq T}, p_{\leq T}, g_{\leq T}) \]

\[ + \int Q(p_t, g_t | x_1) \int Q(p_2, g_2 | x_{\leq 2}, p_1, g_1) J_2 \cdots \int Q(p_T, g_T | x_{\leq T}, p_{\leq T}, g_{\leq T}) \]

\[ + \cdots \]

\[ + \int Q(p_t, g_t | x_1) \int Q(p_2, g_2 | x_{\leq 2}, p_1, g_1) \cdots \int Q(p_T, g_T | x_{\leq T}, p_{\leq T}, g_{\leq T}) J_T \]  

(C.7)

All inner integrals integrate to 1, and so we are left with the following:

\[ \mathcal{F} = \sum_{t=1}^{T} \mathbb{E}_{Q(p_t, g_t | x_{\leq t}, p_{\leq t}, g_{\leq t})} [J_t] \]  

(C.8)

This can all we rewritten as:

\[ \mathcal{F} = \sum_{t=1}^{T} \mathbb{E}_{Q(p_{t}, g_{t} | x_{\leq t}, p_{\leq t}, g_{\leq t})} \mathbb{E}_{Q(p_{t}, g_{t} | x_{\leq t}, p_{\leq t}, g_{\leq t})} [\ln P (x_t | x_{\leq t}, p_{\leq t}, g_{\leq t})]

+ \ln P (p_t | x_{\leq t}, p_{\leq t}, g_{\leq t})

+ \ln P (g_t | x_{\leq t}, p_{\leq t}, g_{\leq t})

- \ln Q (p_t, g_t | x_{\leq t}, p_{\leq t}, g_{\leq t})] \]  

(C.9)

We can see that this is now an per time-step cost function that we can optimise.

We now use add in our choice of distributions. First out generative distribution:

\[ Q(p_t, g_t | x_{\leq t}, p_{\leq t}, g_{\leq t}) = Q(p_t | x_{\leq t}, g_t) Q(g_t | x_{\leq t}, M_{t-1}, g_{t-1}) \]  

(C.10)

and now our recognition distribution:
\[ P \left( x_{\leq t}, p_{\leq t}, g_{\leq t} \right) = P \left( x_t \mid p_t \right) P \left( p_t \mid g_t, M_{t-1} \right) P \left( g_t \mid g_{t-1} \right) \]  

(C.11)

With \( M_{t-1} \) being the memory (stored in synaptic weights).

We can now simplify to the following:

\[
\mathcal{F} = \sum_{t=1}^{T} \prod_{\tau=t}^{t-1} \mathbb{E}_{Q(p_\tau, g_\tau \mid x_{\leq \tau}, p_{< \tau}, g_{< \tau})} \left[ \right. \\
+ \mathbb{E}_{Q(p_t, g_t \mid x_{\leq t}, p_{< t}, g_{< t})} \left[ \ln P \left( x_t \mid p_t \right) \right] \\
- \mathbb{E}_{Q(p_t, g_t \mid x_{\leq t}, p_{< t}, g_{< t})} \left[ \ln P \left( x_t \mid g_t \right) \right] \\
- D_{KL} \left( Q \left( p_t \mid x_{\leq t}, g_t \right) \parallel P \left( p_t \mid x_{< t}, g_t \right) \right) \\
- D_{KL} \left( P \left( g_t \mid x_{< t}, M_{t-1}, g_{t-1} \right) \parallel Q \left( g_t \mid x_{\leq t}, M_{t-1}, g_{t-1} \right) \right) \left[ \right]
\]  

(C.12)
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