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Abstract

Optical lattices make it possible to trap and coherently control large ensembles of ultracold atoms. They provide the possibility to create lattice potentials that mimic the structure of solid-state systems, and to control these potentials dynamically. In this thesis, we study how dynamical manipulations of the lattice geometry can be used to perform different tasks, ranging from quantum information processing to the creation of diatomic molecules.

We first examine the dynamical properties of ultracold atoms trapped in a lattice whose periodicity is dynamically doubled. We derive a model describing the dynamics of the atoms during this process, and compute the different interaction parameters of this model. We investigate different ways of using this lattice manipulation to optimise the initialisation time of a Mott-insulating state with one atom per site, and provide a scaling law related to the interaction parameters of the system.

We go on to show that entangling operations between the spin of adjacent atoms are realisable with optical lattices forming arrays of double-well potentials. We study the creation of a lattice containing a spin-encoded Bell-pair in each double-well, and show that resilient, highly-entangled many-body states are realisable using lattice manipulations. We show that the creation of cluster-like states encoded on Bell-pairs can be achieved using these systems, and we provide measurement networks that allow the execution of quantum algorithms while maintaining intact the resilience
of the system.

Finally, we investigate the possibility to create a diatomic molecular state and simulate Fermi systems via the excitation to Rydberg levels of ground-state atoms trapped in optical lattices. We develop a method based on symbolical manipulations to compute the interaction parameters between highly-excited electrons, and evaluate them for different electronic configurations. We use these parameters to investigate the existence of diatomic molecular states with equilibrium distances comparable to typical lattice spacings. Considering the possibility to excite atoms trapped in an optical lattice to Rydberg levels such that the electronic cloud of neighbouring atoms overlap, we propose a model describing their interactions and compute its parameters. If such systems were realised, they would allow the simulation of Fermi systems at a temperature much below the Fermi temperature, thus enabling the observation of quantum phenomena hitherto inaccessible with current technology.
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The first experiments involving atoms trapped in optical lattices were conducted in 1993 by Grynberg et al., followed by Hemmerich et al. at temperatures in the micro-kelvin range [1, 2]. The realisation of Bose-Einstein condensates in 1995 allowed experimentalists to dramatically lower the temperatures of these systems, which led to a series of groundbreaking experiments that continues to this date.

It was first discovered by Jaksch et al. that the motion of ultracold atoms in optical lattices is described by a Bose-Hubbard model, and that the interaction parameters of this model can be engineered by adjusting the parameters of the lasers used to create the lattice potential [3]. The experimental confirmation of these findings was realised by Greiner et al. in a seminal experiment, where a phase transition between the superfluid and Mott-insulating regimes—predicted by M. A. Fisher for systems described by the Bose-Hubbard model—was observed [4, 5]. Shortly after this first experiment, Greiner et al. also demonstrated the coherent nature of the dynamics of atoms trapped in such a setup [6]. Combined with measurement techniques (mainly via the measurement of the atomic cloud after ballistic expansion) that allow the state of the system to be probed, optical lattices loaded with ultracold atoms offer the very unique possibility to engineer, manipulate and observe the
many-body state of strongly interacting ensembles of atoms in an almost fully customisable lattice structure with low decoherence, a situation that atomic physicists could only dream of a couple of years ago.

The most remarkable feature of ultracold atoms trapped in optical lattices is their very long lifetime compared to the timescale of lattice manipulations. This characteristic renders these setups particularly attractive in the context of quantum information processing. Notably, Mott-insulating states where each site of the lattice is occupied by a fixed number of particles constitute a perfect quantum register, where information can be encoded on the long-lived, well-localised atoms (see e.g. Ref. [7]). A scheme aimed at accelerating the initialisation of such registers will be the subject of Chap. 3.

An obstacle towards the use of optical lattice setups to process quantum information is created by the difficulty in manipulating and moving atoms individually. This impairs the implementation of quantum computations via the circuit model, a model being based on the application of sequences of unitary operation on or between the qubits of a register, regardless of their relative location. Many different schemes have been proposed to circumvent this problem by using e.g. marker atoms, combining focused laser beams with microwave radiation to apply local operations, or by using auxiliary 1D lattices acting as quantum buses between registers [8–10]. However, optical lattice setups largely compensate this shortcoming by offering the possibility to perform (massively) parallel operations via global lattice manipulations. This enables the creation of easily scalable resource states which are useful for the implementation of quantum algorithms using the measurement-based quantum computation (MBQC) scheme [11–13]. In this scheme, computations are performed through a sequence of adaptive measurements on a highly-entangled initial resource state. The measurements are used to both imprint the input of the calculation on the resource state, and process it using a teleportation-inspired technique [14]. The
ability to produce resource states for MBQC using cold atoms trapped in an optical lattice was demonstrated in an experiment by Mandel et al., where a spin-dependent lattice was exploited to perform controlled collisions between neighbouring atoms that resulted in the creation of a highly-entangled one-dimensional state reminiscent of a cluster state [15, 16]. Although systems of ultracold atoms trapped in optical lattices are very good candidates for the implementation of measurement-based quantum computers, the realisation of the latter requires two crucial conditions, that are only partially met in optical lattice setups. First, the ability to perform highly-efficient single-site measurements. Second, the possibility to isolate the system from external sources of noise that may affect the coherence of the resource state. We will address this issue in Chap. 4, where we study the creation resource state and provide measurement networks that reduce the sensitivity of the system to certain types of external noise during the computation process.

In recent years, systems of ultracold atoms trapped in optical lattices have found applications in the context of the creation and manipulation of ultracold molecules. Even simple diatomic molecules are difficult to cool—the lowest temperatures attained using direct methods are of the order of 1 µK—and so it is often more advantageous to form molecules from the already ultracold atoms present in a BEC [17]. Molecules have a rich energy structure as a result of their vibrational and rotational degrees of freedom; they can interact more strongly than atoms at large distances, and they are generally very sensitive to their electromagnetic environment. Hence, ultracold molecules lend themselves particularly well to applications such as interferometry, precision measurements, the coherent control of molecule formation using electromagnetic fields, or even quantum computation (see e.g. Refs. [18–20]). Optical lattices constitute a tool of choice for enhancing the formation rate of diatomic molecules in ultracold quantum gases, as they allow pairs of atoms to be isolated and shielded from the detrimental collisions that usually occur in a gas. So far, the
main approach towards the creation of such molecules has consisted of initialising an optical lattice in a Mott-insulating state with two fermionic atoms per site, and turning these two atoms into a bosonic diatomic molecule using either Feshbach resonances, or photo-association (see e.g. Refs. [21, 22]). The resulting molecules have a lifetime of the order of a few tens of ms, a binding energy of the order of \( \sim 30 \text{ kHz} \) and they remain trapped in the lattice potential [23]. These techniques have been applied e.g. to the measurement of the lattice occupancy, and thermometry [24].

Another class of ultracold diatomic molecules, whose existence has only recently been predicted, are made out of atoms excited to Rydberg levels. The most famous of this new family of ultracold molecules, the trilobite molecule, is composed of a highly-excited atom and a ground-state atom that acts as a perturber. It possesses a large permanent dipole moment that could potentially facilitate its manipulation in applications, and very large spatial dimensions—of the order of a few thousands of Bohr radii [25, 26]. Another example of such molecules is formed from two distant Rydberg atoms that interact via dipole-dipole interactions [27]. The spatial dimensions of these molecules are even larger, of the order of \( 10^4 \) Bohr radii, and their exaggerated properties could be potentially useful for applications such as the high-precision measurement of weak electromagnetic fields, or vacuum fluctuations. However, their very weak binding energy makes them experimentally difficult to produce and observe in a gas. Although the use of an optical lattice to fix the distances between the atoms and isolate them from collisions would be desirable in this context, it is difficult since the equilibrium distance of such molecules is much larger than the typical lattice spacings. Overcoming this difficulty constitutes the motivation of the research presented in Chap. 6, where we propose a setup that allows the creation of ultra-large molecules composed of Rydberg atoms with overlapping charge distributions. These molecules have an equilibrium distance comparable to the typical lattice spacing, and comparatively greater binding energies.
By exploiting e.g. Feshbach resonances, spin-dependent lattice potentials or Raman transitions, it was shown that the dynamics of ultracold atoms trapped in optical lattices could be used to simulate a wide range of translationally-invariant Hamiltonians. Notably, theoretical proposals have shown that systems governed by Hamiltonians used to describe e.g. high-$T_c$ superconductivity, spin-spin interactions, or the fractional Hall effect can be realised using ultracold atoms trapped in optical lattices (see e.g. Refs. [28–30]). Rotating optical lattices even make it possible to simulate the effect of strong magnetic fields in a regime that is inaccessible in condensed-matter systems [31]. However, on the experimental side, the application of optical lattices for the quantum simulation of e.g. superconducting phases at high-temperature, is very challenging, due to the difficulty in cooling fermionic atoms below the Fermi temperature, which prevents the observation of such effects [32]. In the second part of Chap. 6, we will use some of the tools developed in the context of the evaluation of molecular potentials to compute the parameters of a Hubbard model describing the interactions between Rydberg atoms excited from ground-state atoms trapped in optical lattices. We will argue that these systems, if they were realised, would offer the possibility to observe exotic metallic phases or superconductivity at temperatures potentially much lower than the Fermi temperature.

**Thesis overview**

In this thesis, we will present three schemes that aim to overcome some of the shortcomings of optical lattices for initialising quantum registers, creating and using resilient resources for one-way quantum computation, and creating ultracold molecules with large spatial dimensions. These three schemes have in common that they involve the use of superlattices, a laser arrangement that allows the transformation of each lattice site into a double-well potential, and also the manipulation
of the potential barrier between sites.

- In Chap. 2 we present the main physical concepts behind the utilisation of laser light to trap and manipulate ultracold atoms in optical lattices. We present the superlattice setup, and explain why the dynamics of ultracold atoms trapped in such lattices is well described by a tight-binding model. We discuss some of the properties of Wannier functions, introduce a generalises definition of the latter, and present an algorithm aimed at maximising the localisation of Wannier functions in lattices of arbitrary geometry.

- In Chap. 3, we present a scheme to accelerate the initialisation time of a quantum register using a superlattice setup. We propose to initialise a lattice with a filling factor of a half, and to dynamically merge every second site of the lattice with its neighbour, which results in the creation of a Mott-insulating state—the quantum register—with a filling factor of one atom per site. We study this dynamical process numerically and analytically using a time-evolving block decimation algorithm and the Kibble-Zurek theory, respectively. We provide a relation between the interaction parameters of the system and the density of defects in the final state.

- In Chap. 4, we study the dynamics of a spinor-condensate trapped in an optical lattice. We show how to realise a lattice containing in each site a Bell state encoded on the spin-state of the atoms, and examine the possibility to perform exchange gates between spin-encoded qubits using superlattice manipulations. We propose use such manipulations to create many-body states containing a customised amount of entanglement. In the second part, we assume the possibility to perform single-qubit operations, and propose a scheme for creating a two-dimensional entangled state similar to an encoded cluster state that has the advantage of being resilient to collective dephasing noise.
We use a new formalism based on the use of a graphical notation to show that this state constitutes a resource for one-way quantum computations, and show that the resilience of this state to collective dephasing noise is not affected by the application of the measurements required to execute quantum algorithms.

- Chap. 5 is an introduction to the different concepts related to the calculation of diatomic molecular potentials. We also motivate the approach taken in the next chapter to compute the equilibrium position and bonding strength of spatially large diatomic molecules.

- In Chap. 6, we present a superlattice setup aimed at facilitating the creation of diatomic molecules with equilibrium distances comparable to typical lattice spacings. We introduce a method that allows the evaluation of diatomic molecular integrals involving the overlapping charge-density distributions of electrons in Rydberg states. We use a simple ansatz to approximate the wavefunction of molecular states expected to have an equilibrium distance of the order of typical lattice spacings, and evaluate their binding energies. We compute the interaction parameters of an ensemble of Rydberg atoms separated by distances comparable to the typical optical lattice spacing that have overlapping charge-density distributions. We argue that if such a system could be realised by e.g. exciting ground state atoms trapped in an optical lattice to highly-excited states, it would allow the simulation of Fermi-Hubbard Hamiltonians in a defect-less crystal, at temperatures much below the Fermi temperature. These systems would mimic the behaviour of electrons in metallic compounds, and hence facilitate the exploration of the requisite conditions for the emergence of e.g. exotic phase transitions or superconductivity.

- We summarise and conclude in Chap. 7.
CHAPTER 2

THE TOOLS OF THE TRADE.

In this chapter, we briefly explain the ideas and the physics behind the utilisation of laser light to trap large numbers of ultracold atoms in arrays of microscopic dipole traps, known as optical lattices. We present a laser configuration called a superlattice that we will use throughout this thesis, and explain how the single-particle dynamics of atoms trapped in such a lattice can be effectively described by a tight-binding model. We then introduce a generalised definition of Wannier functions that we use in the next chapter, and also present an algorithm that allows the optimisation of the localisation of Wannier functions for arbitrary lattice structures.

2.1 Bose-Einstein condensation

The first ingredient necessary to realise a system of ultracold atoms trapped in an optical lattice is a Bose-Einstein condensate (BEC). Unlike fermions, many identical bosonic particles can occupy the lowest single-particle state, in which case these particles are said to "condense" in the ground state. Einstein, in 1924, was the first to predict that below a critical temperature $T_c$, a finite fraction of the particles contained in an ideal Bose-gas will occupy the lowest energy state. The experimental effort aimed at creating a BEC in dilute gases dates back to 1980, but it was not until 1995 that advances in laser cooling techniques (see e.g. Ref. [33]) made it
possible to reduce the temperature of an ensemble of $^{87}\text{Rb}$ atoms below the critical temperature [34, 35]. The first realisations of a BEC were reported in Refs. [35, 36].

The mechanism of Bose-Einstein condensation can be understood from basic principles of quantum statistics. Here, we will briefly present the theory underlying the formation of BEC, and derive the definition of the critical temperature.

The number of bosonic particles occupying a single-particle state with energy $\varepsilon$ is $n(\varepsilon) = (\xi^{-1}e^{\beta\varepsilon} - 1)^{-1}$, where $\xi = e^{\beta\mu}$ is the fugacity with $\mu$ the chemical potential, $\beta = (k_B T)^{-1}$, $k_B$ is the Boltzmann constant, and $T$ is the temperature of the system. In a homogeneous, non-interacting (ideal) Bose-gas, the energy of a particle corresponds to its kinetic energy $\varepsilon_k = \hbar^2|k|^2/(2m)$, where $\hbar$ is the Planck constant, $m$ is the mass of the particle and $k$ its wave-number. The density of particles inside a volume $V$ is given by

$$\frac{N}{V} = \frac{1}{V} \sum_k (\xi^{-1}e^{\beta\varepsilon_k} - 1)^{-1} = \rho_0 + \rho_{\text{ex}},$$  \hspace{1cm} (2.1)$$

where $\rho_0 = (1/V)[\xi/(1 - \xi)]$ is the density of particle in the $k = 0$ state (so $\mu \leq 0$), and $\rho_{\text{ex}} = (1/V) \sum_{k \neq 0} (\xi^{-1}e^{\beta\varepsilon_k} - 1)^{-1}$ the density of particles in excited states. Using the fact that $(\xi^{-1}e^{\beta\varepsilon_k} - 1)^{-1} = \xi e^{\beta\varepsilon_k}/(1 - \xi e^{\beta\varepsilon_k})$, the density of particles with $k \neq 0$ can be recast into a geometrical series, which yields

$$\rho_{\text{ex}} = \frac{1}{\lambda_T^{3/2}} g_{3/2}(\xi),$$  \hspace{1cm} (2.3)$$

where $g_\alpha(\xi) = \sum_{i=1}^{\infty} \xi^i i^\alpha$ and $\lambda_T = [2\pi\hbar^2/(mk_B T)]^{1/2}$. The function $g_{3/2}(\xi)$ reaches its maximum value at $\xi = 1$ ($\mu = 0$) with $g_{3/2}(1) = 2.612$, which corresponds to the value for which the density of particles in the ground state diverges. Also, the maximum density of excited states for a given temperature $T$ is given by $\rho_{\text{ex}}^{\text{max}} = \ldots$
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As a consequence, when the density of particles is fixed to \( \rho_{\text{fix}} \), there exists a critical temperature \( T_c \) given by

\[
T_c = \left( \frac{\rho_{\text{fix}}}{2.612} \right)^{\frac{2}{3}} \left( \frac{2\pi \hbar^2}{mk_B} \right),
\]

below which the single-particle ground state becomes macroscopically occupied.

The presence of a BEC is indicated by a peak in the velocity distribution of the atoms around \( k = 0 \) (see Fig. 2.1). The typical critical temperature for a BEC of alkali atoms to occur in a dilute gas trapped in a (purely) magnetic trap is \( T_c \sim 100 \text{ nK} \). In the first experiment reporting the realisation of a BEC of \(^{87}\text{Rb}\) atoms, the condensation started at 170 nK for a density of \( 2.5 \times 10^{12} \) atoms per cubic centimetre [35], and the lifetime of the BEC was about fifteen seconds. Nowadays, the typical temperature achieved in experiments is of the order of a 10–100 nanokelvins.
2.2 Interactions between atoms in a dilute gas

A striking feature of dilute atomic vapours is that the distances between the atoms are very large compared to the range of their interactions. This observation makes it possible to consider that the dominant form of interactions in such gases is two-body encounters. This allows, along with the fact that collisions happen at very low energy, a drastic simplification of the form of the interaction operator between particles in a BEC.

For the sake of illustration, we consider here the scattering of two particles of mass $m_1$ and $m_2$, and assume that they are distinguishable and have no internal degrees of freedom. The wavefunction describing their relative motion satisfies a Schrödinger equation in relative coordinates with the mass equal to the reduced mass $m_r = m_1 m_2 / (m_1 + m_2)$. It has the form $\psi_S(r) \approx e^{ikr} + \psi_{sc}(r)$, which corresponds to the sum of an incoming plane wave with wavevector $k$ and a scattered wave, where $r = r_1 - r_2$ corresponds to the relative coordinate of the two atoms. At a large distance $r$ from the scattering centre, the outgoing wave has the form of a spherical wave, that is $\psi_{sc}(r) = e^{ikr} f(k, k')/r$, where $f(k, k')$ is the scattering amplitude, and $k'$ with $|k| = |k'| = k$ is the wavevector of the scattered wave.

Because the interaction potential is spherically symmetric, the solutions of the Schrödinger equation have an axial symmetry with respect to the direction of the incident particles [37]. This allows the expansion of $\psi_S(r)$ in terms of Legendre polynomials $P_l(\cos \theta)$

$$\psi_S(r) = \sum_{\ell=0}^{\infty} A_\ell P_\ell(\cos \theta) R_{k,\ell}(r),$$  

where $\theta$ is the scattering angle, i.e. the angle between $k$ and $k'$. The function $R_{k,\ell}(r)$ satisfies the radial equation

$$\left[ \frac{d^2}{dx^2} + \frac{2}{r} \frac{d}{dx} + k^2 - \frac{\ell(\ell + 1)}{r^2} - \frac{2m_r}{\hbar^2} V(r) \right] R_{k,\ell}(r) = 0,$$  

where $x$ is the relative coordinate of the two atoms.
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where $V(r)$ is the interaction potential [37]. For large inter-atomic separations, that is, far from the scattering centre, the radial functions become $R_{k,t}(r \to \infty) = (1/kr) \sin(kr - \frac{n}{2} \ell + \delta_t)$, where $\delta_t$ is a phase shift. The value of $\delta_t$ corresponds to the phase shift between an incoming wave and a scattered wave with a relative angular momentum $\ell$, and thus represents the effect of the potential on the scattered pair (see e.g. [38]). By expanding the plane wave $e^{ikr}$ in terms of Legendre polynomials, one finds that setting $A_t = i^{\ell}(2\ell + 1)e^{i\delta_t}$ allows the identification of $f(k, k')$ with $f_k(\theta) = \frac{1}{k} \sum_{\ell=0}^{\infty} (2\ell + 1)e^{i\delta_t} \sin \delta_t \cos(\theta)$ [38].

The number of terms to take into account in the sum of Eq. (2.5) to accurately represent the wavefunction $\psi_S(r)$ corresponds to the relative angular momentum $\ell$ of the colliding atoms. It can be approximated using the relation $\hbar \ell \simeq m_r v r_{\text{impact}}$, where $v$ is the relative velocity and $r_{\text{impact}}$ the impact parameter of the collision, that corresponds to the closest distance between the particles reached during the scattering process [33]. For a collision to happen, the impact parameter must be less than the range $r_{\text{int}}$ of the interaction, and so $\hbar \ell \leq m_r v r_{\text{impact}} = \hbar r_{\text{int}} / \lambda_{\text{dB}}$ using the De Broglie relation. Since the temperature in a BEC is extremely low, the De Broglie wavelength of the atoms is quite large, normally of the order of $\lambda_{\text{dB}}/(2\pi) \sim 100$ nm [33]. Therefore, we can restrict the definition of $\psi_S$ to its lowest-energy term ($\ell = 0$), which yields $f_k(\theta) = e^{i\delta_0} \sin \delta_0 / k$. In this case, the scattering process is said to be purely s-wave. Using the relation $\sigma = 4\pi |f_k(\theta)|^2$, the cross section $\sigma$ of the collision is given by $\sigma = 4\pi (\sin \delta_0 / k)^2$ [38]. For low-energy collisions, one can show that in general $\delta_0 = -k a_{sc} + O(k^2)$, where $a_{sc}$ is called the scattering length. For small velocities $k \to 0$ and the cross section becomes $\sigma = 4\pi a_{sc}^2$ and $|f_k(\theta)| = a_{sc}$.

Using the Green function $G(r)$ defined as $(\nabla + k^2)G(r) = \delta(r)$, the function $\psi_S(r)$, which is a solution of the Schrödinger equation, can be written in a recursive
The effective form of the interaction potential in real space is obtained by applying an inverse Fourier transform on both sides of Eq. (2.8). This eventually yields the very simple formula

\[ V(r_1 - r_2) = \left( \frac{2\pi a_{sc} \hbar^2}{m_r} \right) \delta(r_1 - r_2), \]  

(2.9)

where \( \delta(r) \) is the Kronecker delta function. Thus, the action of the interaction operator between particles in an ultracold, dilute gas is entirely specified by the scattering length. The scattering length is usually deduced from experimental data, and is of the order of \( a_{sc} \sim 100 a_0 \).

When considering the nuclear and electronic spin degrees of freedom of the particles, two-body scattering processes turn into a multichannel problem. In this case, the scattering length associated with a given collisional process depends on the initial and final internal states of the scattered particles. Collisions conserve the total spin of the pair, and as we will see in Chap. 4, interaction operators involving spinor
2.2. Interactions between atoms in a dilute gas

particles have the form of projection operators, and are characterised by different scattering lengths.

One remarkable feature of Eq. (2.9) is that the scattering length can be controlled, to a certain extent, using Feshbach resonances [37, 39–41]. The idea behind the utilisation of Feshbach resonances is based on the observation that when the energy of a scattered state is close to that of a bound state whose channel is closed, the phase shift—and thus the scattering length—between the incoming and outgoing wave of the scattered state is increased/reduced by an amount proportional to the inverse of the energy difference between the bound and scattered states [39]. This phenomenon is known as a Feshbach resonance, and it can be exploited to control the value of the scattering length by shifting the energy of a bound state close to that of a scattered state using a magnetic field $B$. One can show that the scattering length of a particle near a Feshbach resonance is given by

$$a_{sc}(B) = a_{bg} \left(1 + \frac{\Delta B}{B - B_0}\right)$$

where $a_{bg}$ is the value of the scattering length away from the resonance, $\Delta B$ is the width of the resonance, and $B_0$ is the magnetic field strength at the resonance. Feshbach resonances allow experimentalists to tune the strength of the interactions within a range that varies between atomic species. In some cases interactions can even be turned off, or their signs inverted, which allows, e.g. the formation of molecular condensates [42, 43].
2.3 Optical lattices

2.3.1 The physics of dipole traps

Consider a two level atom of mass \( m \), with an internal ground state \( |g\rangle \) and a first excited state \( |e\rangle \) associated with the energies \( \hbar \omega_g \) and \( \hbar \omega_e \), respectively, located in a loss-less cavity of volume \( V \). Its atomic Hamiltonian is given by

\[
\hat{H}_\text{at} = \frac{\hat{p}^2}{2m} + \frac{\hbar}{2}(\omega_e + \omega_g)\mathbb{I} + \frac{\hbar}{2}(\omega_e - \omega_g)\hat{\sigma}_z
\]

(2.11)

where \( \hat{p} \) is the momentum of the atom, \( \mathbb{I} = |g\rangle\langle g| + |e\rangle\langle e| \) is the unity operator associated with the internal degrees of freedom of the atom and \( \hat{\sigma}_z = |e\rangle\langle e| - |g\rangle\langle g| \). When a monochromatic electromagnetic field with a frequency \( \omega = 2\pi\nu \), and thus a wavelength of \( \lambda = 2\pi c/\omega \) and a wavevector \( k = 2\pi/\lambda \), is introduced into the cavity, its energy is described by the simple harmonic oscillator \( \hat{H}_f = \hbar \omega [\hat{a}^\dagger \hat{a} + (1/2)] \), where \( \hat{a}^\dagger \) is the creation operator of a photon. For convenience, let us define the ladder operators \( \hat{\sigma}_+ = |e\rangle\langle g| \) and \( \hat{\sigma}_- = |g\rangle\langle e| \). The interaction operator between the atom and the light field is given by \( \hat{H}_\text{af} = -\hat{d} \cdot \hat{\mathbf{E}}(\mathbf{r}) \), where \( \hat{d} \) is the dipole operator of the atom, and \( \hat{\mathbf{E}}(\mathbf{r}) \) is the operator of the electromagnetic field. This interaction operator is valid in the limit where the field does not vary very much over the size of the atom, that is, approximately in a region proportional to the size of the Bohr radius \( a_B \sim 52 \times 10^{-3} \text{ nm} \). Since the typical wavelength used in experiments is of the order of a few hundreds of nanometres, then \( a_B/\lambda \ll 1 \), and atom-light interactions can safely be described by \( \hat{H}_\text{af} \). In quantised form, the operator describing the electromagnetic field is given by

\[
\hat{\mathbf{E}}(\mathbf{r}) = i\mathbf{e} [\hat{a} W(\mathbf{r}) - \hat{a}^\dagger W^*(\mathbf{r})],
\]

(2.12)
where $\mathcal{E} = [\hbar \omega/(2\varepsilon_0 V)]^{1/2}$ with $\varepsilon_0$ the permittivity of free space, $W(r)$ is a mode function (e.g. for plane waves $W(r) = e^{-ikr}$ and for standing waves $W(r) = \sin kr$) and $e$ is a real field polarisation vector [44]. The dipole operator reads $d = \sum_{i,j=\varepsilon_g} d_{ij} |i\rangle\langle j|$, where $d_{ii} = 0$ and $d_{eg} = d_{ge} = -q \langle g | r | e \rangle$ with $q$ the charge of the electron. The atom-field Hamiltonian becomes

$$\hat{H}_{\text{at-f}} = \hat{H}_\text{at} + \hat{H}_I - i\hbar\kappa(\hat{\sigma}_+ + \hat{\sigma}_-)[\hat{a}W(r) - \hat{a}^\dagger W^*(r)],$$

(2.13)

where $\kappa = \mathcal{E}(d_{eg} \cdot e/\hbar)$. Using the operator

$$\hat{U}(t) = \exp \left\{ i \frac{(\omega_\varepsilon + \omega_g)}{2} \hat{a}^\dagger \hat{a} + \frac{1}{2} \omega_t t \right\},$$

(2.14)

the corresponding interaction picture Hamiltonian $\hat{H}_I = \hat{U}\hat{H}\hat{U}^\dagger + i\hbar\dot{\hat{U}}\hat{U}^\dagger$ is given by

$$\hat{H}_I = \frac{\hat{p}^2}{2m} + \frac{\hbar}{2} \Delta \hat{\sigma}_z - i\hbar\kappa(e^{i\omega_t} + e^{-i\omega_t})[\hat{a}W(r)e^{-i\omega_t} - \hat{a}^\dagger W^*(r)e^{i\omega_t}].$$

(2.15)

The transformation (2.14) removes the time-dependence of the operator products $\hat{a}^\dagger \hat{\sigma}_-$ and $\hat{\sigma}_+ \hat{a}$ [44], whilst making the last two non-energy conserving terms $\hat{a}^\dagger \hat{\sigma}_+$ and $\hat{\sigma}_- \hat{a}$ vary much more rapidly. The application of the rotating-wave approximation cancels the two non-conserving terms [44, 45], which yields the Hamiltonian

$$\hat{H}_I = \frac{\hat{p}^2}{2m} + \frac{\hbar}{2} \Delta \hat{\sigma}_z - i\hbar\kappa[\hat{a}W(r) - \hat{a}^\dagger W^*(r)],$$

(2.16)

where the detuning $\Delta = \omega_\varepsilon - \omega_g - \omega$ [44]. The Hamiltonian (2.16) couples the bare states $|g,n\rangle = |g\rangle |n+1\rangle$ to the states $|e,n\rangle = |e\rangle |n\rangle$, where $|n\rangle$ is an $n$ photon Fock state, thus conserving the number of excitations in the system.

If the detuning $\hbar|\Delta| \gg \hbar\kappa|W(r)|$, then the effect of interactions on the energy of the states $|g,n\rangle$ and $|e,n\rangle$ can be calculated using perturbation theory. In the first
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order, the atomic ground state \(| g, n + 1 \rangle^{(1)} = | g, n + 1 \rangle - (\kappa \sqrt{n + 1} W(r)/\Delta) | e, n \rangle\), and hence the probability of finding the atom in its ground state is given by \(P_g = \Delta^2/(\Delta^2 + (\kappa \sqrt{n + 1} W(r)/\Delta))^2 \approx 1\). Consequently, using projection methods, we can safely derive an effective Hamiltonian by adiabatically eliminating the excited state [46]. The projection of the Hamiltonian onto the manifold of the state \(| g, n \rangle\) yields, up to the second order, the effective Hamiltonian

\[
\hat{H}_g^{\text{eff}} = \frac{\hat{p}^2}{2m} + \hbar \frac{\Omega(r)^2}{\Delta} \hat{a}^\dagger \hat{a},
\]

(2.17)

where \(\Omega(r) = \kappa W(r)\) is the Rabi-frequency [46]. The effective Hamiltonian reveals that the presence of the light field shifts the energy levels of the atom, thus creating an energy potential proportional in strength to the field mode function \(|W(r)|^2\). This is the very principle behind the realisation of optical lattices.

An electromagnetic field in the form of a standing wave is obtained by the superposition of two counter-propagating laser beams aligned on the same axis. Let us consider a standing-wave along the \(x\)-axis with a field mode function \(W(r) = \sin kx\) whose state is described by a coherent state

\[
| \alpha \rangle = \exp(-|\alpha|^2/2) \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} | n \rangle,
\]

(2.18)

with average photon number \(\langle \alpha | \hat{a}^\dagger \hat{a} | \alpha \rangle = |\alpha|^2\). In such a field, the Hamiltonian \(\hat{H}_{\text{OL}}\) describing the motion of a ground state atom is given by

\[
\langle \alpha | \langle g | \hat{H}_g^{\text{eff}} | g \rangle | \alpha \rangle = \frac{\hat{p}^2}{2m} + \hbar \frac{\Omega(r)^2}{\Delta}
\]

(2.19)

\[
= \frac{\hat{p}^2}{2m} + \hat{V}_{\text{OL}}(r)
\]

(2.20)

\[
= \hat{H}_{\text{OL}}
\]

(2.21)
where \( \hat{\Omega}(r) = \sqrt{\langle n \rangle} \Omega(r) \) and \( V_{\text{OL}}(r) = V_0 \sin^2 kx \) with \( V_0 = \sqrt{\langle n \rangle} \hbar k^2 / \Delta \). It is customary (and convenient) to express the energy of the Hamiltonian \( \hat{H}_{\text{OL}} \) in units of the \textit{recoil energy} \( E_R = \hbar^2 k^2 / (2m) \). We consider that there is a large number of photons, and thus, since \( \Delta n \approx n - 1 \), we neglect the variations of the potential strength due to the variation of the photon number. If the detuning \( \Delta > 0 \) (blue detuned), the energy minima are located at the minima of the light intensity, whereas if \( \Delta < 0 \) (red detuning), the potential is attractive and the positions of the energy minima correspond to the places of maximum intensity.

In practice the atoms have many more than two levels, and thus the simplified picture presented above to describe the interactions of the atoms with a laser field may seem obsolete, as the actual potential felt by the ground state atoms should actually be proportional to the sum of the contributions from all their internal states. However, for alkali atoms in the limit of a far-detuned laser field, the main contribution to the potential typically comes from a single excited state, and so the two-level picture is quite appropriate.

For the atoms to be trapped in such a potential, their kinetic energy must be much smaller than the typical potential depth (~30 kHz), which requires very low temperatures such as those found in BECs. In order to trap ultracold atoms in an optical lattice, the atoms are first cooled down until they form a BEC, and then loaded into the optical potential by adiabatically switching on the laser field. Once the atoms are trapped in the lattice, their lifetime is proportional to the intensity of the laser, and the colour of the detuning. If we introduce a finite lifetime \( 1/\Gamma_e \) for the excited state\(^1\), the energy of ground state atoms becomes a complex quantity whose imaginary part is proportional to the rate of loss of ground state atoms [47]. This loss rate is \( \propto \hbar \Gamma_e \Omega(r)^2 / \Delta^2 \). Hence, it increases with the light intensity \( I \propto \mathcal{E}^2 \),

\(^1\)The quantity \( 1/\Gamma_e \) corresponds to the time for occupation of the excited state to be reduced by a factor of \( e \).
Figure 2.2. The superposition of several counter-propagating laser beams in different spatial directions creates intensity fields with a crystal-like structure. [image courtesy of Stephen Clark]

and decreases as $1/\Delta^2$, which allows the atoms to have a long lifetime even in deep optical lattices. Also, spontaneous emissions are larger in a red detuned lattice than in a blue detuned one [48]. Using typical parameters in experiments [49], one finds that the rate of loss of ground-state atoms is slow, e.g. of the order of minutes for a blue detuned lattice with $V_0 = 25E_R$.

2.3.2 Lattice geometries

The superposition of several pairs of counter-propagating laser beams in different directions creates lattice potentials in two and three dimensions (see Fig. 2.2). In the simplest 3D case, three pairs of orthogonal linearly polarised counter-propagating laser beams form the square potential

$$V_{OL}^{(\text{square})}(\mathbf{r}) = V_{0,x} \sin^2 k_x x + V_{0,y} \sin^2 k_y y + V_{0,z} \sin^2 k_z z,$$

(2.22)

where $V_{0,\gamma} (\gamma = x, y, z)$ is the amplitude and $k_\gamma$ the wavenumber of the standing wave oriented along the $\gamma$-direction. The lattice thus produced has a period $a_\gamma = \lambda_\gamma/2$ in the $\gamma$-direction.
In many respects, the situation of ultracold atoms trapped in 3D optical potentials resembles that of electrons interacting with the potential created by the ions of a crystal. Most lattice geometries found in crystals can be realised with optical potentials using different laser arrangements. For instance, the interference of three laser beams in the $xy$-plane can be used to create hexagonal lattices

$$V_{\text{OL}}^{\text{(hexagonal)}}(r) = \sum_{j=1,2,3} V_0 \sin^2(kx \cos \theta_j + ky \sin \theta_j) + V_{0,z} \sin^2 k_z z,$$  \hspace{1cm} (2.23)

where $\theta_1 = -\theta_3 = \pi/3$ and $\theta_2 = \pi$, or triangular lattices

$$V_{\text{OL}}^{\text{(triangular)}}(r) = 3 + 4 \cos(3kx/2) \cos(\sqrt{3}ky/2) + 2 \cos(\sqrt{3}ky) + V_{0,z} \sin^2 k_z z,$$  \hspace{1cm} (2.24)

such as those found in graphite or solid $^3$He structures, respectively (see e.g. Refs [50, 51]). In contrast to electrons in solids, however, ultracold atoms trapped in optical lattices evolve in an absolutely defect-less potential, in the absence of phonons, and the possibility to tune the laser parameters, such as the intensity or the laser geometry, offers many very desirable features that are not available in solid-state systems. For instance, by setting the potential barrier in one direction of space to a very large value, the motion of the particles in this direction is frozen out, which allows the realisation of effectively one- or two-dimensional systems. Also, very remarkably, the structure of the lattice can be modified dynamically. This allows the simultaneous manipulation of atoms trapped in the lattice, a feature that makes the optical lattice a system of choice in the context of quantum information processing (see e.g. Ref. [48]).

Throughout this thesis, we will use another laser arrangement called a superlattice that consists of a superposition of two laser beams with different wavelengths.
Figure 2.3. Profile of a superlattice potential along the x-direction with $V_{0,x} = 1E_R$ for (a) $s = 0$, (b) $s = 0.7$ and (c) $s = 1$.

\[
V_{OL}^{\text{super}}(r, s) = V_{0,y} \sin^2 k_{y,y} + V_{0,z} \sin^2 k_{z,z} - V_{0,x}[(1 - s) \sin^2(k_{x,L}x) + s \sin^2(k_{x,S}x)],
\]

(2.25)

where $k_{x,L} = 2\pi/\lambda_L$ and $k_{x,S} = 2\pi/\lambda_S$. The wavelengths are related by an integer factor of proportionality $\eta$ such that $\lambda_L = \lambda_S/\eta$, and the parameter $s$ controls the relative intensity of the two lasers. Starting with $\eta = 2$ and $s = 0$, progressively increasing the parameter $s$ turns the lattice potential into an array of double-well potentials until it recovers the shape of a sinusoidal lattice with a shorter periodicity for $s = 1$ (see Fig. 2.3).

Potentials of the same type as Eq. (2.25) have recently been implemented in a number of experiments (see e.g. [52, 53]). They offer the possibility to control interactions between neighbouring sites by raising or lowering the potential barrier separating them, and also to dynamically double the number of sites in a lattice, thus changing its filling factor. Sophisticated arrangements allow the selective manipulation of the potential barrier between neighbouring sites in the left/right or up/down directions of the plane, or to shift one side of the double-well before merging two sites into one [54–56]. Because they allow the control of the atomic interactions between neighbouring atoms in parallel, superlattices considerably extend the possibilities.
offered by optical lattices to engineer or manipulate the quantum state of large ensembles of atoms [32]. So far, superlattices have successfully been used to realise entangling operations between neighbouring atoms, and to engineer Heisenberg-type spin Hamiltonians [52, 55].

2.4 Single particle in optical (super-)lattices

Since the potential experienced by the atoms in an optical lattice is periodic, their energy levels exhibit a band structure [38, 57]. For simplicity, let us consider here the Hamiltonian (2.21) in the \(x\)-direction, the extension to the three-dimensional case being straightforward.

By virtue of the Bloch theorem, since \(V_{QL}(x) = V_{QL}(x + a_x)\) the eigenfunctions of the Hamiltonian (2.21) associated with the energy level \(n\) have the form of a plane wave multiplying a function with the periodicity of the lattice

\[
\psi_{n,q}(x) = e^{i qx} u_{n,q}(x),
\]

(2.26)

where \(u_{n,q}(x) = u_{n,q}(x + a_x)\), which in turn implies that

\[
\psi_{n,q}(x + a_x) = e^{i q a_x} \psi_{n,q}(x).
\]

(2.27)

The function \(\psi_{n,q}(x) = \langle x | \psi_{n,q} \rangle\) is called the Bloch function of the crystal, and \(u_{n,q}(x) = \langle x | u_{n,q} \rangle\) its associated Bloch orbital. The Bloch theorem introduces the vector \(q\), which is often called the crystal momentum, or quasi-momentum. However, it does not correspond to the particle momentum in the crystal, and must be seen as a quantum number characterising the translational symmetry of the lattice [57].

Introducing the condition \(u_{n,q}(x) = u_{n,q}(x + a_x)\) into the Schrödinger equation
yields the following equation for the Bloch orbitals

\[ \hat{H}_q u_{n,q}(x) = \varepsilon_q^{(n)} u_{n,q}(x) \quad (2.28) \]

\[ \left[ \frac{(\hat{p} + q)^2}{2m} + V_{\text{OL}}(x) \right] u_{n,q}(x) = \varepsilon_q^{(n)} u_{n,q}(x), \quad (2.29) \]

where \( \varepsilon_q^{(n)} \) is the energy associated with the Bloch function \( \psi_{n,q}(x) \). As a consequence of the translational invariance of the lattice potential, the energy levels \( \varepsilon_q^{(n)} \) form energy bands labelled by \( n \). Also, defining \( G_j = 2\pi j / a_x \), they have the property that \( \varepsilon_q^{(n)} = \varepsilon_q^{(n)} + G_j \) \( \forall j \), and thus it is sufficient to consider just those values of \( q \) inside the first Brillouin zone defined as \(-\pi / a_x < q < \pi / a_x\).

Because Bloch functions obey Eq. (2.27), they can always be written as a Fourier series in plane waves of the form

\[ \psi_{n,q}(x) = \sum_j e^{iqa_x j} w_n(x - ja_x) \quad (2.30) \]

for any fixed \( x \), where the functions \( w_n(x - ja_x) = \langle x | w_{n,j} \rangle \) are centred at site \( j \), and are orthogonal with respect to the band and site indices [58]. These functions are called Wannier functions, they form an orthonormal basis set, and will be described in more detail in the next section [57, 59].

Using Eqs. (2.30) and (2.28), the matrix elements of the Hamiltonian \( \hat{H}_q \) are given by

\[ (\hat{H}_q)_{nm} = \langle \psi_{n,q} | \hat{H}_q | \psi_{m,q} \rangle = \sum_j e^{iqa_j} \varepsilon(j)_{nm}, \quad (2.31) \]

where the matrix element \( \varepsilon(j)_{nm} = \langle w_{n,j} | \hat{H}_q | w_{m,0} \rangle \). When the Hamiltonian \( (\hat{H}_q^{\text{eff}})_{nm} = \sum_{j=\text{eff}} e^{iqa_j} \varepsilon(j)_{nm} \) resulting from the truncation of the sum in Eq. (2.31) reproduces accurately the band structure \( \varepsilon_q^{(n)} \), it corresponds to an effective single-particle Hamiltonian for the system. In the simplest case \( j = -1, 0, 1 \), the effective Hamil-
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Figure 2.4. First energy band of a square lattice for (a) $V_{0,x} = 1E_R$ and (b) $V_{0,x} = 10E_R$. The dotted lines denote the energy of the effective tight-binding Hamiltonian.

The effective tight-binding Hamiltonian is said to be tight-binding, since it only involves basis functions located in neighbouring sites.

Considering only one band, the effective tight-binding Hamiltonian yields an energy of the form $\varepsilon_q^{(n),\text{eff}} = E + 2J \cos a_x q$, where the parameters $E$ and $J$ correspond to the on-site energy of a particle, and $J$ to the hopping rate between two sites. In this case the hopping term corresponds to $[\varepsilon_{\pi/a_x}^{(n),\text{eff}} - \varepsilon_0^{(n),\text{eff}}]/4$, that is a quarter of the bandwidth. In Fig. 2.4, the exact energy of the first band of a square lattice is plotted alongside the energy of the effective tight-binding Hamiltonian with fitted parameters $E$ and $J$. The effective Hamiltonian reproduces the exact band structure very accurately for $V_{0,x} > 10E_R$.

The same cannot be said for the band structure associated with the superlattice potential (2.25). In Fig. 2.5a, we plot the two first energy bands associated with the potential (2.25) with $s = 0.9$ and compare it with effective energies of the form $\varepsilon_q^{(i),\text{eff}} = E_i + 2J_i \cos a_x q$. Even for $V_{0,x} = 10E_R$, the agreement between the exact and effective Hamiltonian is mediocre. This situation could be improved by including terms in the sum of Eq. (2.31) that involve matrix elements between basis states associated with more distant sites. Alternatively, the introduction in the definition of
2.5 Wannier functions

As we have stated in the previous section, Wannier functions form an orthonormal basis that allows the expansion of the Bloch functions of single particles in terms of localised wavefunctions. Thus, they constitute a set of choice to define the bosonic field operators used to derive the parameters of models describing many-
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body lattice problems (see e.g. Refs. [3, 48]). They are also essential for evaluating quantities such as quasi-momentum distributions from experimental data sets (see e.g. Refs. [60–62]).

In this section, we discuss the general properties of Wannier functions. We introduce a generalised definition of the latter that we will use in the next chapter to compute the parameters of a tight-binding model describing the dynamics of particles in a superlattice potential. In such models, the parameters related to the single-particle dynamics of the system can be fitted from the band-structure, and so the use of Wannier functions is only necessary to evaluate the matrix elements of two-particles interaction operator. We also present an algorithm based on the use of generalised Wannier functions that allows the evaluation of maximally localised functions for arbitrary lattice geometries.

2.5.1 Simple Wannier functions

The Wannier function (WF) associated with a site with position \( \mathbf{R} \) in a multidimensional crystal is defined as the Fourier transform of the crystal’s Bloch function

\[
w_n(\mathbf{r} - \mathbf{R}) = \frac{V}{(2\pi)^3} \int_{BZ} dq e^{-i\mathbf{q} \cdot \mathbf{R}} \psi_{n,\mathbf{q}}(\mathbf{r}),
\]

where \( BZ \) denotes the Brillouin zone, and \( V \) is the size of a unit cell of the lattice, e.g. \( V = a_x a_y a_z \) for a square lattice [63, 64] (see Fig. 2.6). In crystals, the position of the sites corresponds to the location of the atoms; in optical lattices, they correspond to the location of the field intensity minima for blue detuned optical lattices, and maxima for red detuned ones. In the following, we use the notation \( \langle \mathbf{r} | \mathbf{R} n \rangle = w_n(\mathbf{r} - \mathbf{R}) \), with \( \mathbf{R} \) the location of the “home” cell. As a consequence of the orthogonality of the Bloch functions \( \langle \psi_{n,q} | \psi_{n',q'} \rangle = \delta_{n,n'} \delta_{q,q'} \), WFs form an orthogonal set of basis functions with respect to both band and site indices, that
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Figure 2.6. 2D representation of the Wannier functions for the (a) lowest and (b) first-excited band of a 2D isotropic square lattice with \( V_{0,x} = V_{0,y} = 5E_R \).

is \( \langle R_n | R_{n'} \rangle = \delta_{n,n'} \delta_{R,R'} \). In analogy to the case of particles in free space, the Bloch function can be understood as the representation of a particle wave-function in (quasi-)momentum space. Hence, its Fourier transform, the WF, can be seen as the position representation of the particle’s wave-function in the lattice \[65\].

In spite of their rather simple definition, WFs have the peculiarity that they are not uniquely defined. Indeed, given a set of Bloch orbitals, an equally valid set is obtained by applying the transformation

\[
\psi_{n,q}(r) \rightarrow e^{i\phi_n(q)} \psi_{n,q}(r),
\]

where \( \phi_n(q) \) is a real function of \( q \). The choice of the phases \( \phi_n(q) \) does not affect the centre of WFs, but it does affect their localisation properties, by which we mean their spread. Therefore, the non-uniqueness of the definition of WFs forces us to
choose a convention for the phase, that is, to fix a definition for the WFs we want to use.

The convention that is most often used involves choosing the phase that produces the set of WFs that is the most localised, that is, the WFs with the smallest spread

\[ \Omega = \sum_n [(r_n^2) - (r_n^2)], \]  

where \( n \) runs over the different band indices of the WFs present in the basis set, and \( \langle \alpha \rangle_n = \langle R_n | \alpha | R_n \rangle \). This choice of phase clarifies the interpretation of WFs, as it assigns a well defined location to the particles evolving in the lattice. Also, the use of localised WFs allows the simplification of the models describing the particle dynamics in the lattice, as their use when evaluating interaction matrix elements favours local interactions. In the case of optical lattices, the well-localised WFs associated with the atoms produce on-site interaction terms that are at least 10^3 times greater (from \( V_0 = 5E_R \) in a square lattice) than nearest-neighbour interactions, which allows these terms to be neglected. Thus, the dynamics of the atoms in such setups is accurately described by the Bose-Hubbard model (see e.g. Refs. [3, 48]).

### 2.5.2 Approximations of Wannier functions

In the simple case of a square lattice, good approximations of the WFs can be obtained by expanding the lattice potential around its minima to second order [48]. This procedure yields an harmonic potential with frequency \( \omega_\gamma = \sqrt{4V_{0,\gamma}E_R/\hbar} \) \((\gamma = x, y, z)\), which makes it possible to equate the WF associated with the lowest band with the ground state wavefunction of the harmonic oscillator

\[ w_0(r - R) \approx \prod_{\gamma=x,y,z} \left( \pi a_0^2 \right)^{-1/4} e^{-\left(\frac{(r_\gamma - R_\gamma)^2}{2a_0^2}\right)}, \]
where \( a_{0,\gamma} = (m\omega, 2/\hbar)^{-1/2} \).

The utilisation of this approximation greatly simplifies the calculation of the system’s interaction parameters [3, 48]. Also, since the energy gap \( \Delta E_{\gamma} = \hbar \omega_{\gamma} \)
between levels is known, it provides a useful estimate of the gap between different energy bands of the lattice.

### 2.5.3 Comment on the nearsightedness of particles evolving in a lattice

If we take \( u_{n,q}(r) \approx u_n(r) \), then the WF centred at site \( \mathbf{R} = 0 \) is given by \( w_n(r) \approx u_n(r)[\sin(kr)/(kr)] \). This WF is identical to the Bloch orbital at \( \mathbf{R} = 0 \), and then decays rapidly into oscillations of decreasing amplitude proportional to \( \sim 1/r \). This decaying behaviour is very characteristic of WFs. In general, it can be shown that the decay properties of WFs are closely related to the analyticity properties of Bloch functions [63, 67].

For simplicity, let us consider a one-dimensional Fourier transform

\[
g(r) = \int_{-\infty}^{\infty} e^{iqr} g(q) dq,
\]

where \( g(q) \) is an integrable function. For instance, if \( g(q) \) is a piece-wise continuous function that is one in the interval \( k \in [-1, 1] \) and zero elsewhere, then the function \( g(r) = 2 \sin(r)/(r) \) decays proportionally to \( 1/r \). Using integration by parts, one finds after some algebra that

\[
r^{\ell+1} g(r) \leq (-i)^{-\ell} \int_{-\infty}^{\infty} e^{ikr} \left( \frac{\partial}{\partial k} \right)^\ell g(k) dk.
\]

This inequality indicates that if the \( \ell \)-th derivative of \( g(k) \) is continuous, then \( g(r) \)
will decay as \( \sim r^{-(\ell+1)} \). So in fact, the decay properties of Fourier transforms depend
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on how many derivatives of $g(q)$ are continuous [67].

It was shown that Bloch orbitals, as well as the band energy, are analytic functions of the quasi-momentum $q$ [63, 68]. Thus, WFs decay faster than algebraically, i.e. any power of $r$ [63, 67]. By convention, one then says that WFs decay exponentially, as opposed to algebraically, although at that point the notion of exponential decay does not mean that they decay strictly like an exponential function (see e.g. Figs. 2.7 and 2.8). In general, the amplitude of WFs cannot decay faster, whatever choice of phases $\phi_n(q)$, than an exponential function such that $|w_n(r)| \sim |r|^\alpha \exp(-h|r|)$ where $\alpha$ and $h$ are real numbers [64, 67, 69, 70].

2.5.4 Generalised Wannier functions

Using the definition of Eq. (2.32), one finds that the hopping rate of the particle between sites $R$ and $R'$ yields $\langle R_n | H_{OL} | R'_m \rangle = \delta_{nm} V \int_{\text{BZ}} dq e^{-i\varepsilon(q)(R-R')/\hbar \varepsilon_q^{(n)}}$. Consequently, since intra-band hopping terms are equal to zero, this definition of WFs does not allow the inclusion of off-diagonal matrix elements in the definition of the single particle Hamiltonian (2.31). More general WFs are obtained by using another gauge transformation involving the Bloch orbitals associated with different energy bands

$$u_{n,q}(r) \rightarrow \sum_m U_{mn}^{(q)} u_{m,q}(r),$$

where $U_{mn}^{(q)}$ is a unitary matrix that mixes the bands at wavevector $k$. The previous gauge (2.33) can be seen as a special case of Eq. (2.37) for a diagonal $U_{mn}^{(q)}$. Now the index $n$ of the generalised Bloch orbital (2.37) is no longer associated with a band, but with a given mixing of several bands. Also, because they involve several bands, hopping terms between generalised Wannier functions (GWFs) with different indices $n$ are allowed. This is a useful property, since as we have seen in Sec. 2.4, in the case of superlattices the accuracy of the tight-binding model is improved by the
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inclusion of intra-band hopping terms in the effective single-particle Hamiltonian. We will use GWFs to compute the matrix elements of two-body interactions in the next chapter where we derive a model describing the dynamics of ultracold atoms trapped in superlattices. We will see that the mixing matrices $U^{(q)}_{mn}$ associated with the GWFs can be related to the eigenvectors of the effective Hamiltonian of the system using a simple relation [71].

### 2.5.5 Optimisation of Wannier functions

When it is possible to separate the variables of the lattice potential, as in the case of the square lattice or superlattice potential we use in the next chapter, the WFs associated with the lattice can be written in the form $w_{n_x,n_y,n_z}(r) = w_{n_x}(x)w_{n_y}(y)w_{n_z}(z)$. The improvement of localisation of multidimensional WFs of this form is then facilitated by the fact that the WFs associated with each direction of space can be optimised separately using an algorithm described in Refs. [49, 66] based on the minimisation of the Berry curvature of the 1D band. For more sophisticated lattice geometries, the optimisation of WFs is more problematic. Such a method was recently proposed, and is based on the idea that GWFs can be used to minimise the spread (2.34) by appropriately choosing the elements of the matrices $U^{(q)}_{mn}$. It was originally published by Marzari et al. in Ref. [66] for the purpose of studying the electric polarisation of crystalline insulators, and more generally bond properties in crystals. We present this method below, and discuss some of its limitations.

This optimisation method is based on the first observation that the spread operator (2.34) can be expanded into two parts

$$
\Omega = \Omega_I + \tilde{\Omega},
$$

(2.38)
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where

\[ \Omega_l = \sum_n \left[ \langle r^2 \rangle_n - \sum_{\mathbf{R}, m} \langle \mathbf{R}m \mid r \mid 0n \rangle^2 \right]. \tag{2.39} \]

and

\[ \hat{\Omega} = \sum_n \sum_{\mathbf{R}m \neq 0n} \left| \langle \mathbf{R}m \mid r \mid 0n \rangle \right|^2. \tag{2.40} \]

It was shown that the first term is actually invariant to gauge transformations. In contrast, the second term of Eq. (2.38) is not. Also, since this term is positive definite, its minimisation leads automatically to a reduction of the spread.

However, the minimisation of \( \hat{\Omega} \) in real space is computationally very demanding. The key observation of Marzari et al. is that this minimisation can be carried out more easily in momentum space, for when sampling momentum space only the first Brillouin zone need be considered, which is comparatively easier to sample than even a restricted portion of real space. Using the relation

\[ \langle \mathbf{R}n \mid r \mid 0m \rangle = \frac{1}{V} \int dq \ e^{i\mathbf{q} \cdot \mathbf{R}} \langle u_{nq} \mid \nabla_q \mid u_{mq} \rangle \tag{2.41} \]

the spread operator \( \Omega \) can be recast in terms of integrals in \( q \)-space. The discretisation of this expression for the purpose of deriving an optimisation algorithm is obtained via the transformation

\[ \frac{V}{(2\pi)^3} \int dq \to \frac{1}{N} \sum_q, \tag{2.42} \]

where \( N \) is the number of cells in the system, and a discretised version of \( n \)-dimensional derivatives given by

\[ \nabla f(q) = \sum_b w_b [f(q + b) - f(q)], \tag{2.43} \]

where \( b \) is a vector connecting a \( q \)-point to one of its \( Z \) neighbours that satisfies the
The tools of the trade.

condition $\sum_b w_b b_\alpha b_\beta = \delta_{\alpha\beta}$ by an appropriate choice of weights $w_b$. For instance, in a cubic lattice $Z = 6$ and the weights are given by $w_b = 1/(2|b|^2)$. The discretisation of the spread operator involves sums of terms of the form $(u_{nq} | \nabla_q | u_{mq}) = \sum_b w_b b [M^{(q,b)}_{nm} - 1]$, where

$$M^{(q,b)}_{nm} = (u_{n,q} | u_{m,q+b}).$$

(2.44)

Consequently, once the spread operator has been expressed in discretised $q$-space, it can be reduced to a functional of the quantity $M^{(q,b)}_{nm}$.

The next observation made by Marzari et al. is that an infinitesimal gauge transformation given by

$$U^{(q)}_{mn} = \delta_{mn} + dW^{(q)}_{mn},$$

(2.45)

where $dW$ is an infinitesimal matrix $dW^\dagger = -dW$, modifies the value of the spread as a consequence of the fact that it transforms $| u_{n,q} \rangle \rightarrow | u_{n,q} \rangle + \sum_m dW^{(q)}_{mn} | u_{m,q} \rangle$ and hence the quantity $M^{(q,b)}_{nm}$. Using elements of matrix differential calculus, an expression relating the difference of the spread with respect to the matrix $dW$ was found to be

$$G^{(q)} = \frac{d\Omega}{dW^{(q)}} = 4 \sum_b w_b (A[R^{(q,b)}] - S[T^{(q,b)}]),$$

(2.46)

where $A[B] = (B - B^\dagger)/2$ and $S[B] = (B + B^\dagger)/(2i)$ are superoperators, $R^{(q,b)}_{mn} = M^{(q,b)}_{mn} M^{(q,b)\ast}_{nm} T^{(q,b)}_{mn} = q^{(q,b)}_{n,m} M^{(q,b)}_{nm} / M^{(q,b)}_{nn}$.

Eq. (2.46) is particularly remarkable, as it allows the use of a steepest descent algorithm to minimise the spread. Using Eq. (2.46), one step of the steepest descent algorithm transforms an initial matrix $W^{(q)}_0$ to $W^{(q)}_1 = W^{(q)}_0 + \epsilon G^{(q)}$ where $\epsilon = \alpha/(4w)$ is an infinitesimal positive number with $w = \sum_b w_b$ and $\alpha$ a parameter of the order of one. This provides an expression to update the infinitesimal matrix $dW^{(q)} \simeq \Delta W^{(q)} = \epsilon G^{(q)}$ in a way that decreases the spread. Indeed, using the
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Figure 2.7. Initial (dashed) and optimised WFs of the lowest band along the x-direction for a square lattice with $V_{0,x} = 10E_R$ using an initial set of Bloch orbitals that produces poorly localised WFs. Although the localisation procedure has converged within 0.01%, its effect is quite modest.

property of the trace of the matrix derivative $\text{tr}(A dX)/dX = A$ and $dW^\dagger = -dW$, one finds that the difference $d\Omega$ between the initial spread and the spread after one step is given by $d\Omega = -\epsilon \sum_q ||G^{(q)}||^2 < 0$ where $||X||^2 = \sum_{mn} |X_{mn}|^2$. Therefore, the application of one step of the steepest descent algorithm reduces the value of the spread, hence improving the localisation of the GWFs.

Starting with an initial set of Bloch orbitals $\{|\psi_{n,q}\rangle\}$, the tensor $M_{nm}^{(q,b)(0)}$ is evaluated and the initial mixing matrix is set to $U_{nm}^{(q)} = \delta_{mn}$. After each step of the steepest descent algorithm, the mixing matrices are updated as $U_{nm}^{(q)} \rightarrow U_{nm}^{(q)} \exp[\text{dW}^{(q)}]$, and the new set of $M_{nm}^{(q,b)}$ as $M_{nm}^{(q,b)} = U_{nm}^{(q)} \dagger M_{nm}^{(q,b)(0)} U_{nm}^{(q+b)}$. These steps are repeated until convergence is obtained. The initial set of Bloch orbitals has to be chosen such that its associated WFs are already well-localised within each site. It was reported in several places (see e.g. [59, 72]) that a good choice of initial functions facilitates the convergence of the algorithm.

When the energy bands are well separated, the particle dynamics is effectively described by considering only a single-band. In this situation, the above algorithm
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**Figure 2.8.** Initial (dashed) and optimised WFs of the lowest band along the $x$-direction for a square lattice with $V_{0,x} = 10E_R$ using an initial set of Bloch orbitals that produces already well-localised WFs.

can be simplified by taking

$$G^{(q)} = i4 \sum_b w_b \text{Im} \ln M^{(q,b)}$$

(2.47)

to generate maximally localised WF associated with a single-band in multiple dimensions. To illustrate the different features and limitations of the localisation algorithm, we have used Eq. (2.47) for the case of a two-dimensional square lattice. Since the variables of the square potential are separable, the 2D WF of the lowest band $w_0(x,y) = w_0(x)w_0(y)$ is equal to the product of two one-dimensional WFs that can be optimised separately. The 2D WFs thus obtained are optimally localised, and hence they are left unchanged by the localisation procedure. This allows comparison of the 2D WFs resulting from the localisation procedure starting from an initial set of Bloch orbitals producing less well-localised WFs. We have obtained the best results for a sampling of the $q$-space with $\Delta q = 2\pi/40$, and obtained a convergence of the spread operator within 0.01% after a few tens of steps of the steepest-descent procedure.

As reported in Ref. [72], the localisation algorithm applied to 2D WFs does not
always converge to the optimal solution for which $d\Omega$ vanishes, and its effect can therefore be modest. This problem is related to the nature of steepest-descent algorithm that can be trapped in local minima close to the optimal solution. Starting with an initial set of Bloch orbitals producing poorly localised WFs, we have experienced the same problem, and found that the algorithm converged to a non-optimal solution (see Fig. 2.7). In this case, the choice of the initial set of Bloch orbitals is essential, the best initial sets being those producing already well-localised WFs (see Fig. 2.8). Another issue related to the use of the localisation procedure is concerned with its sensitivity to different sampling of the $q$-space, and the value of the parameter $\alpha$. These points are discussed in Ref. [66], where it is asked whether higher-order finite-difference representations of $\nabla_q$ would improve this issue. However, the inclusion of higher-order terms increases the complexity of the algorithm, and makes it even slower. As suggested in Ref. [66], changing the value of the parameter $\alpha$ during the steepest-descent algorithm may improve the results and help to avoid false local minima, although this requires the implementation and testing of different strategies for different types of geometries and sampling, which is computationally demanding especially in higher dimensions or when considering many bands.

As a consequence of the different points discussed above, the utilisation of this localisation procedure proves difficult in the context of dynamical simulations, since it involves optimising the parameters of the algorithm for every change of lattice configuration. Hence, when the variables of the potential can be separated, it is more advantageous to consider products of optimally localised 1D WFs that are simpler to compute. However, it must be stressed that the localisation procedure from Marzari et al. remains a very useful tool when dealing with very sophisticated lattice geometries, for which already well-localised WFs cannot be found from first principles.
Fast initialisation of a high-fidelity quantum register using optical superlattices.
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We propose a method for the fast generation of a quantum register of addressable qubits consisting of ultracold atoms stored in an optical lattice. Starting with a half filled lattice we remove every second lattice barrier by adiabatically switching on a superlattice potential which leads to a long wavelength lattice in the Mott insulator state with unit filling. The larger periodicity of the resulting lattice could make individual addressing of the atoms via an external laser feasible. We develop a Bose-Hubbard-like model for describing the dynamics of cold atoms in a lattice when doubling the lattice periodicity via the addition of a superlattice potential. The dynamics of the transition from a half filled to a commensurately filled lattice is analysed numerically with the help of the Time Evolving Block Decimation algorithm and analytically using the Kibble-Zurek theory. We show that the time scale for the whole process, i.e. creating the half filled lattice and subsequent doubling of the lattice periodicity, is significantly faster than adiabatic direct quantum freezing of a superfluid into a Mott insulator for large lattice periods. Our method therefore provides a high fidelity quantum register of addressable qubits on a fast time scale.
Fast initialisation of a quantum register

Figure 3.1. (a) The initial profile of the lattice is associated with the value of $s = 1$. The periodicity of the lattice is then progressively doubled (b) until it reaches its final profile (c) associated with the parameter $s = 0$. The number of sites $M$ corresponds to the number of unit cells in the large lattice limit. By starting with a filling factor of $n = 1/2$, this procedure leads to a lattice with filling factor of $n = 1$.

3.1 Introduction

Systems of cold atoms trapped in optical lattices provide the unique opportunity to coherently manipulate a large number of atoms [48, 73, 74]. The remarkable degree of experimental control offered by these systems, as well as the possibility to use the internal hyperfine states of the atoms to encode qubits, make them particularly suited for quantum information processing (QIP). In this context, optical lattices in a Mott-insulating (MI) state with unit filling can be viewed as the realisation of a quantum register, and it is possible to collectively manipulate the qubits stored in such a register experimentally [11, 16]. However, in many quantum computing schemes based on neutral atoms stored in optical lattices the application of single qubit gates [74] or single qubit measurements [13] requires the ability to address single atoms with a focused laser beam. This remains experimentally challenging since these operations have to be performed without perturbing the state of other atoms in their vicinity.

A number of strategies have been proposed to circumvent this problem by using global operations [10, 75, 76], e.g. via “marker atoms” which are moved to a par-
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ticular lattice site and interact with the corresponding register qubit such that an external laser affects only that qubit [8]. Another way is simply to use a quantum register in which the atoms are distant enough such that they can be addressed individually by a laser. This method requires an optical lattice with filling factor \( n = 1 \) in the MI state with a sufficiently large distance between the atoms [77]. The initialisation time of a MI state is proportional to the tunneling time of the atoms between neighbouring sites. Therefore, by using the conventional method of quantum-freezing a superfluid (SF) state [5, 11, 78, 79], it scales exponentially with the lattice spacing [47, 80, 81].

In this paper we propose an alternative method to generate a long wavelength lattice with one atom per site in the MI state. Starting with a one dimensional lattice with a short period—and hence a short initialisation time—and filling factor \( n = 1/2 \) we remove every second potential barrier by adiabatically turning on a superlattice. This superlattice potential has already been experimentally realised [54, 82]. This procedure eventually leads to a long wavelength lattice in which the periodicity has been doubled and where the atoms are in a MI state with \( n = 1 \) (see figure 3.1). This scheme does not require changing the angles of the intersecting laser beams. Furthermore, we show that our method allows for the initialisation of a MI state with unit filling factor on a time-scale which, although scaling exponentially with the final lattice spacing, is approximately one order of magnitude smaller than the direct quantum-freezing method. Although we only consider the case of an homogeneous lattice, the results presented in this paper extend to the case of weak harmonic confinements, quartic [83] and box traps [84].

This paper is structured as follows: In Sec. 3.2 we introduce the model used to describe the system dynamics. In Sec. 3.3.1 we discuss ground state properties, particularly two-site correlation functions and quasi momentum distributions. Also, we present and discuss numerical results for the probability of staying in the ground
state during the transition depending on the speed of the ramping. In Sec. 3.3.2 we apply the analytical Kibble-Zurek theory and compare it with our numerical results. Finally, we summarise and conclude in Sec. 3.4.

3.2 Model

We consider a gas of interacting ultracold bosonic atoms loaded into a three dimensional optical lattice. The lattice is formed by pairwise orthogonal standing wave laser fields and its optical potential is given by [3]

\[ V_{\text{OL}}(r, s) = V_T [\sin^2(k_z) + \sin^2(k_y)] - V_S(x, s). \] (3.1)

Here \( V_T \) is the depth of the potential in the \( y \)- and \( z \)-directions created by pairs of lasers with wave number \( k = 2\pi/\lambda \), wave length \( \lambda \) and period \( a_T = \lambda/2 \). The extension to the case of different optical potentials in the \( y \)- and \( z \)-directions is straightforward. In the \( x \)-direction two pairs of laser beams with a long wavelength \( \lambda_L \) and short wavelength \( \lambda_S = \lambda_L/2 \) are applied. The potential in the \( x \)-direction is thus given by

\[ V_S(x, s) = V_0 (1 - s) \sin^2(k_L x) + V_0 s \sin^2(k_S x), \] (3.2)

with \( V_0 \) the depth of the lattice, \( k_L = 2\pi/\lambda_L \) and \( k_S = 2\pi/\lambda_S \). The depths of the potentials will be expressed in units of the recoil energy \( E_R = k_L^2/2m \) with \( m \) the mass of the atoms (taking \( \hbar = 1 \) throughout). The parameter \( s \in [0, 1] \) is determined by the relative intensities of the two pairs of lasers. By changing \( s \) from 1 to 0 the lattice profile is continuously transformed from a sinusoidal potential with a small period \( a_S = \lambda_S/2 \) to one with a long period \( a = \lambda_L/2 \), thus halving the number of lattice sites per unit length along the \( x \)-direction (see figure 3.1). The lattice
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constant $a$ corresponds to the size of a unit cell for $s < 1$. We refer to the lattice profile with parameters $s = 1$ and $s = 0$ as to the small lattice limit and the large lattice limit, respectively.

The Hamiltonian of the system in second quantisation reads

$$
\hat{H} = \int d\mathbf{r} \hat{\psi}^\dagger(\mathbf{r}) \hat{h}_0(\mathbf{r}) \hat{\psi}(\mathbf{r}) + \frac{g}{2} \int d\mathbf{r} \hat{\psi}^\dagger(\mathbf{r}) \hat{\psi}(\mathbf{r}) \hat{\psi}(\mathbf{r}) \hat{\psi}(\mathbf{r}),
$$

(3.3)

where $\hat{h}_0(\mathbf{r}) = -(1/2m)\nabla^2 + V_{OL}(\mathbf{r})$ is the one-particle Hamiltonian. The symbol $\mathbf{r} = (r, s)$ represents the position variable $r$ and lattice parameter $s$. The interaction between the atoms is modelled by $s$-wave scattering with $g = 4\pi a_s/m$ where $a_s$ is the $s$-wave scattering length. The bosonic field operators obey the usual commutation relations $[\hat{\psi}(\mathbf{r}), \hat{\psi}^\dagger(\mathbf{r}')] = \delta(\mathbf{r} - \mathbf{r}')$ with $\delta$ denoting the Dirac delta function.

We restrict our considerations to the case where $V_T$ is sufficiently large so that motion along the $y$- and $z$-directions is frozen. The dynamics of the system is then effectively one dimensional along the $x$-direction. As shown in figure 3.2a the two lowest bands of the Hamiltonian $\hat{h}_{0,x} = -(1/2m)(d/dx)^2 + V_S(x, s)$ are separated in energy by much less than the typical motional excitation energy $E_{ex} = \sqrt{4V_0E_R}$ [3] for values $s \approx 1$. Therefore, despite assuming that atoms loaded into the lattice are ultracold, we have to consider the two lowest Bloch bands in $x$-direction to obtain an accurate description of the atomic dynamics. However, excitations to higher bands in the $y$- and $z$-directions are neglected in our investigations since we assume that the temperature of the atomic cloud is $k_B T \ll E_{ex}$. We then expand the bosonic field operator as

$$
\hat{\psi}(\mathbf{r}) = \sum_{i=1}^M \phi_{a,i}(\mathbf{r}) \hat{a}_i + \sum_{i=1}^M \phi_{b,i}(\mathbf{r}) \hat{b}_i,
$$

(3.4)

where $M$ is the number of lattice sites and $\hat{a}_i^\dagger (\alpha = a, b)$ creates a particle in the

1To avoid any discontinuity, we work with a lattice periodicity of $a$ even in the case $s = 1$.

2The two lowest bands form two segments of the lowest Bloch band if a cell size of $a/2$ is used in the case $s = 1$. 
mode associated with the localised function \( \phi_{\alpha,i}(\vec{r}) \) centred at site \( i \). The mode functions \( \phi_{\alpha,i}(\vec{r}) = w_{\alpha,i}(x,s)W_{i,0}(y)W_{i,0}(z) \) are factorised into a product of well localised Wannier functions (WF) \( W_{i,0} \) of the lowest Bloch band in the \( y- \) and \( z- \)directions [57] and mode functions \( w_{\alpha,i}(x,s) \) in \( x- \)direction. The aim of the next section is to describe the single particle dynamics in the tight binding (TB) approximation. If we were to use Wannier functions for \( w_{\alpha,i}(x,s) \) this approximation would restrict our model to sinusoidal Bloch bands [59]. Because of the deviation of the lowest two bands from a sinusoidal dispersion relation (see figure 3.2a) when \( s \approx 1 \) we instead use generalised Wannier function (GWFs) for \( w_{\alpha,i}(x,s) \) (see 3.A for a detailed definition and a description of their properties) [66]. By exploiting the optimisation procedure described in 3.A we calculate GWFs \( w_{\alpha,i}(x,s) \) which are well localised at lattice sites \( i \). Typical shapes of GWFs and the effects of optimising their localisation are shown in figure 3.3. We note that these GWFs are in general composed of superpositions of Bloch orbitals of both bands and are not related to Wannier functions by a local transformation. Only when \( s \approx 0 \) the \( w_{\alpha,i}(x,s) \) are equivalent to the Wannier functions of the first and the second Bloch band, respectively. Finally, they are always (anti-)symmetric with respect to the centre of the lattice site \( i \) for \( \alpha = a \) (\( \alpha = b \)).

\section{3.2.1 Single-particle Hamiltonian}

Inserting the approximate field operator equation (3.4) into the first term of equation (3.3) yields the single-particle part of the Hamiltonian in terms of \( \hat{a}_i^\dagger \) and \( \hat{b}_i^\dagger \). Applying the tight binding approximation, which amounts to keeping only nearest-
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Figure 3.2. Band structure along the $x$-direction in (a) the small and (b) large lattice limit for $V_0 = 10E_R$. The points represent the values of $q$ for $q = 0, \pi/a, \pi/2a$. The value of $\varepsilon_{\alpha,q}$ correspond to the energy of single-particles with momentum $q$ in the $\alpha$-th Bloch band. In the small lattice limit, the two first Bloch bands are connected.

Figure 3.3. (a) Optimised (thick line) and non-optimised (dashed line) GWFs associated with the first mode for $V_0 = 30E_R$ and the lattice profiles $s = 1$. The area between the optimised and non-optimised mode functions is shaded in order to illustrate how the localisation procedure reduces the spread of the optimised function. (b) The square of the mode functions for $V_0 = 30E_R$ and $s = 1$. By combining the mode functions shown in (b), we can construct two new mode functions corresponding to particles localised in either the left (c) or the right (d) well of a given site.
neighbour hopping terms, the single-particle Hamiltonian can be approximated by

\[ \hat{H}_0(s) = \sum_{i=1}^{M-1} \left( J_{bb}(s) \hat{b}_i \hat{b}_{i+1} - J_{aa}(s) \hat{a}_i \hat{a}_{i+1} + \text{h.c.} \right) \\
+ \sum_{i=1}^{M-1} \left( J_{ba}(s) \hat{b}_i \hat{a}_{i+1} - J_{ab}(s) \hat{a}_i \hat{b}_{i+1} + \text{h.c.} \right) \\
+ \sum_{i=1}^{M} \left( V_a(s) \hat{a}_i^\dagger \hat{a}_i + V_b(s) \hat{b}_i^\dagger \hat{b}_i \right), \tag{3.5} \]

where

\[ J_{\alpha\beta}(s) = \int dx w_{i,i}^\ast(x,s) \hat{h}_{0,x}(s) w_{\beta,i+1}(x,s), \tag{3.6} \]

is the hopping matrix element between neighbouring sites along the \( x \)-axis and

\[ V_{a}(s) = \int dx w_{a,i}^\ast(x,s) \hat{h}_{0,x}(s) w_{a,i}(x,s), \tag{3.7} \]

is the local on-site energy of a particle in mode \( a \). Note that hopping between modes \( a \) and \( b \) within one site is not allowed by the symmetry properties of the GWFs. However, the inclusion of non-zero hopping matrix elements \( J_{ab} \) and \( J_{ba} \) is essential to accurately reproduce the single particle behaviour of the full Hamiltonian (3.3). The symmetry properties of WFs would not allow the inclusion of these terms [59].

For periodic boundary conditions, the parameters \( V_{a} \) and \( J_{\alpha,\beta} \) can be found from the band structure without explicit calculation of the mode functions (see 3.B). The numerical values of \( V_{a} \) and \( J_{\alpha,\beta} \) for \( V_0 = 30E_R \) are shown in figure 3.4a. Using these parameters, we find that \( \hat{H}_0(s) \) very accurately reproduces the band structure of the exact Hamiltonian for all values of \( s \), thus justifying the utilisation of the TB approximation and the corresponding GWFs.
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Figure 3.4. Parameters of the effective Hamiltonian $\hat{H}_{\text{eff}}$ as functions of $s$ for a lattice depth of $V_0 = 30E_R$ and $V_T = 60E_R$ with $\tilde{a} = a a^\dagger$. The hopping matrix elements (a) have been calculated using the method described in 3.B, while the on-site interaction energies (b) are calculated using optimised GWFs.

3.2.2 Interaction Hamiltonian

To calculate the interaction matrix elements of $\hat{H}$ the explicit form of the localised GWFs is needed. We find that for $V_0 > 10E_R$, off-site interaction terms are at least two orders of magnitude smaller than on-site interactions. We therefore only keep the dominant on-site terms and find the interaction Hamiltonian $\hat{H}_I$

$$\hat{H}_I(s) = \sum_{i=1}^{M} \frac{U_{aa}(s)}{2} \hat{n}^a_i \left( \hat{n}^a_i - 1 \right) + \frac{U_{bb}(s)}{2} \hat{n}^b_i \left( \hat{n}^b_i - 1 \right)$$

$$+ \sum_{i=1}^{M} \frac{U_{ab}(s)}{2} \left( 4\hat{n}^a_i \hat{n}^b_i + \hat{b}^\dagger_i \hat{b}^\dagger_i \hat{a}^\dagger_i \hat{a}_i + \hat{a}^\dagger_i \hat{a}_{i} \hat{b}_{i} \hat{b}_{i} \right), \quad (3.8)$$

where $\hat{n}^a_i = \hat{a}^\dagger_i \hat{a}_i$ and $\hat{n}^b_i = \hat{b}^\dagger_i \hat{b}_i$ are the site-occupation number operators. The on-site interaction matrix elements are given by

$$U_{\alpha,\beta}(s) = g \int d\mathbf{r} \, w^*_{\alpha,i}(\mathbf{r}) \, w^*_{\beta,i}(\mathbf{r}) \, w_{\alpha,i}(\mathbf{r}) \, w_{\beta,i}(\mathbf{r}). \quad (3.9)$$

The numerical values of $U_{\alpha,\beta}$ as a function of the lattice profile $s$ are shown in figure 3.4b. Figure 3.4b shows that their values become equal as $s \to 1$ for sufficiently
Combining the single- and two-particle contributions the effective Hamiltonian describing the system dynamics is given by

\[ \hat{H}_{\text{eff}}(s) = \hat{H}_0(s) + \hat{H}_I(s). \]  

(3.10)

By using \( \hat{H}_{\text{eff}}(s) \) for \( s \) varying in time we implicitly assume that the system adiabatically follows changes in the mode functions \( w_{\alpha,i} \). For all dynamical calculations carried out in this work we have carefully chosen the time dependence of \( s \) so that such non-adiabatic contributions can safely be neglected.

### 3.2.3 Limiting cases

In the small lattice limit \( (s = 1) \), the superpositions \( \varphi_{L,i} = (w_{a,i} - w_{b,i})/\sqrt{2} \) and \( \varphi_{R,i} = (w_{a,i} + w_{b,i})/\sqrt{2} \) correspond to mode functions localised in the left and in the right well of site \( i \) respectively (see figure 3.3c and 3.3d). The associated bosonic operators are defined by

\[ \hat{c}_{L,i}^\dagger = \frac{1}{\sqrt{2}}(\hat{a}_{i}^\dagger - \hat{b}_{i}^\dagger), \quad \hat{c}_{R,i}^\dagger = \frac{1}{\sqrt{2}}(\hat{a}_{i}^\dagger + \hat{b}_{i}^\dagger). \]  

(3.11)

Given that the new mode functions are sufficiently localised within each well, the parameters of \( \hat{H}_{\text{eff}} \) for \( s = 1 \) can be written as

\[ V_a = E - J, \quad V_b = E + J, \quad J_{\alpha,\beta} = J/2, \quad U_{\alpha,\beta} = U/2, \]  

(3.12)

where \( J = \int \! dx \varphi_{R,i}^* \hat{h}_{0,x} \varphi_{L,i+1} \), \( E = \int \! dx \varphi_{L,i}^* \hat{h}_{0,x} \varphi_{L,i} \) and \( U = g \int \! dx |\varphi_{R,i}|^4 \). Notice that the parameters shown in figure 3.4 are consistent with these equations. Expressing the Hamiltonian (3.10) in terms of the operators \( \hat{c}_{\alpha,i}^\dagger \) \((\alpha = L, R)\) and using
the parameters (3.12) we find that

\[ H'_\text{eff} = -J \sum_{i'=1}^{2M-1} \hat{c}_{i'}^\dagger \hat{c}_{i'+1} + \text{h.c.} + E \sum_{i'=1}^{2M} \hat{c}_{i'}^\dagger \hat{c}_{i'} + \frac{U}{2} \sum_{i'=1}^{2M} \hat{c}_{i'}^\dagger \hat{c}_{i'} \hat{c}_{i'}^\dagger \hat{c}_{i'}, \]  

(3.13)

where

\[ \hat{c}_{i'}^\dagger = \begin{cases} \hat{c}_{L,i'}^\dagger, & \text{if } i \text{ odd,} \\ \hat{c}_{R,i'}^\dagger, & \text{if } i \text{ even.} \end{cases} \]  

(3.14)

Therefore, as expected, \( H_{\text{eff}}(s = 1) \) is equivalent to the one-band Bose-Hubbard model (BHM) [3] with 2\( M \) sites.

The mode functions keep their symmetry with the two peaks moving towards the centre of the cell when \( s \) is decreased. When \( s \approx 0 \) is reached \( w_{a,i}(x, s) \) and \( w_{b,i}(x, s) \) are equivalent to the Wannier functions of the first and the second Bloch band, respectively. In this limit we obtain a standard two band Bose-Hubbard model for \( M \) sites.

### 3.3 Time-scale for the preparation of the quantum register

In this section we present numerical as well as analytical results characterising the ground state properties of the system and the time-scale necessary to initialise the quantum register.

#### 3.3.1 Numerical results

The numerical calculations have been carried out using both the exact matrix representation of the Hamiltonian \( \hat{H}_{\text{eff}} \) and the Time-Evolving Block Decimation (TEBD) algorithm (see 3.C for details).
We have evaluated the ground state and dynamical properties of our system for two different values of $g$ corresponding to different interaction regimes. These values have been chosen such that in the large lattice limit (with filling factor $n = 1$) the ground state is a Mott-insulator state for $g_1$ and $g_2$ with $J_{aa}/U_{aa} < 0.3$ [85]. In the small lattice limit, $g_1$ and $g_2$ produce ground states corresponding to a strongly interacting Tonks-Girardeau (TG) gas ($U/J = 215$) and a superfluid ($U/J = 7$), respectively.

**Ground states properties**

In the large lattice limit, the ground state $|\psi_{0,L}\rangle$ of the system is populated exclusively by particles in the lowest Bloch band, i.e. $a$-mode particles. Therefore, in this limit, we only consider the one-particle density matrix given by

$$\rho_{ij}^L(\psi) = \langle \psi | \hat{a}_i^\dagger \hat{a}_j | \psi \rangle, \quad (3.15)$$

where $|\psi\rangle$ is the state of the system. The quasi-momentum distribution of particles in the $a$-mode is given by [86]

$$n_q^L(\psi) = \frac{1}{M} \sum_{i,j=1}^{M} e^{-iqa(i-j)} \rho_{ij}^L(\psi). \quad (3.16)$$

As expected, in this limit and for commensurate filling $n = 1$ the ground state is a Mott-insulator for both values of $g$ (see figures 3.5a–d). The quasi-momentum distributions show that in this limit particles are uniformly distributed in the first band (see figures 3.5a and 3.5c).

In the small lattice limit, the one-particle density matrix is given by

$$\rho_{ij'}^S(\psi) = \langle \psi | \hat{c}_i^\dagger \hat{c}_{j'} | \psi \rangle, \quad (3.17)$$
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Figure 3.5. Ground state one-particle density matrix and quasi-momentum distribution for $M = 12$ lattice sites and the parameters of figure 3.4. The figures (a–d) correspond to the large lattice limit and the figures (e–h) to the small lattice limit. The quasi-momentum distribution (a), (e) and one-particle density matrix (b), (f) are for $g = g_1$. The quasi-momentum distribution (c), (g) and one-particle density matrix (d), (h) are for $g = g_2$. 
where the operators $\hat{c}_i^\dagger$ are constructed from the $\hat{a}_i^\dagger$ and $\hat{b}_i^\dagger$ operators using the transformations (3.11). The quasi-momentum distribution is given by

$$n_q^S(\psi) = \frac{1}{2M} \sum_{i',j'=1}^{2M} e^{-iq\frac{3}{2}(i'-j')} \rho_{i',j'}(\psi).$$

(3.18)

In this limit (with filling factor $n = 1/2$), the characteristics of the ground state $|\psi_{0,S}\rangle$ depend on the value of $g$. For $g = g_1$, the ratio $U/J = 215$ and the ground state's correlations as well as the quasi-momentum distributions (see figures 3.5e–f) are characteristic of a TG gas (see e.g. [87] and references therein). The value $g = g_2$ yields the ratio $U/J = 7$ and the system exhibits the behaviour of a superfluid (see figures 3.5g–h), with particles occupying mainly the $q = 0$ momentum state. Notice that one-dimensional systems described by the BHM with a fixed filling factor $n = 1$ cross the MI-SF phase boundary at the critical point $(J/U)_c \approx 0.3$ [85]. Thus, in our case the superfluid behaviour of the system in the small lattice limit is due to the fractional filling of the lattice.

**Simulation of the dynamics**

Starting from a system with half-filling and a lattice profile $s = 1$, we investigate the time-scale required to obtain a nearly perfect MI state—or quantum register—with filling factor $n = 1$ by ramping the lattice profile down to $s = 0$. The quality of the register is determined by the fidelity

$$F = |\langle \psi | \psi_{0,L} \rangle|^2,$$

(3.19)

defined as the overlap between the state of the system $|\psi\rangle$ at the end of the ramping process and the ground state in the large lattice limit $|\psi_{0,L}\rangle$. Furthermore, we
Figure 3.6. Dynamical simulation of $\hat{H}_{\text{eff}}$ using the parameters shown in figure 3.4 for two different values of $g$. The ramping strategies $s_{\text{gap}}$ and $s_{\text{man}}$ are shown in figure 3.7a. Simulation results for the fidelity and particle-number fluctuations using: (a–b) a linear ramp and $g = g_1$; (c–d) a linear ramp and $g = g_2$; (e–f) the ramp $s_{\text{gap}}$ and $g = g_1$; (g–h) the ramp $s_{\text{man}}$ and $g = g_2$. The vertical lines indicate the value of the particle tunneling time ($t_{\text{tun}} \sim 1/J_{aa}$) in the large lattice limit.
calculate the fluctuations of the number of particles in the a-mode at site $i$

$$\Delta n_{a,i} = \sqrt{\langle (\hat{n}_i^a)^2 \rangle - \langle \hat{n}_i^a \rangle^2},$$  \hspace{1cm} (3.20)

where $\langle \circ \rangle = \langle \psi | \circ | \psi \rangle$. Since particle-number fluctuations are suppressed in a MI state, non-zero fluctuations indicate the presence of excitations, such as double occupancies or particles in the second band, in the final state.

We test different ramps by simulating the system dynamics between $t_i = 0$ to $t_f = \tau_Q$ where $\tau_Q$ is the ramping time (the time required to complete the ramping process from $s = 1$ to $s = 0$). Here, each ramp $\sigma$ corresponds to a function $s = s_\sigma(t)$ varying from $s_\sigma(0) = 1$ to $s_\sigma(\tau_Q) = 0$.

For linear ramping we use $s_{\text{lin}}(t) = (\tau_Q - t/E_R)/\tau_Q$. The fidelity and particle-number fluctuations obtained using this strategy for different quench times and $g = g_1$ and $g = g_2$ are shown in figures 3.6a–d. The linear ramp is shown in figure 3.7a.

Another ramping strategy we use consists of adapting the velocity of the ramp proportionally to the energy gap between the ground and the first excited state. This ramp is denoted by $s_{\text{gap}}(t)$. We evaluate the ramp function $s_{\text{gap}}(t)$ numerically (see 3.D) for a system with $M = 4$ sites and $V_0 = 30E_R$. The ramp $s_{\text{gap}}(t)$ for $g = g_1$ is shown in figure 3.7a. We expect this ramping strategy to be more efficient than the linear one, since accelerating the ramp when the gap is large while slowing it down when the gap is small should suppress transitions of particles to excited levels. Our numerical calculations have shown that when $g = g_1$, the utilisation of this ramp does indeed reduce the quench time needed to obtain a nearly perfect fidelity to a half of the tunneling time in the large lattice limit (see figure 3.6e–f).

For $g = g_2$, we find that compared to $s_{\text{lin}}(t)$, this strategy only marginally improves the fidelity.
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Figure 3.7. (a) Different ramps used in our numerical calculations. (b) Transition probability between the ground and the first (labeled by $e$) and second (labeled by $2e$) excited states as a function of time for the ramps $s_{\text{lin}}$ and $s_{\text{man}}$. The transition probabilities have been calculated via the exact diagonalisation of $\hat{H}_{\text{eff}}$ for $M = 4$ and a quench time of $\tau_Q = 20/E_R$.

In order to reduce the time required to obtain a given fidelity for $g = g_2$, a more sophisticated ramping strategy is needed. In the following, we provide a simple method to estimate the efficiency of different ramps without running a complete dynamical simulation of the system. The transition probability between the ground and some excited state $|k\rangle$ at time $t$ for a ramp $\sigma$ is approximately given by [88]

$$P_{0k}^{\sigma}(t) \approx \frac{2}{\omega_{0k}^2} \left|\langle 0 | \frac{d}{dt} | k \rangle \right|^2 [1 - \cos(\omega_{0k}t)], \quad (3.21)$$

where $|k\rangle = |k(\sigma, t)\rangle$ is the $k$-th instantaneous eigenstate of $\hat{H}_{\text{eff}}(s_{\sigma}(t))$ and $\omega_{0k}$ is the transition frequency between the ground state and $|k\rangle$. Therefore, the assessment of the efficiency of a ramp can be done by evaluating the functional

$$A(\sigma, \tau_Q) = \frac{1}{\tau_Q} \sum_k \int_0^{\tau_Q} dt P_{0k}^{\sigma}(t), \quad (3.22)$$

where the index $k$ runs over all the values associated with levels connected to the

\footnote{Note that neglecting non-adiabatic changes of the GWFs does not correspond to $P_{0k}^{\sigma}(t) = 0$ at all times.}
ground state. The functional $A(\sigma, \tau_Q)$ corresponds to the average transition probability per unit time for a given strategy $\sigma$ and quench time $\tau_Q$. We calculate the value of the functional $A(\sigma, \tau_Q)$ numerically via exact diagonalisation of $\hat{H}_{\text{eff}}$ for a small system. This method allows to optimise ramps by minimising the value of $A(\sigma, \tau_Q)$. The optimised ramp for a small system is then used in the simulation of larger systems. For instance, the strategy $s_{\text{man}}(t)$ shown in figure 3.7a was designed and optimised manually using this method. For $g = g_2$, we find that $A(\text{lin}, \tau_Q)/A(\text{man}, \tau_Q) \approx 2.3$ for $\tau_Q = 20/E_R$ (see figure 3.7b), thus showing the better efficiency of the strategy $s_{\text{man}}(t)$ compared to $s_{\text{lin}}(t)$. As shown in figure 3.6, dynamical simulations of the system with $g = g_2$ confirm that this strategy reduces the time required to obtain a given fidelity.

For systems initially in the superfluid regime ($g = g_2$), the fidelity curves exhibit small oscillations (see figure 3.6e). These can be understood from time-dependent perturbation theory as oscillations occurring when some of the frequencies involved in the Fourier decomposition of the perturbation Hamiltonian enter into resonance with system frequencies. This is expected since superfluids have a dense spectrum at low energies and are therefore likely to enter into resonance with one of the frequencies of the perturbation Hamiltonian [89]. Hence, the amplitude of the oscillations in the fidelity curve associated with a ramping strategy $s_1(t)$ should be smaller than those associated with a ramping strategy $s_2(t)$ if $A(1, \tau_Q) < A(2, \tau_Q)$ for all $\tau_Q$. This is what is observed from our numerical simulations (see figures 3.6f-h).

The quasi-momentum distribution of the particles in the $a$-mode at the end of the different ramping processes for a system with $g = g_1$ are shown in figure 3.8. For the linear ramp, the quasi-momentum distribution of particles shown in figure 3.8a does not correspond to that of a MI state for the quench times considered. In contrast, for the ramp $s_{\text{gap}}$, the quasi-momentum distribution becomes approximately flat for quench times of $\tau_Q > 200/E_R$. Even for the fastest ramps, we find that the
Figure 3.8. The quasi-momentum distributions at the end of a ramp for a system of $M = 12$ sites using the parameters shown in figure 3.4 for $g = g_1$. (a) $s_{\text{lin}}$; (b) $s_{\text{gap}}$. 
occupation of the $b$-mode is less than 2% of the total number of particles. Thus, the experimental measure of the register fidelity can be made by comparing the quasi-momentum distribution of particles in the final state with, e.g. that shown in figure 3.5c.

**Discussion of the numerical results**

In the BHM with $U/J \ll 1$, the tunneling time $1/J$ determines the adiabatic time-scale of the system. However, as soon as many-body interactions are sufficiently large, this time-scale often becomes very non-adiabatic [90]. The main observation that can be drawn from the numerical calculations presented in the last section is that by preparing the system in a TG state ($g = g_1$), and using an efficient ramping strategy, it is possible to initialise a very deep MI state on a time scale equivalent to half the tunneling time in the large lattice limit (see figure 3.6b). The time required to initialise a MI state with unit filling as well as a TG state with half filling is approximately ten times the tunneling time of the final system [80, 81, 90, 91]. Since the tunneling time in the large lattice limit is two orders of magnitude larger than in the small lattice limit, the total time required to initialise a MI state using our procedure is an order of magnitude faster than the direct quantum freezing method. In this estimation we assume that the initial BEG has zero temperature, i.e., we do not take the effect of defects present in the initial state into account.

The experimental realisation of initial states with $g = g_1$ and $g = g_2$ can be achieved using Feshbach resonances. For a magnetic Feshbach resonance fluctuations in the magnetic field result in fluctuations of the size of the gap between the ground and the first excited state which will affect the performance of our scheme. For instance, in the case $g = g_1$ magnetic field fluctuations of 10 mG will change the gap by approximately 0.5% for $^{85}$Rb or $^{133}$Cs atoms [42, 92]. We assume adiabatic evolution of the system and thus these fluctuations will have negligible repercussions.
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on the fidelity of the final state. To realise the superfluid regime with \( g = g_2 \) very stable magnetic fields are required. Magnetic field fluctuations of e.g. 1 mG will lead to gap fluctuations of approximately 1% in \(^{23}\text{Na}\) and \(^{85}\text{Rb}\). We finally remark that our scheme could also be used without employing a Feshbach resonance. This case corresponds to an intermediate value of \( g \) between \( g_1 \) and \( g_2 \). While a detailed analysis of the intermediate regime is beyond the scope of the present work we do not expect qualitative differences compared to the interaction strengths considered here.

3.3.2 Analytical results

In this section we derive an approximate expression for the quench time required to obtain a given fidelity in the case of a linear ramp.

The energy spectrum of systems in the TG and superfluid regime is gapless \(^4\) (see e.g. [37]), while in the Mott-insulating regime, the gap between the ground and first excited state is proportional to the on-site interaction energy [89]. Since the relaxation time \( \tau(t) \) of the system—the time required by the system to adjust to a change of parameters at time \( t \)—is inversely proportional to the gap between the ground and the first excited state, the relaxation time in the small lattice limit is large, while it is small and finite in the large lattice limit. This observation suggests that the \textit{adiabatic-impulse} (AI) assumption from Kibble-Zurek (KZ) theory can be used to evaluate the adiabaticity of a ramp with respect to the quench time [93–95].

The AI approximation is based on the following considerations: (i) When the gap between the ground and the first excited state is large, the relaxation time of the system is short and thus a system starting its evolution in the ground state remains in the ground state, i.e. its evolution is \textit{adiabatic}. (ii) When the gap between the ground and the first excited state is small, the system’s relaxation time is large and

\(^4\) In finite size systems, the spectrum is not gapless, only very dense.
the system no longer adapts to changes of the Hamiltonian's parameters and its state becomes effectively frozen. The system is then in the impulse regime. The instant \( \hat{t} \) at which the system passes from the impulse to the adiabatic regime, and inversely, is defined by the equation [93, 94, 96]

\[
\tau(\hat{t}) = \alpha \hat{t},
\]

(3.23)

where \( \alpha = \mathcal{O}(1) \) is a constant. Note that \( \hat{t} \) is a time and not an operator. In the AI approximation, the time-evolution of the system is either adiabatic or impulse. Thus, the density of defects \( \mathcal{D} \), which corresponds to the density of excitations caused by a change of parameters which drive the system from the impulse to the adiabatic regime can be approximated by [94]

\[
\mathcal{D} \approx |\langle \Psi_e(\hat{t})|\Psi_g(0) \rangle|^2,
\]

(3.24)

where \( |\Psi_g(0)\rangle \) and \( |\Psi_e(\hat{t})\rangle \) are the ground and first excited states at the initial time \( t = 0 \) and at time \( t = \hat{t} \), respectively. Hence, without solving the time-dependent Schrödinger equation it is possible to make predictions for the density of defects (3.24) resulting from a given dynamical process.

In order to apply the KZ theory to our problem, we develop an effective model describing the system dynamics. A similar model was recently examined by Cucchietti et al. [95]. We find from numerical calculations (see figure 3.7b) that most of the excitations created in the system are caused by transitions from the ground to the first excited state. Furthermore, we examined the form of the eigenvectors of the Hamiltonian (3.10) in both limits for different system sizes via exact diagonalisation. This revealed that both the ground state and the first accessible excited state can be approximated by an expansion in only two basis states. The elements
of this reduced basis set are given by

$$|1\rangle = \bigotimes_{i=1}^{M} |1\rangle_i,$$  \hspace{1cm} (3.25)

$$|2\rangle = (|2;0;1;\cdots;1\rangle + |2;1;0;1;\cdots;1\rangle + |2;1;1;0;1;\cdots;1\rangle + \cdots)\sqrt{M(M-1)},$$  \hspace{1cm} (3.26)

where, e.g.

$$|2;0;1;\cdots;1\rangle = |2\rangle_1 \otimes |0\rangle_2 \otimes |1\rangle_3 \otimes \cdots \otimes |1\rangle_M$$

with $|n\rangle_i = (1/\sqrt{n!})(\hat{a}_i^\dagger)^n |\text{vac}\rangle$. The basis state $|2\rangle$ corresponds to a superposition of all possible states of a system of $M$ particles in the $a$-modes with $(M-2)$ singly occupied sites, one doubly occupied site, and one empty site. In the limit $M \to \infty$, the matrix representation $\hat{H}_R$ of Hamiltonian (3.10) in the reduced basis $\{|1\rangle, |2\rangle\}$ reads, up to a constant energy $V_a$

$$\hat{H}_R = \begin{pmatrix} 0 & \sqrt{2} J_{aa}(t) \\ \sqrt{2} J_{aa}(t) & U_{aa}(t) \end{pmatrix}. \hspace{1cm} (3.27)$$

The instantaneous eigenstates of equation (3.27) associated with the energies of the ground and first excited levels are given by

$$|g(t)\rangle = -\sin(\theta(t)/2) |1\rangle + \cos(\theta(t)/2) |2\rangle,$$

$$|e(t)\rangle = \cos(\theta(t)/2) |1\rangle + \sin(\theta(t)/2) |2\rangle,$$  \hspace{1cm} (3.28)\hspace{1cm} (3.29)

respectively, with $\cos(\theta(t)) = -U_{aa}(t)/[U_{aa}(t)^2 + 8J_{aa}(t)^2]^{1/2}$, $\theta \in [0, \pi]$. Furthermore, we approximate the parameters $J_{aa}$ and $U_{aa}$ as linear functions of time.
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\[ J_{aa}(t) = \Delta J_{aa}(\tau_Q - t)/\tau_Q \] (3.30)

\[ U_{aa}(t) = U_{\text{init}} + \Delta U_{aa}t/\tau_Q \] (3.31)

where \( \Delta J_{aa} = |J_{aa}(s = 1) - J_{aa}(s = 0)| \), \( \Delta U_{aa} = |U_{\text{init}} - U_{aa}(s = 0)| \) and \( U_{\text{init}} = \min[U_{aa}] \).

We further simplify the Hamiltonian \( \hat{H}_R \) by replacing the hopping term \( J_{aa}(t) \) by its time average. Setting \( J_{aa}(t) = \bar{J}_{aa} \) with \( \bar{J}_{aa} = (1/\tau_Q) \int_0^{\tau_Q} dt J_{aa}(t) \) and rescaling the time as \( t \rightarrow t' - (U_{\text{init}}\tau_Q/\Delta U_{aa}) \) yields the transformation

\[ \hat{H}_R \rightarrow \hat{H}_R = \begin{pmatrix} 0 & \sqrt{2} \bar{J}_{aa} \\ \sqrt{2} \bar{J}_{aa} & \Delta U_{aa}t'/\tau_Q \end{pmatrix}, \] (3.32)

which turns \( \hat{H}_R \) into the Landau-Zener form \( \hat{H}_R = \hat{A}t' + \hat{B} \), where \( \hat{A} \) and \( \hat{B} \) are Hermitian matrices and \( \hat{A} \) is diagonal [97-99]. The energy spectrum of the Hamiltonian (3.32) reproduces approximately the features of the spectrum of \( \hat{H}_{\text{eff}} \) except that the gap is overestimated in the small lattice limit.

Starting at \( t = 0 \) in the small lattice limit where the system is impulse, we use the AI approximation to derive the density of defects at the end of a linear ramp which drives the system to the large lattice limit, where the system is adiabatic. Defining the relaxation time as the inverse of the energy gap \( 1/\Delta E \) between the levels of \( \hat{H}_R \), with \( \Delta E = [(\Delta U_{aa}t/\tau_Q)^2 + (2\sqrt{2}\bar{J}_{aa})^2]^{1/2} \), equation (3.23) can be solved analytically and the instant \( \hat{t} \) at which our system exits the impulse regime is given by

\[ \hat{t} = \sqrt{\frac{\tau_Q}{\Delta U_{aa}}} \sqrt{\frac{1}{\alpha} + (\eta \tau_Q)^2 - \eta \tau_Q}, \] (3.33)

where \( \eta = 4\bar{J}_{aa}^2/\Delta U_{aa}. \) We evaluate the density of defects \( \mathcal{D} \) using equation (3.24) with \( |\Psi_g(t_i)\rangle = |g(0)\rangle \) and \( |\Psi_e(\hat{t})\rangle = |e(\hat{t})\rangle \). In order to simplify the expression...
number of defects is approximately measured by the operator

\[ \hat{K} = \sum_{i=1}^{M} \hat{n}_i^a (\hat{n}_i^a - 1). \] (3.36)

Hence, the density of defects is given by \( \mathcal{D} = \langle \hat{K} \rangle / M = \langle (\hat{n}_i^a)^2 \rangle - \langle \hat{n}_i^a \rangle \). Numerical calculations show that the density of defects \( \mathcal{D} \) has the same scaling behaviour as \( \Delta n_{\text{ai}}^2 \). A comparison between equation (3.34) and the numerical values of the density of defects in the large lattice limit for different values of the ramping time \( \tau_Q \) is shown in figure 3.9. For \( M = 12 \) particles and \( g = g_2 \), we find that the analytical formula for \( \mathcal{D} \) fits the numerical data well for \( \alpha = 1.41 \). For \( g = g_1 \) the fit is less accurate. This is expected since for this value of \( g \), the system has a less distinct separation between the adiabatic and impulse regime than for \( g = g_2 \). For the number of particles we have been able to simulate, the fit improves as we increase the number of particles for both values of \( g \). In addition to this, we see from equation (3.35) that the time required to initialise a register with a given fidelity—and thus the adiabatic time for small \( \mathcal{D} \)—scales with the ratio \( \Delta U_{aa} / J_{aa}^2 \).

### 3.4 Conclusion

We have shown that the dynamics of an optical lattice whose periodicity is doubled via superlattice potentials is very well described by a two-mode Hubbard-like Hamiltonian. The parameters of this Hamiltonian have been evaluated in the tight binding approximation using optimally localised GWFs. The doubling of the period removes half of the lattice sites and doubles the filling factor. We have shown that this doubling can be used for the fast initialisation of a quantum register. By starting from a half filled lattice in the small lattice limit filled by either a TG \((g = g_1)\) gas or a superfluid \((g = g_2)\), a commensurate MI state corresponding to an atomic
quantum register can obtained on timescales shorter than those achieved by direct quantum freezing of a superfluid with same lattice spacing. Furthermore, we derived an analytical expression for the density of defects as a function of the quench time for linear ramping of the superlattice. We found that the time required to achieve a given density of defects is proportional to the ratio $\Delta U_{aa}/J_{aa}^2$.

Our numerical calculations of ground state properties suggest that doubling the lattice period drives the system through a quantum phase transition for large lattices $M \to \infty$. The eventual abrupt change in the ground state properties might be observable by time-of-flight measurements. An investigation of whether such a quantum phase transition indeed exists is beyond the scope of the current work but will be investigated in future work.

In this work we concentrated on the transition from filling factor $n = 1/2$ to $n = 1$. We finally note that the idea developed in this paper may be extended by considering lattices with an initial filling factor of $n = 1/2^\ell$ (where $\ell$ is an integer). Subsequently removing every second barrier will create a lattice with period $2a$ and filling factor $1/2^{\ell-1}$. This procedure could be repeated $\ell$ times providing a lattice with filling factor $n = 1$ and large lattice spacing $2^\ell a$.

Acknowledgements

This work was supported by the EU through the STREP project OLAQUI and a Marie Curie Intra-European Fellowship within the 6th European Community Framework Programme. The research was also supported by the EPSRC (UK) through the QIP IRC (GR/S82716/01) and project EP/C51933/01. DJ thanks the Beijing International Center for Mathematical Research at Peking University for hospitality while carrying out parts of this work.
Appendix

3.A Definition and localisation properties of GWFs

In the TB limit, the effective single particle Hamiltonian of our system in momentum space (in the basis \( |\alpha\rangle_q = [ \frac{1}{\sqrt{M}} \sum_{i=1}^{M} e^{iqai} \hat{\alpha}_i^\dagger |0\rangle \) with \( \alpha = a, b \)) can be written as

\[
\hat{H}_{0,q} = \sum_{\mu = -1,0,1} \varepsilon(\mu) e^{-i\alpha q \mu}.
\] (3.37)

The elements of the matrices \( \varepsilon(\mu) \) are given by [100]

\[
\varepsilon_{\alpha\beta}(\mu) = \langle w_{\alpha,i} | \hat{H}_{0,x} | w_{\beta,i+\mu} \rangle.
\] (3.38)

For \( \mu = 0 \) and \( \mu = 1 \), the elements of the matrices \( \varepsilon(\mu) \) correspond to the local site energy and hopping matrix elements between neighbouring sites, respectively. For the TB approximation to be accurate, we need the eigenvalues \( E_{\alpha,q} \) of \( \hat{H}_{0,q} \) to reproduce very closely the band structure of the exact single particle Hamiltonian \( \hat{h}_{0,x} \) for all values of the lattice profile \( s \). If we were to use WFs as mode functions \( w_{\alpha,i} \), the matrices \( \varepsilon \) would be diagonal [59] and the dispersion relations of the two Bloch bands sinusoidal. In order to obtain a more accurate description, we use GWFs as mode functions. The definition of GWFs is given by

\[
\Psi_{\alpha,q} = \sum_{\beta=a,b} U^{(q)}_{\beta,\alpha} \Psi_{\beta,q}
\]

where \( \Psi_{\alpha,q} = \sum_{\beta=a,b} U^{(q)}_{\beta,\alpha} \Psi_{\beta,q} \) is called the generalised-Bloch orbital with \( \Psi_{\alpha,q} \) the Bloch function associated with the band \( \alpha \) and \( R_i \) is the centre of site \( i \) [66, 71]. The rows of the \( 2 \times 2 \) matrix \( U^{(q)} \) contain the normalised eigenvectors of \( \hat{H}_{0,q} \) associated with the eigenvalues \( E_{\alpha,q} \), that is \( \sum_{\mu = a,b} (\hat{H}_{0,q})_{n,\mu} U^{(q)}_{\alpha,\mu} = E_{\alpha,q} U^{(q)}_{\alpha,n} \) [100]. Inserting

\[
\Psi_{\alpha,q} = \sum_{\beta=a,b} U^{(q)}_{\beta,\alpha} \Psi_{\beta,q}
\]
GWFs in equation (3.38), we recover the elements $\varepsilon_{\alpha\beta}(\mu)$ and, hence, GWFs correspond to the mode functions associated with the effective Hamiltonian $\hat{H}_{0,q}$ [100]. Notice that the definition of GWFs reduces to that of WFs for $U(q) = 1$.

**Localisation properties of GWFs**

Given a valid set of GWFs, another equally valid set of GWFs can be obtained by applying the following transformation on the $U(q)$ matrices

$$U(q) \rightarrow \begin{pmatrix} e^{i\phi_\alpha(q)} & 0 \\ 0 & e^{i\phi_\beta(q)} \end{pmatrix} U(q),$$

(3.40)

where $\phi_\alpha(q)$ are (real) functions of $q$ which can be chosen freely as long as they do not introduce discontinuities in the generalised Bloch function [65]. The gauge transformation (3.40) is equivalent to re-phasing each Bloch function as $\Psi_{\alpha,q} \rightarrow e^{i\phi_\alpha(q)}\Psi_{\alpha,q}$. Notice that gauge transformations do not affect the value of the parameters $V_\alpha$ and $J_{\alpha,\beta}$ calculated using the relations (3.7) and (3.6), respectively, but they alter the localisation properties—the spread—of the GWFs. Following the convention suggested by Blount [65], we set the phase functions $\phi_\alpha(q)$ in a manner that leads to maximally localised GWFs. That is, we choose the phase functions such that the resulting GWFs minimise the spread functional

$$\Omega = \sum_\alpha \langle x^2 \rangle_\alpha - \langle x \rangle_\alpha^2,$$

(3.41)

where in our case $\alpha = a, b$ while $\langle x^2 \rangle_\alpha = \langle w_{\alpha,i} \mid x^2 \mid w_{\alpha,i} \rangle$ and $\langle x \rangle_\alpha = \langle w_{\alpha,i} \mid x \mid w_{\alpha,i} \rangle$ correspond to the centre of a GWF and its second moment, respectively.
Expanding $\tilde{u}_{\alpha,q}(x, s) = e^{-iqx} \tilde{\psi}_{\alpha,q}(x, s)$ into plane waves yields

$$\tilde{u}_{\alpha,q}(x, s) = \sum_j G_{\alpha,j}(q, s) e^{iK_j x},$$  \hspace{1cm} (3.42)

where $K_j = 2\pi j/L$ with $L = Ma$. Invoking the translational symmetry of the lattice and the convolution theorem [65], the value of the functional $\Omega$ is minimised when the expansion coefficients $G_{\alpha,j}(q, s)$ are chosen real, which is always possible when the lattice possesses mirror symmetry [100]. This is equivalent to the choice of purely real GWFs for even generalised-Bloch functions and purely imaginary ones for odd generalised-Bloch functions. Notice that this conclusion is in agreement with a conjecture of Marzari et al. [66] on the real nature (up to a global phase) of maximally localised WFs.

We have numerically evaluated the phases $\phi_\alpha(q)$ using the algorithm described in [66] for the special case of 1D WFs. This procedure minimised the functional $\Omega$ in the limit of very fine sampling of the $q$-space. The effect of this localisation procedure is illustrated in figure 3.3a.

### 3.B Parameters of the single-particle Hamiltonian

We diagonalise $\hat{H}_0$ in momentum space for periodic boundary conditions. Using the Fourier transformations $\hat{a}_i = (1/\sqrt{M}) \sum_q e^{iq_i} \hat{a}_q$ and $\hat{b}_i = (1/\sqrt{M}) \sum_q e^{iq_i} \hat{b}_q$, $\hat{H}_0$ becomes block diagonal

$$\hat{H}_0 = \sum_q \hat{H}_{0,q},$$  \hspace{1cm} (3.43)
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where \( q = 2\pi \nu / Ma, \nu = 1 \ldots M \). In the basis \( \{ |a\rangle_q, |b\rangle_q \} \), the operator \( \hat{H}_{0,q} \) reads

\[
\hat{H}_{0,q} = \begin{pmatrix} V_a - 2J_{aa} \cos qa & -i2J_{ab} \sin qa \\ i2J_{ab} \sin qa & V_b + 2J_{bb} \cos qa \end{pmatrix},
\]

(3.44)

with \( |a\rangle_q = \hat{a}_q ^\dagger |0\rangle \) and \( |b\rangle_q = \hat{b}_q ^\dagger |0\rangle \). For simplicity, the explicit dependence of the parameters on the lattice profile has been dropped.

Due to the periodicity of the lattice, the eigenvalues of \( \hat{H}_{0,q} \) exhibit a band structure. By choosing the points \( q = 0, \pi/a, \pi/2a \) in the Brillouin zone, we derive and solve a set of equations for the parameters \( V_a \) and \( J_{a,b} \) as functions of the eigenvalues \( E_{a,q} \) of \( \hat{H}_{0,q} \)

\[
J_{aa} = \frac{E_{a,\pi} - E_{a,0}}{4}, \quad J_{bb} = \frac{E_{b,0} - E_{b,\pi}}{4},
\]

(3.45)

\[
V_a = \frac{E_{a,0} + E_{a,\pi}}{2}, \quad V_b = \frac{E_{b,0} + E_{b,\pi}}{2},
\]

(3.46)

\[
J_{ab} = \frac{1}{4} \left[ \left( E_{b,\frac{\pi}{2}} - E_{a,\frac{\pi}{2}} \right)^2 - (V_a - V_b)^2 \right]^{\frac{1}{2}}.
\]

(3.47)

For the eigenvalues of \( \hat{H}_{0,q} \) to reproduce the band structure of the exact single-particle Hamiltonian along the \( x \)-direction \( \hat{h}_{0,x} \), we evaluate the parameters \( V_a \) and \( J_{a,b} \) using the eigenvalues \( \varepsilon_{a,q} \) of \( \hat{h}_{0,x} \) obtained via exact numerical diagonalisation for the same points in the Brillouin zone (see figure 3.2). The numerical values of the parameters obtained via this procedure are shown in figure 3.4a.

The accuracy of the TB approximation can be tested by evaluating the standard deviation between the exact and approximated band structure. That is, taking \( N_q \) different points \( q_i \) on each band, we define the standard deviation between the exact and approximate band structure for a given lattice profile by

\[
\sigma_s^2 = (1/2N_q) \sum_{i=1}^{N_q} (\Delta \varepsilon_{a,q_i}^2 + \Delta \varepsilon_{b,q_i}^2), \quad \text{with} \quad \Delta \varepsilon_{a,q_i} = \varepsilon_{a,q_i} - E_{a,q_i}.
\]

Averaging over \( N_s \) different lattice profiles \( s_i \), we obtain \( \langle \sigma \rangle_s = \left( 1/N_s \right) \sum_i^{N_s} \sigma_{s,i}^2 \frac{1}{2} = 3.4 \times 10^{-2} E_R \).
for a lattice depth of $V_0 = 10 E_R$. This excellent agreement improves further as we increase the value of $V_0$, and hence fully justifies the tight-binding approximation.

### 3.C Dynamical and ground state calculations using the TEBD algorithm

The TEBD algorithm is based on directly manipulating a matrix product representation of the many-body wave function. Here, we shall briefly describe the key aspects of this algorithm and refer the reader to some of the recent literature [101–104] for more detail.

An arbitrary state of a 1D quantum lattice system composed of $M$ sites can be written as

$$|\psi\rangle = \sum_{j_1}^{d} \cdots \sum_{j_M}^{d} c_{j_1 \cdots j_M} |j_1, \ldots, j_M\rangle,$$

where $c_{j_1 \cdots j_M}$ is a set of $d^M$ complex amplitudes and $|j_m\rangle$ is a basis spanning the local $d$-dimensional Hilbert space of site $m$. Within time-dependent DMRG the amplitudes $c_{j_1 \cdots j_M}$ are constructed from a product of tensors

$$c_{j_1 j_2 \cdots j_M} = \sum_{\{\alpha\}} \Gamma_{\alpha_1}^{[1]} \chi_{[1]}^{[1]} \Gamma_{\alpha_2}^{[2]} \chi_{[2]}^{[2]} \cdots \Gamma_{\alpha_{M-1}}^{[M]} \chi_{[M]}^{[M]},$$

(3.48)

where $\{\alpha\} = \{\alpha_1, \cdots, \alpha_{M-1}\}$, $\{\chi\} = \{\chi_1, \cdots, \chi_{M-1}\}$ and with $\Gamma$ and $\lambda$ tensors chosen to be constructed from the set of $M - 1$ Schmidt decompositions for contiguous partitions of the system. Specifically, the elements of $\lambda_{\alpha}^{[m]}$ are taken to be Schmidt coefficients of the bipartite splitting after site $m$ in $|\psi\rangle = \sum_{\alpha} \chi_{\alpha}^{[m]} |L_{\alpha}^{[m]}\rangle |R_{\alpha}^{[m]}\rangle$ with Schmidt rank $\chi_{m}$. The Schmidt states $|L_{\alpha}^{[m]}\rangle$ and $|R_{\alpha}^{[m]}\rangle$ spanning the left $\{1, \cdots, m\}$ and right $\{m + 1, \cdots, M\}$ subsystems of sites respectively are then specified by the corresponding sums remaining in equation (3.48).
The usefulness of this representation is based on the observation that for 1D systems with a Hamiltonian composed of nearest neighbour terms the ground state and low-lying excited states have Schmidt coefficients $\lambda^{[m]}_\alpha$ which rapidly decay with $\alpha$ when arranged in descending order. Consequently, rather than allowing the Schmidt ranks $\chi_m$ to grow to their maximum permissible value a much smaller fixed upper-limit $\chi$ can be imposed truncating the representation while still providing a near unit overlap with the exact state $|\psi\rangle$. Fixing the Schmidt ranks results in the number of parameters scaling as $O(d\chi^2M)$ and so curtails the possible exponential growth with $M$ seen for general coefficients $c_{ji...jM}$.

The matrix product representation also permits the efficient update of the state after the action of a unitary operator on any two neighbouring lattice sites. This proceeds by modifying the $\Gamma$ tensors associated to the sites and the $\lambda$ tensor linking them and requiring a number of operations which scales as $O(d^4\chi^3)$. The resulting tensors are then systematically truncated back to a maximum rank of $\chi$.

Dynamical simulations can be performed by decomposing the time evolution operator $\exp(-iH\delta t)$, for small time step $\delta t$, into a sequence of pairwise unitaries via a Suzuki-Trotter expansion. Given the properties outlined such a calculation is likely to be accurate for a practical value of $\chi$ if both the initial state and the states generated by the dynamics remain in the low-energy manifold of the system. To determine the appropriate $\chi$ calculations are repeated with increasing values of $\chi$ until the final result converges and are unaffected by further increases. For practical purposes the convergence is usually quantified by the robustness of the expectation values calculated. The accuracy of a calculation is also gauged by the sum of the discarded Schmidt coefficients at each time step - a quantity which should necessarily be small - and the deviation of normalisation of the final state from unity which indicates the accumulated effect of truncation.

Finally, initial states are typically taken to be the ground state of the system...
which are found either by applying the DMRG procedure or, as in this work, by simulating imaginary time evolution through the repeated application of \( \exp(-H \delta t) \) and subsequent renormalisation of the state. In our simulations, we have used \( \chi = 40 \).

3.D The ramp \( s_{\text{gap}} \)

The ramp \( s_{\text{gap}} \) can be evaluated as follows. The energy gap between the ground and the first excited state associated with a given lattice profile \( s \) is given by \( \text{gap}(s) = \omega_{0e} \) where \( \omega_{0k} = (\varepsilon_{\text{eff},k} - \varepsilon_{\text{eff},0}) \) with \( \varepsilon_{\text{eff},\alpha} \) the \( \alpha \)-th instantaneous eigenvalue of \( \hat{H}_{\text{eff}}(s) \).

The gap is evaluated numerically via the direct diagonalisation of \( \hat{H}_{\text{eff}} \) for a small number of sites. The function \( s_{\text{gap}}(t) \) is defined by the equation \( \frac{ds_{\text{gap}}(t)}{dt} = \text{gap}(s_{\text{gap}}(t))/K \) where \( K^{-1} = \int_0^\infty dt \text{gap}(s_{\text{gap}}(t)) \) is a normalisation constant.
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We investigate how to create entangled states of ultracold atoms trapped in optical lattices by dynamically manipulating the shape of the lattice potential. We consider an additional potential (the superlattice) that allows both the splitting of each site into a double well potential, and the control of the height of potential barrier between sites. We use superlattice manipulations to perform entangling operations between neighbouring qubits encoded on the Zeeman levels of the atoms without having to perform transfers between the different vibrational states of the atoms. We show how to use superlattices to engineer many-body entangled states resilient to collective dephasing noise. Also, we present a method to realise a 2D resource for measurement-based quantum computing via Bell-pair measurements. We analyse measurement networks that allow the execution of quantum algorithms while maintaining the resilience properties of the system throughout the computation.
4.1 Introduction

The experimental realisation of bosonic spinor condensates in optical lattices has opened up the possibility to exploit the spin degree of freedom for a wide range of applications [105, 106]. Recently, further experiments have proved that these systems are promising candidates for quantum information processing purposes (see [55] and references therein) and the study of quantum magnetism [53]. In the literature there are several proposals using spinor condensates in optical lattice, e.g. to create macroscopic entangled states [107, 108] or to explore magnetic quantum phases [109]. In this paper, we consider the possibility of using optical superlattices to manipulate the spin degrees of freedom of the atoms and engineer many-body entangled states.

Superlattice setups allow the transformation of every site of the optical lattice into a double-well potential, and also the control of the potential barrier between sites [53, 56, 82]. Atoms with overlapping motional wave functions interact via cold collisions that coherently modify their spin, while conserving the total magnetisation of the system [110, 111]. Thus, by splitting each lattice site into a double-well potential, two atoms occupying the same site become separated by a potential barrier, and the interactions between them are switched off. Similarly, interactions between atoms can be switched on again for a certain time by lowering the potential barrier between the two sides of the double-well. Therefore, superlattice manipulations offer the possibility to apply operations between large numbers of atoms in parallel. In this work, we propose to exploit this parallelism to engineer highly-entangled many-body states.

The process of splitting a Bose-Einstein condensate using double-well potentials has already been studied in the context of mean-field theory [112–114]. In the first part of this paper, we will derive a two-mode effective Hamiltonian that allows an accurate description of the system as the superlattice is progressively turned on.
Our approach differs from previous treatments of double well potentials (see e.g. Ref. [112]) or the work in Ref. [109], as the effective model we use is valid even for low barrier heights. We will use this effective Hamiltonian to analyse the process of splitting every site into a double-well potential starting with two atoms per site. We will show that this process creates a Bell state encoded on the Zeeman levels of the atoms in every site, each atom occupying one side of the double-well. Since these states are resilient to collective dephasing noise, we will use a lattice with a Bell pair in every site as a starting point to engineer many-body entangled states.

In the second part, we present a new method for implementing an entangling $\sqrt{\text{SWAP}}$ gate that does not require to transfer the atoms between different vibrational states. We will show that the application of this entangling gate between (or inside) Bell pairs allows the creation of many-body entangled states resilient to collective dephasing noise.

In the final part, we propose a new method involving superlattice manipulations to realise a 2D resource state for measurement-based quantum computation (MBQC) formally similar to a Bell-encoded cluster state. Since the realisation of logical gates between non-neighbouring qubits is practically very difficult in optical lattices [10], the one-way model for quantum computation is particularly relevant for these systems [12, 13, 115]. The resource state we propose is resilient to collective dephasing noise, which makes it less prone to decoherence than the usual cluster states. Its utilisation as a resource for MBQC requires adjustments of the measurement patterns used for cluster states, which we describe in the last section. We note that the realisation of Bell-encoded cluster states as a resource for MBQC was proposed in Ref. [116] using lattice manipulations in three dimensions. The distinguishing feature of our proposal is that the resource state is created via 2D superlattice operations which have been demonstrated in the lab already.

This paper is organised as follows. In Sec. 4.2 we derive an effective model for
describing the dynamics of atoms within one site in the presence of a superlattice potential. In Sec. 4.3, starting with a lattice where every site contains two atoms of opposite spin, we show how to create a Bell pair in each site by splitting it using a superlattice potential. In Sec. 4.4, we present how to perform a gate between two neighbouring qubits by manipulating the superlattice potential, and in Sec. 4.5 and Sec. 4.6 we show how to use this gate to create and probe many-body entangled states. Finally, in Sec. 4.7 we propose a method for creating a resource for MBQC via Bell-pair measurements and provide measurements network to implement a universal set of gates. We conclude in Sec. 4.8.

4.2 Model

We consider a gas of ultracold alkali atoms loaded into a deep optical lattice. The atoms are assumed to be bosons initialised in the \( f = 1 \) hyperfine manifold \cite{106}. The lattice potential is given by \( V_{OL}(r, s, \theta) = V_T[\sin^2(\pi z/a) + \sin^2(\pi y/a) + V_S(x, s, \theta)] \)

where \( V_T \) is the depth of the potential and

\[
V_S(x, s, \theta) = (1 - s) \sin^2 \left( \frac{\pi x}{a} + \theta \right) + s \sin^2 \left( \frac{2\pi x}{a} \right). \tag{4.1}
\]

The depth of the potential will be given in units of the recoil energy \( E_R = \hbar^2\pi^2/(2Ma^2) \) where \( M \) is the mass of the atoms. The parameter \( s \in [0, 1] \) is determined by the relative intensities of the two pairs of lasers. The constant \( a \) corresponds to the size of a unit cell when \( s = 0 \) (see Fig. 4.1a). We will refer to unit cells when \( s = 0 \) as to lattice sites. Changing the value of \( s \) from 0 to 1 transforms each site in a double well potential. We will refer to each side of this double well potential when \( s = 1 \) as to a subsite. The angle \( \theta \) allows for the manipulation of the potential barrier inside each site (\( \theta = 0 \)) or between sites (\( \theta = \pi/2 \)). A few lattice
Figure 4.1. (a) The system is initialised with two atoms per site in the state $w_a(r)^2 \otimes S (f_1 = 1, m_1 = +1; f_2 = 1, m_2 = -1)$ and the lattice parameters are $s = 0$ and $\theta = 0$. (b) The lattice potential is smoothly altered by increasing the lattice parameter $s$ while $\theta = 0$. (c) At the end of the first step, the lattice parameter is $s = 1$. Each lattice site then contains a Bell pair. (d-f) After setting the angle to $\theta = \pi/2$, the other set of barriers are lowered by decreasing the lattice parameter $s$ from $s = 1$ (d) to $0 < s < 1$ (e) and back to $s = 1$ (f).
profiles corresponding to different parameters $s$ and $\theta$ are shown in Fig. 4.1. In the following, we will refer to the lattice profiles corresponding to the values of $s \approx 0$ and $s \approx 1$ as to the large and small lattice limits, respectively.

We assume the lattice depth $V_T$ to be sufficiently large so that hopping can be neglected in the small and in the large lattice limits [47].

The Hamiltonian of the system is given by

$$
\hat{H} = \hat{H}_K + \hat{H}_Z + \hat{H}_{\text{int}}
$$

(4.2)

where $\hat{H}_K$ describes the kinetic energy, $\hat{H}_Z$ is the Zeeman term, and $\hat{H}_{\text{int}}$ describes the interactions between particles. These terms are defined by [117, 118]

$$
\hat{H}_K = \int dr \sum_{\sigma = -1, 0, 1} \hat{\Psi}_\sigma^\dagger(r) \hat{\Psi}_\sigma(r),
$$

(4.3)

$$
\hat{H}_Z = \int dr \sum_{\sigma = -1, 0, 1} \Delta E_{Z,\sigma}(B) \hat{\Psi}_\sigma^\dagger(r) \hat{\Psi}_\sigma(r),
$$

(4.4)

$$
\hat{H}_{\text{int}} = \frac{1}{2} \int dr \left[ c_0 \hat{A}_{00}^\dagger(r) \hat{A}_{00}(r) + c_2 \sum_{m = -2}^{2} \hat{A}_{2m}^\dagger(r) \hat{A}_{2m}(r) \right],
$$

(4.5)

where $c_0 = 4\pi\hbar^2(2a_2 + a_0)/(3M)$ and $c_2 = 4\pi\hbar^2(a_2 - a_0)/(3M)$ with $a_F$ the s-wave scattering length of the channel associated with the total angular momentum $F$, $\tilde{h}_0 = (-\hbar^2 \nabla^2/2M) + V_{OL}(r, s, \theta)$ and $\Delta E_{Z,\sigma}(B)$ is the energy shift caused by the Zeeman effect in the presence of a magnetic field $B = (0, 0, B)$ oriented in the $z$-direction. The operator $\hat{A}_{Fm_F}(r)$ is given by

$$
\hat{A}_{Fm_F}(r) = \sum_{m_1, m_2 = -f}^f \langle F, m_F | f_1, m_1; f_2, m_2 \rangle \hat{\Psi}_{m_1}(r) \hat{\Psi}_{m_2}(r),
$$

(4.6)

where $| f_1, m_1; f_2, m_2 \rangle = | f_1, m_1 \rangle \otimes | f_2, m_2 \rangle$ and $\langle F, m_F | f_1, m_1; f_2, m_2 \rangle$ is a Clebsch-Gordan coefficient.

In 4.A, we derive the effective Hamiltonian describing the dynamics of the atoms
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at one site using the field operator

\[ \hat{\Psi}_\sigma^\dagger(r) = \hat{a}_\sigma^\dagger w_a(r) + \hat{b}_\sigma^\dagger w_b(r), \]  

where \( \hat{a}_\sigma^\dagger (\hat{b}_\sigma^\dagger) \) is the operator that creates a particle with spin \( |f = 1, m_f = \sigma \rangle \) \( (\sigma = \{-1, 0, 1\}) \) denotes the Zeeman level) in a motional state associated with the symmetric (anti-symmetric) mode function \( w_a(w_b) \). The mode functions are centred in the middle of the site, and their shape depends on the lattice parameter \( s \). The field operators obey the canonical bosonic commutation relations

\[ [\hat{a}(r), \hat{a}(r')] = -i [\hat{b}(r), \hat{b}(r')] = 0. \]

We will see in the next section that the inclusion of a second motional mode in the Hamiltonian allows an accurate description of the system's dynamics in both the large and small lattice limit [119]. A more detailed explanation of the interaction term (4.5), as well as the full Hamiltonian of the system in terms of creation (annihilation) operators can be found in 4.A.

4.3 Creation of a Bell state on every lattice site

In this section, we use the effective Hamiltonian introduced in the previous section to show how to generate a lattice where every site contains a Bell state encoded on the Zeeman levels of the atoms. This procedure will be used as a preliminary step to engineer several types of many-body entangled states.

We start with a deep optical lattice in the large lattice limit (LLL) and two atoms per lattice site in the state

\[ |\psi_{\text{init}}\rangle = w_a(r)^2 \otimes \mathcal{S} (|f_1 = 1, m_1 = +1; f_2 = 1, m_2 = -1\rangle), \]

where \( \mathcal{S} \) is the symmetrisation operator. In general, the two atoms can undergo
spin-changing collisions coupling to various hyperfine levels. As we want to implement qubits on the Zeeman levels, we will limit the spin dynamics effectively to two hyperfine states. There are several ways to achieve this in practice: (i) One possibility is to exploit the conservation of angular momentum and choose two states such as $|f = 2, m_f = +2\rangle$ and $|f = 1, m_f = +1\rangle$, which are not coupled to any other hyperfine states by the inter-atomic interaction. (ii) An accidental degeneracy in $^{87}$Rb offers yet another possible route: since the two $s$-wave scattering lengths $a_0$ and $a_2$ are almost equal, transitions between the state $|f_1 = 1, m_1 = 0; f_2 = 1, m_2 = 0\rangle$ and states where particles have opposite spins occur on a time scale $(c_0 + c_2)/c_2 \approx 3a_2/(a_2 - a_0) \approx 300$ times slower than any other allowed transition. Hence, after initialising the system at time $t = 0$ in state (4.8), we can limit our dynamical description to transitions between states with opposite spins, as long as the manipulations we are about to propose happen on a faster time scale than this transition. Notice that the use of fast-switched microwave fields that suppress spin-changing collisions [105] allows the relaxation of the constraint to be faster than the original time-scale of spin-changing collisions. The preparation of the state (4.8) has already been experimentally achieved [106, 111].

The first step in our proposal consists of raising the superlattice potential, i.e. changing the lattice parameter $s(t)$ from the LLL at time $t = 0$ to the small lattice limit (SLL) at some time $t = T$ sufficiently slowly so that the ramp does not create excitations in the system. Once the superlattice is fully ramped up, each site is split in two, atoms no longer interact with each other and their spin state remains frozen in time.

The shape of the mode functions $w_a(r)$ and $w_b(r)$ depends on the lattice parameter. In the LLL, they correspond to the ground and first excited state of each lattice site. However, as the lattice parameter $s$ approaches the SLL, the mode functions transform into the symmetric and anti-symmetric superpositions
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\[ w_a(r) = [\varphi_L(r) + \varphi_R(r)]/\sqrt{2} \quad \text{and} \quad w_b(r) = [\varphi_L(r) - \varphi_R(r)]/\sqrt{2}, \]

where the mode functions \( \varphi_L(r) \) and \( \varphi_R(r) \) are centred on either side of the double-well potential [112, 119]. Hence, when the mode functions \( w_{L,R}(r) \) become centred within each sub-site [119], it is convenient to write the Hamiltonian of the system in terms of the operators

\[
\begin{align*}
\hat{c}_{L,\sigma}^\dagger &= (\hat{a}_{\sigma}^\dagger + \hat{b}_{\sigma}^\dagger)/\sqrt{2} \\
\hat{c}_{R,\sigma}^\dagger &= (\hat{a}_{\sigma}^\dagger - \hat{b}_{\sigma}^\dagger)/\sqrt{2},
\end{align*}
\] (4.9)

which create a particle with spin \( \sigma \) on the left and right side of the double-well potential, respectively. In the basis

\[
\begin{align*}
|\uparrow, \downarrow, \rangle &= \hat{c}_{L,1}^\dagger \hat{c}_{R,1}^\dagger |\text{vac}\rangle = (\hat{a}_{1}^\dagger + \hat{b}_{1}^\dagger)(\hat{a}_{1}^\dagger + \hat{b}_{1}^\dagger)/2 |\text{vac}\rangle, \\
|\uparrow, \downarrow, \rangle &= \hat{c}_{L,1}^\dagger \hat{c}_{R,1}^\dagger |\text{vac}\rangle = (\hat{a}_{1}^\dagger + \hat{b}_{1}^\dagger)(\hat{a}_{1}^\dagger - \hat{b}_{1}^\dagger)/2 |\text{vac}\rangle, \\
|\downarrow, \uparrow, \rangle &= \hat{c}_{L,1}^\dagger \hat{c}_{R,1}^\dagger |\text{vac}\rangle = (\hat{a}_{1}^\dagger - \hat{b}_{1}^\dagger)(\hat{a}_{1}^\dagger + \hat{b}_{1}^\dagger)/2 |\text{vac}\rangle, \\
|\downarrow, \uparrow, \rangle &= \hat{c}_{R,1}^\dagger \hat{c}_{L,1}^\dagger |\text{vac}\rangle = (\hat{a}_{1}^\dagger - \hat{b}_{1}^\dagger)(\hat{a}_{1}^\dagger - \hat{b}_{1}^\dagger)/2 |\text{vac}\rangle,
\end{align*}
\] (4.10)

the Hamiltonian of the system reads (see 4.A)

\[
\hat{H}_{11} = \begin{pmatrix}
\hat{E} + \hat{U}_{11} & \hat{J}_{11} & \hat{J}_{11} & \chi_{11} \\
\hat{J}_{11} & \hat{E} + \chi_{11} & \chi_{11} & \hat{J}_{11} \\
\hat{J}_{11} & \chi_{11} & \hat{E} + \chi_{11} & \hat{J}_{11} \\
\chi_{11} & \hat{J}_{11} & \hat{J}_{11} & \hat{E} + \hat{U}_{11}
\end{pmatrix},
\] (4.11)

where \( \hat{E} = V_a + V_b \) with \( V_\nu = \int dr \, w_\nu^*(r) \hat{h}_w(r) \) and \( \hat{h}_w = (-\hbar^2 \nabla^2/2M) + V_{OL}(r, s, \theta) \) is the sum of the single-particle energies, \( \hat{U}_{11} = \gamma_{11} (U_{aa} + U_{bb} + 6U_{ab})/4 \) with \( \gamma_{11} U_{\nu\nu'} = \gamma_{11} \int dr (|w_\nu(r)||w_{\nu'}(r)|)^2 \) and \( \gamma_{11} = c_0 - c_2 \) is the generalised on-site interaction, \( \hat{J}_{11} = (V_a - V_b)/2 + \gamma_{11} (U_{aa} - U_{bb})/4 \) the generalised tunneling matrix element.
Figure 4.2. Numerical calculation of the anti-fidelity $1 - F$ where $F = |\langle \psi | \psi_0 \rangle|^2$ with $|\psi\rangle$ the state of the two atoms at the end of the ramping. We have used the parameters of a lattice with period $a = \lambda/2$, $\lambda = 840$ nm, and $V_T = 60E_R$, initialised with two $^{87}$Rb atoms per site in the state (4.8) at time $T = 0$ and a magnetic field of $B = 30$ G.

between the two sides of the well, and $\chi_{11} = \gamma_{11}(U_{aa} + U_{bb} - 2U_{ab})/4$ corresponds to the density-density interaction energy between the two sides of the double-well. The latter is proportional to the overlap between the functions $\varphi_L(r)$ and $\varphi_R(r)$. It cancels in the small lattice limit as a consequence of the localisation of the mode functions $\varphi_L(r)$ and $\varphi_R(r)$ inside each subsite.

Our two-mode model does not only describe the system well in both limits, it also takes into account the effects of density-density interactions between two subsites when the potential barrier between them is still not fully ramped up. This property makes it particularly valuable for the study of the system dynamics between the two limits.
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In the SLL, the Hamiltonian (4.11) reduces (up to the energy shift $E$) to

$$
\hat{H}_{\text{SLL}}^{1} = \begin{pmatrix}
U_{11} & -J & -J & 0 \\
-J & 0 & 0 & -J \\
-J & 0 & 0 & -J \\
0 & -J & -J & U_{11}
\end{pmatrix}.
$$

(4.12)

where $V_{a} = E - J$ and $V_{b} = E + J$ with $E = \int \text{d}r \varphi_{L}^{*}(r)\hat{h}_{0} \varphi_{L}(r)$ is the single-particle energy and $J = \int \text{d}r \varphi_{L}^{*}(r)\hat{h}_{0} \varphi_{R}(r)$ the hopping integral, and $\hat{U}_{11} = \gamma_{11} \int \text{d}r |\varphi_{L}|^{4}$ is the on-site interaction [119].

For zero tunneling $J = 0$, the Hamiltonian $\hat{H}_{\text{SLL}}^{1}$ has two degenerate ground states: $|\uparrow, \downarrow\rangle$ and $|\downarrow, \uparrow\rangle$. This degeneracy is lifted at finite $J$ where the symmetric superposition

$$
|\psi_{0}\rangle = \frac{1}{\sqrt{2}}(|\uparrow, \downarrow\rangle + |\downarrow, \uparrow\rangle)
$$

(4.13)

is the ground and the antisymmetric superposition the first excited state. These two low-lying energy levels with an energy splitting of $4J^{2}/U_{11}$ are separated from the other excited states by the interaction energy $U_{11}$.

We have carried out a dynamical simulation of the splitting dynamics using the exact full Hamiltonian defined in Eq. (4.2) and 4.A for two particles and one site. For the time-scales considered throughout this paper, non-adiabatic effects due to the changes of shape of the mode functions can be safely neglected [119]. We have used $s(t) = \sin^{2}[t/(2T)]$, and computed the anti-fidelity $1 - \mathcal{F}$ with $\mathcal{F} = |\langle \psi | \psi_{0} \rangle|^{2}$ between the state $|\psi\rangle$ of the system at the end of the numerical simulation of the ramp and the Bell state (4.13). For the parameters considered, we have found that the anti-fidelity reaches $1 - \mathcal{F} \approx 10^{-3}$ for a quench time of $T \sim 1.1 \pm 0.1 \text{ ms}$ (see Fig. 4.2). It is expected that better fidelity can be obtained for larger values of $U_{11}$ [120]. This observation makes our scheme relevant for current experimental
Thus, changing the topology of the optical lattice from the LLL to the SLL drives the state of the atoms within each lattice site from (4.8) to the maximally entangled Bell state (4.13). Non-adiabatic transitions to excited states are suppressed by opposite parity in the case of the first excited state and by the on-site interaction $U_{11}$ in the case of the other excited states. After this first step has been completed, a system of initially $N$ sites contains $k = 2N$ subsites and its state is given by a tensor product of Bell pairs

$$\left| \Phi_k^{(0)} \right\rangle = \bigotimes_{i=1}^{N} |\psi_0\rangle.$$  \hspace{1cm} (4.14)

Remarkably, the system in state (4.14) is resilient to dephasing noise for a magnetic field slowly varying over a distance of one lattice site [55].

### 4.4 Implementation of an entangling gate

Since the interactions between two atoms depend on the overlap between their wave functions, they can be dynamically switched on and off by lowering and raising the potential barrier between the two subsites. This is done by varying the lattice parameter $s$ from $s = 1$ at time $t = 0$ to $s = 1 - \eta$ and back to $s = 1$ at time $t = \tau$. In the SLL, where $\tilde{J}_{11}/\tilde{U}_{11} \ll 1$, tunneling can be treated perturbatively, and the Hamiltonian (4.11) can be projected onto the subspace of singly-occupied sites.

We distinguish two cases: either the neighbouring subsites are occupied by atoms with opposite or equal spins. For two atoms with opposite spins, we can use Eq. (4.11) and the effective Hamiltonian in the basis $|\uparrow, \downarrow\rangle$ and $|\downarrow, \uparrow\rangle$ reads (up...
4.4. Implementation of an entangling gate

to a constant energy shift) in second-order perturbation theory

\[
\hat{H}^{(\text{eff})}_{\uparrow \downarrow} = \left( \frac{2 \tilde{J}_{\uparrow \downarrow}^2}{U_{\uparrow \downarrow}} + \chi_{\uparrow \downarrow} \right) \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}. \tag{4.15}
\]

Since the effective Hamiltonian commutes with itself at different times, we obtain

\[
\hat{U}(\tau) = \exp \left( -\frac{i}{\hbar} \int_0^\tau \hat{H}^{(\text{eff})}_{\uparrow \downarrow} \, dt \right) = \begin{pmatrix} e^{-i\phi} \cos \phi & -ie^{-i\phi} \sin \phi \\ -ie^{-i\phi} \sin \phi & e^{-i\phi} \cos \phi \end{pmatrix}, \tag{4.16}
\]

where the phase \( \phi \) is given by

\[
\phi(\tau) = \frac{1}{\hbar} \int_0^\tau \left( \frac{2 \tilde{J}_{\uparrow \downarrow}^2}{U_{\uparrow \downarrow}} + \chi_{\uparrow \downarrow} \right) \, dt. \tag{4.17}
\]

While the first term in Eq. (4.17) is due to second-order tunneling [53, 109], the second term is due to density-density interactions. This term is negligible in the SLL, but when the potential barrier between the two sides of the double well is reduced, it adds an extra phase between neighbouring particles with different spins because of the difference between the scattering lengths \( c_0 \) and \( c_2 \).

For atoms with equal spins \( \sigma = \{\uparrow, \downarrow\} \) we start by writing down the basis states as

\[
|\sigma \sigma, \rangle = \hat{c}_{L,\sigma}^\dagger \hat{c}_{L,\sigma}^\dagger |\text{vac}\rangle = (\hat{a}_{\sigma}^\dagger + \hat{b}_{\sigma}^\dagger)(\hat{a}_{\sigma}^\dagger + \hat{b}_{\sigma}^\dagger)/(2\sqrt{2}) |\text{vac}\rangle
\]

\[
|\sigma, \sigma \rangle = \hat{c}_{L,\sigma}^\dagger \hat{c}_{R,\sigma}^\dagger |\text{vac}\rangle = (\hat{a}_{\sigma}^\dagger + \hat{b}_{\sigma}^\dagger)(\hat{a}_{\sigma}^\dagger - \hat{b}_{\sigma}^\dagger)/2 |\text{vac}\rangle
\]

\[
|\uparrow, \downarrow \rangle = \hat{c}_{R,\sigma}^\dagger \hat{c}_{R,\sigma}^\dagger |\text{vac}\rangle = (\hat{a}_{\sigma}^\dagger - \hat{b}_{\sigma}^\dagger)(\hat{a}_{\sigma}^\dagger - \hat{b}_{\sigma}^\dagger)/(2\sqrt{2}) |\text{vac}\rangle, \tag{4.18}
\]
in which the Hamiltonian reads

$$\hat{H}_{\sigma\sigma} = \begin{pmatrix} \tilde{E}_{\sigma\sigma} + \tilde{U}_{\sigma\sigma} & \tilde{J}_{\sigma\sigma} & \chi_{\sigma\sigma} \\ \tilde{J}_{\sigma\sigma} & \tilde{E}_{\sigma\sigma} + \chi_{\sigma\sigma} & \tilde{J}_{\sigma\sigma} \\ \chi_{\sigma\sigma} & \tilde{J}_{\sigma\sigma} & \tilde{E}_{\sigma\sigma} + \tilde{U}_{\sigma\sigma} \end{pmatrix}, \quad (4.19)$$

where $\gamma_{\sigma\sigma} = c_0 + c_2$ is the interaction constant for particles with equal spin $\sigma$, $\tilde{E}_{\sigma\sigma} = V_a + V_b \pm E_Z$ the sum of single-particle energies, $E_Z = -g\mu_B B/2\hbar$ the Zeeman energy shift in the first order, $\tilde{J}_{\sigma\sigma} = (V_a - V_b)/\sqrt{2} + \gamma_{\sigma\sigma}(U_{aa} - U_{bb})/4$ the generalised tunneling matrix element, $\tilde{U}_{\sigma\sigma} = \gamma_{\sigma\sigma}(U_{aa} + U_{bb} + 6U_{ab})/4$ the generalised on-site interaction and $\chi_{\sigma\sigma} = \gamma_{\sigma\sigma}(U_{aa} + U_{bb} - 2U_{ab})/4$ the off-site density-density interaction.

In the SLL this reduces (up to the energy shift of $\tilde{E}_{\sigma\sigma}$) to

$$\hat{H}^{SLL}_{\sigma\sigma} = \begin{pmatrix} U_{\sigma\sigma} & -\sqrt{2}J & 0 \\ -\sqrt{2}J & 0 & -\sqrt{2}J \\ 0 & -\sqrt{2}J & U_{\sigma\sigma} \end{pmatrix}. \quad (4.20)$$

For the state $|\sigma, \sigma\rangle$ there are no other low-energy states accessible, so that it acquires only the phase factor $e^{i\kappa}$ during the sweep. In second-order perturbation theory we find that $\kappa$ is similar to (4.17)

$$\kappa = \frac{1}{\hbar} \int_0^T \left( \frac{4\tilde{J}^2}{U_{\sigma\sigma}} + \chi_{\sigma\sigma} \right) dt. \quad (4.21)$$

Since $\tilde{J}_{11} \rightarrow -J$, $\tilde{J}_{\sigma\sigma} \rightarrow -\sqrt{2}J$ and $\gamma_{11}/\gamma_{\sigma\sigma} = (c_0 - c_2)/(c_0 + c_2) \approx 1$, we get $\kappa \approx 2\phi$.

Putting the results of this section together we find that lowering and raising the potential barrier between two subsites $n$ and $n + 1$ implements the two-qubit gate
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\[ \hat{U} \text{ given by} \]

\[
\begin{pmatrix}
|00\rangle \\
|01\rangle \\
|10\rangle \\
|11\rangle \\
\end{pmatrix} =
\begin{pmatrix}
e^{iE_x \tau} & 0 & 0 & 0 \\
0 & e^{i\phi} \cos \phi & -i e^{i\phi} \sin \phi & 0 \\
0 & -i e^{i\phi} \sin \phi & e^{i\phi} \cos \phi & 0 \\
0 & 0 & 0 & e^{-iE_x \tau}
\end{pmatrix}
\begin{pmatrix}
|00\rangle \\
|01\rangle \\
|10\rangle \\
|11\rangle \\
\end{pmatrix}.
\tag{4.22}
\]

where \(|ij\rangle = |i\rangle_n \otimes |j\rangle_{n+1}\) with \(|1\rangle_n = \hat{c}_{n,\uparrow}^\dagger |\text{vac}\rangle\) and \(|0\rangle_n = \hat{c}_{n,\downarrow}^\dagger |\text{vac}\rangle\) where \(\hat{c}_{n,\uparrow}^\dagger\) and \(\hat{c}_{n,\downarrow}^\dagger\) are the creation operators of a particle at subsite \(n\) with spin \(\downarrow\) and \(\uparrow\), respectively.

Numerical simulations of the system dynamics have been carried out using the exact full Hamiltonian for two particles and one site—that is, including the contribution of spin changing collisions to the \(m_f = 0\) state—for a system of \(^{87}\text{Rb}\) atoms, \(V_T = 60 E_R\) and \(\eta = 0.3\). We have computed the overlap between the states resulting from the numerical simulation with their analytical approximation and found that for the parameters considered and switching times \(\tau\) up to tens of milliseconds, the time evolution operator of the system is accurately approximated by Eq. (4.22). For longer times \(\tau\), the evolution of the system in the reduced Hilbert becomes non-unitary due to slow transitions to the state where the two particles have spins \(\sigma = 0\), as expected.

Since the application of the gate \(\hat{U}\) is realised in parallel on all qubits in the \(x\)-direction, the phase due to the Zeeman shift in the first order in \(B\) cancels for systems with an equal number of atoms in the \(\sigma = +1\) and \(\sigma = -1\) state. For such systems, we find that for ramping times \(\tau\) such that \(\phi(\tau) = \{\pi/4, \pi/2, 3\pi/4\}\), lattice
manipulations realise the gates (in the usual computational basis) [121]

\[
\begin{align*}
\hat{U}_{\frac{\pi}{4}} &= \sqrt{\text{SWAP}} \\
\hat{U}_{\frac{\pi}{2}} &= \text{SWAP}, \\
\hat{U}_{\frac{3\pi}{4}} &= \text{SWAP}\sqrt{\text{SWAP}} = \sqrt{\text{SWAP}}^4.
\end{align*}
\] (4.23)

(4.24)

(4.25)

In the remainder of this paper we will show that, using a lattice of Bell pairs as a starting point, this gate\(^1\) can be used to create both many-body entangled states and a resource state for MBQC.

4.5 Creation and detection of a state with a tunable amount of entanglement

Depending on whether the lattice parameter \(\theta\) is set to \(\theta = 0\) or \(\theta = \pi/2\), the gate \(U_{\theta}\) in Eq. (4.22) is applied between neighbouring subsites inside or between lattice sites, respectively. Up to an irrelevant global phase, these operations read

\[
\hat{U}^{\text{in}}(\hat{U}) = \bigotimes_{n=1}^{N} \hat{U}
\] (4.26)

or

\[
\hat{U}^{\text{bw}}(\hat{U}) = \hat{1} \otimes \bigotimes_{n=1}^{N-1} \hat{U} \otimes \hat{1}.
\] (4.27)

Using this notation, we define a knitting operator by

\[
\mathcal{K}(\hat{U}) = \hat{U}^{\text{in}}(\hat{U})\hat{U}^{\text{bw}}(\hat{U}).
\] (4.28)

\(^1\)In the context of optical lattices, different methods to implement this gate have been put forward for different encodings of the logical qubits [29, 122, 123]. Recently, a \(\sqrt{\text{SWAP}}\) gate between qubits encoded on the internal spin state of the atoms was realised experimentally by manipulating both the spin and motional degrees of freedom of the atoms by means of optical superlattices [55].
Figure 4.3. Schmidt measure of the state (4.29) as a function of $\Gamma$ and $k$. The Schmidt decomposition of the state (4.29) was calculated by partitioning the system in equal parts, which yields the maximum possible Schmidt rank.
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Starting from a lattice of Bell pairs, the state resulting from $\Gamma$ successive applications of the operator $\hat{K}(\hat{U}_\pi)$ on the state (4.14) is denoted by

$$\left| \Phi_k^{(\Gamma)} \right> = \hat{K}(\hat{U}_\pi)^\Gamma \left| \Phi_k^{(0)} \right>.$$  \hspace{1cm} (4.29)

In Fig. 4.3, we have plotted the Schmidt measure $P_s^L$ of the state (4.29) for up to $k = 20$ qubits and partitions of size $L = 10$ as a function of $\Gamma$ [12, 124]. We find that the Schmidt rank of the state is directly proportional to $\Gamma$, i.e. applying the entangling knitting operator (4.28) first connects the initial Bell pairs and then further increases the entanglement content of the state. The largest possible Schmidt measure $\max[P_s^L(\left| \Phi_k^{(\Gamma)} \right>)] = k/2$ is reached after $\Gamma = N/2$ applications of the operator (4.28). Once the maximum value for the Schmidt measure is reached, it remains unaffected by further applications of the operator (4.28). We note that since the operator $\hat{U}$ conserves the total number of spins, the state (4.29) is resilient to collective dephasing noise. Recent experimental results suggest that resilience to this type of noise significantly increases the decoherence time of the system [55].

Since the application of the gate $\hat{K}(\hat{U}_\pi)$ affects the density correlations in the lattice, its effect on the system can be observed experimentally via state-selective measurement of the quasi-momentum distribution (QMD) of atoms with spin up [6, 55]

$$n_q^\dagger = \frac{1}{2N} \sum_{i,j=1}^{2N} e^{-i\pi q(i-j)/N} \langle \hat{c}_i^\dagger \hat{c}_j \rangle.$$  \hspace{1cm} (4.30)

As an illustration, we have plotted in Fig. 4.4 the QMD of a system of $k = 14$ atoms after $\Gamma = 1$ and $\Gamma = 7$ applications of the operator $\hat{K}(\hat{U}_\pi)$ on the state (4.14). Hence, starting from a lattice of Bell pairs, superlattice manipulations allow the creation of an entangled state with a tunable Schmidt rank that has a distinct experimental signature and is resilient to collective dephasing noise. These properties make this
4.6 Creation of maximally entangled states

Together with site-selective single-qubit operations applied in parallel on every second atom, superlattice manipulations can be used to implement the entangling phase-gate operation

$$\hat{C}_1 = \hat{U}_z \hat{Z} \hat{U}_z \hat{1},$$

where $\hat{C}_1 = \text{diag}(1, -i, -i, 1)$ and $\hat{Z}$ is the Pauli matrix defined as $\hat{Z} = \text{diag}(1, -1)$ in the usual computational basis. The operation $\hat{C}_1$ is related to the operation $\hat{C}_2 = \text{diag}(1, 1, 1, -1)$ by applying the single-qubit gate $\sqrt{\hat{Z}} \otimes \sqrt{\hat{Z}}$ on every site of the lattice. A proposal for realising arbitrary single-qubit gates on individual atoms in an optical lattice can be found in Ref. [9]. Notice that the single-qubit operations required to implement the gate (4.31) between sites can be performed in parallel, and so each site need not be addressed separately. The implementation of a phase

Figure 4.4. (a) Quasi-momentum distribution of $k = 14$ atoms after the application of the gate $\hat{K}(\hat{U}_z)^\Gamma$ on the state (4.14) for (a) $\Gamma = 1$ and (b) $\Gamma = 7$. After $\Gamma = 7$ applications of the knitting operator, the state is maximally entangled.

state suitable for experimental studies of many-body entanglement.
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gate directly followed by a SWAP gate

\[(\text{SWAP}) \hat{C}_i = \hat{U}_{\frac{i}{4}} (\hat{Z} \otimes \hat{1}) \hat{U}_{\frac{i}{4}} (\hat{1} \otimes \hat{Z}) \quad (4.32)\]

is accomplished by adjusting the switching time \(\tau\) of the last gate. The operation (4.32) is equivalent to \((\text{SWAP}) \hat{C}_Z\) up to the unitary transformation \(\sqrt{\hat{Z}} \otimes \sqrt{\hat{Z}}\). Since the \(\hat{C}_Z\) operations between different qubits commute, \(k/2\) successive applications of the operator \(\hat{K}(\text{SWAP})\hat{C}_Z\) on the state \(|+\>^\otimes k\) \(|\pm\> = (|0\> \pm |1\>/\sqrt{2})\) create a complete graph state \(|K_N\>\). Complete graphs have the property that each vertex is connected to all the vertices of the graph, i.e. a complete graph of \(k\) vertices contains \(k(k - 1)/2\) edges. Graph states of complete graphs are equivalent to the maximally entangled state \(|GHZ\> = (|0\>^\otimes k + |1\>^\otimes k)/\sqrt{2}\) up to local unitary operations.

Superlattice manipulations alone allow the realisation of the state

\[|\Phi_{\text{graph}}^{(k)}\> = \hat{U}_w^{\text{bw}} (\hat{U}_{\frac{k}{4}}^\dagger) \hat{K}(\hat{U}_{\frac{k}{4}}^\dagger)^{(k/2)-1} |\Phi_{k}^{(0)}\> \quad (4.33)\]

resulting from \(k - 1\) successive applications of the operator (4.25) between and inside each site. The process leading to state (4.33) is schematically represented in Fig. 4.5. This state is resilient to collective dephasing noise, and possesses a structure similar to a complete graph state (see Fig. 4.5). Via the brute-force numerical calculation of the parameters of single-qubit unitary operations, we have found that (4.33) is locally equivalent to a complete graph state of the same size for up to \(k = \{4, 6, 8\}\) qubits. This suggests that this property holds for an arbitrary number of qubits.

The resilience of this state to collective dephasing noise, and its symmetry properties make it a good candidate for the improvement of the sensitivity of quantum spectroscopic measurements in noisy environments (see Ref. [125]).
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Figure 4.5. Schematic representations of the process leading to state (4.33). Qubits initially forming a Bell pair are linked by a dark blue line. The boxes depict the location where the $\sqrt{SWAP}^4 = SWAP\sqrt{SWAP}$ is performed. After a $\sqrt{SWAP}$ gate has been applied between two qubits, they are connected by a (light) blue line. Numerical calculations show that for up to 8 qubits, the state (4.33) is equivalent to a complete graph state under local unitary operations.
4.7 Creation of a resource for MBQC

In this section we will show how to create a state useful for MBQC via the application of the $\hat{C}_2$ gate via lattice manipulations in both the $x$ and $y$ direction. This state is formally similar to a Bell-encoded cluster state, and hence its utilisation as a resource for MBQC only requires an adjustment of the measurement networks used for cluster states. To demonstrate the universality of our resource for MBQC and derive the measurement networks required to perform quantum algorithms, we will employ the method recently developed by Gross and Eisert in Ref. [126, 127], which connects the matrix product representation (MPR) of a state with its computational power. A review of the basics concepts presented in Ref. [126] can be found in 4.B.

The MPR for a chain of $k$ systems of dimension $d = 2$ (qubits) is given by

$$| \psi_A \rangle = \sum_{i_1 \ldots i_k = \{0,1\}} \langle R | \hat{A}_1^{[i_1]} \cdots \hat{A}_k^{[i_k]} | L \rangle | i_1 \cdots i_k \rangle . \quad (4.34)$$

It is specified by a set of $2kD \times D$-matrices, which we will refer to as the correlation matrices, and two $D$-dimensional vectors $| L \rangle$ and $| R \rangle$ representing boundary conditions. The parameter $D$ is proportional to the amount of correlation between two consecutive blocks of the chain. Notice that the right boundary condition vector $| R \rangle$ appears on the left. This choice improves the clarity of calculations later when we will use the graphical notation explained in 4.B.2.

Starting from a lattice of Bell pairs, we find that the state resulting from the application of the gate $\hat{U}^{\text{loc}}(\hat{C}_2)$ on the state $| \psi^{(0)}_k \rangle$ (4.14) has the MPS

$$| \psi_{AB} \rangle = \sum_{i_1 \ldots i_k = \{0,1\}} \langle R | \hat{A}_1^{[i_1]} \hat{B}_2^{[i_2]} \cdots \hat{A}_k^{[i_{k-1}]} \hat{B}_k^{[i_k]} | L \rangle | i_1 \cdots i_k \rangle , \quad (4.35)$$
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where

\[
\hat{A}^{[0]} = |+\rangle \langle 0|, \quad \hat{A}^{[1]} = |--\rangle \langle 1|, \quad (4.36)
\]

\[
\hat{B}^{[0]} = |1\rangle \langle 0|, \quad \hat{B}^{[1]} = |0\rangle \langle 1|, \quad (4.37)
\]

\[
|L\rangle = |+\rangle, \quad |R\rangle = \sqrt{2} |0\rangle. \quad (4.38)
\]

Here, each atom is labelled from 1 to \(k\), and the correlation matrices \(\hat{A}^{[0/1]}\) and \(\hat{B}^{[0/1]}\) are associated with odd and even atoms, respectively. Equivalently, it can be written as

\[
|\psi_C\rangle = \sum_{i_1,\ldots,i_N=0}^1 \langle R| \hat{C}^{[i_1]} \cdots \hat{C}^{[i_N]} |L\rangle |i_1 \cdots i_N\rangle, \quad (4.39)
\]

where

\[
\hat{C}^{[0]} = \hat{A}^{[1]} \hat{B}^{[0]} = |--\rangle \langle 0| \quad (4.40)
\]

\[
\hat{C}^{[1]} = \hat{A}^{[0]} \hat{B}^{[1]} = |+\rangle \langle 1|,
\]

\[
|\bar{0}\rangle = |10\rangle, \quad |\bar{1}\rangle = |01\rangle.
\]

In this representation, each site is labelled from 1 to \(N\) and the correlation matrix \(\hat{C}^{[0/1]}\) is associated with a pair of atoms. The measurement of odd and even atoms in the \(X\)-eigenbasis \(B_X = \{|\pm\rangle = (|0\rangle \pm |1\rangle)/\sqrt{2}\}\) on the state (4.35) projects the auxiliary matrix associated with the measured atom onto the eigenstate \(|0\rangle + (-1)^s |1\rangle)/\sqrt{2}\) depending on the measurement outcome \(s\) (see Eq. (4.69) in 4.B). In the graphical notation, this implements the operations

\[
\begin{align*}
\xrightarrow{A[X]} & \propto \hat{X}^s \hat{H}, \\
\xrightarrow{B[X]} & \propto \hat{X} \hat{Z}^s,
\end{align*}
\]

for odd and even atoms, respectively. Here, the operator \(\hat{H}\) is the Hadamard gate.
and $\hat{X}$ the Pauli-X matrix [121]. Similarly, measurements in the $\phi$-eigenbasis $B_\phi = \{(|0\rangle \pm e^{i\phi}|1\rangle)/\sqrt{2}\}$ yield

\begin{align}
A[\phi] & \rightarrow \propto \hat{X}^* \hat{H} \hat{S}(\phi), \\
B[\phi] & \rightarrow \propto \hat{X}^* \hat{Z} \hat{S}(\phi),
\end{align}

where $\hat{S}(\phi) = \text{diag}(1, e^{i\phi})$ in the usual computational basis. Also, we find that since the measurement of the $i$th and $(i+1)$th atoms ($i$ odd) in the Bell basis has only two possible outcomes, we have

\begin{align}
C[X] & \rightarrow \propto \hat{Z} \hat{X}^* \hat{H}, \\
C[\phi] & \rightarrow \propto \hat{Z} \hat{X}^* \hat{H} \hat{S}(\phi),
\end{align}

where the measurement eigenbases are given by $B_X = \{(|0\rangle \pm |1\rangle)/\sqrt{2}\}$ and $B_\phi = \{(|0\rangle \pm e^{i\phi}|1\rangle)/\sqrt{2}\}$, respectively. Since any single-qubit gate can be decomposed into Euler angles, i.e.

$$
\hat{U}_{\text{rot}}(\zeta, \eta, \xi) = \hat{S}(\zeta) \hat{H} \hat{S}(\eta) \hat{H} \hat{S}(\xi),
$$

the application of one of the following sequence of measurements

\begin{align}
\rightarrow B[X_1] & \rightarrow A[\phi_2] \rightarrow B[\phi_3] \rightarrow A[X_4] \rightarrow B[\phi_5] \rightarrow A[X_6], \\
\rightarrow C[X_1] & \rightarrow C[\phi_2] \rightarrow C[\phi_3] \rightarrow C[\phi_4]
\end{align}

on the state (4.35) realise arbitrary qubit gates, up to a known by-product operator $\hat{U}_E$. For instance, applying the measurement sequence (4.48) with measurement outcomes $\vec{s} = (1, 0, 0, 0, 1, 1)$, where $s_i$ denotes the outcome of $X_i$ or $\phi_i$, implements
Figure 4.6. Starting with 1D system (x-direction) in the state \((4.35)\), a 2D state useful for MBQC is obtained by applying \(\hat{C}_Z\) gates between even subsites (denoted by the letter \(B\)) in the y-direction.

the operation \(\hat{U}_\Sigma \hat{U}_\text{rot}(\phi_2, \phi_3, \phi_5)\) with \(\hat{U}_\Sigma = \hat{H}\hat{Z}\hat{X}\) on the state of the correlation space. Similarly, the measurement sequence \((4.49)\) with outcomes \(\vec{s} = (0,0,1,0)\) implements the operation \(\hat{U}_\Sigma \hat{U}_\text{rot}(\phi_2, \phi_3, \phi_4)\) with \(\hat{U}_\Sigma = \hat{Z}\hat{X}\hat{Z}\). Although both measurement sequences \((4.48)\) and \((4.49)\) preserve the system’s immunity to collective dephasing, less measurements are required using the sequence \((4.48)\). The state of the correlation space can be read-out using a scheme described in 4.B.

Superlattice manipulations can also be used to engineer 2D systems. In the remainder of this section, we will consider the MPR of the 2D state \(|\psi_{2D}\rangle\) resulting from the coupling of 1D systems in the state \((4.35)\) via the application of a \(\hat{C}_Z\) gate between even subsites\(^2\) in the y-direction (see Fig. 4.6). The MPR of this state is given by

\[
\begin{align*}
\frac{u}{d} \frac{C[0]}{C[1]} \frac{l}{l} &= \{-\rangle \langle 0_1 \otimes +\rangle_u \langle 0_d}, \\
\frac{u}{d} \frac{C[0]}{C[1]} \frac{l}{l} &= \{+\rangle \langle 1_1 \otimes -\rangle_u \langle 1_d}.
\end{align*}
\]

\(\text{\footnotesize{2See e.g. Refs. [54, 55] for relevant 2D superlattice setups}}\)
Also, the expansion coefficients of $|\psi_{2D}\rangle$ are represented by

$$
\langle \tilde{\psi}_{1,1} \cdots \tilde{\psi}_{2,2} | \psi_{2D} \rangle = \frac{1}{\sqrt{2}} \left( \begin{array}{c} U \\ L \\ \bar{U} \\ \bar{L} \\ \bar{D} \\ \nu \end{array} \right) \frac{1}{\sqrt{2}} \left( \begin{array}{c} U \\ L \\ \bar{U} \\ \bar{L} \\ \bar{D} \\ \nu \end{array} \right),
$$

where $|U\rangle = |0\rangle$ and $|D\rangle = |+\rangle$.

This state is formally similar to a cluster state where qubits are encoded on two atoms and the $|+\rangle$ state corresponds to the Bell state (4.13). Although the application of the $\hat{C}_Z$ gate between sites in the y–direction implements the same operation between encoded qubits, it corresponds to a different operation between encoded qubits in the x–direction. Therefore, it is not possible to execute algorithms designed for cluster states using the state $|\psi_{2D}\rangle$ as a resource by simply interchanging, e.g. $X$ measurements with Bell-pair measurements $\tilde{X}$.

In the remainder of this section, we will show that $|\psi_{2D}\rangle$ constitute a universal resource for MBQC by presenting how to control information flows through the lattice, and by providing a measurement network that implements an entangling two-qubit gate.

Since the tensors of Eqs. (4.50) and (4.51) factor, they can be represented graphically by

$$
\begin{array}{c}
\begin{array}{c}
\uparrow \quad \uparrow \quad \uparrow \\
L \quad \bar{C}[0] \quad \bar{D} \\
\downarrow \quad \downarrow \quad \downarrow \\
\nu \quad 0 \\
\end{array}
+ \\
\begin{array}{c}
\uparrow \quad \uparrow \\
\quad \quad \\
\nu \quad + \\
\downarrow \quad \downarrow \\
\quad \quad \\
0 \quad 0 \\
\end{array}
\end{array}
$$

(4.53)
Using this representation and Eqs. (4.50) and (4.51), we find that

$$C[Z_1] \xrightarrow{\alpha} C[X_2] \xrightarrow{\hat{X} \hat{Z}^{s_1+s_2+s_3}} C[Z_3].$$

Thus, measurements in the basis $B_X$ cause the information to flow from left to right, and measurements of the vertically adjacent sites in the $B_Z$ basis shields the information from the rest of the lattice [126]. Since we can isolate horizontal lines, they can be used as logical qubits.

An entangling two-qubit gate between two horizontal lines is realised as follows. Consider the following measurement network [126]

$$C[X_5] \xrightarrow{C[Z_3]} C[Y_2] \xrightarrow{C[Z_4]}. \quad (4.55)$$

where the middle site is measured in the basis $B_Y = \{|0\rangle \pm i |1\rangle\}/\sqrt{2}$ and $c \in \{0, 1\}$. The lower part of the network reduces to

$$|c\rangle \xrightarrow{\alpha} C[X_1] \xrightarrow{Z^c |+\rangle \nrightarrow (-1)^{s_1} XH |c\rangle}. \quad (4.56)$$

Plugging (4.56) into the middle line yields

$$C[Z_3] \xrightarrow{C[Y_2]} C[Z_4] \xrightarrow{\alpha} HZ^{s_2+s_3+c+1}|(-1)^{s_4} |0\rangle + i |1\rangle\rangle. \quad (4.57)$$

Finally, plugging (4.57) into the upper of the network gives
Robust resource for MBQC with optical superlattices

\[ C[^\chi_\alpha] \]

\[ H Z^{s_2+s_3+c+1}[(−1)^{s_4} |0⟩ + i |1⟩] \]

\[ \propto \hat{U}_\Sigma (-i\hat{Z})^c \] (4.58)

where \( \hat{U}_\Sigma = e^{i\chi} (i\hat{X})^{s_4} \hat{H}^\dagger (\frac{\pi}{2}) [\hat{Z}^{s_5} (-i\hat{Z})^{s_2+s_3+1}] \). Thus, the measurement network (4.55) implements an entangling controlled-phase gate between the upper and lower horizontal lines up to a know by-product operator. Since arbitrary single-qubit gates can be applied on each horizontal lines independently, this completes the proof of universality. The way of dealing with by-product operators at the end of the measurement sequences does not differ from the usual MBQC scheme with cluster states (see e.g. [115]). Notice that since single and two-qubit gates are performed via the application of pairwise measurements, the system remains invariant to collective dephasing at any time during the execution of an algorithm.

4.8 Summary

We have analysed the dynamics of a bosonic spinor condensate in a superlattice potential, and shown that a lattice with a Bell pair in every lattice site can be realised via the dynamical splitting of each site. We have proposed a scheme that allows the application of an entangling \( \sqrt{SWAP} \) gate between and inside Bell pairs. The successive application of this gate between and inside lattice sites was shown to create an entangled state with a tunable Schmidt rank that is resilient to collective dephasing noise; and a maximally entangled state which, as numerical evidence suggests, is locally equivalent to a GHZ state. Finally, we have presented a state that is obtained by connecting Bell pairs in two dimensions via an entangling phase gate, and shown that it constitutes a resource for MBQC formally similar to a Bell-encoded cluster state. We have provided measurement networks for implementing
a two-qubit entangling gate as well as arbitrary local unitary operations. Our im-
plementation has the advantage that it allows the execution of quantum algorithms
while leaving the system unaffected by collective dephasing noise.

Acknowledgements

This work was supported by the EU through the STREP project OLAQUI. The re-
search was also supported by the EPSRC (UK) through the QIP IRC (GR/S82716/01)
and EuroQUAM project EP/E041612/1. A. N. acknowledges a scholarship from the
Rhodes Trust.

Appendix

4.A The full Hamiltonian

Using the field operator (4.7), the single-particle terms of the Hamiltonian (4.2) in
second quantised form are given by

\[ \hat{H}_0 = \hat{H}_K + \hat{H}_Z \]

\[ = \sum_{\sigma = -1,0,1} [V_\sigma + \Delta E_{Z,\sigma}(B)] \hat{a}_\sigma^\dagger \hat{a}_\sigma + \sum_{\sigma = -1,0,1} [V_\sigma + \Delta E_{Z,\sigma}(B)] \hat{b}_\sigma^\dagger \hat{b}_\sigma, \quad (4.59) \]

where \( V_\nu = \int \text{d}r w_\nu^*(r) \hat{h}_0 w_\nu(r) \). Assuming that the magnetic field is weak (\( B < 200 \text{ G} \)), the Zeeman shift \( \Delta E_{Z,\sigma}(B) \) is accurately approximated to the second order
in \( B \) \[37\]

\[ \Delta E_{Z,\sigma}(B) = \begin{cases} 
\frac{g \mu_B B}{4} - \frac{3(g \mu_B B)^2}{16 \Delta E_{hf}} & \text{if } \sigma = -1, \\
-\frac{(g \mu_B B)^2}{4 \Delta E_{hf}} & \text{if } \sigma = 0, \\
-\frac{g \mu_B B}{4} - \frac{3(g \mu_B B)^2}{16 \Delta E_{hf}} & \text{if } \sigma = 1, 
\end{cases} \quad (4.60) \]
where $g$ is the gyromagnetic factor, $\Delta E_{\text{hf}}$ is the hyperfine splitting energy, and $\mu_B$ is the Bohr magneton.

In the low-energy limit, atomic interactions are well approximated by $s$-wave scattering, with the scattering length depending on the spin state of the colliding atoms. At ultracold temperatures, two colliding atoms in the lower hyperfine level $f_{\text{low}}$ will remain in the same multiplet, since the interaction process is not energetic enough to promote either atom to a higher hyperfine level $f_{\text{high}}$ [110]. Also, since alkalis have only two hyperfine multiplets, the conservation of the total angular momentum by the scattering process implies that inter-atomic interactions conserve the hyperfine spin $f_1$ and $f_2$ of the individual atoms. Thus, the interaction between two particles located at positions $\mathbf{r}_1$ and $\mathbf{r}_2$ is given by [110, 117, 128]

$$
\hat{V}_{\text{int}}(\mathbf{r}_1 - \mathbf{r}_2) = \frac{4\pi \hbar^2}{M} \delta(\mathbf{r}_1 - \mathbf{r}_2) \sum_{F=0,2} a_F \hat{\mathcal{P}}_F,
$$

(4.61)

where $F = f_1 + f_2$ is the total angular momentum of the scattered pair, $\hat{\mathcal{P}}_F$ is the projection operator for the total angular momentum $F$, and $a_F$ is the $s$-wave scattering length of the channel associated with the total angular momentum $F$. The operator $\hat{\mathcal{P}}_F$ is given by [128]

$$
\hat{\mathcal{P}}_F = \sum_{m_F=-F}^{F} |F, m_F\rangle \langle F, m_F|,
$$

(4.62)

where $|F, m_F\rangle$ is the state formed by two atoms with total angular momentum $F$ and $m_F = m_1 + m_2$ with $m_1$ and $m_2$ the projection on the quantisation axis of $f_1$ and $f_2$, respectively. The quantisation axis is defined by the direction of the magnetic field present in the system. Boson statistics require the state $|F, m_F\rangle$ to be invariant under particle exchange, and hence only the terms corresponding to values of $F = \{0, 2\}$ appear in the sum of Eq. (4.61). Using the relation $\mathbf{f}_1 \cdot \mathbf{f}_2 = \hat{\mathcal{P}}_2 - 2\hat{\mathcal{P}}_0$,}


where \( \hat{r}_i = (\hat{r}_x^i, \hat{r}_y^i, \hat{r}_z^i) \) is the total angular momentum operator of the particle \( i \), the interaction operator can be re-written as [110, 129]

\[
\hat{V}_{\text{int}}(\mathbf{r}_1 - \mathbf{r}_2) = \delta(\mathbf{r}_1 - \mathbf{r}_2) \left( c_0 + c_2 \hat{r}_1 \cdot \hat{r}_2 \right).
\]  

From Eq. (4.63) we see that interactions conserve the quantum number \( m_F \) [37, 130].

Using the field operator (4.7), the interaction term in second quantised form reads

\[
\hat{H}_{\text{int}} = \frac{1}{2} \int \int d\mathbf{r}_1 d\mathbf{r}_2 \delta(\mathbf{r}_1 - \mathbf{r}_2) \times \\
\quad \left( c_0 : (\hat{\Psi}^\dagger(\mathbf{r}_1) \cdot \hat{\Psi}(\mathbf{r}_1)) (\hat{\Psi}^\dagger(\mathbf{r}_2) \cdot \hat{\Psi}(\mathbf{r}_2)) : + c_2 \sum_{\ell=x,y,z} : (\hat{\Psi}^\dagger(\mathbf{r}_1) \hat{f}_\ell^\dagger \hat{\Psi}(\mathbf{r}_1)) (\hat{\Psi}^\dagger(\mathbf{r}_2) \hat{f}_\ell^2 \hat{\Psi}(\mathbf{r}_2)) : ,
\]  

(4.64)

where : \( \circ \) : represents the operator \( \circ \) in normal ordering, \( \hat{\Psi}(\mathbf{r}) = (\hat{\Psi}_{-1}(\mathbf{r}), \hat{\Psi}_0(\mathbf{r}), \hat{\Psi}_1(\mathbf{r})) \) and the matrices \( \hat{f}_\ell \) are given by [118]

\[
\hat{f}_x^i = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}, \quad \hat{f}_y^i = \frac{1}{\sqrt{2}i} \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & 1 \\ 0 & -1 & 0 \end{pmatrix}, \quad \hat{f}_z^i = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -1 \end{pmatrix}.
\]  

(4.65)

The Hamiltonian given in (4.5) is a compact form of (4.64). In its expanded form,
Eq. (4.64) reads [129]

\[ \hat{H}_{\text{int}} = \frac{1}{2} \int \mathrm{d} \mathbf{r} x \]

\[
\left\{ (c_0 + c_2) \left[ \hat{\Psi}_1^\dagger(\mathbf{r}) \hat{\Psi}_1^\dagger(\mathbf{r}) \hat{\Psi}_1(\mathbf{r}) + \hat{\Psi}_1^\dagger(\mathbf{r}) \hat{\Psi}_{-1}(\mathbf{r}) \hat{\Psi}_{-1}(\mathbf{r}) \hat{\Psi}_{-1}(\mathbf{r}) \right] + 2(c_0 + c_2) \left[ \hat{\Psi}_1^\dagger(\mathbf{r}) \hat{\Psi}_0^\dagger(\mathbf{r}) \hat{\Psi}_1(\mathbf{r}) \hat{\Psi}_0(\mathbf{r}) + \hat{\Psi}_1^\dagger(\mathbf{r}) \hat{\Psi}_{-1}(\mathbf{r}) \hat{\Psi}_1(\mathbf{r}) \hat{\Psi}_{0}(\mathbf{r}) \right] \\
+ 2c_2 \left[ \hat{\Psi}_1^\dagger(\mathbf{r}) \hat{\Psi}_0^\dagger(\mathbf{r}) \hat{\Psi}_1(\mathbf{r}) \hat{\Psi}_{-1}(\mathbf{r}) + \hat{\Psi}_1^\dagger(\mathbf{r}) \hat{\Psi}_{-1}(\mathbf{r}) \hat{\Psi}_1(\mathbf{r}) \hat{\Psi}_0(\mathbf{r}) \right] \\
+ c_0 \left[ \hat{\Psi}_0^\dagger(\mathbf{r}) \hat{\Psi}_0^\dagger(\mathbf{r}) \hat{\Psi}_0(\mathbf{r}) \hat{\Psi}_0(\mathbf{r}) \right] \\
+ 2(c_0 - c_2) \left[ \hat{\Psi}_1^\dagger(\mathbf{r}) \hat{\Psi}_{-1}(\mathbf{r}) \hat{\Psi}_1(\mathbf{r}) \hat{\Psi}_{-1}(\mathbf{r}) \right] \right\}. \tag{4.66}
\]

The interaction Hamiltonian (4.66) can be expressed in terms of $\hat{a}_a^\dagger$ and $\hat{b}_a^\dagger$ operators using the relation

\[
\frac{1}{2} \int \mathrm{d} \mathbf{r} \hat{\Psi}_\sigma^\dagger(\mathbf{r}) \hat{\Psi}_\gamma^\dagger(\mathbf{r}) \hat{\Psi}_{\sigma'}(\mathbf{r}) = \frac{U_{aa}}{2} \left( \hat{a}_a^\dagger \hat{a}_a^\dagger \hat{a}_\sigma' \hat{a}_\gamma \right) + \frac{U_{bb}}{2} \left( \hat{b}_a^\dagger \hat{b}_a^\dagger \hat{b}_\sigma' \hat{b}_\gamma \right) + \\
\frac{U_{ab}}{2} \left( \hat{a}_a^\dagger \hat{b}_a^\dagger \hat{b}_\sigma' \hat{b}_\gamma + \hat{b}_a^\dagger \hat{a}_a^\dagger \hat{a}_\sigma' \hat{a}_\gamma \right) + \frac{U_{ab}}{2} \left( \hat{a}_a^\dagger \hat{b}_a^\dagger + \hat{b}_a^\dagger \hat{a}_a^\dagger \right) \left( \hat{a}_\sigma' \hat{b}_\gamma + \hat{b}_\sigma' \hat{a}_\gamma \right), \tag{4.67}
\]

where $U_{\sigma\gamma} = \int \mathrm{d} \mathbf{r} \langle |w_\sigma(\mathbf{r})| |w_\gamma(\mathbf{r})\rangle^2$ and $\sigma, \gamma = -1, 0, +1$.

4.B Measurement-based quantum computations and MPSs

4.B.1 General idea

In this section, we present the general idea developed in Ref. [127]. From Eq. (4.34), one can see that if the $i_k$ site in the computational basis and the outcome $s_k$ is
obtained, then the state $|L\rangle$ of the auxiliary system becomes

$$|L\rangle' = \hat{A}[^{s_k}]_k |L\rangle.$$  \hspace{1cm} (4.68)

Thus, measurements change the state $|L\rangle$ of the auxiliary system. Similarly, if the measurement of a local observable at site $k$ yields an outcome corresponding to the observable's eigenvector $|\phi_k\rangle$, then the matrix $\hat{A}[^{i_k}]_k$ transforms into

$$\hat{A}[\phi]_k = \langle \phi_k | 0 \rangle \hat{A}[^0]_k + \langle \phi_k | 1 \rangle \hat{A}[^1]_k,$$  \hspace{1cm} (4.69)

and the vector of the auxiliary system becomes

$$|L\rangle' = \hat{A}[\phi]_k |L\rangle.$$  \hspace{1cm} (4.70)

From this point of view, a measurement on some physical site change the correlation properties between this site and the rest of the chain, i.e. it performs an operation on the auxiliary system state $|L\rangle$, which we will sometimes refer to as the state of the correlation space.

### 4.B.2 Graphical notation

In order to deal with the MPS of higher-dimensional states, the graphical notation introduced in Ref. [127] is very helpful. In this notation, tensors are represented by boxes, and their indices by edges. Vectors and matrices are thus symbolised by

$$|L\rangle = \begin{array}{c} L \end{array},$$  \hspace{1cm} (4.71)

$$\langle R | = \begin{array}{c} R \end{array},$$  \hspace{1cm} (4.72)

$$\hat{A}[^i] = \begin{array}{c} \Lambda[^i] \end{array}.$$  \hspace{1cm} (4.73)
Consequently, vector and matrix operations can be represented graphically by

\[
\langle R | L \rangle = \begin{array}{c}
R \\
L
\end{array} ,
\]

(4.74)

\[
\hat{B} \hat{A} = \begin{array}{c}
A \\
B
\end{array} ,
\]

(4.75)

\[
\hat{B} \hat{A} | L \rangle = \begin{array}{c}
L \\
A \\
B
\end{array} .
\]

(4.76)

### 4.B.3 Read-out scheme

In order to use the state of the correlation space to process quantum information, we must be able to read it out at the end of the computation. It turns out that in our case a measurement of the \((i-1)\)th site in the computational basis corresponds to a measurement of the correlation system just after the \(i\)th site. To illustrate this fact, assume that just after the measurement of the \(i\)th site, the correlation system is in the state \(|0\rangle\), that is

\[
\begin{array}{c}
L
\end{array} , \begin{array}{c}
B[\phi_1] \\
A[\phi_2] \\
\ldots
\end{array} , \begin{array}{c}
B[\phi_i] \\
|0\rangle ,
\end{array}
\]

or

\[
\begin{array}{c}
L
\end{array} , \begin{array}{c}
B[\phi_1] \\
A[\phi_2] \\
\ldots
\end{array} , \begin{array}{c}
A[\phi_i] \\
|0\rangle .
\end{array}
\]

(4.77)

(4.78)

Thus, using Eqs. (4.36) and (4.37) we have

\[
\begin{array}{c}
[0] \\
A[1] \\
-\end{array} \rightarrow \alpha |0\rangle \langle 1 | 0 \rangle = 0 ;
\]

(4.79)

\[
\begin{array}{c}
[0] \\
B[1] \\
-\end{array} \rightarrow \alpha |0\rangle \langle 1 | 0 \rangle = 0 .
\]

(4.80)

Hence, the probability of obtaining the result 1 for a measurement on the \((i-1)\)th site is zero. Consequently, if the state of the correlation system is in state \(|0\rangle\) after
the $i$th site, then the $(i - 1)$th physical site must also be in that state. Since

\[
|0\rangle \rightarrow |1\rangle \quad \propto |+\rangle \langle 1|0\rangle = 0,
\]

the same observation applies if one measures the $(i - 2)$th and $(i - 1)$th sites ($i$ odd) in the basis $B_2 = \{|0\rangle, |\overline{1}\rangle\}$. Therefore, as a similar argument applies if the state of the correlation system is in the state $|1\rangle$ after the $i$th site, the description of the read-out scheme is complete.
CHAPTER 5

LONG-RANGE MOLECULAR POTENTIALS

5.1 Introduction

The manipulation of ultracold molecules is currently a very actively researched topic in atomic physics. Molecules often have very rich energy level structures, and they can be sensitive to very small changes in their environment so that their creation and manipulation find applications in many fields, such as high-precision measurements, high-resolution spectroscopy, or even quantum computation.

Molecules are notably hard to cool to very low temperatures, and so it is often advantageous to create them from already ultracold atoms (see e.g. Refs. [17] and references therein). In this context, optical lattices offer many interesting opportunities to form and study the properties of such molecules. The optical lattice allows molecules to be isolated from each other, and shields them from detrimental collisions that would usually take place in a gas.

So far, the main approach towards creating molecules in optical lattices has consisted of initialising the lattice in a Mott-insulating state with two atoms per site, and then transforming each pair into a dimer via the use of Feshbach resonances (see e.g. Refs. [24, 131–133], or photo-association (see e.g. Ref [134]). These two techniques can also be combined, e.g. to increase the binding energy of Feshbach
molecules [132]. The different types of molecules produced in this fashion have binding energies of the order of a few tens of MHz, and lifetimes up to 700 ms [131, 134]. Also, the spatial extent of the molecules that have so far been produced in optical lattices is usually much smaller than the distance between two lattice sites.

In the next chapter, we investigate the properties of ultracold dimers composed of highly-excited atoms that have very large spatial dimensions. The interest in ultracold molecules of macroscopic dimensions was sparked by an article from Greene et al. [25], where the existence of macroscopic dimer molecules was predicted. These molecules are composed by one atom in the ground state, and the other one in a highly-excited Rydberg state (see Fig. 5.1a). They have a size of about 70 nm, which corresponds to the dimension of a bacterium, and have recently been observed in a gas of ultracold atoms [25, 26, 135]. These molecules have the peculiarity that their electronic cloud resembles a trilobite insect; they also possess a large permanent dipole moment, which could potentially facilitate their manipulation. Their binding energies range between 100 MHz–10 GHz, and their estimated lifetime is of the order of a few tens of microseconds.

There exist other types of long-range dimers that can be formed from ultracold
Rydberg atoms. For instance, dimers composed of two Rydberg atoms with large principal quantum numbers interacting via dipole interactions have recently been studied [27, 136, 137]. Their equilibrium distance is gigantic—of the order of \(~ 10^4 a_0\) (with \(a_0\) the Bohr radius). However, their binding energy is of the order of \(~ 100\) MHz, which makes their detection difficult using spectroscopic techniques. The equilibrium distance of these molecules is sufficiently large so that the electronic clouds of the two atoms do not overlap, and hence they interact mainly via dipole-dipole interactions (see Fig. 5.1c).

In the context of the creation and observation of long-range dimers, optical lattices offer very interesting features. They can not only be used to isolate atomic pairs from each other, but also to fix the initial position of the atoms before they are photo-associated. In order to take advantage of these features, we will investigate the existence of diatomic molecular potentials with equilibrium distances of the order of typical lattice spacings in the next chapter. These molecules interact via coulombic interactions, and so they have binding energies greater than those of previously studied long-range molecules, which makes them potentially easier to observe using standard spectroscopic techniques (see Fig. 5.1b). Techniques developed in the context of high-resolution spectroscopy for Rydberg atoms excited from Bose-Einstein condensates may provide a basis for the measurement of the energy of such molecules (see e.g. Ref. [138]).

In this chapter, we introduce basic elements of molecular quantum mechanics\(^1\) concerned with the calculation of the potential curves of diatomic molecules. We also discuss the limitations of certain approximations of the coulombic potential for evaluating long-range molecular potentials between Rydberg atoms, and motivate the approach taken in the next chapter.

\(^1\)The aim of this introduction is to make the content of the next chapter accessible to an audience with a background in atomic and laser physics.
5.2 General framework

Most calculations in molecular quantum mechanics are done in the framework of the Born-Oppenheimer approximation, that is assuming that electrons can adjust their position almost instantaneously to that of the nuclei, so that the latter can be considered as fixed. Thus, the energy of a molecule is given by the solutions of the Schrödinger equation for a collection of electrons moving in the field generated by the nuclei.

Apart from the simple case of ion-molecules, where one electron is shared by two nuclei, exact numerical, let alone analytical, solutions of the Schrödinger equation are very hard to obtain. The general approach is to build up a trial molecular wavefunction for the molecule and to optimise its energy using variational methods. For diatomic molecules, the most important quantities to evaluate are the potential depth, which corresponds to the minima of the molecular potential, and the equilibrium distance, which is the distance between the atoms for which the potential is at its minimum [139].

5.3 The ion-molecule

In order to introduce some notation and illustrate the different methods used to approximate molecular orbitals, we start with the simplest possible molecular compound, the ion-molecule. An ion-molecule is formed by an electron and two ions. The Hamiltonian describing the system is given by

\[ H(R) = -\frac{\hbar^2}{2M} \nabla_r^2 + j_0 \left[ \frac{1}{R} - \frac{1}{r_A} - \frac{1}{r_B} \right], \]  

(5.1)

where \( r \) is the position of the electron, \( j_0 = e^2/(4\pi \varepsilon_0) \), \( r_\xi \) is the distance between the electron and the atomic centre \( \xi = A, B \), \( \varepsilon_0 \) is the permittivity in free space,
and $R$ the distance between the nuclei.

Even for the simplest case of two ions $A$ and $B$ and one electron (e.g. $\text{H}_2^+$ or $\text{Rb}_2^+$), it is not possible to find analytical solutions to the Schrödinger equation. Following the common approach, the energy of this simple molecular compound is evaluated by approximating its wavefunction using a superposition of the electronic orbitals of the parent atoms. This procedure is called linear combination of atomic orbitals (LCAO). For instance, the ground-state wavefunction of the $\text{H}_2^+$ ion-molecule can be approximated by a simple combination of two orbitals

$$\Psi(r, R)_q = c_a A_q(r) + c_b B_q(r),$$

where $A_q(r)$ [$B_q(r)$] is the hydrogenic wavefunction with quantum numbers $q = (n, \ell, m)$—e.g. $q = (1, 0, 0)$ for hydrogen—centred on the ion $A$ ($B$). The coefficients $c_a$ and $c_b$ are determined using variational principles, which leads to an energy

$$E_{\pm} = \frac{\alpha_{qq'} \pm \beta_{qq'}}{1 \pm S_{qq'}},$$

where for hydrogen $q = q' = (1, 0, 0)$. The quantity $\alpha_{qq'}$ is known as the Coulomb integral, $\beta_{qq'}$ as the resonance integral and $S_{q,q'} = \int dr A_{q}^*(r)B_{q'}(r)$ is the overlap integral. The Coulomb integral is given by $\alpha_{q,q'} = E_q + (j_0/R) - J_{q,q'}$ where $J_{q,q'} = j_0 \int dr B_{q}^*(r)(1/r_A)B_{q'}(r)$, and $E_q$ is the energy of the unperturbed atom with quantum $q$. The resonance integral is given by $\beta_{q,q'} = [E_q + (j_0/R)]S_{q,q'} - K_{q,q'}$ with $K_{q,q'} = j_0 \int dr A_{q}^*(r)(1/r_B)B_{q'}(r)$.

The energy $E_+$ is associated with a wavefunction $\Psi^+$ with coefficients $c_a = c_b$ where $c_a = 1/\sqrt{2(1 + S_{q,q'})}$ and $E_-$ to $\Psi^-$ with coefficients $c_a = -c_b$ where $c_a = 1/\sqrt{2(1 - S_{q,q'})}$. The trial wavefunction (5.2) has an equilibrium position and depth precise to within 20% of the experimental values. This result can be improved by
adding more orbitals in the definition (5.2) in order to enhance the shape of the molecular wavefunction.

A chemical bond is often interpreted as a decrease of potential energy caused by the accumulation of electronic density in the inter-atomic region, and so the purpose of adding more basis state to the molecular orbital is to increase this density while keeping the overall energy as low as possible.

Under inversion of the electron coordinates, the function $\Psi^+$ is left unchanged, and so it is said to be gerade. On the other hand, $\Psi^-$ changes sign, and so it is said to be ungerade. Both of these two functions have rotational symmetry around the internuclear axis, and are called $\sigma$-orbitals, by analogy with the letter $s$ of the atomic angular momentum. The two wavefunctions $\Psi^+$ and $\Psi^-$ are thus denoted by $\sigma_g$ and $\sigma_u$, respectively. Taking the $z$-direction to be the internuclear axis, single-electron molecular wavefunctions made out of e.g. $s$, $p_z$ or $d_{z^2}$ atomic orbitals are denoted by the letter $\sigma$, which corresponds to a zero angular momentum with respect to the inter-atomic axis.

### 5.4 Homonuclear diatomic molecules

The Hamiltonian of a dimer molecule composed of two identical atoms sharing two electrons (e.g. H$_2$ or Rb$_2$) is given by

$$H(R) = -\frac{\hbar^2}{2M} \left( \nabla^2_{r_1} + \nabla^2_{r_2} \right) - j_0 \left( \frac{1}{r_{1A}} + \frac{1}{r_{2B}} \right) + j_0 \left( \frac{1}{R} + \frac{1}{r_{12}} - \frac{1}{r_{1B}} - \frac{1}{r_{2A}} \right),$$

where $r_{\gamma\xi}$ with $\gamma = 1, 2$ is the distance between the electron $\gamma$ and the atomic centres $\xi$, $r_\gamma$ is the coordinate of the electron $\gamma$, and $r_{12}$ is the distance between the two electrons. The terms of the second line correspond to the interactions between the
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two atoms.

There are principally two different approaches to the approximation of the molecular wavefunctions of dimer molecules; the molecular-orbital method, and the valence-bond method (see e.g. Refs [139, 140]). The two approaches differ mainly in the way that they treat the ionic nature of the chemical bond.

5.4.1 The molecular-orbital method

The molecular wavefunction of a dimer is obtained using the molecular-orbital method by simply multiplying two single-electron molecular orbitals. This yields e.g. for H$_2$

\[
\sigma_g(r_1)\sigma_g(r_2) = \frac{1}{2(1 + S_{100,100})}[A_{100}(r_1)A_{100}(r_2) + B_{100}(r_1)B_{100}(r_2)] + A_{100}(r_1)B_{100}(r_2) + A_{100}(r_2)B_{100}(r_1)].
\]

This wavefunction has two parts. The first represents the two electrons being located on the same nucleus; the mechanism at the heart of ionic bond. The second represents the two electrons being equally shared between the two atoms, thus forming a so-called valence bond. Note that the superposition of two ungerade molecular orbitals would produce a similar wavefunction with a negative sign in front of the valence part.

If we consider $\sigma$-orbitals, there are four ways to accommodate the two electrons. The two combinations $\sigma_g \times \sigma_g$, and $\sigma_u \times \sigma_u$ generate a molecular wavefunction of gerade symmetry, and $\sigma_u \times \sigma_g$, and $\sigma_g \times \sigma_u$ of ungerade symmetry. Gerade states have singlet spin states, and ungerade states triplet states. Also, the rotational symmetry around the internuclear axis is zero because both electrons occupy a $\sigma$-orbital. Consequently, the symmetry of the molecule is denoted by $^1\Sigma_g$ for gerade combi-
nations, and $^3\Sigma_u$ for ungerade combinations. The capital Greek letter $\Sigma$ indicates the total angular momentum of the molecular wavefunction about the internuclear axis; it is associated with the values $\Sigma = 0, \Pi = 1, \Delta = 2$, etc., in an echo of atomic notation. The Hamiltonian (5.4) has no non-diagonal matrix elements between two functions of different symmetry type. This includes different components of the angular momentum around the internuclear axis, different parity, and different signs under coordinate inversion.

The energy of the dimer is obtained by diagonalising the Hamiltonian (5.4) using basis sets formed by different combinations of single-electron orbitals. It involves the calculation of integrals over the coordinates of the two electrons, which are notably difficult to evaluate. Owing to the computational difficulty of calculating these integrals for arbitrary quantum numbers, the basis set of orbitals used in (5.2) are often Slater-type orbitals, or Gaussian-type orbitals. They are simpler to integrate than hydrogenic wavefunctions, and can be parametrised to further optimise the solutions. Also, for molecules involving electrons in low-lying states, they allow the approximation of the molecular wavefunction with relatively few terms.

5.4.2 Valence bond approach

Another common approach used to approximate the molecular wavefunction of dimers is the valence bond method. This approach neglects entirely the contribution of the ionic part when building the wavefunction of the two electrons.

If we consider two electrons with quantum numbers $\mathbf{q}$ and $\mathbf{q}'$ separated by a large distance, their wavefunction is proportional to $\psi^{(0)}_{\mathbf{q},\mathbf{q}'} = A_\mathbf{q}(\mathbf{r}_1)B_{\mathbf{q}'}(\mathbf{r}_2)$, which corresponds to the wavefunction of the unperturbed system. The calculation of the average of the Hamiltonian using this function corresponds to the calculation of the first-order correction to the energy of the unperturbed system. When the two
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Electrons come closer, as is the case in the $\text{H}_2$ molecule, for instance, it provides a very poor approximation of the potential depth, and an equilibrium distance within 20% of the experimental value.

However, these results can be greatly enhanced by adding an exchange part to this zeroth order wavefunction. By taking the linear combination

$$\psi_{\pm}^{\pm}(\mathbf{r}_1, \mathbf{r}_2) = \frac{1}{\sqrt{2}} [A_q(\mathbf{r}_1)B_{q'}(\mathbf{r}_2) \pm A_q(\mathbf{r}_2)B_{q'}(\mathbf{r}_1)]$$

(5.6)

as a trial molecular wavefunction, the equilibrium value and depth of the molecular potential become more accurate. This wavefunction describes a system where the electrons spend half of their time around one nucleus, and the second half around the other nucleus (the valence term).

The calculation of the molecular potential by taking the average of the Hamiltonian (5.4) is known as the Heitler-London method. Using the wavefunction (5.6) yields a molecular potential of the form

$$E_{q,q'}^{V_{\pm}} = E_q + E_{q'} + \frac{j_0}{R} + \frac{C_{q,q'} \pm X_{q,q'}}{(1 \pm |S_{q,q'}|^2)},$$

(5.7)

where $C_{q,q'} = [A_qA_{q'}B_{q'}B_q] - (J_{q,q'} + J_{q',q'})$, and $X_{q,q'} = [A_qB_{q'}A_{q'}B_q] - S_{q,q'}[K_{q,q'} + K_{q',q}]$ with

$$[\alpha\beta|\gamma\nu] = j_0 \int \int d\mathbf{r}_1 d\mathbf{r}_2 \alpha^*(\mathbf{r}_1)\beta(\mathbf{r}_1)\frac{1}{r_{12}}\gamma^*(\mathbf{r}_2)\nu(\mathbf{r}_2).$$

(5.8)

The exchange integrals come as a result of the addition of the valence terms to the definition of the molecular wavefunction. For the hydrogen molecule, the equilibrium distance found with the Heitler-London method is accurate to within < 1% and the potential depth to within < 5% compared to experimental values [140]. Compared to the molecular-orbital approach, the valence bond approach produces slightly shallower potentials (of the order of a few percent). However, the potentials
obtained in this way behave better in the long-range than those obtained using the molecular orbital method.

The term \( E^{(1)}_{q,q'} = (j_0/R) + C_{q,q'} \) corresponds to the first-order correction to the energy of the unperturbed Hamiltonian. Thus, the Heitler-London method reduces to the calculation of the first-order correction to the unperturbed energy of the atoms when exchange interactions become small.

When the two atoms are sufficiently far apart so that their wavefunction is unlikely to have large contributions from the ionic part, the valence bond picture is the most appropriate. The symmetry of the valence wavefunctions can be found by recasting them in terms of molecular orbitals. For instance, the state \( \psi_{100,100} = [\sigma_g(r_1)\sigma_u(r_2) - \sigma_u(r_1)\sigma_g(r_2)] \), and hence is denoted by the \( ^3\Sigma^+ \) symbol, where the + sign indicates the symmetry with respect to reflection in a plane which contains both nuclei. Similarly, the state \( \psi^{(0)}_{n_{10}n_{10}} \) is said to have a \( ^1\Sigma^+ - ^3\Sigma^+ \) symmetry.

## 5.5 Long-range interactions

Consider a charged particle with coordinates \((r_{1A}, \theta_1, \phi_1)\) with origin located at \(A\) and another with coordinates \((r_{2B}, \theta_1, \phi_1)\) with origin located at \(B\), where \(\theta_\gamma\) is the angle between the inter-particle axis, and \(\phi_\gamma\) the azimuthal angle. When the two centres \(A\) and \(B\) are separated by a distance \(R\) such that \(r_{1A} + r_{2B} < R\), the coulombic interaction \(1/r_{12}\) between these two particles can be written in the form

\[
V_{\text{multi}}(R, r_{1A}, r_{2B}) = \frac{\varepsilon_1 \varepsilon_2}{4\pi \varepsilon_0} \sum_{n_1,n_2=0}^{\infty} \sum_{m=-n_1}^{n_1} \frac{(-1)^{n_1+m|} (n_1 + n_2)!}{(n_1 + |m|)! (n_2 + |m|)!} r_{1A}^{n_1} r_{2B}^{n_2} R^{n_1-n_2-1} x
\]

\[
P_{n_1}^{m_1}(\cos \theta_1) P_{n_2}^{m_2}(\cos \theta_2) e^{im(\phi_1-\phi_2)},
\]

where \(\varepsilon_i\) is the charge of the particle \(i\), \(\varepsilon_0\) is the electrical permittivity of free space, \(n_\prec = \min(n_1, n_2)\), and \(P_n^m(\cos \theta)\) is an associated Legendre polynomial \([141, 142]\).
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Figure 5.2. Comparison of the multipole expansion of the coulombic potential including terms up to $R^{-9}$ with its exact form $V(x) = j_0/x$ between two electrons. The first and second electrons have coordinates $(r_{1A}, 0)$ and $(r_{2B}, 0)$ (with $r_{2B} = r_{1A} = 1$) from centre $A$ and $B$, respectively. The centre $A$ is fixed at $(0,0)$, and the centre $B$ is moved from $(0,0)$ to $(0,6)$. The symbol $x$ corresponds to the distance between the two particles (here $a_0$ is the Bohr radius). The vertical line denotes the beginning of the region of validity of the multipole expansion.
As can be seen in Figure 5.2, the multipole expansion is accurate in its region of validity $r_{1A} + r_{2B} < R$ even with a small number of terms. However, it diverges from the exact potential very rapidly outside of this region. For instance, considering the potential shown in Fig. 5.2, an overlap $\epsilon$ with $(r_{1A} + r_{2B})/R = 1 + \epsilon$ of the order of $10^{-1} - 10^{-2}$ between the position of the two particles causes a relative difference between the multipole expansion and the exact potential of the order of 60-70%!

In the quantum case, the utilisation of the multipole expansion requires that the overlap between the charge distributions of two electrons be zero. The minimum distance between two atoms such that the interactions between their electrons can be described by Eq. (5.9) is given by the so-called LeRoy radius $R_{LR} = 2((r^2)^{1/2} + (r^2)^{1/2})$ where $(r^2)^{1/2}$ is the root mean square of the position of an electron with quantum number $q$, and $q_A$ and $q_B$ correspond to the quantum numbers of the electron located on atom $A$ and $B$, respectively (see e.g. [143]). As a rule of thumb, the LeRoy radius is given by $R_{LR} \sim 2\pi n^2 a_0$, where $a_0$ is the Bohr radius. For illustration, the overlap between the charge distributions of two highly-excited hydrogen atoms is shown in Fig. 5.3. Close to the LeRoy radius, the overlap drops significantly, whereas it is proportional to $10^{-1} - 10^{-2}$ up to more than half the dis-
Figure 5.4. First-order correction to the energy of two interacting atoms in the state \( (2,1,0) \) separated by a distance \( R \). As expected, the power law decay \( \sim 1/R^5 \) becomes apparent beyond the LeRoy radius.

tance, even between highly-excited states with shallow charge-density distributions. Therefore, below the LeRoy radius, the description of inter-atomic interactions using the multipole expansion is very uncertain.

5.6 Long-range molecular potentials

When two atoms are separated by distances greater than the LeRoy radius, their electronic interactions are well described by Eq. (5.9), and the energy of the atomic pair is obtained by evaluating the different orders of correction to the unperturbed system. This procedure yields potentials of the form

\[
V = \sum_n V_n(R),
\]

where \( V_n(R) = -C_n/R^n \) with \( C_n \) a dispersion coefficient depending on the quantum state of the two atoms (see e.g. Ref. [144]).

In the context of alkali dimers, several authors have calculated dispersion coefficients for different molecular symmetries (see e.g. Marinescu et al. [145] and
For instance, the first-order correction to the energy of two atoms in the unperturbed state $\psi_{n_{10},n_{10}}^{(0)}$ is proportional to $\sim 1/R^5$ with a dispersion coefficient $C_5 = \langle r^2 \rangle_{n_{10}}^2$ (see e.g. Ref. [145, 146]). For illustration, the first order correction to the energy of two atoms in the $(2,1,0)$ state is shown in Fig. 5.4.

Depending on the symmetry of the unperturbed wavefunction of the two atoms, the potential (5.10) can take the form of a molecular potential. For instance, the unperturbed wavefunction $\psi_{n_{11},n_{10}}^{+}(r_1, r_2)$ of two atoms with $m + m' = 1$ (denoted by $\Pi_g - \Pi_u$) generates dispersion coefficients $C_5 \sim 3n^8$ and $C_6 \sim -0.7n^{11}$ that result in the formation of a minimum in the potential at a distance $R \sim 18 \times 10^3 a_0$ (see Fig. 5.5). The potentials found in this way are shallow, and very long-range [27, 142]. Consequently, their detection using standard spectroscopic techniques is experimentally very challenging [25, 27, 135].
5.7 Below the LeRoy radius?

For certain states such as $^1\Sigma_g^+ - ^3\Sigma_u^+$ with electrons in the $(n, 1, 0)$ state, the use of Eq. (5.10) indicates the existence of much deeper molecular potentials between highly-excited atoms at distances of less than half the LeRoy radius. Since there exists a small overlap between the charge distributions of the atoms in this range, the characterisation of these potentials using the multipole expansion is inappropriate, and so different methods that better take into account the short-range behaviour of the coulombic interaction must be sought.

Also, it is interesting to note that the first-order correction to the energy of interacting atoms, e.g. in the $(n, 0, 0)$ state, is zero when using the multipole expansion of the potential. However, below the LeRoy radius, such a term is non-zero, and takes the form of a molecular curve (see Fig. 5.6). Thus, some molecular potentials that are rather long-range, yet still below the LeRoy radius simply cannot be studied using Eq. 5.10.

In the context of optical lattices, there is great interest in studying the molecular potentials of dimers formed by highly-excited atoms whose equilibrium distance is located below the LeRoy radius. Indeed, the equilibrium distances of such poten-
tials are expected to correspond to typical lattice spacings achievable with current technology. Hence, the photo-association rate of molecular states from ground-state atoms could be enhanced by using optical lattices to fix the initial position of pairs of ultracold atoms to the equilibrium distance of the targeted molecular potential. Another great advantage of these potentials is that they are expected to be quite deep, which facilitates their observation.

The greatest obstacle to the investigation of such potentials is the evaluation of molecular integrals. For large values of the principal quantum number of the atoms ($n > 8$), their calculation becomes almost intractable using standard integration methods. This difficulty is principally due to the oscillatory nature and large spatial extent of the atomic radial wavefunction. This is particularly true for two-centre integrals, since they involve the integration over the coordinates of the two electrons over a large portion of space. For large principal quantum numbers, the convergence of these integrals is extremely slow, and their results sometimes uncertain [147, 148]. The approximation of these integrals to study molecular potentials below the LeRoy radius is the subject of the next chapter.
We investigate the dynamics of Rydberg electrons excited from the ground state of ultracold atoms trapped in an optical lattice. We first consider a lattice comprising an array of double-well potentials, where each double well is occupied by two ultracold atoms. We demonstrate the existence of molecular states with equilibrium distances of the order of experimentally attainable inter-well spacings and binding energies of the order of $10^3$ GHz. We also consider the situation whereby ground-state atoms trapped in an optical lattice are collectively excited to Rydberg levels, such that the charge-density distributions of neighbouring atoms overlap. We compute the hopping rate and interaction matrix elements between highly-excited electrons separated by distances comparable to typical lattice spacings. Such systems have tunable interaction parameters and a temperature $\sim 10^{-4}$ times smaller than the Fermi temperature, making them potentially attractive for the study and simulation of strongly correlated electronic systems.
Figure 6.1. (a) An optical lattice with pairs of atoms well separated from each other is initialised. A laser pulse transfers each pair of atoms to a molecular state with a very large internuclear distance. (b) Density plot of a typical diatomic molecular wavefunction on the $x$-$z$ plane ($y = 0$) in the relative coordinates of two electrons in highly excited $np_z$ states. (c) The outer electron of each ground-state atom trapped in an optical lattice is transferred into a Rydberg state, such that the charge-density distributions between neighbouring atoms overlap. The electron hopping rate $t$ becomes non-zero, and the interactions between electrons can be described by the parameters $U$ (on-site interaction), $V$, $W$ and $X$ (off-site interactions).

6.1 Introduction

Recent advances in the trapping and manipulation of ultracold atomic gases have provided experimentalists with the ability to coherently control large numbers of atoms. Two areas that have become the focus of experimental efforts of late are the use of ultracold atoms for the formation and manipulation of molecules [17, 131] and the creation and manipulation of Rydberg atoms in optical lattices [149]. In this paper we study whether combining these areas might lead to the production of diatomic molecules whose nuclear position is fixed by an optical lattice (see Figs. 6.1a–b). In particular, we examine the properties of ultralarge dimers with equilibrium distances of the order of typical lattice spacings and binding energies of the order of $10^3$ GHz. We also investigate the prospect of using systems of interacting Rydberg atoms to simulate Fermi systems.
Molecules have a far richer energy structure than atoms, and can also have stronger long-range interactions, a feature which offers new possibilities for quantum control (see e.g. [150]). However, cooling molecules is notably difficult, since the absence of closed electronic transitions prevents the use of standard laser cooling procedures. An attractive approach to producing translationally cold molecules is thus to form them from pre-cooled atoms by way of photo-association or magnetic resonance techniques. In recent years several classes of ultracold molecules have been predicted and produced, including Feshbach molecules, Efimov trimers, and the famous 'trilobite' molecules, which are composed of a highly excited Rydberg atom interacting with another atom in its ground state [25, 151]. The existence of long-range molecules composed of two Rydberg atoms stabilised via dipole-dipole interactions has also been predicted [27, 136, 152]. These ultracold long-range Rydberg molecules have binding energies of the order of several hundred MHz (a factor of \( \sim 10^6 \) greater than the typical temperature of ultracold atoms, but weak by molecular standards), a lifetime expected to be similar to that of Rydberg atoms, and equilibrium distances of the order of \( 10^4 a_0 \) (with \( a_0 \) the Bohr radius) [27]. Recent advances in high-resolution microscopy techniques may offer new possibilities to study the spatial structure of such molecules [153]. Theoretical treatments of Rydberg molecules to date have primarily dealt with the regime in which the internuclear separation is greater than the Le Roy radius. In this regime the overlap between the atomic charge-density distributions is vanishingly small [27, 136]. In contrast to these works we consider the regime where the internuclear distance of the molecular dimer is comparable to typical lattice spacings, but smaller than the Le Roy radius, in which case the overlap of the charge distributions and effects such as the exchange interaction must be taken into account.

The simulation of condensed-matter systems is another area to which optical lattices are uniquely suited. Optical lattices have extremely flexible geometries, and
by a suitable choice of laser configuration, any desired lattice structure can be created \[154, 155\]. Fermions loaded into an optical lattice can be used as a model of electrons in a solid, with the significant advantage of having a periodic potential that is defect-less and fully customisable \[73\]. However, the ratio between the currently attainable temperature \( T \) of fermionic atoms trapped in an optical lattice and the Fermi temperature \( T_F \) of the system is \( T/T_F \sim 0.25 \), preventing the clean observation of such interesting phenomena as the BCS transition or the emergence of certain types of anti-ferromagnetic order \[73, 156, 157\]. In the final section of this paper we consider the possibility of collectively transferring a population of ground-state atoms trapped in an optical lattice to a highly excited Rydberg level, such that the charge-density distributions of neighbouring atoms overlap (see Fig. 6.1c). We extend the model developed in the first section to compute the hopping rate and interaction parameters between the highly excited electrons, and determine the dependence of these quantities on the initial lattice spacing. While the implementation of these systems is experimentally challenging and beyond the scope of this paper \[158\], we note that experimental temperatures far smaller than the Fermi temperature \( (T/T_F \sim 10^{-4}) \) might be readily attainable, making the realisation of such systems a promising new approach to the quantum simulation of interacting fermions.

The paper is organised as follows. In Sec. 6.2 we present the model that we subsequently use to investigate the existence of attractive molecular potentials with equilibrium distances below the Le Roy radius. We approximate the lifetime of these molecules and calculate their equilibrium internuclear distance for different values of the principal quantum number of the electrons. In Sec. 6.3 we use the model introduced in the first section to compute the hopping rate and interaction parameters of the Rydberg electrons and discuss the possibility of using these setups to simulate condensed-matter systems. We conclude in Sec. 6.4.
6.2 Molecular potentials of ultra-large Rydberg dimers

In this section we present a method of evaluating the energy of highly excited diatomic molecular states whose equilibrium distance $R_e$ is below the Le Roy radius. We develop an efficient method of computing one- and two-centre molecular integrals over electronic orbitals with large principal quantum numbers $n$ and calculate the depth and equilibrium position of molecular potentials accessible from the ground state via photo-association for values of $n$ up to $n = 35$. We estimate the radiative lifetime of the highly excited molecular potentials.

Quantum chemistry methods commonly used within the Le Roy radius typically become computationally expensive when dealing with Rydberg molecules due to the size of the basis set required to describe the spatially diffuse Rydberg orbitals. In order to obtain qualitative results in this computationally challenging regime we take a simple wavefunction ansatz inspired by the Heitler-London treatment of the hydrogen molecule. Due to the simplistic form of the molecular wavefunctions used we do not expect the method presented to produce quantitatively accurate results; rather, our aim is to obtain qualitatively correct results and insights within a regime where common methods of calculating molecular potentials fail or become computationally costly.

6.2.1 Model

We consider an optical lattice potential forming an array of double-wells separated from each other by sufficiently high optical barriers that each double well can be considered as an isolated system [54]. We assume that each double well initially contains two $^{87}\text{Rb}$ atoms in their ground state, and that the potential is sufficiently
deep that the Wannier function associated with each atom is well localised in one half of the well. Because alkali atoms have only a single valence electron, their energy levels are described by the same quantum numbers as those of the hydrogen atom. If the ground-state atoms are excited to Rydberg levels with \( n > 30 \) by applying a laser pulse to the system, the charge distributions of atoms in the same double well will overlap, and under certain conditions a stable molecular state will be formed. We aim to study the basic properties of these molecules and explore whether they may be produced in an optical lattice with experimentally realistic parameters. Since the temperature of the system is very low, the velocity of the electrons – even in highly excited states – is much greater than that of the trapped ions, and the electrons respond almost instantaneously to displacements of the ions [27]. Consequently, we will calculate molecular potentials in the Born-Oppenheimer (BO) approximation [139, 140].

Neglecting interactions between atoms belonging to different double wells, the energy of a homonuclear molecule formed by the atoms in a double well is given within the BO approximation by the eigenvalues of the Hamiltonian

\[
H(R) = -\frac{\hbar^2}{2m_e} \left( \nabla_r^2 + \nabla_{r_2}^2 \right) + j_0 \left( \frac{1}{R} + \frac{1}{r_{12}} - \frac{1}{r_{1A}} - \frac{1}{r_{1B}} - \frac{1}{r_{2A}} - \frac{1}{r_{2B}} \right),
\]

(6.1)

where \( r_i \) \((i = 1, 2)\) is the position of the \( i^{th} \) electron; \( r_{i\xi} \) \((\xi = A, B)\) is the distance between the \( i^{th} \) electron and atomic centre \( \xi \); \( r_{12} \) is the distance between the two electrons; \( j_0 = e^2/(4\pi\varepsilon_0) \), where \( \varepsilon_0 \) is the permittivity of free space and \( e \) the elementary unit of charge; and \( R \) is the distance between the nuclei. In the BO approximation \( R \) is treated as a classical variable upon which the eigenvalues and eigenfunctions of the Hamiltonian depend parametrically. Following a similar approach to that of Ref. [137, 152], we approximate the energy of the molecule by diagonalising the
Hamiltonian (6.1) using as a basis the asymptotic electronic states

\[ \Psi_{q,q'}^\pm = N_{q,q'}^\pm [A_q(r_1)B_{q'}(r_2) \pm A_q(r_2)B_{q'}(r_1)], \]  

(6.2)

where \( A_p(r_i) \) (\( B_p(r_i) \)) is a hydrogen-like wavefunction with quantum numbers \( q = (n, \ell, m) \) centred on nucleus \( A(B) \), and \( N_{q,q'}^\pm = [2(1 \pm |S_{q,q'}|^2)]^{-1/2} \) is a normalisation factor, where \( S_{q,q'} = \int dr A_q^*(r)B_{q'}(r) \) is the overlap integral [139]. The basis elements that are symmetric or anti-symmetric in the coordinates have an associated anti-symmetric (singlet) or symmetric (triplet) function of spins respectively. Each basis state (6.2) describes the two electrons being exchanged between the two nuclei, and corresponds to an ansatz for a valence-bond wavefunction [140]. The diagonal elements of the Hamiltonian (6.1) using the states (6.2) as a basis correspond to the molecular potentials obtained using the Heitler-London method [139, 159].

The hydrogenic wavefunction of the valence electron centred on atom \( \xi \) located at \( r_\xi \) is well approximated by the (unnormalized) function

\[ \xi_q(r) = P_\ell (\cos \theta_\xi) \frac{e^{im\phi}}{a_0^{3/2}} \left( \frac{2\rho_\xi}{n^*} \right)^n e^{-\rho_\xi/n} \sum_{k=0}^{k_{max}} b_k \rho_\xi^{-(k+1)}. \]  

(6.3)

Here \( \rho_\xi = r_\xi/a_0 \) with \( r_\xi = |r - r_\xi| \) the radial distance from atomic centre \( \xi \), \( \theta_\xi \) is the angle between the vector \( r_\xi \) and the internuclear axis, \( \phi \) is the azimuthal angle, \( P_\ell(x) \) is a Legendre polynomial, and \( n^* = n - \delta_\ell \) is the effective principal quantum number, with \( \delta_\ell \) a quantum defect whose value depends on the angular momentum quantum number \( \ell \) and the atomic species [160]. The coefficients \( b_k = b_{k-1}(n^*/2k)[\ell(\ell+1) - (n^* - k)(n^* - k + 1)] \) are defined recursively with \( b_0 = 1 \) and \( k_{max} \) is an integer satisfying \( n^* - \ell - 1 \leq k_{max} < n^* - \ell \) [161, 162]. The orbital defined in Eq. (6.3) is known as the asymptotic form of the quantum defect wavefunction; for \( \delta_\ell = 0 \), it is identical to the hydrogenic wavefunction, while for \( \delta_\ell \neq 0 \) it provides an accurate
description of a Rydberg electron in the mid- and long-range. It differs significantly from the exact quantum defect wavefunction only at short distances from the atomic cores, which is of little consequence since the interactions we consider here depend mainly on the outer part of the atomic wavefunctions.

For \( n > 20 \), the overlap between the charge-density distributions of atoms separated by distances smaller than the Le Roy radius (for \( q = q' \)) is typically of the order of \( S_{qq'} \sim 10^{-1} - 10^{-2} \). The charge-density overlap is therefore not negligible in this regime, and the approximation of the Coulomb potential using the multipole expansion [145, 146] is not suitable. The multipole expansion diverges quite significantly from the Coulomb potential even in the presence of small charge-density overlap, and so the results obtained using this approximation below the Le Roy radius are very uncertain [27, 141].

We consequently estimate the energy of the dimer by evaluating the expectation value of the Hamiltonian (6.1) in the states (6.2), a task which requires the evaluation of a number of integrals over atomic orbitals. These integrals fall into two classes: the one-centre integrals, comprising the overlap integral \( S_{qq'} \), the Coulomb integral \( J_{qq'} = \int dr B^*_q(r)(1/r)B_q(r) = \int dr A^*_q(r)(1/r)A_q(r) \), and the charge overlap integral \( K_{qq'} = \int dr A^*_q(r)(1/r)B_q(r) \); and the two-center integrals

\[
U_{p,p'}^{qq} = [A_q A_p^* | A_p B_p'] \quad W_{p,p'}^{qq} = [A_q B_q^* | A_p B_p']
\]

\[
V_{p,p'}^{qq} = [A_q A_p^* | B_p B_p'] \quad X_{p,p'}^{qq} = [A_q A_q^* | A_p B_p']
\]

where

\[
[\alpha^* \beta \gamma^* \nu] = \int dr_1 dr_2 \alpha^*(r_1)\beta(r_1)\frac{1}{r_{12}}\gamma^*(r_2)\nu(r_2).
\]

The evaluation of one- and two-centre molecular integrals poses a considerable
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<table>
<thead>
<tr>
<th>Rule</th>
<th>Functional</th>
<th>Replacement</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>( \int_0^{\infty} dx \ e^{-\alpha x} x^k )</td>
<td>( (1/\alpha^{1+k}) \Gamma_{1+k}(\alpha) )</td>
</tr>
<tr>
<td>R2</td>
<td>( \int_{-\infty}^{0} dx \ e^{\beta x} x^k )</td>
<td>( [(-\beta)^{-k}/\beta] \Gamma_{1+k}(-\beta) - \Gamma_{1+k}(\beta) )</td>
</tr>
</tbody>
</table>

| Table 6.1. Replacement rules used to generate analytical formula for one-centre integrals; \( \Gamma_k(x) \) is the incomplete gamma function with \( k \in \mathbb{N}_+ \). |

challenge for large values of the principal quantum numbers. The results of such integrals using direct numerical integration converge extremely slowly, and the answers so produced can suffer from dramatic losses of accuracy (a phenomenon known as numerical erosion; see e.g. [147, 148]). Following an approach suggested by M. P. Barnett, we use a computer algebra-based method to generate analytical formulae for the molecular integrals [147, 163, 164]. We have found this approach advantageous for three reasons: (i) it permits the fast evaluation of molecular integrals with high principal quantum number to arbitrary accuracy; (ii) once the analytical form has been found, the evaluation of an integral for different values of the internuclear distance is instantaneous; (iii) the analytical expressions of the integrals can be stored and re-used at little computational cost.

However, even with the use of symbolic calculations, the evaluation of molecular integrals for large values of \( n \) is computationally demanding. In order to make these calculations tractable for large \( n \) we restrict the value of the projection of the electronic angular momentum along the internuclear axis to \( m = 0 \). This limits the range of molecular states that can be investigated to those of symmetry \( ^1\Sigma_g^- \) and \( ^3\Sigma_u^+ \); these are associated with the \( \Psi_{3/2,3/2} \) and \( \Psi_{1/2,1/2} \) basis states respectively. In this way we have been able to compute molecular integrals involving wavefunctions with principal quantum numbers up to \( n = 35 \).

In order to compute the molecular integrals it is convenient to express the electron coordinates in elliptical coordinates \( (\lambda, \mu, \phi) \) through the relations \( r_\xi = (R/2)(\lambda \pm \mu) \) and \( \cos \theta_\xi = [(1 \pm \lambda \mu)/(\lambda \pm \mu)] \), where plus and minus signs apply to \( \xi = \)
A and $\xi = B$ respectively. The volume element is given by $dr = (R/2)r_Ar_B d\lambda d\mu d\phi$, where $0 \leq \phi \leq 2\pi$, $-1 \leq \mu \leq 1$ and $1 \leq \lambda \leq \infty$. After rounding up the powers of $r_\xi$ in Eq. (6.3) to the next integer value (which only significantly affects the shape of the wavefunction near the core) we find that the integrands of all of the one-centre integrals can be written in the form

$$e^{-\alpha\lambda}e^{\beta\mu} \sum_{ij} q_{i,j} \lambda^i \mu^j,$$

where $q_{i,j}$ are coefficients associated with a given integral. By applying the replacement rules defined in Table 6.1 every one-centre integral can be converted into an analytical expression with parametric dependence on $R$.

The evaluation of symbolic expressions for two-centre integrals proceeds similarly, although many more replacement rules are required. The general approach for two-centre integrals consists of expressing the Coulomb potential in the form of a sum of polynomials (such as the Legendre or Neumann expansion) before applying replacement rules on the terms resulting from the successive integrations over the coordinates of the first and second valence electron. Using this method, exact formulae are obtained for Eqs. (6.4), but only approximate expressions may be found for Eqs. (6.5) (see Appendix 6.A).

### 6.2.2 Results

Since we envisage producing the Rydberg dimers by applying a laser pulse to a system of ground-state atoms, we are primarily interested in the molecular states that are most strongly coupled to ground-state atoms by the dipole transition operator; namely, those of $^3\Sigma_u^+$ symmetry with a high $p$-character ($\ell = 1$). We will therefore restrict our analysis to these states. However, for values of $n \geq 10$ molecular states of $^3\Sigma_u^+$ and $^1\Sigma_g^+$ symmetry become quasi-degenerate [27, 145], and so the results presented here apply to molecular states of either of these symmetries.

We have estimated the equilibrium distances $R_e$ and potential depths $D_e =$
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\( E_{\text{mol}}(\infty) - E_{\text{mol}}(R_e) \) of \( np + np \) molecular potentials of \( ^3\Sigma_u^+ \) symmetry using the Heitler-London approach for values of the principal quantum number up to \( n = 35 \) (see Fig. 6.2). We find that the equilibrium distance of these potentials follows the relation \( R_e \approx (1.628n^2 - 100.25) a_0 \), which is about a factor of four smaller than the Le Roy radius for all values of \( n \) (see Fig. 6.2a). For larger values of the principal quantum number \( (n > 35) \) we find that the equilibrium distances predicted by our scaling law are comparable to (although \( \sim 20\% \) smaller than) those found by Boisseau et al. in Ref. [27], who use the multipole expansion of the Coulomb potential to examine the same potentials below the Le Roy radius.

The depth of the molecular potential for \( n = 35 \) is \( D_e \approx 2000 \text{ GHz} \), approximately three orders of magnitude larger than the potential depth of ultra-large molecules with symmetry \(^1\Pi_g - ^3\Pi_u \) bonded via dipole-dipole interactions studied by Boisseau (see Fig. 6.2b). We find that the molecular binding energy decreases exponentially with the value of the principal quantum number according to the relation \( D_e = \exp(\alpha_1 + \alpha_2 n^{\beta_2} + \alpha_3 n^{\beta_3}) \text{ GHz} \) where \( \alpha_1 = -6.53, \alpha_2 = -24.44, \alpha_3 = -20.51, \beta_2 = 0.14 \) and \( \beta_3 = -223.45 \). Our predicted potential depths differ by up to an order of magnitude from those calculated using the multipole expansion; as Boisseau et al. point out in Ref. [27], this is probably a consequence of the inaccuracy of the multipole expansion below the Le Roy radius. Although the potentials produced using our method do not have the asymptotic \( R^{-5} \) behaviour expected from perturbation theory [145], this may be corrected by carrying out a numerical integration of the terms which were neglected during the symbolical calculations of the molecular integrals. This correction is feasible for small values of \( n \), but very time consuming for larger values. However, a comparison with the results of exact numerical calculations of the same potentials up to \( n = 8 \) shows that our method reproduces the correct values of \( R_e \) and \( D_e \) within \( \sim 3\% \).

Following the approach taken in Ref. [152], we diagonalised the Hamiltonian
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Figure 6.3. (left axis) The $^3\Sigma_u$ molecular potential (solid red line) associated with the wavefunction $\Psi_{\text{mol}}(R)$ resulting from the diagonalisation of the Hamiltonian (see text) for $n = 16$. The dashed line shows the molecular potential for the $np + (n-1)p$ bare state. (right axis) The contribution $C_{q,q'}(R)$ of the $q = (16,1,0)$, $q' = (15,1,0)$ basis state to the molecular wavefunction $\Psi_{\text{mol}}(R)$; $\Delta$ denotes the width of the region over which this contribution is dominant.

using as a basis the molecular states (6.2) with a significant coupling to the $np + n'p$ asymptote. For $n' = n - 1$ and $n = 16$ we used the states $(n-1)s + (n+1)s$, $(n-1)s + ns$, $(n-1)s + (n+2-k)d$, $(n-2)d + (n-k)d$, $(n-3)d + (n-k+1)d$ and $(n-1-k')p + (n+k)p$, with $k, k' = 1, 2$. The diagonalisation procedure yields eigenstates of the form $\Psi_{\text{mol}}(R) = \sum C_{q,q'}(R)\Psi_{q,q'}$, allowing the determination of the contribution of a given molecular state $\Psi_{q,q'}$ to each eigenstate. Figure 6.3 shows the contribution of the asymptotic $np + (n-1)p$ state to an eigenstate $\Psi_{\text{mol}}$, and the potential curve $E_{\text{mol}}(R)$ corresponding to this eigenstate, for the case of $n = 16$. In a region of width $\Delta$ about $R_e$ the molecular potential is indistinguishable from that of the bare $np + n'p$ state, and the associated wavefunction has a very dominant $np + n'p$ character ($C_{q,q'} = 0.98$ with $q = (16,1,0)$ and $q' = (15,1,0)$; see Fig. 6.3). This is due to the fact that the coupling between different states is generally weak (off-diagonal elements of the Hamiltonian are typically $\sim 10^{-1} - 10^{-3}$ smaller than diagonal ones) and the strongest coupling is seen between states with
identical angular momentum.

We find that the size of the region $\Delta \simeq 0.24n^2 a_0$ is approximately a factor of three smaller than the width of the molecular potential associated with the bare $np + (n-1)p$ states (approximately given by $0.73n^2 a_0$). This provides an indication of the nature of the wavefunction of the molecular states accessible by the photoassociation of ground-state atoms initially trapped in an optical lattice. The distance $a_{dw}$ between the two sides of a double well may be controlled by altering the laser parameters. The uncertainty in the initial position of the ground-state atoms is given by the width of their Wannier functions (see Fig. 6.1), which is proportional to $\sigma = a_{dw}/[\pi(\tilde{V}/E_R)^{1/4}]$, where $\tilde{V}$ is the depth of the double-well and $E_R$ the recoil energy [3]. By setting $a_{dw} = R_e$ and considering the scaling of the width of the $np + (n-1)p$ molecular potentials, we find that $2\sigma \lesssim \Delta$ for lattice potential depths of the order of $\tilde{V} = 30-40 E_R$. This suggests that using an optical lattice to enforce the initial position of the atoms before applying the photo-association pulse might offer advantages in providing access to molecular states with a very dominant $np + n'p$ character.

We have obtained an order-of-magnitude estimate of the lifetime of the photo-associated molecules by assuming for simplicity that the dominant decay mode is radiative dissociation into a pair of $^{87}$Rb atoms. We neglect the rotational fine structure of the energy levels and any bound-bound decay channels and consider a transition between a bound state of vibrational quantum number $\nu'$ and energy $E_{\nu'}$ and a free continuum state of wavenumber $k''$ and energy $E_{k''} = \hbar^2 k''^2/(2\mu)$, where $\mu = m_{Rb}/2$ is the reduced mass of the molecule. The Einstein $A$ coefficient is given
by

\[ A_{\nu'k''} = \frac{32\pi^3}{3\varepsilon_0 \hbar^5 c^3} \sqrt{\frac{2\mu}{E_{k''}}} (E_{\nu'} - E_{k''})^3 \times \left| \int \left[ \psi_{\nu'}^\text{vib}(R) \right]^* D(R) \psi_{k''}^\text{vib}(R) dR \right|^2 J^{-1} \text{s}^{-1} \]  

(6.7)

while the radiative lifetime of a single bound vibrational level is given by \( \tau_{\nu'} = A_{\nu'}^{-1} \), where

\[ A_{\nu'} = \int_0^\infty A_{\nu'k''} dE_{k''}. \]  

(6.8)

Here \( h = 2\pi \hbar \) is the Planck constant, \( c \) is the speed of light, \( \psi_{\nu'}^\text{vib} \) and \( \psi_{k''}^\text{vib} \) are vibrational wave functions for the discrete and continuum states respectively, and the dipole moment \( D(R) \) is given by

\[ D(R) = -e \int \int d{\bf r}_1 d{\bf r}_2 [\Psi_{q_i,q_f}^\pm]^* (z_1 + z_2) \Psi_{q_i,q_f}^\pm \]  

(6.9)

where \( z_1 \) and \( z_2 \) are the \( z \)-coordinates of the electrons and \( q_i \) and \( q_f \) denote the quantum numbers of the initial and final states. For large internuclear distances the continuum wave function \( \psi_{k''}^\text{vib} \) has the asymptotic form

\[ \psi_{k''}^\text{vib} \sim \sin(k''R + \eta) \]  

(6.10)

where \( \eta \) is the scattering phase shift, which at low energies is given by \( \eta = -k''a_s \) with \( a_s \) the \( s \)-wave scattering length. In the initial molecular state we approximate the true bound vibrational wavefunctions \( \psi_{\nu'}^\text{vib}(R) \) by the eigenstates of a harmonic approximation to the molecular potential centred about \( R = R_e \). Due to the asymmetric nature of the molecular potential curves, this approximation becomes progressively worse as \( \nu' \) increases. However, we expect that the ability to impose an
inter-atomic spacing close to the equilibrium distance of the targeted molecular state before applying the photo-association pulse will provide a measure of control over the range of vibrational levels occupied by the molecules, thus making the lowest vibrational levels the most relevant.

Although there are a huge number of final states to which the molecule could decay, the dependence of the decay rate given by Eq. (6.7) on $(E_{v'} - E_{k''})^3$ favours transitions that involve the emission of a high-energy photon. We therefore consider only transitions that finish within the continuum above the $5s-5s$ potential curve, neglecting all other decay channels. The radiative lifetimes thus calculated for the ground vibrational state $v' = 0$ are shown in Fig. 6.4; the lifetimes of higher vibrational levels (up to $v' = 10$) are the same to within $\sim 5\%$. Also plotted for comparison purposes is the radiative lifetime $\tau = r_0 n^3$ of a free Rydberg atom, where $r_0 = 1.4$ ns for $^{87}$Rb [165]. Our calculations indicate that for $n \geq 17$ the Rydberg dimers are more stable than the free atoms. For the highest molecular state considered ($n = 35$) we find lifetimes of the order of a few milliseconds, indicating that even if contributions from neglected decay channels were to reduce this lifetime by several orders of magnitude, the system could still be successfully interrogated and characterised by short (nanosecond to picosecond) laser pulses. To avoid possible stimulated emission contributions to the radiative decay process, the laser fields forming the optical lattice could be switched off as the Rydberg excitation pulse is applied. The subsequent free expansion of the atoms would not limit the window of time within which the system may be characterised, since the atoms are expected to remain localised within a few lattice spacings for a time of the order of $10$ $\mu$s [60].
6.3 Interactions between highly excited electrons in a lattice

In this section we consider the situation where ground state atoms trapped in a regular optical lattice are collectively excited to a given Rydberg state such that the charge-density distributions of neighbouring atoms overlap. With overlapping charge-density distributions between neighbouring atoms, the valence electrons will tunnel between lattice sites and interact with each other, mimicking the behaviour of electrons in metals. Such a system may have interesting applications for the quantum simulation of electrons in lattice systems. Assuming that the band structure of such a system is well described by a tight-binding model, we will find that using the hopping rate calculated in the next section that the Fermi temperature of a half-filled lattice is $T_F \sim 10^{-3}\text{K}$, some 5 orders of magnitude larger than typical temperatures achieved in experiments with ultracold atoms. While the efficient population transfer of atoms to Rydberg states is experimentally very challenging and goes beyond the
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**Figure 6.4.** Radiative lifetimes for the $\nu' = 0$ vibrational level in molecular excited states with principal quantum numbers $n = 15$–$35$ (black line). The radiative lifetime $\tau = \tau_0 n^3$ of a free Rydberg atom is plotted for comparison purposes (red line).
scope of this paper (see e.g. Ref. [158]), this figure implies that after the excitation step, the system temperature could still remain well within the Fermi degeneracy regime \((T \ll T_F)\). This would enable the observation of interesting many-body phenomena currently inaccessible to other experimental setups involving fermionic atoms where the ratio \(T/T_F \approx 0.25\) (see e.g. Ref. [73, 166]). In this section, we use the tools developed previously to evaluate the typical interaction parameters and the hopping rate of such a system, and investigate their dependence on the inter-atomic spacing fixed by the lattice.

### 6.3.1 Model

In this section we assume that ground-state atoms trapped in an optical lattice can be collectively excited to a given Rydberg state. We assume that the dynamics of the valence electrons in the lattice is restricted to only one spatial mode per site \(i\) that corresponds to an orbital \(\phi_i(r) = \langle r | \phi_i \rangle\) associated with a given Rydberg state localised at site \(i\) with two spin orientation. The Hamiltonian of the system is then given by

\[
\hat{H} = - \sum_{i,j,\sigma} t_{ij} \hat{c}_{i\sigma} \hat{c}_{j\sigma} + \frac{1}{2} \sum_{i,j,k,l,\sigma,\sigma'} V(i, j, k, l) \hat{c}^\dagger_{i\sigma} \hat{c}^\dagger_{j\sigma'} \hat{c}_{k\sigma'} \hat{c}_{l\sigma},
\]

(6.11)

where \(\hat{c}^\dagger_{i\sigma}\) is a creation operator associated with the orbital \(\phi_i(r)\) and spin \(\sigma\), \(t_{ij}\) describes the hopping of a particles between sites \(i\) and \(j\); and the inter-site interactions are given by

\[
V(i, j, k, l) = \int \int dr \, dr' \phi_i^*(r) \phi_j^*(r') V_{ee}(r-r') \phi_k(r) \phi_l(r'),
\]

(6.12)

where \(V_{ee}(r-r')\) is the interelectronic potential. We assume here that next-nearest-neighbour hopping can be neglected, and consider only nearest-neighbour interac-
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Figure 6.5. Relative values of the interaction parameters of a Hubbard model of Rydberg electrons in a state with quantum numbers \( q = (30, \ell, 0) \).

(a) \( \ell = 0 \) (b) \( \ell = 0 \), setting \( S_{q,q} = 0 \); (c) \( \ell = 1 \) (d) \( \ell = 1 \), setting \( S_{q,q} = 0 \); (e) \( \ell = 2 \) (f) \( \ell = 2 \), setting \( S_{q,q} = 0 \). From top to bottom we have \( \mathcal{V}/U \) (green), \( t/U \) (blue), \( \mathcal{X}/U \) (orange), and \( \mathcal{W}/U \) (red).

In this situation the hopping term \( t = t_{i,i+1} \) consists of the kinetic energy and Coulomb potential of neighbouring ion cores

\[
t = \langle \phi_i | \left( -\frac{\hbar^2}{2M} \nabla^2 - \frac{j_0}{|\mathbf{r} - \mathbf{R}_i|} - \frac{j_0}{|\mathbf{r} - \mathbf{R}_{i+1}|} \right) \phi_{i+1} \rangle , \tag{6.13}
\]

and the only two-electron interaction terms taken into account are \( \mathcal{U} = V(i, i, i, i) \), \( \mathcal{X} = V(i+1, i, i, i) \), \( \mathcal{V} = V(i, i+1, i+1, i) \) and \( \mathcal{W} = V(i, i+1, i, i+1) \) [167].

Electronic orbitals centred at different lattice sites are often considered to be
orthogonal and equated to the Wannier functions of the crystal [57]. However, a better definition of the Wannier function centred at site $i$ in terms of electronic orbitals is given by

$$\phi_i = \psi_i - \frac{S_i \psi_{i+1} + S_{i-1} \psi_{i-1}}{2}, \quad (6.14)$$

where $\psi_i$ is a normalised electronic wavefunction with quantum numbers centred at site $i$, and $S_i$ is the overlap between the orbitals of site $i$ and $i + 1$ [168]. In the regime where the terms proportional to $S_i^2$ can be neglected, the functions $\phi_i$ form an orthonormal basis set. By inserting the definition (6.14) into Eqs. (6.12) and (6.13) and assuming that the site orbitals $\psi_i = \Psi_q(r - R_i)$ correspond to hydrogenic wavefunctions with quantum numbers $q$, the parameters of the Hamiltonian (6.11) can be expressed in terms of two-centre molecular integrals as

$$U = U_{q,q}^q - 4S_{q,q} X_{q,q}^q,$$

$$t = (E_q + j_0/R)S_{q,q} - 2K_{q,q},$$

$$V = V_{q,q}^q - 2S_{q,q} X_{q,q}^q,$$

$$W = W_{q,q}^q - 2S_{q,q} X_{q,q}^q,$$

$$\chi = X_{q,q}^q - S_{q,q} [W_{q,q}^q + \frac{1}{2}(U_{q,q}^q + V_{q,q}^q)], \quad (6.15)$$

where $K_{q,q} = K_A^{q,q} = K_B^{q,q}$. $U$ is the on-site interaction, $V$ and $W$ are off-diagonal repulsion terms, and $\chi$ is sometimes called the density-dependent hopping or enhanced hopping rate [169]. The absolute value of the ratios between different interaction parameters for atoms in $np_z$, $ns$ and $nd_z^2$ states ($n = 30$) are shown in Fig. 6.5, where we have plotted the parameters in Eq. (6.15) obtained with $S_i = 0$, that is, with Wannier functions represented by bare atomic orbitals. The orthogonalisation procedure (i.e. replacing $\psi_i$ by $\phi_i$) mainly affects the smallest parameters $\chi$ and $W$ in the regions where the value of $S_i^2$ is not small enough for the Wannier functions to be effectively orthogonal.
We showed that optical lattices forming arrays of double-well potentials may be exploited to selectively photo-associate pairs of atoms to molecular states with binding energies of the order of $10^3$ GHz, far larger than those of long-range molecules stabilised by dipole-dipole forces. These molecular states are expected to have equilibrium distances of the order of the typical lattice spacings and lifetimes several...
orders of magnitude larger than the timescales required to interrogate and characterise them by way of short laser pulses.

We considered the possibility of collectively exciting ground-state atoms trapped in a regular lattice to a given Rydberg level such that the charge-density distributions of atoms located in neighbouring sites overlap. Assuming that such a system could be realised, we calculated the typical interaction parameters between the Rydberg electrons and the hopping rate between sites. With a temperature well below the Fermi temperature and tunable interaction parameters, such systems might offer an interesting alternative approach to the simulation of Fermi systems. For instance, the ability to change the lattice spacing such that \( v = \mathcal{U}/\mathcal{V} > \frac{1}{2} \) or \( v < \frac{1}{2} \) would offer the possibility of engineering a charge-density wave (CDW) or a spin-density wave (SDW), respectively. The preparation of a SDW state could even be facilitated by using spin-changing collisions between ultracold \(^{87}\text{Rb}\) ground-state atoms to produce a Néel-like state \( |\uparrow\downarrow\uparrow\downarrow\ldots\rangle \) that has a spin arrangement identical to that of the SDW ground state along one spatial direction [52]. If realised, such a system would allow the observation of a phase transition between the SDW and CDW phases, by, for example, the measurement of the zero-frequency SDW susceptibility \(^1\) or the CDW structure factor, both of which diverge linearly in their respective phase [172]. Further, the versatility of optical lattice setups may allow the excitation of Rydberg atoms with a given angular momentum, which potentially enables exotic quantum phase transitions to be engineered: indeed, the value of the electronic angular momentum not only influences the relative values of the system interaction parameters, but also in some cases their signs (see e.g. Refs. [173–175]). This feature is particularly interesting, as it is the mechanism behind e.g. the emergence of non-trivial and rich phase diagrams in doped cuprates (see e.g. Ref. [176, 177]). Finally, if

\(^1\)The SDW susceptibility and the structure factor are defined respectively by

\[ \chi(q) = \frac{1}{N} \int_0^{1/T} d\tau \sum_{i,j} \kappa_i(\tau)\kappa_j(0) \quad \text{and} \quad S(q) = \frac{1}{N} \sum_{i,j} e^{i(q(R_i - R_j))} \langle n_i n_j \rangle, \]

where \( \kappa_i(t) = n_i \! (t) - n_i \) and \( n_{i,\sigma} = \hat{c}_{i,\sigma}^{\dagger} \hat{c}_{i,\sigma} \).
in addition the electron density could be controlled when producing one of these states, it would provide the exciting possibility of turning the state of the electrons into a superconductor, as happens in the case of doping-induced superconductivity in cuprates [178]. The parameters calculated in this work apply to models where the dynamics of the electrons is restricted to one mode per site. In future works, it would be interesting to determine the conditions for this assumption to be valid, and whether these conditions can be engineered with current technology. Results in this direction would allow excitation schemes to be devised, and also the determination of the control available to tune the density of electrons in the lattice.
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Appendix

6.A Replacement rules for the evaluation of two-centre molecular integrals with $m = 0$.

Here we outline the methods we have used to solve molecular integrals using symbolic replacements. We also provide all the necessary relations to implement the method for $m = 0$.

The first step towards the evaluation of these integrals is to express the Coulomb
potential in terms of a series of Legendre functions as

\[
\frac{1}{r_{12}} = \sum_{k=0}^{\infty} \sum_{m=-k}^{k} \frac{(k - |m|)!}{(k + |m|)!} \frac{r(a)^k}{r(b)^{k+1}} \times P^{|m|}_k(\cos \theta_1)P^{|m|}_k(\cos \theta_2)e^{im(\phi_1 - \phi_2)},
\]  

(6.16)

where \(r_{12}\) is the distance between two points with spherical coordinates \((r_i, \theta_i, \phi_i)\), \(P^{|m|}_k(x)\) are the associated Legendre functions [we use the notation \(P^{|0|}_k(x) = P_k(x)\)], and \(r(a), r(b)\) are the smaller and larger of the quantities \(r_1\) and \(r_2\); or using the von Neumann expansion

\[
\frac{1}{r_{12}} = \frac{2}{R} \sum_{k=0}^{\infty} \sum_{m=-k}^{k} (-1)^m (2k + 1) \left[\frac{(k - |m|)!}{(k + |m|)!}\right]^2 \times P^{|m|}_k(\lambda(a))Q^{|m|}_k(\lambda(b))P^{|m|}_k(\mu_1)P^{|m|}_k(\mu_2)e^{im(\phi_1 - \phi_2)},
\]  

(6.17)

where in this case the two points are expressed in elliptical coordinates \((\lambda_i, \mu_i, \phi_i)\), \(Q^{|m|}_k(x)\) are associated Legendre functions of the second kind, and \(\lambda(a)\) is the lesser and \(\lambda(b)\) the greater of \(\lambda_1\) and \(\lambda_2\) (see e.g. Ref. [140]).

Since the integral \(\int_0^{2\pi} e^{i\nu \phi} d\phi\) vanishes if \(\nu\) is an integer different from zero, setting the quantum number \(m = 0\) considerably simplifies the evaluation of the integrals (6.4) and (6.5) using the relations (6.16) and (6.17).

Every two-centre molecular integral apart from \(W^{q,q'}_{p,p'}\) can be evaluated using Eq. (6.16). The angular part of these integrals will be non-zero for only a few terms; for instance, for \(q = q' = (n, 0, 0)\), the angular part is non-zero for \(k = 0\), and for \(q = q' = (n, 1, 0)\) for \(k = 0, 2\). It may be simplified by using the formula for the product of surface harmonics:

\[
P_{\ell_1}(\cos \theta)P_{\ell_2}(\cos \theta) = \sum_{j=|\ell_1 - \ell_2|}^{\ell_1 + \ell_2} [C^j_{\ell_1 \ell_2}]^2 P_j(\cos \theta),
\]  

(6.18)
where \( C_{j_1,j_2} = C(\ell_1,\ell_2,j;0,0,0) \) are Clebsch-Gordan coefficients [164]. The integration of the radial part over the coordinates of the first electron necessitates the evaluation of integrals of the form

\[
\int_0^\infty dr_1 r_1^2 \frac{r(a)^k}{r(b)^{k+1}} a_q(r_1) a_{q'}(r_1) = I_{qq',k}^+(r_2) + I_{qq',k}^-(r_2),
\]

(6.19)

where \( a_q(r) \) is the radial part of the wavefunction (6.3), and \( r_1 \) is the coordinate of the \( i \)th electron. The functionals \( I_{qq',k}^\pm(r_2) \) are defined as

\[
I_{qq',k}^-(r_2) = (1/r_2^{k+1}) \int_0^{r_2} dr_1 r_1^2 r_1^{-k} a_q(r_1) a_{q'}(r_1)
\]

(6.20)

and

\[
I_{qq',k}^+(r_2) = r_2^k \int_{r_2}^\infty dr_1 r_1^2 r_1^{-k-1} a_q(r_1) a_{q'}(r_1).
\]

(6.21)

For \( k = 0 \) both (6.20) and (6.21) can be solved using the rules

\[
\text{R3: } \int_0^r dr e^{-ar} r^k \rightarrow [k! - \Gamma_{k+1}(ar)]/a^{k+1}
\]

\[
\text{R4: } \int_r^\infty dr e^{-ar} r^k \rightarrow \Gamma_{k+1}(ar)/a^{k+1}
\]

(6.22)

If the sum of Eq. (6.16) contains only \( k = 0 \) terms, the symbolic form of the integral is obtained by replacing the spherical coordinates of the remaining electron by elliptical coordinates and using the replacement rules of Eqs. (6.22) and Table 6.1. In integrals requiring terms associated with \( k > 0 \) in the sum (6.16), the functionals associated with \( k = 0 \) dominate [167]. For higher values of \( k \), the functional (6.21) can always be solved, and as an approximation we have dropped the terms in (6.20) that could not be solved analytically using the integration rules mentioned above.

Because it involves associated Legendre functions of the second kind, the evaluation of \( W_{qq'}^{a,a'}_{p,p'} \) is more problematic. We used the Rodrigues formula to expand
these functions in terms of sums of Legendre polynomials and logarithms, and then solved the polynomial part by applying the replacement rules mentioned above. Solving the logarithmic part requires the integration over $\log(1 \pm x)$ for the first set of coordinates, and then exponential integral functions for the second set.
In this thesis, we proposed three different ways of using superlattice setups to end the possibilities of manipulation and control of cold atoms trapped in optical lattices. Here, we summarise the main results of this work, and discuss possible extensions that could be the subject of future research.

- In Chap. 3, we developed a model describing the dynamics of ultracold atoms in optical superlattices. We showed that starting from a half-filled lattice, dynamically halving the number of lattice sites using superlattice manipulations improves the initialisation time of a Mott-insulating state in which each site is occupied by a single atom. The work presented in this chapter could be extended in many directions, e.g. by considering the effects of the external trapping potential, two-dimensional setups, or developing more efficient ramping strategies. Starting with a different initial filling factor, superlattice manipulations could also be used to initialise a Mott-insulating state with two or three atoms per site, a useful configuration in the context of the creation of diatomic molecules. While increasing the initial filling factor would be computationally more challenging, we would not need to modify the theoretical framework. Also, starting with a system with e.g. a fractional filling factor, the same setup would allow the study of density-driven phase transitions, a
process that has been the subject of very little theoretical or experimental work.

- In Chap. 4, we presented a scheme aimed at manipulating quantum information encoded on the spin-states of ultracold atoms trapped in a superlattice potential. We showed that the utilisation of these setups allows the creation of arrays of double-well potentials each containing a Bell pair. This configuration can be used as an initial state to create either one-dimensional states with a tunable amount of entanglement, or as a resilient resource for one-way quantum computation. In this work, we assumed that it is possible to apply single-qubit unitary gates in parallel on every second site of the lattice, an operation that is not realisable with current technology. However, the current experimental effort towards its implementation makes us believe that it should become available shortly. The creation of a lattice with a Bell-pair in every double-well has been realised in an experiment [55], and so it is possible that simpler variants of the resource state presented in this chapter will be realised in the near future, as suggested in Ref. [32]. The most obvious extensions of the work presented in Chap. 4 should involve looking into different encodings of the qubits used in the resource state which would extend its resilience to other sources of external noise. We believe that the graphical notation devised by Gross and Eisert in Ref. [126] constitutes a powerful tool to explore the possibility of creating and exploiting a resource state for one-way quantum computation encoded in a fully decoherence-free subspace.

- In Chap. 6, we proposed a superlattice setup aimed at enhancing the formation of spatially large diatomic molecules. We developed a method making use of symbolical calculations to evaluate molecular integrals, and approximated the equilibrium distance and binding energy of diatomic molecules composed
of Rydberg atoms with overlapping charge-density distributions. The same methods were used to evaluate the interaction parameters between the electrons of highly-excited Rydberg atoms separated by distances comparable to typical optical lattice spacings. The formation of ultra-cold molecules with such large spatial dimensions has not yet been extensively studied, and thus the possible extensions of the work presented in this chapter are numerous.

First of all, a better understanding of the energy structure of these molecules would be beneficial for the purpose of defining more precisely the experimental requirements necessary for their realisation. For this purpose, additional theoretical work aimed at simplifying the expression of the coulombic potential in the presence of a small overlap between the electronic charge distributions would be beneficial, as it should facilitate the evaluation of molecular integrals. Also, numerical simulations could be developed in order to devise strategies aiming to improve the formation rate of these molecules. Similar simulations would also be useful for investigating ways of realising a state of interacting Rydberg atoms, starting from ground-state atoms trapped in an optical lattice. To create artificial metals with tunable interaction parameters is an experimentally challenging proposal, but its implementation could potentially constitute a new approach to the quantum simulation of Fermi systems.
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