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Abstract

The genome of each cell is under constant threat from various forms of DNA damage. In order to protect themselves from this danger, cells possess a number of pathways able to resolve DNA lesions. The addition of poly(ADP-ribose) is a post-translational modification produced by attaching successive ADP-ribose moieties to a protein acceptor, forming long chains. Enzymes called poly(ADP-ribose) polymerases (PARPs) catalyse the production of these modifications, and a number of different PARPs have been linked to the process of DNA repair, including PARP1, PARP2 and PARP3. How these enzymes might function together to facilitate the repair of different lesions is unclear. Furthermore, inhibitors that target these enzymes are in clinical use for their ability to kill homologous recombination deficient tumour cells, through a mechanism of synthetic lethality. Which subset of PARPs is necessary to inhibit to achieve maximum efficacy of these agents has not been assessed.

I use genome editing to generate cells disrupted for these PARPs in different combinations. Whilst loss of PARP1 compromises cellular tolerance to homologous recombination deficiency, this is independent of the status of PARP2 and PARP3, indicating the development of PARP1-specific inhibitors may hold therapeutic potential. In contrast to these observations, I uncover strong redundancy between PARP1 and PARP2 in the repair of damaged DNA bases through the base excision repair (BER) pathway. I also identify BER-independent roles of both PARP1 and PARP2 in resolving replication forks that have collided with BER-intermediates, through promoting the stability of Rad51
nucleofilaments via an Fbh1-dependent mechanism. Thus PARP1 and PARP2 perform two closely-linked functions in response to cellular base damage; promoting resolution of these lesions directly through BER, and stabilising replication forks which have encountered BER intermediates.
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1. Introduction

1.1 PARPs and ADP-ribosylation

1.1.1 Signalling pathways and post-translational modifications

Cells must constantly respond and adapt to changes in their external environment or internal conditions. This is achieved through a range of signalling pathways, which communicate these changes within the cell and bring about an appropriate response. Post-translational modification (PTM), which involves chemically altering proteins after synthesis, lies at the heart of these signalling pathways. The rapidly reversible nature of these modifications, combined with their ability to fundamentally alter the structure and function of proteins, facilitates the effective and dynamic cellular response to stress. PTMs can take numerous forms, including phosphorylation, ubiquitination, acetylation and ADP-ribosylation. The addition of these PTMs is normally achieved by certain enzymes; in the case of ADP-ribosylation, this is performed by poly(ADP-ribose) polymerases (PARPs).

One variety of cellular stress is the formation and accumulation of DNA damage. If these lesions are not repaired in a timely fashion, they can cause mutations and genomic instability, which in turn can assist the development of cancer, or cause cell death (Jackson and Bartek, 2009). In order to protect themselves from these outcomes, cells have developed a network of pathways which facilitate the resolution of this DNA damage, collectively known as the DNA damage response (DDR). Whilst a wide variety of PTMs have been
identified to participate in these pathways, the focus of this thesis will be on the roles of PARPs in the DDR.

1.1.2 Enzymatic activity of PARPs

PARPs, also known as ADP-ribosyltransferases (ARTDs), are able to catalyse ADP-ribosylation reactions. They use NAD$^+$ as a substrate to add one or more ADP-ribose units to an acceptor, with the production of free nicotinamide. This acceptor is often a protein, although there are examples of modification of other biomolecules, for example the direct ADP-ribosylation of DNA (Jankevicius et al., 2016; Nakano et al., 2014). ADP-ribosylation can take the form of mono(ADP-ribose) (MAR), where a single ADP-ribose moiety is transferred to an acceptor, or poly(ADP-ribose) (PAR), where multiple ADP-ribose units are successively added to form linear or branched chains of up to 200 units in length (Alvarez-Gonzalez and Jacobson, 1987). Whilst some PARP enzymes can produce PAR, others are limited to the addition of MAR to their substrates (Vyas et al., 2014).

Numerous amino acid residues have been suggested to be able to accept ADP-ribose, including aspartic acid, glutamic acid (Zhang et al., 2013), lysine (Altmeyer et al., 2009), cysteine (Vyas et al., 2014) and serine (Bonfiglio et al., 2017). A clear consensus over which acceptors are most important in vivo is yet to emerge, but recent advances have highlighted the potential importance of serine ADP-ribosylation. This has centred around the discovery of the factor HPF1, which is able to bind PARP1 and PARP2 and modify their substrate specificity, as well as promote the modification of target serines (Bonfiglio et al., 2017; Gibbs-Seymour et al., 2016).
1.1.3 The PARP superfamily

In humans, there are presently seventeen members of the PARP superfamily, all of which possess a conserved PARP C-terminal catalytic domain (Figure 1.1). In contrast, the N-terminal domains of these PARPs are far more divergent, encoding a varied set of domains (Hottiger et al., 2010).

The best studied member of the superfamily is PARP1, which is capable of producing poly(ADP-ribose) chains, and has been implicated in diverse cellular processes including DNA repair, transcription, RNA processing, metabolism and telomere maintenance (Ambrose et al., 2009; Bai et al., 2011a; Erener et al., 2012; Gamble and Fisher, 2007; Di Giammartino et al., 2013; Gomez et al., 2006; Guetg et al., 2012; Ji and Tulin, 2009; Kotova et al., 2009; Masutani et al., 2000a; Ogino et al., 2007; Simbulan-Rosenthal et al., 2000). Consistent with its role as a sensor of DNA damage, PARP1 possess N-terminal zinc finger domains which can specifically bind to damaged DNA structures (Ikejima et al., 1990), as well as a BRCT domain, a catalytic domain and a WGR domain which is important in DNA-dependent PARP1 activation.

PARP2 is also capable of catalysing the formation of poly(ADP-ribose), and has also been implicated in DNA repair, along with other functions in the centromere, at telomeres and in metabolism (Amé et al., 1999; Bai et al., 2011b; Dantzer et al., 2004, 2006; Saxena et al., 2002; Szántó et al., 2014). PARP2 has a shorter N-terminus, which possesses the ability to bind certain damaged DNA structures, despite not containing any canonical DNA binding domains (Langelier et al., 2014). PARP3 has also been implicated in the DDR (Beck et al., 2014; Rulten et al., 2011), and can recognise damaged DNA
through its short N-terminus (Langelier et al., 2014). In contrast to PARP1 and PARP2, PARP3 catalyses the addition of mono(ADP-ribose) to its targets (Vyas et al., 2014).

PARP1, PARP2 and PARP3 make up the subclass of DNA-dependent PARPs, whose activity depends on binding to particular DNA structures. A number of other PARPs can be grouped into subclasses, whilst others are distinct and do not fit into any particular class. There are three members of the macroPARP subclass; PARP9, PARP14 and PARP15, so categorised due to the presence of a macrodomain in their N-terminus. They are all encoded on a 200 Kbp portion of chromosome 3, suggesting they may be co-ordinately regulated (Aguiar et al., 2005). Two of these macroPARPs have functions in DNA repair pathways; PARP9, which is catalytically inactive, and PARP14, which possesses mono(ADP-ribose)transferase activity (Nicolae et al., 2015; Yan et al., 2013). In contrast the third member of the subclass, PARP15, may have roles in transcriptional regulation (Aguiar et al., 2005).

A second subclass is the CCCH-PARPs, made up of PARP7, PARP12 and PARP13, all of which possess CCCH-type zinc fingers in their N-terminus. The catalytically inactive PARP13 has antiviral roles (Gao et al., 2002), and is able to bind viral RNA through its four zinc fingers (Chen et al., 2012a). It supports resistance to infection by a range of viruses by promoting the degradation of viral RNA through decapping and poly(A) tail shortening (Bick et al., 2003; Müller et al., 2007; Zhu et al., 2011b). PARP12 is closely related to PARP13 and may also have antiviral functions (Atasheva et al., 2012), although it co-localises with golgi markers (Vyas et al., 2013). In contrast, PARP7, or tiPARP (Ma et al., 2001), has roles in the arylhydrocarbon receptor signalling pathway.
(MacPherson et al., 2013), and its expression is induced by progesterone receptor (Wright et al., 2012) and androgen receptor (Bolton et al., 2007) signalling.

PARP5a and PARP5b, or Tankyrase1 and 2, make up the tankyrase subclass of PARPs. These are the other PARPs capable of producing poly(ADP-ribose), and have roles in telomere maintenance, mitotic segregation and Wnt signalling (Chang et al., 2005a, 2005b; Cook et al., 2002; Smith et al., 1998; Yang et al., 2016).

The remaining PARPs do not fit into any particular subclass, and have diverse cellular functions. PARP4, also known as vPARP, is a component of vault particles (Kickhoefer et al., 1999), large ribonucleoprotein particles whose exact functions are poorly defined. The mono(ADP-ribosyl)transferase PARP10 functions in DNA repair by binding PCNA and facilitating translesion synthesis (Nicolae et al., 2014). PARP16 contains a transmembrane domain, and localises to the endoplasmic reticulum (ER) (Di Paola et al., 2012; Vyas et al., 2013) where it functions in the unfolded protein response (UPR). It is activated by ER-stress, and modifies and activates the key kinases PERK and IRE1α involved in the UPR (Jwa and Chang, 2012). PARP6 has been shown to negatively regulate cellular proliferation (Tuncel et al., 2012). Whilst PARP11 localises to centrosomes, PARP8 accumulates at both centrosomes and the nuclear envelope (Vyas et al., 2013), but the precise roles of these PARPs remain unknown. Overall, the PARP superfamily possesses diverse roles in a multitude of cellular processes, many of which are still coming to light.
Figure 1.1: Domain configurations of the 17 members of the PARP superfamily. The CAT domain is the core catalytic PARP domain. The PARP regulatory domain (PRD) helps control catalytic activity. The WGR domain has a core W-G-R motif. The BRCT domain can bind phospho-proteins. The ZF domain is a zinc finger domain. The SAF/Acinus/PIAS-DNA-binding domain (SAP) is able to mediate DNA binding. The RRM is the RNA Recognition Motif. The Sterile Alpha Motif (SAM) can mediate protein dimerisation. The ankyrin repeat domains (ARD) also mediate protein-protein interactions. The Histidine-Proline-Serine (HPS) region contains homopolymeric runs of these amino acids. The vault protein inter-alpha-trypsin (VIT) and von Willebrand type A (vWA) domains mediate protein-protein interactions. The MVP-ID is the major-vault particle interaction domain. The macro domain is a module able to bind to ADP-ribose. The WWE domain is able to mediate specific protein-protein interactions. The UIM is the ubiquitin interaction motif. The GRD is a glycine-rich domain. The TMD is a transmembrane domain. Adapted from Hottiger et al 2010.
1.1.4 Catalytic mechanism of PARPs

All PARPs possess a PARP catalytic domain, which in PARP1 is made up of a donor site that binds the NAD\(^+\) and an acceptor site that binds the protein or ADP-ribose chain to which the new ADP-ribose moiety will be attached (Figure 1.2). The donor site contains a conserved H-Y-E triad first identified in the Diphtheria Toxin ADP-ribosyltransferase (Bell and Eisenberg, 1996). Crystal structures show the side chains of these residues contact the NAD\(^+\) within the active site, and their presence is important for catalysis. Human PARPs can be separated into those which contain a complete H-Y-E triad (PARP1, 2, 3, 4, 5a and 5b), and those that contain a variant third amino acid, either H-Y-I (PARP6, 7, 8, 10, 11, 12), H-Y-L (PARP14, 15) or H-Y-Y (PARP16) (Otto et al. 2005, Figure 1.3). The glutamate within the triad has been postulated to mediate elongation of ADP-ribose chains (Marsischky et al., 1995; Rolli et al., 1997), as it forms hydrogen bonds with the acceptor on the ADP-ribose chain, as well as with the donor NAD\(^+\) (Ruf et al., 1996). These interactions polarise both positions, allowing nucleophilic attack of the acceptor onto the NAD\(^+\) via an S\(_{\text{N}2}\) reaction (Marsischky et al., 1995). The acidic residues able to accept ADP-ribose modifications are intrinsically polar, so may not need this glutamate interaction in order to act as nucleophiles (Kleine et al., 2008). This can potentially explain why PARP1, 2, 5a and 5b, all of which contain the glutamate within the H-Y-E triad, are able to form poly(ADP-ribose) chains. In contrast, all the PARPs lacking this glutamate have been identified to catalyse the addition of mono(ADP-ribose). However, the fact that PARP3 and PARP4 have been shown to possess only mono(ADP-
Figure 1.2: The crystal structure of the PARP1 catalytic domain, showing the key structural features (PDB ID: 3L3M). The acceptor loop is shown in orange and donor loop is shown in yellow. The H-Y-E catalytic triad is shown in purple. The co-crystallised NAD\(^+\) analogue (A927929) is shown in blue. Adapted from Vyas and Chang 2014.
ribosylation activity whilst possessing an intact H-Y-E triad indicates additional determinants of poly(ADP-ribosyl)ation likely exist, and these have been suggested to reside within the D-loop of the catalytic domain (Vyas et al., 2014).

It should be noted that two human PARPs harbour additional substitutions in the triad, either Q-Y-T (PARP9) or Y-Y-V (PARP13). Consistent with predictions that these mutations would disrupt the ability to bind NAD⁺, no auto-modification activity can be detected for these proteins, indicating they are catalytically inactive (Vyas et al., 2014).

1.1.5 Activation of DNA-dependent PARPs

The mechanism of DNA-dependent activation of PARP1 has been elucidated through crystal structures of the minimal domains required for PARP activation bound to a DNA double strand break (DSB) (Langelier et al., 2012). The key domains involved are the zinc fingers Zn1 and Zn3, the WGR domain and the catalytic domain with its associated helical subdomain (HD). The Zn1, Zn3 and WGR domains directly contact the DNA, largely binding the DNA backbone, termini and exposed bases characteristic of DNA DSBs. Upon binding to DNA, conformational changes in these domains alter their interactions with the adjacent HD, causing it to distort as compared to structures of isolated catalytic domain. These distortions disrupt the hydrophobic core of the HD, destabilising it, and it is thought this destabilisation is the key to catalytic activation. Indeed, the introduction of mutations that decrease the stability of the HD are able to amplify DNA-independent ADP-ribosylation activity of PARP1. Whilst this distortion of the HD domain does not appear to influence NAD⁺ or substrate
binding, it has been suggested to accelerate ADP-ribosylation activity through increasing protein dynamics of the catalytic domain.

Interestingly, PARP2 and PARP3 have very similar mechanisms of activation to PARP1, where upon binding damaged DNA, alterations in interdomain contacts lead to a destabilisation of the HD, ultimately resulting in an increase in ADP-ribosylation activity (Langelier et al., 2014). In contrast to PARP1, the short N-termini of PARP2 and PARP3 are not strictly required for DNA-dependent activation. Instead, both PARP2 and PARP3 rely heavily on their WGR domains for DNA binding and communication with the HD.

1.1.6 Turnover of ADP-ribose

Cellular ADP-ribosylation is a rapidly produced but transient signal; for example after DNA damage, PAR can be detected within seconds, and is quickly removed following resolution of the lesions (Alvarez-Gonzalez and Althaus, 1989). This necessitates factors capable of removing PAR and MAR from modified proteins, collectively called ADP-ribosyl hydrolases. Several such enzymes have been identified in humans, named PARG, ARH3, TARG1 and MACROD1/2. All contain a macrodomain fold, present in some proteins simply as a PAR-binding domain, but in these enzymes this motif also possesses ADP-ribosyl hydrolase activity.

The PARG macrodomain contains an additional PARG unique catalytic loop, bearing the key amino acids for ADP-ribosyl hydrolysis (Dunstan et al., 2012; Slade et al., 2011; Tucker et al., 2012). PARG is able to hydrolyse the glycosidic bonds between ADP-ribose moieties, but not those between the acceptor and first ADP-ribose unit, meaning PARG can essentially convert PAR
into MAR (Hatakeyama et al., 1986). The inability of PARG to remove terminal mono(ADP-ribose) may be due to steric hindrance encountered between the macro domain and terminal ADP-ribose. ARH3 is structurally unrelated to PARG but is also able to degrade poly(ADP-ribose) chains through an Mg$^{2+}$-dependent mechanism (Mueller-Dieckmann et al., 2006; Oka et al., 2006). TARG1 and macroD1/2 are both able to remove mono(ADP-ribose) modifications from proteins, but utilise distinct catalytic mechanisms from both PARG and each other (Chen et al., 2011; Jankevicius et al., 2013; Peterson et al., 2011; Rosenthal et al., 2013; Sharifi et al., 2013). The importance of PAR turnover to cellular survival is highlighted by the fact disruption of the PARG gene results in accumulation of PAR and early embryonic lethality through apoptosis (Koh et al., 2004). Furthermore, depletion of PARG can potentiate the effects of DNA damaging agents (Zhou et al., 2010) and complicate DNA replication (Ray Chaudhuri et al., 2015).

1.2 PARPs and the DNA damage response

The genome is under constant assault from both endogenous and exogenous sources of DNA damage. This can result in a wide variety of lesions, including strand breaks, intra- and inter-strand crosslinks, chemical modifications and mismatched base pairs. A general theme of failing to resolve these forms of damage is genome instability, and ultimately tumorigenesis or cell death. Therefore cells have developed a diverse set of repair pathways to deal the different forms of DNA damage that can occur. These include single strand break repair (SSBR), double strand break repair (DSBR), inter-strand crosslink repair, base excision repair (BER), nucleotide excision repair and mismatch
repair. Numerous PARPs have been identified to function in a range of these repair pathways. I will discuss a number of repair pathways relevant to this thesis, and consider the current understanding of how PARPs influence these processes.

1.3 Repair of base damage and DNA SSBs

1.3.1 Sources of DNA SSBs

DNA single strand breaks (SSBs) are one of the most common lesions encountered by cells. These can arise directly, for example through cleavage of one strand of the DNA backbone by reactive oxygen species (ROS) or γ-irradiation (Pogozelski and Tullius, 1998). Alternatively, they can be produced during the normal functioning of the base excision repair pathway, which acts to resolve a diverse array of chemically modified DNA bases. This includes oxidised bases, for example 8-oxo-guanine, alkylated bases, for example 3-methyl-adenine, and deaminated bases, for example hypoxanthine.

1.3.2 BER-processed SSBs

SSBs can be generated from chemically damaged bases through a series of enzymatic reactions within the BER pathway. BER is able to recognise and repair a wide range of damaged bases. Enzymes called glycosylases are the sensors of the damaged bases and an array of different glycosylases exist to recognise diverse forms of base damage. For example, the enzyme OGG1 (Radicella et al., 1997) can recognise 8-oxoG, UNG2 can recognise uracil within DNA (Slupphaug et al., 1995) and MPG can recognise multiple base
methyllations (O’Brien and Ellenberger, 2004), including 3meA, 7meG and 3meG.

BER glycosylases can be categorised into two distinct classes; the monofunctional enzymes that possess solely glycosylase activity, converting the damaged base to an abasic (AP) site, or the bifunctional enzymes that possess both glycosylase and lyase activity, and are able to cleave the DNA backbone after AP site generation. Monofunctional glycosylases include UNG2 and MPG, whereas OGG1 is an example of a bifunctional enzyme (Bjorås et al., 1997). AP sites generated by monofunctional glycosylases are then cleaved by the nuclease APE-1 to generate a nick 5’ of the site (Marenstein et al., 2004; Mol et al., 2000; Wilson et al., 1995). At this point, these BER-processed SSBs are resolved in a similar manner to spontaneous SSBs (Figure 1.3).

1.3.3 SSB repair

PARP1 is the major sensor for SSBs, both those that arise by direct breakage of the DNA backbone and those that are produced through the action of BER. PARP1 can bind to, and become activated by DNA SSBs, allowing it to ADP-ribosylate itself and other proteins, including histones, at the break. The long, branched ADP-ribose chains have two functions – firstly to relax chromatin at the site of the break in order to facilitate repair, and secondly to act as a scaffold for the recruitment of further repair proteins to the break. One such protein is XRCC1, a key SSBR protein that is able to bind to PAR, and is recruited to SSBs through its PAR-binding BRCT1 domain (Breslin et al., 2015; El-Khamisy et al., 2003; Hanzlikova et al., 2016; Masson et al., 1998). XRCC1
Figure 1.3: Summary of the BER/SSBR machinery in the repair of a methylated base. Methylated bases are recognised by the mono-functional glycosylase MPG, which generates an abasic (AP) site. This is cleaved by APE1 to produce a nick in the DNA backbone. This can be resolved through short patch repair, with the 5’ dRP terminus processed by the dRP lyase activity of Polβ, before gap filling by Polβ and strand ligation by the XRCC1-LigIII complex. Alternatively, this can be resolved by long patch repair, where processive polymerase activity, stimulated by PCNA, displaces the 5’ end of the nick. The resultant DNA flap is cleaved by Fen1, and the backbone ligated by LigI. Adapted from Caldecott 2008.
itself has no catalytic activity, but acts as a scaffold for the recruitment of a wide range of further proteins required for the completion of SSBR, including polβ (Caldecott et al., 1996; Klungland and Lindahl, 1997) and DNA ligase IIIα (Caldecott et al., 1994) as well as processing enzymes such as Aprataxin (Date et al., 2004) and PNKP (Della-Maria et al., 2012; Whitehouse et al., 2001).

Following detection of the break by PARP1, often the DNA ends require processing, as they lack the 3’-OH and 5’ phosphate required for gap filling and ligation. This is true for both spontaneously arising SSBs and those generated via BER. The most common modifications for spontaneous breaks arising from ROS are 3’ phosphate, which is a substrate for PNKP and 3’ glycophosphate which is a substrate for the phosphodiesterase activity of APE-1. Breaks arising from the endonuclease activity of APE-1 carry 5’-dRP ends that are a substrate for processing by the N-terminus of polβ (Matsumoto and Kim, 1995), whereas those that arise from the action of bifunctional glycosylase-lyases carry 3’ phosphate or 3’ α,β-unsaturated aldehyde termini, which are processed by PNKP or APE-1 respectively. Additionally, SSBs which have been the subject of abortive ligation possess 5’-AMP modifications, and can be processed by the enzyme Aprataxin (Ahel et al., 2006).

Once ends have been returned to a 3’-OH and a 5’ phosphate, gap filling and ligation can occur. This can take place in two distinct modes, through short-patch or long-patch repair (Frosina et al., 1996). Short-patch repair involves gap filling of a single nucleotide by polβ (Prasad et al., 1994) and ligation of the break by the XRCC1-ligase IIIα complex (Caldecott et al., 1994; Cappelli et al., 1997). Long patch repair is dependent on PCNA and involves polymerisation of 2-12 nucleotides which displace the original strand downstream of the break to
leave a flap. This is then cleaved by the nuclease FEN-1 (Kim et al., 1998; Klungland and Lindahl, 1997), before ligation by ligase I, recruited through its interaction with PCNA, to complete repair (Levin et al., 2000). However, there appears to be considerable redundancy between ligase I and ligase IIIα within SSBR (Gao et al., 2011; Simsek et al., 2011a; Sleeth et al., 2004). Long patch repair does not require processing of the 5’ terminus of the break, because it is displaced by polβ activity. This means 5’ ends which are not able to be processed into a 5’ phosphate, such as some oxidised abasic residues (Sung and Demple, 2006), are necessarily resolved by long patch repair.

1.3.4 Roles of PARPs in SSBR

PARP1 has long been suggested to play a role in both SSBR and BER, promoting the resolution of these lesions in a number of ways. One of the major functions of the PAR chains produced by PARP1 is to facilitate the recruitment of XRCC1 to the break through its PAR-binding BRCT domain (El-Khamisy et al., 2003; Masson et al., 1998). Consistent with this, loss of PARP1 can prevent the accumulation of XRCC1 at SSBRs (Godon et al., 2008). A further role of PAR is to relax chromatin at the site of the break (Poirier et al., 1982; Tulin and Spradling, 2003), and histones are one of the direct targets of ADP-ribosylation (Gibbs-Seymour et al., 2016). Chromatin relaxation by PAR may be directly due to this modification, with the highly negatively charged PAR chain altering the ability of histones to associate with DNA. Additionally, histone chaperones and chromatin-remodelling enzymes can be recruited to breaks by PAR, for example ALC1 (Ahel et al., 2009) or SMARCA5 (Smeenk et al., 2013).
However, the functional importance of PARP1 has also been challenged, with studies reporting conflicting requirements for PARP1 activity to accelerate strand ligation after SSB induction (Fisher et al., 2007; Ström et al., 2011). Furthermore, PARP1 is dispensable for *in vitro* reconstitutions of BER and SSBR, indicating it does not have a core enzymatic role in the process (Klungland and Lindahl, 1997; Pascucci et al., 2002). Nevertheless, both mouse and human cells depleted of PARP1 show sensitivity to SSB-inducing and base damaging agents, implying a functional significance of losing PARP1 activity in the resolution of these lesions (Fisher et al., 2007; Masutani et al., 2000a; Trucco et al., 1998).

Residual ADP-ribosylation detected in cells lacking PARP1 following exposure to DNA damaging agents encouraged the search for additional PARPs (Johansson, 1999; Shieh et al., 1998). PARP2 was soon identified, and proposed to have roles in both BER and SSBR (Amé et al., 1999). Mice lacking PARP2 are sensitive to radiation (Ménissier de Murcia et al., 2003a), and mouse cells lacking PARP2 are unable to efficiently repair alkylation damage (Schreiber et al., 2002). However, loss of PARP2 in human cells does not affect strand ligation rates (Fisher et al., 2007), although redundancy between PARP1 and PARP2, at least during development, is implied by the embryonic lethality of *PARP1−/−PARP2−/−* mice (Ménissier de Murcia et al., 2003a). Indeed, a recent study identified overlapping roles of PARP1 and PARP2 in recruiting XRCC1 to chromatin following H₂O₂ treatment (Hanzlikova et al., 2016). Loss of either PARP individually had no significant effect on XRCC1 recruitment, but in the absence of both PARPs almost no XRCC1 could be detected bound to chromatin following DNA damage. Interestingly, this relationship was not
reflected in strand ligation rates, with loss of PARP2 having no effect, even in the absence of PARP1. The reasons for the apparent disconnect between XRCC1 recruitment and strand ligation rates is not yet fully understood. Other groups have suggested PARP2 may have separate functions from PARP1, as it is activated in vitro most strongly by gap and flap-like structure that occur at later points during SSBR/BER (Kutuzov et al., 2013a; Langelier et al., 2014). Additionally, recruitment of PARP2 to sites of laser damage occurs after PARP1, further suggesting their roles may, at least to some extent, be distinct (Mortusewicz et al., 2007). The precise role of PARP2 in SSBR and BER, to what extent it can compensate for the loss of PARP1 and the nature of its unique functions in this process are all uncertain.

More recently, PARP3 has also been suggested to play a role in SSBR, as PARP3 can be strongly activated by 5’ phosphorylated nicks, binding them through its WGR domain (Langelier et al., 2014). Avian DT40 cells lacking PARP3 show sensitivity to ionising radiation (IR), which induces a complex array of DNA damage including SSBs and DSBs (Grundy et al., 2016). Interestingly, they also show a strand ligation defect in an alkaline comet assay following IR. Due to the fact that both SSBs and DSBs contribute to the comet tail in this assay, this observation could be attributable to a defect in DNA DSBR, in which PARP3 has been shown to function (Beck et al., 2014; Rulten et al., 2011). However, other cell lines carrying a DNA DSB repair defect do not show a reduction in strand ligation, whilst cells lacking PARP1 do, indicating that defective SSBR is likely responsible for the comet defect, and implicating PARP3 in this process. However, the precise function of PARP3 in this context, and how it might integrate with the roles of PARP1 and PARP2 in SSBR/BER,
is uncertain. It should also be noted avian cells lack a homologue of PARP2, so whether PARP3 plays a role in SSBR in human cells remains to be determined.

### 1.4 Repair of DNA DSBs

#### 1.4.1 Sources of DNA DSBs

DNA double strand breaks are less common than SSBs, but unrepaired DSBs have far more serious consequences to a cell; a single unrepaired DSB at the onset of S-phase can lead to improper chromosome segregation and genome instability (Jackson, 2002). DNA DSBs can form following exposure to ionising radiation or certain DSB-inducing agents such as bleomycin or phleomycin. Double strand breaks can also form as a consequence of replication forks encountering other forms of damage which interfere with its progression. The repair of replication-associated forms of damage will be discussed in detail in section 1.5.

Programmed DSBs are also introduced during a number of normal cellular processes. These are typically tightly controlled, but if these processes become dysregulated, unscheduled DSBs can arise. One process which utilises DSBs is DNA topology manipulations by topoisomerase II enzymes. These proteins can relieve DNA supercoiling and separate catenanes by breaking both strands of the DNA simultaneously, before quickly religating them. Inhibition of topoisomerase II, for example by etoposide, leads to the formation of protein-linked DSBs. Another example of a process that utilises programmed DSBs is V(D)J recombination to generate antibody and T-cell receptor variants. The process joins together alternative gene segments using many components of the non-homologous end joining (NHEJ) DSBR pathway.
1.4.2 DNA DSBR pathways

Cells possess multiple repair pathways for DNA DSBs, which work through distinct mechanisms to repair these lesions. Arguably the simplest repair pathway, NHEJ or classical-NHEJ (c-NHEJ), simply religates the two broken end of the DSB together without a template (Figure 1.4, left panel). For this reason, NHEJ is considered an error-prone repair pathway. In contrast, homologous recombination (HR) functions during S- and G2-phases of the cell cycle to resolve DSBs by using homologous DNA as a template, making this an error-free repair pathway (Figure 1.5). The third pathway is known as alternative-NHEJ (alt-NHEJ) and is severely error prone (Figure 1.4, right panel). Extensive use of this pathway often leads to the introduction of mutations and chromosomal translocations.

1.4.3 Non-homologous end joining

In order for NHEJ to take place, the DNA ends of the DSB must be bound by a heterodimer of Ku70/80 (Feldmann et al., 2000; Walker et al., 2001). These proteins form a toroidal ring though which the DNA end can pass, allowing its translocation onto the DNA. DNA-PKcs is then recruited to the break, binding Ku and displacing it from the DNA terminus (Yoo and Dynan, 1999). This activates the kinase activity of DNA-PK, allowing it to phosphorylate a broad range of targets. These include DNA-PK itself (Douglas et al., 2002, 2007; Meek et al., 2007), as well as other NHEJ factors (Wang et al., 2004) and additional cellular targets to facilitate repair (Stiff et al., 2004). The autophosphorylation of DNA-PK has been shown to facilitate its release from DNA ends, potentially to allow access of processing and ligation machineries to the termini (Block et al., 2004; Uematsu et al., 2007).
Figure 1.4: Summary of the c-NHEJ and alt-NHEJ machinery in the repair of a DNA DSB. In c-NHEJ, DNA ends are recognised by a Ku70/80 heterodimer, before subsequent binding of DNA-PKcs, allowing activation of DNA-PK activity, and signalling through the DDR. Ends are processed by a variety of factors, including Artemis, Aprataxin and PNKP, and gaps are filled by Polμ and Polλ. The break is sealed by the XRCC4-LigIV-XLF complex. In alt-NHEJ, DNA ends are recognised by PARP1, leading to the recruitment of Mre11 to the break site. Mre11, in concert with other nucleases, facilitates end-resection at the break, revealing microhomologies across the break that can anneal. Following processing and gap filling, the break can be sealed by LigIII or LigI. Adapted from Deriano and Roth 2013.
DNA-PKcs is also capable of dimerisation, and this activity has been shown to be able to bridge DNA ends, bringing them into close proximity before relegation (Cary et al., 1997; DeFazio et al., 2002; Graham et al., 2016; Hammel et al., 2010).

The next step of NHEJ is end processing, in order to return the DNA ends to a 3'-OH and a 5' phosphate ready for ligation. Some of the processing enzymes are shared between NHEJ and SSBR, for example PNKP (Chappell et al., 2002; Coquelle et al., 2011; Garces et al., 2011; Karimi-Busheri et al., 2007) and Aprataxin (Ahel et al., 2006; Clements et al., 2004). Other enzymes are unique to NHEJ, such as the nuclease Artemis which is thought to aid NHEJ through the limited degradation of difficult ends, for example a terminal 3'-phosphoglycolate (Povirk et al., 2006). Polymerases μ and λ perform gap filling functions to produce blunt DNA ends (Fan and Wu, 2004; Mahajan et al., 2002). Ligation of the DNA can then occur, carried out by the XRCC4-Ligase IV-XLF complex (Ma et al., 2004). XRCC4 and XLF also interact to form a helical protein filament that can bridge the two DNA ends (Andres et al., 2012; Hammel et al., 2011). Another XRCC4-like protein called PAXX contributes to repair through its interaction with Ku and promotes the assembly of NHEJ factors onto chromatin (Ochi et al., 2015). Following successful repair of DSBs by NHEJ, Ku70/80 dimers become topologically trapped on the intact DNA molecule, and require a ubiquitin-mediated process for their removal (Brown et al., 2015; Postow et al., 2008).
1.4.4 Roles of PARPs in non-homologous end joining

PARP3 can be activated by DNA DSBs and functions to accelerate the kinetics of NHEJ, underscored by the fact cells deficient in PARP3 display sensitivity to DSB inducing agents. This was first identified to be through recruitment of APLF to the breaks via its PBZ domain (Rulten et al., 2011). APLF possesses nuclease activity as well as functioning as a histone chaperone, and works in concert with PARP3 to promote retention of XRCC4 at sites of damage. Later reports have identified a role for PARP3 in the recruitment and/or retention of Ku at DSBs, helping to limit resection and commit the break to repair via NHEJ (Beck et al., 2014).

The potential role of PARP1 in NHEJ is more controversial. PARP1 has been identified to interact with Ku (Galande and Kohwi-Shigematsu, 1999) and DNA-PK (Ruscetti et al., 1998), and bring about a rearrangement of the structure of DNA-PK bound to DNA ends (Spagnolo et al., 2012), but the functional importance of these observations is unclear. Recently, a novel mechanism by which PARP1 affects NHEJ has been suggested, through the PAR-dependent recruitment of the histone remodeler CHD2 (Luijsterburg et al., 2016). CHD2 helps to relax chromatin and support the deposition of histone H3.3, promoting repair through NHEJ. However, other groups have found no defect in the repair of breaks by NHEJ in the absence of PARP1 (Yang et al., 2004), and although mice lacking PARP1 have altered antibody responses, they are able to carry out V(D)J recombination, which relies on NHEJ for break repair (Ambrose et al., 2009). These inconsistencies may exist because PARP1 only contributes to NHEJ-mediated repair at a subset of breaks, or those induced in particular
chromatin environments. In any case, further work will be required to fully define the contribution of PARP1 to NHEJ.

1.4.5 Homologous recombination

DNA DSBs can also be repaired through homologous recombination when a sister chromatid is available for use as a template, during S- or G2-phases of the cell cycle. The first step of HR involves recognition and binding of the DSB ends by the Mre11-Rad50-Nbs1 (MRN) complex. This complex has important roles in signalling of the DDR and triggering cell cycle checkpoints, through the activation of the downstream kinase ATM (Uziel et al., 2003). The MRN complex recruits inactive dimers of ATM to the site of the break, and facilitates their autophosphorylation at S1981 (Bakkenist and Kastan, 2003), as well as several other sites (Kozlov et al., 2006). These modifications cause dissociation of the ATM dimers into their active monomeric form (Bakkenist and Kastan, 2003), and allows the triggering of the DDR and phosphorylation of up to 700 downstream targets (Bensimon et al., 2010; Matsuoka et al., 2007). One of these targets is serine 139 on the histone variant H2AX which is phosphorylated by ATM to form γH2AX at the site of the break (Burma et al., 2001). This site is also a target for other phosphatidylinositol 3-kinase-related kinases (PIKKs) including ATR (Ward and Chen, 2001) and DNA-PK (Stiff et al., 2004). The modification then spreads up to several megabases along the chromatin adjacent to the break (Rogakou et al., 1999), through a process mediated by the protein MDC1. This factor is able to bind γH2AX and recruit the MRN complex, resulting in more local ATM activation and further γH2AX formation (Chapman and Jackson, 2008; Lou et al., 2006; Lukas et al., 2004; Stucki et al., 2005; Uziel et al., 2003). γH2AX plays key roles in retention of
repair factors in the vicinity of the break (Paull et al., 1998), and mice lacking H2AX show sensitivity to DNA damage and impaired recruitment of damage factors to nuclear foci (Celeste et al., 2002).

Additionally, Mre11 possesses both endonuclease and exonuclease activity, and participates in the resection of the DNA ends to generate long 3’ overhangs required for HR-mediated repair (Buis et al., 2008; Paull and Gellert, 1999; Shibata et al., 2014). Additional nucleases also contribute to this resection, including Exo1 and Dna2 (Nimonkar et al., 2008, 2011). Resection is coordinated by the protein CtIP, which interacts with a large number of DDR proteins, including the MRN complex (Sartori et al., 2007). CtIP possesses endonuclease activity which is required for processing of a subset of breaks with ‘dirty’ ends, whilst the non-catalytic roles of CtIP in regulating resection are relevant for HR more generally (Makharashvili et al., 2014). BRCA1, and its obligate partner BARD1 (Brzovic et al., 2001; Wu et al., 1996), also contribute to resection by interacting with phosphorylated CtIP through its BRCT domain (Wong et al., 1998; Yu et al., 1998), and with the MRN complex (Zhong et al., 1999). BRCA1 also ubiquitinates CtIP via its E3 ligase RING domain (Yu et al., 2006), and damage induced CtIP foci are compromised in the absence of BRCA1 E3 ligase activity. However, CtIP is also able to function independently of BRCA1, as loss of the CtIP-BRCA1 interaction does not detectably affect resection rates (Polato et al., 2014).

Following resection, the 3’ ssDNA overhangs are coated with the heterotrimeric ssDNA-binding protein RPA, to form an RPA filament. This RPA filament is then replaced with a filament of the key recombinase Rad51. Formation of a Rad51 filament is facilitated by the Rad51 loader BRCA2 (Yuan et al., 1999), able to
bind Rad51 through its BRC repeats (Chen et al., 1998; Wong et al., 1997) and load it onto RPA-coated ssDNA. Rad51 paralogs, including Rad51B, Rad51C, XRCC2 and XRCC3 also contribute to this process (Suwaki et al., 2011). BRCA1 also facilitates Rad51 loading independently of its roles in resection, by interacting with PALB2 via its coiled coil domain (Sy et al., 2009). BRCA2 is then recruited to the site of the DSB through its interaction with PALB2 (Xia et al., 2006; Zhang et al., 2009). Whilst Rad52 is a key recombinase loader in yeast, which lack BRCA2, the functional importance of human Rad52 in Rad51 loading remains uncertain (Jensen et al., 2010; Rijkers et al., 1998).

Once the formation of the Rad51 filament is complete, it can perform a homology search, to find a sequence similar to that within the Rad51 filament. When a homologous sequence is found, strand invasion can occur, where the 3’ overhang invades into the duplex of the homologous sequence in the sister chromatid, displacing the complementary strand to form a displacement loop (D-loop). The 3’ end of the invading strand can then be extended by polymerase δ or ε using the homologous template.

At this point, there are several possible avenues for repair to be completed, resulting in either crossover or non-crossover products. If repair is completed through the DSBR or dHJ pathway, the second 3’ overhang that did not invade base pairs with homologous sequence on the D-loop. This strand can also be extended, and the backbone sealed, generating a double Holliday junction (dHJ) structure where the two sister chromatids are covalently linked. These structures mostly undergo dissolution by a complex of BLM and Topoisomerase IIIα, resulting in non-crossover products (Wu and Hickson, 2003). Any remaining dHJ structures are resolved through cleavage of the structure by
endonucleases, either in a symmetrical fashion by GEN1 (Chan and West, 2015; Ip et al., 2008; Rass et al., 2010), or in an asymmetrical fashion by the action of Mus81/Eme1 (Chen et al., 2001; Ciccia et al., 2003) and Slx1/Slx4 (Fekairi et al., 2009; Muñoz et al., 2009; Svendsen et al., 2009). Resolution of dHJ structures using endonucleases can give rise to both crossover and non-crossover products, which may explain why dissolution, which does not generate crossover products, is the favoured pathway in mitotic cells. The existence of multiple redundant mechanisms for dHJ resolution reflects how deleterious these structures can be if present at the onset of mitosis, leading to chromosome mis-segregation, formation of anaphase bridges and severe chromosome instability (Sarbajna et al., 2014).

As an alternative to the DSBR pathway, synthesis-dependent strand annealing (SDSA) can also occur to repair DSBs. After invasion of the Rad51 filament and DNA synthesis from the template, the invading strand is ejected from the D-loop, and re-anneals with the 3’ overhang of the other side of the DSB. Further DNA synthesis and can then occur, followed by ligation, resulting in the formation on non-crossover products, and avoiding the formation of any Holliday junction intermediates (Figure 1.5).

An additional repair mode, single-strand annealing (SSA) can occur if the break is flanked by repeats (Bhargava et al., 2016). Resection will reveal these homologous repeats either side of the break, which can then anneal. The 3’ overhanging flaps are cleaved, and the intervening DNA synthesised and ligated, resulting in a deletion of the DNA between the repeats.
Figure 1.5: Summary of the HR machinery in the repair of a two-ended DNA DSB.
During HR-mediated DSB repair, DNA ends are recognised by the MRN complex. DNA end resection, mediated by Mre11, along with Exo1, Dna2 and CtIP, produces 3' ssDNA overhangs. These are coated with RPA, before being loaded with Rad51 by a complex of BRCA2/PALB2. This Rad51 nucleofilament undergoes strand invasion into a homologous sequence, allowing DNA synthesis from this new template. If this invading strand is then ejected, it can anneal with the 3' overhang on the other side of the break, allowing DNA synthesis and ligation to repair to break. This is known as synthesis-dependent strand annealing. Alternatively, if the second 3' overhang pairs with the strand displaced by the strand invasion step (D loop), formation of a double Holliday junction can occur. These structures can undergo dissolution by a complex of BLM/Top3α/RMI1, or be resolved through nucleolytic cleavage by Slx1/Slx4, Mus81/EME1 or GEN1. Adapted from Jasin and Rothstein 2013.
SSA is independent of Rad51, as no stand invasion is required, but is highly mutagenic as the sequence between the repeats is lost.

Homologous recombination can also act upon one ended DSBs through break induced replication (BIR) (Malkova and Ira, 2013). One ended DSBs can form when a replication fork collapses or encounters a SSBs. This DNA end is resected, loaded with Rad51, and allowed to invade into homologous sequence in the sister chromatid. The D-loop that forms is then used to setup a unidirectional replication fork, allowing the resumption of DNA synthesis.

1.4.6 Roles of PARPs in homologous recombination

The role of PARP1 in HR repair of canonical DNA DSBs remains contentious, with initial work finding no defect in the repair of DSBs by HR in the absence of PARP1 (Yang et al., 2004). Since then, a number of groups have suggested that PARP1 may influence resolution of breaks through HR. Some evidence indicates a negative role of PARP1 in HR, for example PARP1 modifies BRCA1 in its DNA binding domain, promoting its binding to RAP80. Loss of this modification leads to increased HR repair of I-SceI induced DSBs and elevated chromosome rearrangements after IR exposure (Hu et al., 2014). Other work has identified a positive role for PARP1 in HR. For example PARP1 and Timeless are able to interact, and depletion of PARP1 prevents the recruitment of Timeless to site of DNA damage and leads to decreased levels of HR-mediated repair (Xie et al., 2015). Furthermore, the OB-folds of BRCA2 can bind PAR, and early recruitment of BRCA2 to laser damage can be prevented by PARP inhibitor treatment (Zhang et al., 2015). Finally, the BRCT domains of the BRCA1 partner BARD1 are also able to bind PAR, and treatment with
PARP inhibitors can prevent the rapid accumulation of BRCA1 to DNA damage (Li and Yu, 2013). These studies link ADP-ribosylation to the recruitment of core HR proteins to sites of DNA damage. However overall, contrasting reports make it difficult to build a clear picture of how PARP1 affects HR repair of DSBs. Note this is distinct from the potential contributions of PARPs in regulating HR at sites of replication-associated damage, which will be discussed in section 1.5.

PARP14 has been identified to play a role in the HR pathway, with depletion of this factor leading to reduced HR-mediated repair of I-SceI induced DSBs, and sensitivity to the DSB inducing agent bleomycin. Interestingly, in the absence of PARP14 cells show persistent Rad51 foci following camptothecin exposure (Nicolae et al., 2015). This suggests the role of PARP14 lies downstream of Rad51 filament formation, potentially mediating strand invasion or Rad51 filament disassembly.

1.4.7 Alternative-NHEJ

A third pathway for repairing DSBs, called alternative-NHEJ, was originally identified as a ‘backup’ pathway active in the absence of core components of the c-NHEJ pathway, firstly in yeast (Boulton and Jackson, 1996; Wilson et al., 1997) and later in human cells (Verkaik et al., 2002; Wang et al., 2003). The exact components and mechanism of alt-NHEJ are poorly defined, but its repair products frequently feature characteristic deletions, meaning it is considered a highly error-prone repair pathway. Indeed, use of alt-NHEJ in the absence of c-NHEJ leads to increased frequency of chromosome rearrangements and translocations (Difilippantonio et al., 2000; Ferguson et al., 2000; Zhang and
Jasin, 2010), indicating alt-NHEJ causes significant genome instability, and may contribute to tumorigenesis (Bentley et al., 2004; Sharpless et al., 2001). Microhomologies are often present at repair sites, leading to alt-NHEJ also being referred to as microhomology-mediated end-joining (MMEJ). However, the presence of microhomologies is not strictly required, possibly reflecting the idea that there could be multiple sub-pathways of alt-NHEJ, some more dependent on microhomologies than others.

Alt-NHEJ often requires limited resection at the break, and the nucleases Mre11 (Rass et al., 2009; Xie et al., 2009) and CtIP (Zhang and Jasin, 2010) have been implicated in the pathway. It is hypothesised that short-range resection by these factors reveals microhomologies, which can base pair to facilitate alt-NHEJ. Following end processing, trimming and gap filling, the DNA ends can be ligated. Whilst LigIII and XRCC1 were able to reconstitute alt-NHEJ activity in vitro (Audebert et al., 2004; Della-Maria et al., 2011), loss of either LigIII or XRCC1 does not prevent end-joining activity in cells (Boboila et al., 2012), even in the absence of c-NHEJ. Loss of Lgl alone was also unable to prevent end-joining activity, but loss of both together abrogated alt-NHEJ induced chromosomal translocations (Simsek et al., 2011b), suggesting redundancy between these ligases in alt-NHEJ. Recently Polθ has been identified as another alt-NHEJ factor, able to facilitate alt-NHEJ in vitro by stabilising microhomology-mediated synapsis of DNA ends by overhang extension (Kent et al., 2015). Furthermore, cells lacking both c-NHEJ and Polθ show decreased chromosomal translocations and telomere fusions, both hallmarks of alt-NHEJ (Ceccaldi et al., 2014). Interestingly, cells lacking Polθ
display an increased reliance on HR, suggesting HR and alt-NHEJ may compete for the resolution of some lesions (Ceccaldi et al., 2014).

1.4.8 Roles of PARPs in alternative-NHEJ

PARP1 has been identified as the key sensor for the engagement of alt-NHEJ, through its ability to bind DSB ends. Indeed inhibition of PARP1 is able to sensitise DNA-PK deficient cells to DSB-inducing agents (Audebert et al., 2004), and PARP1 depletion can abrogate the joining of DSBs in the absence of Ku (Wang et al., 2006). PARP1 activity at these ends helps the recruitment of the MRN complex (Haince et al., 2008), initiating the resection required for the progression of alt-NHEJ. Competition between Ku and PARP1 at DSB ends has been proposed to regulate the choice between c-NHEJ and alt-NHEJ (Wang et al., 2006), with the high abundance and affinity of Ku for DSB ends potentially explaining the bias towards c-NHEJ in wild-type cells.

1.5 Cellular response to replication stress

1.5.1 Sources of replication stress

Replication stress occurs when the normal progression of a replication fork is disrupted, and can develop as a result of both endogenous and exogenous factors. Endogenous causes of replication stress include difficult to replicate regions of the genome such as common fragile sites (CFS), collisions with the transcription machinery or the expression of oncogenes. Exogenous sources of replication stress can come from multiple DNA damaging agents, which can induce a wide range of lesions that can disrupt the progression of a replication fork, including SSBs, base damage, and inter-strand crosslinks. Agents which
are able to inhibit replicative polymerases, trap topoisomerases onto DNA or deplete cellular dNTP pools also all result in replication stress.

### 1.5.2 Tolerance and resolution of replication stress

Numerous mechanisms exist for cells to overcome replication stress and accurately replicate the entire genome, but they generally share the common feature of activation of the DNA damage response through ATR signalling. Activation of ATR leads to the stimulation of Chk1 activity and triggering of the intra-S checkpoint (Liu et al., 2000), preventing the firing of new replication origins and stabilising replication forks until the source of the stress is removed. Failure to do so leads to unstable replication forks and the accumulation of strand breaks (Brown and Baltimore, 2003). ATR activation relies on the formation of ssDNA, which is created as replicative helicases unwind duplex DNA once the polymerase has stalled (Byun et al., 2005). This ssDNA is bound by the ssDNA binding protein RPA to form a filament, which interacts with the ATR interacting partner ATRIP, bringing ATR to the site of the damage (Zou and Elledge, 2003). Simultaneously, RPA interacts with Rad17, which can then load the 9-1-1 checkpoint clamp (Bermudez et al., 2003; Ellison and Stillman, 2003). TopBP1 is then brought to the proximity of the RPA through its interaction with the 9-1-1 complex, allowing it to stimulate ATR kinase activity (Kumagai et al., 2006; Ohashi et al., 2014).

If the lesion causing the replication stress cannot be removed in a timely manner, numerous mechanisms exist to allow the continuation of DNA replication. Possibly the simplest involves the activation of cryptic or dormant origins of replication, which can approach the stalled replication fork from the
opposite direction and fuse with it, this facilitating the completion of replication (Blow et al., 2011; Yekezare et al., 2013).

Some lesions, such as damaged bases or thymidine-dimers that form as a result of exposure to ultraviolet light (UV), cause polymerase stalling because the base adducts cannot be accommodated into the active site of the replicative polymerase (Byun et al., 2005). Translesion synthesis (TLS) involves the swapping of the replicative polymerase with a range of TLS-polymerases, which are lower fidelity but able to tolerate and polymerise past a variety of lesions, allowing the continuation of DNA synthesis (Prakash et al., 2005). Alternatively, template switching can occur, using the newly synthesised daughter strand as a temporary template to allow replication past the blockage (Giannattasio et al., 2014). As both of these methods rely on repair of the original stalling lesion after the completion of replication, they are collectively known as post-replication repair (PRR) pathways (Gao et al., 2017). Ubiquitination of PCNA plays a key role in the regulation of these pathways (Hoege et al., 2002; Stelter and Ulrich, 2003).

Replication fork reversal has also been suggested to be a mechanism thorough which stalled forks are protected and repaired. This is a process where a canonical three-way replication fork is converted into a four-way junction, with the newly synthesized strands annealing together. This can potentially stabilise forks in a number of ways, by limiting the formation of ssDNA, by allowing template switching to bypass a lesion, and by placing a lesion back into a dsDNA context to allow normal repair mechanisms to resolve it. Originally identified in prokaryotes, the physiological relevance of these structures to eukaryotic replication has been contentious. However, recent advances have
allowed visualisation of reversed forks from eukaryotes by electron microscopy. This has revealed that reversed forks form in response to a wide variety of fork stalling agents (Zellweger et al., 2015), and thus may represent a ubiquitous physiological response to replication stress. The factors required for the formation of reversed replication forks are not fully understood, but numerous parts of the HR machinery are involved in the process, including Rad51, BRCA1 and BRCA2. There are also numerous helicases which are able to catalyse fork regression \textit{in vitro}, including BLM, WRN, HLTF, FANCM, ZRANB3, SMARCAL1, and Fbh1 (Bétous et al., 2012; Ciccia et al., 2012; Fugger et al., 2015; Gari et al., 2008; Kile et al., 2015; Machwe et al., 2006; Ralf et al., 2006). Many of these enzymes are also able to catalyse the reverse reaction of fork restoration, along with another helicase RecQ1 (Berti et al., 2013), which also participates in this process. The exact contributions of these helicases to this process \textit{in vivo} are still being uncovered.

Limited resection, mediated by Mre11 and Dna2, appears to be important for the resolution of damaged replication forks (Buis et al., 2008; Hashimoto et al., 2010; Thangavel et al., 2015). BRCA2 and Rad51 have important roles in protecting stalled forks from over-resection and ensuring their stability (Hashimoto et al., 2010; Schlacher et al., 2011). Indeed, the roles of BRCA2 in replication fork stability can be separated from those in DSBR. A mutation in the C-terminal Rad51 binding domain can abrogate fork protection mediated by BRCA2, whilst not affecting HR repair of canonical DSBs (Schlacher et al., 2011). Another large protein, BOD1L, also contributes to the protection of stalled replication forks from excessive resection by shielding Rad51 filaments from disassembly by the anti-recombinogenic helicases BLM and Fbh1 (Higgs
et al., 2015). Exactly how the roles of these proteins in preventing excessive resection interface with the formation of reversed replication forks remains unclear.

If a replication fork remains stalled for an extended period of time, it can collapse and form a one-ended DSB. This may be due to the inherent instability of a stalled replication fork, or may involve processing by specific nucleases to bring about collapse (Hanada et al., 2007). A similar structure might arise when a replication fork encounters an unrepaired SSB, leading to replicative run-off. Once a one-ended DSB has formed, it is resolved by the HR machinery through a process of BIR (as described above).

1.5.3 Roles of PARPs in the cellular response to replication stress

PARP1 has been recognised to contribute to the resolution of stalled/collapsed replication forks, with cells lacking PARP1 showing sensitivity to the fork stalling agent hydroxyurea (HU) (Yang et al., 2004). Subsequent work identified a role of PARP1 in recruiting the nuclease Mre11 to stalled replication forks to facilitate repair. In the absence of PARP1, replication fork stalling was elevated after HU exposure, whilst formation of Mre11, RPA and Rad51 foci were all decreased, indicating resection is compromised without PARP1 signalling at sites of replication stress (Bryant et al., 2009). However, PARP1 has also been linked to the protection of stalled replication forks, with PARP inhibitor treatment leading to the over-resection of stalled forks after HU exposure (Ying et al., 2012). Furthermore, PARP1 has been implicated in the formation of reversed forks. The absence of PARP1, but not other parts of the SSBR machinery, can
significantly reduce the formation of reversed forks after treatment with the topoisomerase inhibitor camptothecin (Ray Chaudhuri et al., 2012). Later work identified that RecQ1 can interact with PAR, and this interaction decreases its ability to restore reversed replication forks in response to camptothecin (Berti et al., 2013). Thus PARP1 stabilises reversed replication forks by constraining the activity of RecQ1 upon these structures, preventing premature restoration of the fork. Intriguingly, stabilising reversed replication forks would be predicted to limit resection at a stalled fork, contrasting with the identified role of PARP1 in Mre11 recruitment and the promotion of resection at these structures. How these multifaceted roles of PARP1 combine to contribute to the cellular tolerance to replication stress, and interface with the roles of other DNA-dependent PARPs is unclear.

There has also been a suggestion that alt-NHEJ mediated by Polθ and PARP1 can contribute to the repair of stalled/collapsed replication forks, in competition with HR, even in wild-type cells. Cells lacking Polθ show sensitivity and increased fork stalling in response to HU, along with elevated formation of Rad51 foci (Ceccaldi et al., 2014). In the absence of HR, cells rely on Polθ-mediated repair to maintain genome stability in response to a variety of genotoxic agents, supporting the idea of HR and alt-NHEJ both contributing to the resolution of stalled replication forks.

Finally PARP10 contributes to the cellular response to replication stress by facilitating TLS. PARP10 can interact with ubiquitinated-PCNA through its N-terminal PIP box, and cells depleted of PARP10 show decreased cellular survival and increased mutation rates in response to UV exposure. These phenotypes cannot be rescued with a catalytically dead mutant of PARP10,
indicating its MARylation activity is relevant to its repair roles, although its substrates remain unknown (Nicolae et al., 2014).

1.6 The synthetic lethal relationship between PARPs and HR

1.6.1 Discovery of synthetic lethality and mechanistic models

Small molecule inhibitors of PARPs have gained general recognition for their ability to specifically kill certain types of tumours, most famously those deficient in homologous recombination, exploiting the concept of synthetic lethality. This phenomenon was first identified in Drosophila melanogaster, where the loss of two genes in combination resulted in inviability (DOBZHANSKY, 1946), whilst loss of either gene individually was tolerated. The presence of a synthetic lethal relationship between PARP inhibitors (PARPi) and HR-deficient tumours has resulted in the PARPi olaparib receiving Food and Drug administration (FDA) and European Medicines Agency (EMA) approval for use as a single agent against ovarian cancers defective in BRCA1 or BRCA2. Subsequently the FDA has also approved the use of a second PARP inhibitor, rucaparib, against similar tumours. This is significant given approximately to 10% of all breast cancers (Malone et al., 2000) and 15% of all ovarian cancers (Pal et al., 2005) are attributed to mutations in one of these two genes.

Two papers published in 2005 first introduced the fact that BRCA mutant cells were hypersensitive to PARPi (Bryant et al., 2005; Farmer et al., 2005), showing up to 1000-fold killing as compared to BRCA competent cells. Both of these studies suggested models whereby inhibition of PARP1 leads to defective
SSBR and an accumulation of unrepaired SSBs. Upon collision with an active replication fork, these SSBs are converted to one-ended DSBs, normally repaired via HR. However, in the absence of BRCA genes, HR is defective and these lesions cannot be resolved, resulting in cell death.

Whilst attractive, a number of subsequent experiments brought elements of this model into question. Firstly, no detectable SSBs accumulate following cellular exposure to PARP inhibitors (Gottipati et al., 2010). Furthermore, depletion of additional components of the SSBR machinery, is unable to recapitulate the specific killing of BRCA mutant cells seen when PARP1 is depleted or inhibited (Patel et al., 2011).

An alternate mechanism was based upon the finding that exposure to PARP inhibitors results in the ‘trapping’ of PARP1 and PARP2 onto chromatin following DNA damage (Murai et al., 2012). This may be due to the lack of automodification activity which normally triggers PARP release from DNA. Indeed, introducing mutations into domain interfaces important for the activation of PARP1 can prevent its DNA-dependent PARylation activity, and lead to prolonged accumulation of PARP1 onto damaged DNA (Steffen et al., 2014). It was suggested that lesions with trapped PARP occluding them may be difficult to repair due to the inaccessibility of the DNA ends, and thus rely more heavily on HR-mediated repair. Data supporting the idea that trapping contributes to synthetic lethality includes the fact PARP inhibition often elicits stronger effects than PARP ablation (Bryant et al., 2005; Farmer et al., 2005; Ström et al., 2011), and the efficacy of some PARP inhibitors correlates with their ability to trap PARPs, not the ability to inhibit PARylation activity (Murai et al., 2012, 2014). Furthermore, knockdown of PARP1 is able to abrogate the toxic effects
of olaparib, indicating that PARPi does more than simply prevent PARP catalytic activity (Bajrami et al., 2014).

A final alternate model proposes that PARP1 could regulate additional HR-independent pathway(s) that contribute to DNA repair, such that in the absence of PARP activity and BRCA proteins, no viable repair route remains for certain forms of DNA damage. Indeed, in the absence of BRCA1/2, or other HR proteins, PARP activity is elevated, indicating additional damage being channelled through PARP-dependent repair mechanisms (Gottipati et al., 2010). Interestingly, inhibition or depletion of components of the c-NHEJ pathway is able to rescue the sensitivity and elevated mutation frequency of BRCA2 null cells exposed to PARPi (Patel et al., 2011). This indicates that illegitimate engagement of c-NHEJ drives synthetic lethality in the absence of PARPs and HR. Given PARP1 and Ku can compete for DNA DSB ends (Wang et al., 2006), this suggests the ability of PARP1 to engage these lesions and influence pathway choice may be crucial for cellular survival in the absence of HR.

Whilst the exact mechanism driving synthetic lethality between HR-deficient cells and PARP inhibitors remains to be elucidated, it should be noted that each of the models presented above are not mutually exclusive. A combination of loss of PARP catalytic function, in SSBR or other repair pathways, and PARP trapping at lesions could combine to bring about the remarkably potent killing of HR-defective cells by PARPi.
1.6.2 Mechanisms of resistance to PARPi

One issue with PARP inhibitors in the clinic is the emergence of cancer cells with resistance to the therapy. This can occur through multiple mechanisms, the most obvious of which is the reversion of the BRCA mutation, leading to tumours which are resistant to treatment (Norquist et al., 2011; Sakai et al., 2008; Swisher et al., 2008). This form of resistance has been observed in PARPi-insensitive metastases in the clinic (Barber et al., 2013). Potential additional mechanisms have been identified in genetic mouse models, for example upregulation of the p-glycoprotein (Pgp) efflux transporter, for which olaparib is a substrate (Henneman et al., 2015). Interestingly, this form of resistance could be overcome by using the Pgp inhibitor tariquidar, or by using AZD2461, a PARPi with low affinity for Pgp. A third resistance mechanism involves loss of 53BP1 in cells lacking BRCA1, which partially reactivates HR and abrogates cellular sensitivity to PARPi (Jaspers et al., 2013). This is consistent with previously reported interplay between 53BP1 and BRCA1 in regulating DSB repair pathway choice (Daley and Sung, 2014; Gupta et al., 2014). Intriguingly, reduced 53BP1 expression is seen most often in BRCA-associated breast cancers, and this correlates with lower metastasis-free survival, indicating the potential clinical relevance of this mechanism of resistance (Bouwman et al., 2010). Finally, loss of PARP1 expression can also alleviate the toxicity of PARP inhibition to DNA methylating agents, presumably because PARP1 can no longer be trapped at sites of DNA damage (Liu et al., 2009).
1.6.3 Specificity and further uses of PARPi

Both of the PARP inhibitors currently licensed for clinical use are NAD$^+$ mimetics, and bind in the catalytic domain of PARP1. As this domain is conserved across the entire PARP superfamily, it is perhaps unsurprising that these agents show activity against numerous other PARP proteins. Olaparib and rucaparib have been shown to inhibit and trap PARP2 in an analogous manner to PARP1 (Murai et al., 2012, 2014). Furthermore, these drugs also are able to bind to numerous other PARP catalytic domains, including PARP3, 4, 5a, 5b, 10, 12, 15 and 16 (Wahlberg et al., 2012). How the effects of these inhibitors on the other members of the PARP superfamily might potentiate or undermine the efficacy of PARP inhibitors, or mediate their side effects, is currently unknown.

Finally, recent work has raised the possibility of PARP inhibitors being effective against tumours beyond BRCA1/2 deficient breast and ovarian cancers, for example olaparib has promising activity in phase II clinical trials against metastatic prostate cancers with DNA repair defects (Mateo et al., 2015). Thus with proper patient stratification and tumour genotyping, PARPi may have wider uses in oncology than their current applications.

1.7 Aims

Whilst the biological roles of PARPs has been a subject of intense research focus, much remains to be understood in how these enzymes contribute to the DDR. Each of PARP1, PARP2 and PARP3 have been implicated in the resolution of DNA SSBs, but what precise roles of these enzymes play in the repair process, how their different functions might be distinct or overlap, and to
what extent they can compensate for each other are all uncertain. Similarly in
the cellular response to replication stress, PARP1 has been shown to promote
resolution of stalled/collapsed replication forks, but how this integrates with the
other functions of PARP1 and indeed potential contributions of PARP2 and
PARP3 is uncertain. Furthermore, how these observations might interface with
the recently uncovered roles of PARPs in replication fork reversal is not
understood. Finally PARP inhibitors that target multiple PARPs are currently
exploited to selectively kill tumours carrying BRCA1/2 mutations. However, the
mechanism of this toxicity is not fully understood, and the precise complement
of PARPs which must be targeted to achieve maximal efficacy of these agents
is unknown

Therefore, the aims of this thesis were to firstly better understand the individual
functions of PARPs within the DNA damage response, with a primary focus on
the potential roles of PARP1, PARP2 and PARP3 in human BER/SSBR.
Secondly, I wished to establish the nature of the relationship between these
PARPs in the repair of base damage/SSBs, for example whether in the
absence of one PARP, cells become more reliant on the function of another
PARP. Thirdly I sought to assess the contribution of these PARPs to the
efficacy of PARP inhibitors in killing HR-deficient cells. Finally, I aimed to
search for novel DDR-factors that show a synthetic lethal relationship with the
loss of specific PARPs, to gain insight into the mechanism of this process and
potentially widen the applications of synthetic lethal strategies with PARPs in
the clinic.
2. Materials and Methods

2.1 Materials

2.1.1 Buffers

DNA loading dye
0.25 % Bromophenol blue
40 % Sucrose

Phosphate Buffered Saline (PBS)
10 mM phosphate buffer
2.7 mM KCl
137 mM NaCl
(pH 7.4)

PBS-T
As above, supplemented with 0.05 % Tween-20

TBS-T
2.48 mM Tris-Cl
137 mM NaCl
(pH 7.4)
0.2 % Tween-20

SDS-PAGE Running Buffer
25 mM Tris-Cl
192 mM glycine
0.1 % SDS

SDS-Page Transfer Buffer
50 mM Tris-Cl
384 mM glycine
20% methanol

SDS-PAGE Transfer Buffer (semi-dry)
48 mM Tris-Cl
39 mM glycine
20 % methanol
0.375 % SDS

**SDS Loading Buffer**
25 mM Tris-Cl (pH 6.8)
10 % glycerol
0.125 % bromophenol blue
2% SDS
80 mM DTT

**TAE**
40 mM Tris-Cl
1 mM EDTA
20 mM acetic acid
(pH 8.2)

**DNA Extraction Buffer**
10 mM Tris-Cl pH 8.0
1 mM EDTA
25 mM NaCl
200 µg.mL proteinase K

**Chromatin Extraction Buffer 1**
10 mM Tris-Cl pH 7.5
150 mM NaCl
1.5 mM MgCl₂
340 mM sucrose
10 % glycerol
1 mM DTT

Protease Inhibitor Cocktail (Sigma-Aldrich)
0.1 % Triton-X 100

**Chromatin Extraction Buffer 2**

- 3 mM EDTA
- 0.2 mM EGTA
- 1 mM DTT
- Protease Inhibitor Cocktail (Sigma-Aldrich)

**Sucrose Buffer**

- 10 mM Tris-Cl pH 7.5
- 20 mM KCl
- 250 mM sucrose
- 2.5 mM MgCl$_2$
- Protease Inhibitor Cocktail (Sigma-Aldrich)
- 0.3 % Triton-X 100

**NETN150**

- 50 mM Tris-Cl pH 8.0
- 150 mM NaCl
- 2 mM EDTA
- 0.5 % NP-40
- 2.5 mM MgCl$_2$
- Protease Inhibitor Cocktail (Sigma-Aldrich)
- 25 U/mL Benzonase nuclease

**Click Reaction Buffer**

- 100 mM Tris-Cl pH 8.0
- 4 mM CuSO$_4$
- 50 mM sodium ascorbate
- 20 μM azide dye

**LB Agar**

- 1 % bactotryptone
0.5 % yeast extract
85 mM NaCl
1.5 % Agar
**LB broth**
1 % bactotryptone
0.5 % yeast extract
85 mM NaCl

### 2.2 Methods

#### 2.2.1 Cell culture and generation of CRISPR-mediated parpΔ cells

U2OS cells were cultured in DMEM supplemented with 10% FBS and 1% penicillin/streptomycin. DLD1 cells (BRCA2⁺/⁺ and BRCA2⁻/⁻), were a kind gift of F. Esashi (Dunn School of Pathology, Oxford) and were cultured in RPMI supplemented with 10% FBS and 1% Penicillin/Streptomycin. Flp-In T-Rex HT1080 cells expressing FE-PALB2 were also a kind gift of F. Esashi (Dunn School of Pathology, Oxford), and were cultured in DMEM as above, further supplemented with 10 μg/mL blasticidin and 100 μg/mL hygromycin. Expression of FE-PALB2 was induced with 5 μg/mL doxycyclin (Sigma-Aldrich) for 24 hours. All cell lines were maintained between 10 and 80 % confluency and split every 2-3 days. U2OS cell identity was verified by STR profiling (Eurofins cell line authentication service).

For siRNA-mediated knockdown, cells were transfected with 50 nM total siRNA using Dharmafect-1 (Dharmacon), transfected again after 24 hours, then allowed to recover for 48 hours before use. siRNA pools containing four
different siRNA sequences were obtained from Dharmacon, either ON-Target Plus (PARP2-16, Rad52, BLM, Fbh1) or siGenome (XRCC1). The relevant non-targeting siRNA pools were used for negative controls.

For the generation of CRISPR-mediated knockout cell lines, gRNA sequences were designed using the MIT CRISPR design tool (http://crispr.mit.edu/), and cloned into vector pX462 or pX462v2. Cells were transfected with the relevant gRNA constructs using Turbofect (Dharmacon) according to manufacturer’s instructions, then selected with 2, 3 or 4 μg/mL puromycin for 24 hours, before being plated at low density. After 10-14 days growth, clonal colonies were isolated and expanded for screening.

Cell lines lacking PARP1 or PARP2 were screened by Western blotting of whole cell extracts for the absence of the relevant protein. Cells transfected with gRNAs targeting PARP3 were screened by PCR using primers flanking the gRNA target site, to identify cell lines containing insertions or deletions. Genomic DNA extracts were generated by resuspending cells in DNA extraction buffer and heating to 65 °C for 30 minutes, then 95 °C for 2 minutes. PCR was performed using PCRBIO Taq polymerase (PCR Biosystems) according to the manufacturer’s instructions.

Candidate cell lines containing gene disruptions were further verified by Western blotting and PCR across the gRNA target sites. Products from these PCR reactions, using PCRBIO HIFI polymerase (PCR Biosystems), were cloned into pJet1.2 (ThermoFisher) according to manufacturer’s instructions and subjected to Sanger sequencing (Source Biosciences), to confirm the presence of frameshift mutations. parp1∆parp2∆ cells were generated by
disrupting PARP1 in a parp2Δ background. parp1Δ parp3Δ cells were generated by disrupting PARP3 in a parp1Δ background. parp1Δparp2Δparp3Δ cells were generated by disrupting PARP2 in a parp1Δparp3Δ background.

2.2.2 Protein extract preparation and Western blotting

Whole cell extracts were prepared by washing cells in PBS before boiling in 1x SDS loading buffer for 5 minutes.

Nuclear extracts were prepared by washing cells in PBS before resuspending in sucrose buffer and incubation on ice for 5 minutes. Nuclei were pelleted by centrifugation at 1800 g, before resuspension in NETN150 buffer and incubation on ice for 30 minutes. Protein concentration was determined by Bradford assay. Extracts were diluted to the appropriate concentration, before boiling for 5 minutes in 1x SDS loading buffer.

Chromatin extracts were prepared by washing cells in PBS, before resuspending in chromatin extraction buffer 1 and incubation on ice for 10 minutes. Following centrifugation at 18,000 xg, the pellet was resuspended in chromatin extraction buffer 2, and incubated on ice for 30 minutes. Samples were centrifuged again at 18,000 g, and the pellet resuspended in 1x SDS loading buffer and boiled.

Protein extracts were analysed by SDS-polyacrylamide gel electrophoresis (SDS-PAGE), run alongside a prestained protein ladder (PageRuler Plus, Fermentas) on single percentage gels at 150 V. Proteins were transferred to PVDF membranes (Millipore, 0.45 μm pores) at 250 mA for 2 hours, or by semi-dry blotting (BioRad TransBlot Turbo) according to manufacturer’s instructions. Following blocking in 5 % milk in TSB-T for 30 minutes, cells were incubated in
primary antibody overnight at 4 °C. After three washes in TSB-T, membranes were incubated in 5 % milk in TSB-T containing the appropriate secondary antibody diluted to 1:10,000 for 1 hour. Following further extensive TSB-T washing, membranes were incubated in ECL reagent (Millipore), before being visualised on autoradiographic film (GE Healthcare Life Sciences).

Primary antibodies used in this work are detailed as follows:

<table>
<thead>
<tr>
<th>Antibody</th>
<th>Species</th>
<th>Source</th>
<th>Dilution (WB)</th>
<th>Dilution (IF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PARP1</td>
<td>Mouse, monoclonal</td>
<td>Bio-Rad, MCA1522G</td>
<td>1:1000</td>
<td></td>
</tr>
<tr>
<td>PARP2</td>
<td>Mouse, monoclonal</td>
<td>Enzo, ALX-804-639L</td>
<td>1:1000</td>
<td></td>
</tr>
<tr>
<td>PARP3</td>
<td>Rabbit, polyclonal</td>
<td>A gift of F. Dantzer</td>
<td>1:1000</td>
<td></td>
</tr>
<tr>
<td>PARP10</td>
<td>Rabbit, polyclonal</td>
<td>Novus Biologicals, NB100-2157</td>
<td>1:1000</td>
<td></td>
</tr>
<tr>
<td>XRCC1</td>
<td>Mouse, monoclonal</td>
<td>Abcam, ab1838</td>
<td>1:1000</td>
<td></td>
</tr>
<tr>
<td>Actin</td>
<td>Goat, polyclonal</td>
<td>Santa Cruz, SC-1615</td>
<td>1:1000</td>
<td></td>
</tr>
<tr>
<td>γH2AX</td>
<td>Mouse, monoclonal</td>
<td>Millipore, JBW301</td>
<td>1:1000</td>
<td></td>
</tr>
<tr>
<td>Rad51</td>
<td>Rabbit, polyclonal</td>
<td>A gift of F. Esashi, 7946</td>
<td>1:1000</td>
<td></td>
</tr>
<tr>
<td>RPA32</td>
<td>Rabbit, polyclonal</td>
<td>Bethyl, A300-244A</td>
<td>1:1000</td>
<td></td>
</tr>
<tr>
<td>RPA32 S4/8</td>
<td>Rabbit, polyclonal</td>
<td>Bethyl, A300-245A</td>
<td>1:1000</td>
<td></td>
</tr>
<tr>
<td>GFP</td>
<td>Mouse, monoclonal</td>
<td>Roche, 11814460001</td>
<td>1:1000</td>
<td></td>
</tr>
<tr>
<td>Poly(ADP-ribose)</td>
<td>Protein linked to rabbit Fc domain</td>
<td>Millipore, MABE1031</td>
<td>1:1000</td>
<td></td>
</tr>
</tbody>
</table>
Secondary antibodies used in this work are detailed as follows:

<table>
<thead>
<tr>
<th>Antibody</th>
<th>Species</th>
<th>Source</th>
<th>Dilution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anti-Rabbit HRP</td>
<td>Goat</td>
<td>DAKO</td>
<td>1:10,000</td>
</tr>
<tr>
<td>Anti-Mouse HRP</td>
<td>Rabbit</td>
<td>DAKO</td>
<td>1:10,000</td>
</tr>
<tr>
<td>Anti-Goat HRP</td>
<td>Rabbit</td>
<td>DAKO</td>
<td>1:10,000</td>
</tr>
<tr>
<td>Anti-Rabbit FITC</td>
<td>Mouse</td>
<td>DAKO</td>
<td>1:80</td>
</tr>
<tr>
<td>Anti-Mouse TRITC</td>
<td>Rabbit</td>
<td>DAKO</td>
<td>1:80</td>
</tr>
</tbody>
</table>

### 2.2.3 Clonogenic survival assays

Cells were detached with trypsin and counted on a haemocytometer, before plating 400 cells into each well of a 6-well plate. The following day, cells were exposed to inhibitors or DNA damaging agents, before extensive washing in PBS and recovery in fresh media for 10-14 days. Cells were fixed in 100% methanol for 20 minutes at -20 °C, then stained with 0.5% Crystal Violet (Sigma Aldrich) for 20 minutes. Colonies of more than 50 cells were scored as viable, and the survival percentage calculated relative to the untreated cells. For MMS (Sigma-Aldrich), hydrogen peroxide (Sigma-Aldrich) or phleomycin (Sigma-Aldrich) treatments, cells were exposed to the indicated concentrations of the agent for 1 hour before washing and recovery in fresh media. In experiments
combining these treatments with PARP inhibitors, cells were pre-treated with olaparib (Cambridge Bioscience) or rucaparib (Cambridge Bioscience) for 1 hour before DNA damage, and for 24 hours following DNA damage exposure. For clonogenic survival assays using Rad51 inhibitors, cells were exposed to B02 (Sigma), with or without olaparib or DNA-PKi (Nu7441, Tocris Bioscience), for 48 hours.

2.2.4 Immunofluorescence

Cells were detached by trypsin and counted on a haemocytometer, before plating $1 \times 10^5$ cells/mL onto glass coverslips. The following day, cells were exposed to DNA damaging agents and 1 μM EdU (Sigma) for 1 hour, and after extensive washing in PBS allowed to recover in fresh media as appropriate. Where necessary, cells were pre-extracted in 0.5% Triton-X 100 for 5 minutes at 4 °C. Cells were then fixed in 4% paraformaldehyde at 4 °C for 20 minutes, and permeabilised in 0.5% Triton-X 100 for 5 minutes at 4 °C. Coverslips were then blocked in 3% BSA in PBS-T for 30 minutes. EdU was labelled by incubating cells in Click reaction buffer for 30 minutes. Following washing in PBS, cells were incubated with primary antibody diluted in 3% BSA for 2 hours at room temperature, in the dark. Coverslips were washed 3 times in PBS-T, and incubated in the appropriate fluorescently-labelled secondary antibody, diluted to 1:80 in 3% BSA for 1 hour, at room temperature in the dark. Finally, following further PBS-T washing, cells were mounted on slides in Vectasheild containing DAPI (Vector Laboratories). Samples were visualised using a Zeiss IX70 microscope, through a 10x or 100x oil-immersion objective lens. Each experiment was independently repeated at least three times, with a total of at least 100 cells analysed per condition. Images were processed in ImageJ.
2.2.5 Alkaline comet assays

The method was modified from a previously described procedure to detect DNA strand breaks and alkali labile sites\textsuperscript{53,54}. Cells were diluted to a concentration of $1 \times 10^5$ / ml in PBS. The cell suspension was mixed with an equal volume of warm 2% agarose solution (Type VII). 500 \textmu l of the suspension was spread evenly onto poly-lysine coated slides that are pre-coated with 0.3% agarose (Type 1). For cell lysis, the slides were soaked in 0.3 M NaOH/1 M NaCl/0.1% N-lauroylsarcosine, pH 11.5 in the dark for 1 hour followed by two 30 minute washes in 0.3 M NaOH, 2 mM EDTA. Slides were electrophoresed at 75 mA for 30 minutes in the same buffer at pH 11.5. Following electrophoresis slides were flooded with neutralisation buffer (Tris-Cl pH 7.5) for 30 minutes. Slides were dried overnight in the dark, and subsequently rehydrated in distilled water for 30 minutes in the dark. Slides were stained with SYBR gold (1:10,000 in water) for 20 minutes and then rinsed in water before leaving to dry overnight. The percentage DNA in the tail and Olive moment were determined using OpenComet. The area and mean pixel intensity of the head and the tail of the comets were measured to determine the percentage DNA in the tail for the individual cell. For each experimental sample 300 cells per time point (from duplicate slides) were analysed and the mean Olive Moment was determined.

2.2.6 Screen to identify novel DDR factors that display a synthetic lethal relationship with PARP loss

Cells were reversed transfected with QIAGEN siRNA pools targeting 580 genes linked to the DNA damage response. Each pool contained 4 individual siRNAs, and QIAGEN allstars non-targeting and death controls were included in each
A total of 0.05 μL/well Dharmafect-1 was used to transfect cells with a final concentration of 10 nM siRNA in 96-well plate. Liquid handling was performed on a JANUS automated workstation. The following day, the cells were rescued in fresh media, and allowed to grow for 6-8 days. Cell viability was assessed by the addition of 200 μL of 10 μg/mL resazurin and incubation at 37 °C for 1 hour. Fluorescence was determined on a plate reader (560ex/590em nm). Fluorescence readouts were used to calculate Z-scores for each siRNA pool, and identify potential hits. Z-scores and Pearson’s correlation coefficients were calculated using the standard formulae.

**2.2.7 Statistical analysis**

Statistical significance was determined using a two-tailed Student’s t-test and is indicated as: NS, not significant; * p < 0.05; ** p<0.01; *** p<0.001.
3. Generation and characterisation of cell lines disrupted for DNA-dependent PARPs

3.1 Introduction

3.1.1 PARP1, PARP2 and PARP3 function in the DNA damage response

The addition of poly(ADP-ribose) (PAR) to proteins has long been understood to be a post-translational modification which contributes to the DNA damage response. Early reports identified a drop in cellular NAD$^+$ after various forms of DNA damage (Campagnari et al., 1966), and later an accumulation of PAR chains in damaged cells (Berger et al., 1979). PARP1, an enzyme specifically activated by damaged DNA structures and capable of catalysing the synthesis of PAR chains was subsequently identified (Alkhatib et al., 1987). Loss or inhibition of this enzyme results in sensitivity of cells to DNA damage, confirming the important role of PARP1 in the DNA damage response (Durkacz et al., 1980; Trucco et al., 1998).

However, residual ADP-ribosylation activity is apparent in cells derived from PARP1 knockout mice after exposure to base damage (Amé et al., 1999), indicating additional PARPs beyond PARP1 may exist. These observations led to the identification of PARP2, an enzyme which could also catalyse the formation of PAR following activation by damaged DNA structures. Whether PARP2 is responsible for the residual PAR formed in PARP1 deficient cells has not been formally assessed. Nevertheless, PARP2 knockout mice showed a delay in the ligation of strand breaks following exposure to base damaging
agents, indicating a functional role of PARP2 independent of PARP1 (Schreiber et al., 2002). However, redundancy between PARP1 and PARP2 is implied by the embryonic lethality of PARP1−/−/PARP2−/− double knockout mice, which die at the onset of gastrulation (Ménissier de Murcia et al., 2003a). The inability to isolate mice or cell lines devoid of both PARP1 and PARP2 has hampered investigations into their relationship in the DDR, resulting in an incomplete understanding of how these enzymes function together to facilitate DNA repair.

PARP3 has been identified as another DNA-dependent PARP, initially shown to be activated by blunt dsDNA ends (Rulten et al., 2011). This led to the discovery of a role for PARP3 in the DNA DSB repair pathway NHEJ by promoting the retention of Ku and APLF at breaks (Beck et al., 2014; Boehler et al., 2011; Rulten et al., 2011). More recently, PARP3 has also been suggested to have a role in DNA SSB repair, as it is strongly activated by 5' phosphorylated nicks in vitro, and avian cells lacking PARP3 show delays in the ligation of SSBs induced by ionising radiation (Grundy et al., 2016). However, these cells lack a homologue of PARP2, making comparisons with human SSBR difficult.

### 3.1.2 Additional members of the PARP superfamily function in the DNA damage response

Homology searches using the sequence of the conserved PARP catalytic domain of PARP1 have identified a number of additional PARPs in the human genome. The PARP superfamily is currently composed of 17 members (Gibson and Kraus, 2012). Considerable work has been invested in trying to understand
the function of these additional PARPs, with three of them, PARP9, PARP10 and PARP14, also being identified to function in the DDR.

PARP9 plays a role in DNA DSBR (Yan et al., 2013), with cells depleted of this protein displaying delayed kinetics of repair of IR induced breaks. The macrodomain of PARP9 binds to PAR, which recruits PARP9 to sites of damage, subsequently promoting the localisation of 53BP1 to the break (Yan et al., 2013). PARP10 has been suggested to function in translesion DNA synthesis, and interacts with ubiquitinated PCNA via both a PIP domain and ubiquitin-binding motif. Cells depleted of PARP10 show sensitivity to agents which induce replication stress and display hallmarks of genome instability (Nicolae et al., 2014). PARP14 has a role in the restart of stalled replication forks, with cells depleted of this factor demonstrating sensitivity to agents that induce replication stress, including HU and aphidicolin. These cells also display a reduced efficiency of HR, and persistent Rad51 foci, implying a role for PARP14 in HR (Nicolae et al., 2015).

Interestingly, none of these PARPs have been identified to recognise or be activated by damaged DNA, meaning their mechanism of involvement in DNA repair may be distinct from the DNA-dependent PARPs. Indeed PARP9 is catalytically inactive, and instead acts as a scaffold protein, localising to damage through its PAR-binding macrodomain and promoting the recruitment of other factors to the break (Yan et al., 2013). PARP14 also possesses a macrodomain, suggesting it may also function in concert with other PARPs (Nicolae et al., 2015). Whilst the catalytic activity of PARP10 appears to be important for its DNA damage roles, how its ADP-ribosyltransferase activity is regulated, and which factors are modified by PARP10 remains unknown.
(Nicolae et al., 2014). It is conceivable that additional members of the PARP superfamily may also have DDR roles that are as yet uncharacterised.

3.1.3 Aims

Despite extensive work examining the roles of individual PARPs in the DDR, very little is known about how these PARPs function in relation to one another. Investigation into the relationship between PARP1 and PARP2 has been hampered by the embryonic lethality of double knockout mice. Whilst recent work has identified a role of PARP3 in SSBR in avian cells, whether this function is preserved in human cells, and how it relates to the roles of PARP1 and PARP2 in this process, remains unexplored. Therefore, the aim of this chapter is to characterise the nature of the redundancy between the PARP1, PARP2 and PARP3 in the resolution of SSBs and base damage. I used CRISPR-Cas9 genome editing to generate human cell lines disrupted for these PARPs alone and in combination, and assessed the sensitivity profiles of these cell lines to various DNA damaging agents. Furthermore I considered whether any additional PARPs beyond PARP1, PARP2 and PARP3 could also function in the resolution of these lesions.

3.2 Results

3.2.1 Generation and verification of \textit{parp1Δ, parp2Δ and parp3Δ} cell lines

In order to assess the relationship between the different DNA-dependent PARPs, I decided to use CRISPR-Cas9 genome editing to disrupt these genes in different combinations in U2OS cells. I then used these cell lines to assess
the impact of loss of specific PARPs on survival to various forms of DNA damage. This approach has advantages over using siRNA or shRNA, where protein depletion is unlikely to be complete. The use of CRISPR allows an assessment of phenotypes in defined genetic backgrounds.

Initially, I generated PARP1, PARP2 and PARP3 single knockouts using a ‘double nickase’ CRISPR strategy, to reduce the potential for off-target binding of guideRNAs (gRNAs) to produce additional mutations in our cell lines. The basis of this technique is to generate two sets of closely spaced CRISPR gRNAs for each required gene disruption, and co-transfect cells with both, along with a mutant D10A Cas9 which can only cleave one strand of the DNA at the target site. Thus each gRNA will introduce only a SSB at any off-target sites where it binds, which will be repaired in an error free manner by the SSBR machinery. At the target site, however, the two closely spaced SSBs will form a DSB, allowing repair by the error-prone c-NHEJ or alt-NHEJ pathways, and the introduction of frameshift indels to disrupt the desired gene.

Pairs of closely spaced gRNAs were designed targeting exons of PARP1, PARP2 and PARP3. Numerous design considerations impacted on the selection of both the targeted exon and the exact sequence of the gRNAs. These included predicted off-target gRNA binding sites, the position of the exon within the gene and any alternative splice forms of the target gene. In general, one would wish to minimise off target sites, disrupt in as early an exon as possible to prevent potential expression of truncated protein fragments, and make disruptions in constitutive exons so all protein isoforms are disrupted.
**Figure 3.1: Generation and verification of parp1Δ cell lines.** A. The exon structure of PARP1. Exons are indicated by solid rectangles, introns by the connecting lines. Early exons are expanded, and the position of gRNAs is indicated by blue lines. B. Whole cell extracts were prepared from U2OS and two independent parp1Δ cell lines, and Western blotting performed with the indicated antibodies. C. PCR was performed across the CRISPR targeted locus within the PARP1 gene in U2OS and two parp1Δ cell lines, and the products analysed by agarose gel electrophoresis. D. Sanger sequencing of PCR products from C confirms they produce frameshift mutations and disrupt expression of PARP1. Wild-type sequence (U2OS) is shown with gRNA sites marked in blue. Red bases indicate insertions, dashes indicate deletions, and green bases indicate substitutions. Uppercase indicates exonic sequence.
The gRNAs were designed and cloned in collaboration with Dr. Andrew Bassett of the Oxford Genome Engineering Centre, using the MIT CRISPR design tool (http://crispr.mit.edu/). This tool identifies suitable gRNA sites, and scores them based on predicted off-target binding sequences within the human genome. gRNAs were designed within the first few suitable exons of each gene, before the highest scoring gRNA pairs were selected and cloned into the vector pX462. This contains the correct sequence context for gRNA expression, as well as Cas9n (D10A) and a puromycin resistance cassette for the selection of successfully transfected cells. The two best scoring pairs of gRNAs were tested by high-resolution melting analysis (performed by A. Bassett, data not shown), to verify their ability to cleave at the target site in vivo. The highest scoring pair of gRNAs that showed detectable activity by HRMA were selected for use in the generation of knockout cell lines.

PARP1 has only one known isoform, and gRNA sites with detectable activity via HRMA were found in exon 2 (Figure 3.1 A). PARP2 has 2 splice isoforms, one full length, and a variant missing 36 bp from the 3’ end of exon 2. In order to disrupt both isoforms, gRNAs were designed targeting either exon 1 or exon 3. A pair of gRNAs with detectable activity was found in exon 3 (Figure 3.2 A). PARP3 also has two splice isoforms, one including and one excluding a short coding sequence on exon 1. An active pair of gRNAs was produced in exon 2, downstream of these alternative splicing events (Figure 3.3 A).

The resulting pairs of plasmids were transfected into U2OS cells and selected with puromycin for 24 hours. This is long enough to enrich for successfully transfected cells, but not so long that chromosomal integration of the plasmids might be encouraged. Following this selection, cells were plated at low density
Figure 3.2: Generation and verification of parp2Δ cell lines. A. The exon structure of PARP2. Exons are indicated by solid rectangles, introns by the connecting lines. Early exons are expanded, and red sections indicate alternatively spliced regions. Position of gRNAs is indicated by blue lines. B. Whole cell extracts were prepared from U2OS and two independent parp2Δ cell lines, and Western blotting performed with the indicated antibodies. C. PCR was performed across the CRISPR targeted locus within the PARP2 gene in U2OS and two parp2Δ cell lines, and the products analysed by agarose gel electrophoresis. D. Sanger sequencing of PCR products from C confirms they produce frameshift mutations or affect the splice site and disrupt expression of PARP2. Wild-type sequence (U2OS) is shown with gRNA sites marked in blue. Red bases indicate insertions, dashes indicate deletions, and green bases indicate substitutions. Uppercase indicates exonic sequence and lower case indicates intronic sequence.
and allowed to form colonies, which were isolated to form clonal cell populations. These clones were screened for the absence of the appropriate PARP by Western blotting for PARP1 and PARP2 (data not shown). In the case of PARP3, where detection of the protein by Western blotting is difficult, I screened for potential \textit{parp3Δ} cell lines using PCR around the gRNA binding sites, to identify potential indels within the PARP3 gene in each clone (data not shown).

Once candidate cell lines lacking PARP1, PARP2 and PARP3 were obtained, loss of the protein was confirmed by further Western blotting (Figure 3.1 B, 3.2 B and 3.3 B), and the presence of indels in the gene verified by PCR across the targeted region (Figure 3.1 C, 3.2 C and 3.3 C). However, the presence of indels, and lack of any visible wild-type size band, is not proof that the gene is truly disrupted. The indel must be a frameshift, meaning all downstream sequence in the gene will be read in the incorrect frame, and quickly lead to a premature STOP codon and complete loss of expression. Alternatively, the deletion could span an exon-intron boundary and affects the splice site. If at the 3’ splice site, this would lead to exon skipping, and also potentially introduce a frameshift into the gene.

To confirm our cell lines lacking detectable protein expression did indeed contain indels predicted to disrupt protein expression, I cloned the products of the PCR reaction across the gRNA target site into a blunt ended cloning vector pJet1.2, and then subjected them to Sanger sequencing. This allowed us to fully characterise the genotype of each cell line, and confirm the loss of expression of PARP1, PARP2 and PARP3 in the appropriate cell lines.
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Figure 3.3: Generation and verification of *parp3Δ* cell lines. A. The exon structure of PARP3. Exons are indicated by solid rectangles, introns by the connecting lines. Early exons are expanded, and red sections indicate alternatively spliced regions. Position of gRNAs is indicated by blue lines. B. Whole cell extracts were prepared from U2OS and two independent *parp3Δ* cell lines, and Western blotting performed with the indicated antibodies. C. PCR was performed across the CRISPR targeted locus within the PARP3 gene in U2OS and two *parp3Δ* cell lines, and the products analysed by agarose gel electrophoresis. D. Sanger sequencing of PCR products from C confirms they produce frameshift mutations or affect the splice site and disrupt expression of PARP3. Wild-type sequence (U2OS) is shown with gRNA sites marked in blue. Red bases indicate insertions, dashes indicate deletions, and green bases indicate substitutions. Uppercase indicates exonic sequence.
Each of the \textit{parp1Δ} cell lines carry a pair of mutations, either an insertion of 5 bp and a deletion of 23 bp, or an insertion of 8 bp and deletion of 31 bp (Figure 3.1 D). All of these indels produce frameshift mutations, and are wholly contained within exon 2. The \textit{parp2Δ} cell lines carry multiple indels, as evidenced by the numerous visible bands for each line (Figure 3.2 D). Indeed \textit{parp2Δ}.A carries four deletions, two of 31 bp and 40 bp which produce frameshifts with exon 3, and two larger deletions, of 46 bp and 50 bp, which disrupt the invariant AG at the 3’ splice site of intron 2. This would be predicted to cause skipping of the entire 71 bp of exon 3, causing the rest of the gene to be out of frame. In contrast, \textit{parp2Δ}.B carries two insertions and a deletion, all of which give rise to frameshifts within the exon. The \textit{parp3Δ} cell lines have either a 35 bp insertion and 25 bp deletion, or a 49 bp deletion, all of which are entirely within exon 2, and all of which give rise to frameshifts (Figure 3.3 D).

\textbf{3.2.2 DNA damage sensitivity profiles of \textit{parp1Δ}, \textit{parp2Δ} and \textit{parp3Δ} cell lines}

Having generated and verified cell lines disrupted for PARP1, PARP2 and PARP3, I next wished to establish the sensitivity profiles of cells lacking these PARPs to different DNA damaging agents. If cells lacking certain PARPs show sensitivity to particular forms of DNA damage, this could indicate that they are functioning in a particular repair pathway. Sensitivity profiles of cell lines can be determined using a clonogenic survival assay.

Consistent with previous studies using siRNA (Ma et al., 2012; Trucco et al., 1998) I observe an enhanced sensitivity of \textit{parp1Δ} cells, over and above that of wild-type U2OS cells, to the base methylating agent methyl methanesulfonate.
(MMS) and to the single strand break inducing agent H$_2$O$_2$ (Figure 3.4 A and B). In contrast, the CRISPR-derived parp2Δ cells are not overtly sensitivity to MMS or H$_2$O$_2$ (Figure 3.7 B and 3.9), indicating U2OS cells do not rely on the presence of PARP2 for the resolution of these lesions. Recent work on PARP3 identified a role in c-NHEJ (Rulten et al., 2011), and consistent with this I observe a sensitivity of parp3Δ cells to the DSB-inducing agent phleomycin (Figure 3.4 C), but not to the base methylating agent MMS (Figure 3.12 A).

### 3.2.3 Additional PARP(s) function in the absence of PARP1 in response to MMS

The aim of this chapter is to characterise the redundancy between PARPs in the DNA damage response. Whilst parp1Δ cells show sensitivity to MMS, parp2Δ and parp3Δ cells are able to tolerate this agent equally well as parental U2OS cells. However, these observations do not exclude the possibility that PARP2 or PARP3 could function in the absence of PARP1 to protect cells from MMS induced damage. This could either be through direct redundancy with PARP1, or by promoting resolution of lesions through alternate PARP1-independent repair pathways.

In order to extend this analysis to the redundancy between PARPs I decided to take advantage of the PARP inhibitor olaparib, which can inhibit multiple members of the PARP superfamily, including PARP1, PARP2 and PARP3 (Wahlberg et al., 2012). I reasoned that if additional PARPs were contributing to cellular survival in the absence of PARP1, treatment with PARP inhibitors would further sensitise parp1Δ cells to DNA damaging agents. To test this hypothesis, I pre-treated parp1Δ cells with olaparib, and assessed cell
Figure 3.4: Sensitivity profiles of *parp1Δ* and *parp3Δ* cell lines to various DNA damaging agents. 

**A.** U2OS and *parp1Δ* cells were exposed to MMS and cell survival assessed by clonogenic assay. 

**B.** U2OS and *parp1Δ* cells were exposed to H$_2$O$_2$ and cell survival assessed by clonogenic assay. 

**C.** U2OS and *parp3Δ* cells were exposed to phleomycin and cell survival assessed by clonogenic assay. Error bars indicate the standard error of the mean between three independent experiments.
viability following exposure to MMS. A substantial additional sensitisation of parp1Δ cells to MMS in the presence of olaparib is apparent, indicating that additional PARP(s) may indeed be functioning in the absence of PARP1 to promote cellular survival to base damage (Figure 3.5 A).

To further confirm that additional PARPs are functioning in the absence of PARP1, I assessed the induction of ADP-ribosylation using immunofluorescence. ADP-ribosylation can be visualised by staining cells with an anti-(poly-ADP) ribose binding reagent, composed of a recombinant PAR-binding domain fused to a rabbit antibody Fc domain. Staining cells with this reagent after exposure to MMS, followed by quantification of the nuclear fluorescence signal provides a measure of PAR induction. In U2OS cells, a robust ADP-ribosylation response can be detected after a one hour exposure to MMS. Consistent with PARP1 functioning in the cellular response to MMS, this signal is significantly reduced in parp1Δ cells (Figure 3.5 B). Importantly however, a modest induction of ADP-ribosylation can still be detected, providing further evidence of another PARP beyond PARP1 signalling in response to MMS-induced lesions.

3.2.4 PARP1 and PARP2 share overlapping roles in response to base damage

Given the previously suggested roles for PARP2 in responding to base damage, alongside the fact olaparib can strongly inhibit the activity of PARP2, I hypothesised PARP2 may be functioning in parp1Δ cells to promote cellular
Figure 3.5: Additional PARPs function in response to MMS in the absence of PARP1. A. U2OS and parp1Δ cells, with or without 10 μM olaparib (PARPi) exposure, were exposed to MMS and cell survival assessed by clonogenic assay. B. U2OS and parp1Δ cells, were left untreated (-) or exposed to 1.5 mM MMS for 1 hour, and ADP-ribosylation was assessed by immunofluorescence. Error bars indicate the standard error of the mean between three independent experiments.
Figure 3.6: Generation and verification of parp1Δparp2Δ cell lines

parp1Δparp2Δ cell lines were generated by disrupting PARP1 in a parp2Δ cell line. A. Whole cell extracts were prepared from U2OS, parp1Δ, parp2Δ and parp1Δparp2Δ cell lines, and Western blotting performed with the indicated antibodies. B. PCR was performed across the CRISPR targeted locus within the PARP1 gene in U2OS and two parp1Δ parp2Δ cell lines, and the products analysed by agarose gel electrophoresis C. Sanger sequencing of PCR products from B confirms they produce frameshift mutations and disrupt expression of PARP1. Wild-type sequence (U2OS) is shown with gRNA sites marked in blue. Red bases indicate insertions, dashes indicate deletions, and green bases indicate substitutions. Uppercase indicates exonic sequence.
tolerance to MMS exposure. In order to assess this possibility I generated
parp1Δparp2Δ cell lines, where both PARP1 and PARP2 were disrupted in
combination. I transfected parp2Δ cells with gRNAs targeting PARP1 and
screened clonal colonies as before. Candidate cell lines, showing no PARP1
expression by Western blot, (Figure 3.6 A) were confirmed to be knockouts by
PCR across the targeted locus (Figure 3.6 B) and subsequent sequencing. The
cell line parp1Δparp2Δ.A had a single deletion of 7 bp, and parp1Δparp2Δ.B
had an insertion of 4 bp and a deletion of 25 bp (Figure 3.6 C). All of these
indels are within exon 2 of PARP1, and produce frameshifts to disrupt gene
expression.

With parp1Δparp2Δ cell lines fully verified, I next tested whether PARP2 is
responsible for the residual ADP-ribosylation signal that can be induced in
parp1Δ cells by MMS (Figure 3.7 A). Whilst U2OS and parp2Δ cells can mount
similar ADP-ribosylation responses to MMS, parp1Δ cells again showed
reduced induction of PAR. Importantly, in the absence of both PARP1 and
PARP2, no apparent induction of poly(ADP-ribose) can be detected following
MMS exposure, indicating PARP2 is indeed responsible for the residual MMS-
induced signal in parp1Δ cells.

To understand whether the presence of PARP2 is functionally important in the
absence of PARP1, I assessed the survival of parp1Δparp2Δ cells following
MMS exposure (Figure 3.7 B). Strikingly, parp1Δparp2Δ cells are significantly
further sensitised to MMS, over and above parp1Δ cells. This indicates that
whilst PARP2 alone is dispensable for cellular tolerance to MMS, in the
absence of PARP1, the presence of PARP2 is critical for cellular survival.
Figure 3.7: PARP1 and PARP2 show redundancy in ADP-ribosylation and cellular survival in response to MMS. 

A. U2OS, parp1Δ, parp2Δ or parp1Δparp2Δ cells were left untreated (-) or exposed to 1.5 mM MMS for 1 hour, and ADP-ribosylation was assessed by immunofluorescence. Values relative to U2OS without MMS.

B. U2OS, parp1Δ, parp2Δ or parp1Δparp2Δ cells were exposed to MMS and cell survival assessed by clonogenic assay.

C. Whole cell extracts were prepared from U2OS or parp1Δ cells, transfected with siCtrl or siPARP2, and Western blotting performed with the indicated antibodies.

D. U2OS or parp1Δ cells, transfected with siCtrl or siPARP2 were exposed to MMS and cell survival assessed by clonogenic assay. Error bars indicate the standard error of the mean between three independent experiments.
Furthermore, this result can be recapitulated by depleting PARP2 in \textit{parp1}\textsubscript{Δ} cells using siRNA (Figure 3.7 C and D), ruling out the possibility that clonal variation or accumulated mutations in the \textit{parp1}\textsubscript{Δ}\textit{parp2}\textsubscript{Δ} cell lines could be responsible for this phenotype.

\textbf{3.2.5 PARP1 and PARP2 are redundant for their contribution to BER strand ligation rates}

BER is a major pathway by which cells resolve the base methylations induced by MMS. PARPs accelerate BER after the formation of a nick by synthesising PAR at the site of the lesion. These PAR chains act as a scaffold for the recruitment of other repair factors to the break. Given PARP1 and PARP2 both produce ADP-ribose following MMS exposure, I considered how these different PARPs contribute to BER \textit{in vivo}. To address this question, in collaboration with A. Olsen and P.J. McHugh, we performed alkaline comet assays on U2OS, \textit{parp1}\textsubscript{Δ}, \textit{parp2}\textsubscript{Δ}, and \textit{parp1}\textsubscript{Δ}\textit{parp2}\textsubscript{Δ} cells following MMS exposure (Figure 3.8, performed by A. Olsen and P.J. McHugh). This assay allows direct assessment of DNA strand breaks present in a cell, calculated as a tail moment. By assessing the decay in the tail moment at time points following MMS exposure, we were able to determine the speed with which MMS induced strand breaks are resolved in these different cell lines. As expected, exposure of U2OS cells to MMS induced detectable DNA strands breaks, which were fully resolved after two hours of recovery. Interestingly, both \textit{parp1}\textsubscript{Δ} and \textit{parp2}\textsubscript{Δ} cells showed near identical profiles of strand break induction and recovery to wild-type cells, indicating either PARP is individually dispensable for normal BER strand ligation kinetics. In contrast, in \textit{parp1}\textsubscript{Δ}\textit{parp2}\textsubscript{Δ} cells a higher level of strand
Figure 3.8: PARP1 and PARP2 are redundant for the strand ligation step of BER in response to MMS. Cells were treated with 0.25 mM MMS for 1 hour, before recovery in fresh media. Samples were taken at the indicated times post-treatment and the alkaline comet assay used to reveal strand breaks and alkali-labile sites. Comet data was normalised to the untreated sample. Error bars represent the standard deviation from at least six independent experiments.
breaks can be detected immediately after MMS treatment. The resolution of this damage is also compromised, with only approximately 40% of the strand breaks resolved after two hours of recovery, indicating that in the absence of PARP1 and PARP2 in combination, BER strand ligation is severely compromised.

3.2.6 Redundancy between PARP1 and PARP2 does not extend to H$_2$O$_2$-induced SSBs

These data indicate strong redundancy between PARP1 and PARP2 in the cellular response to MMS, including in the strand ligation step of BER. I next wished to understand whether this redundancy extended to SSBR more generally. In order to address this question, I assessed cellular survival of U2OS, parp1Δ, parp2Δ, and parp1Δparp2Δ cells after exposure to H$_2$O$_2$, an agent which induces SSBs directly (Figure 3.9). Interestingly, whilst parp1Δ cells showed sensitivity to H$_2$O$_2$, parp1Δparp2Δ cells were not significantly further sensitised to this agent, indicating the loss of PARP2 is dispensable for cellular survival to H$_2$O$_2$ even in the absence of PARP1. This suggests whilst there is clear redundancy between PARP1 and PARP2 in BER, this does not extend to SSBR more generally.

3.2.7 Loss of PARP3 does not affect cellular survival to MMS exposure

Whilst PARP1 and PARP2 are redundant in ADP-ribosylation, cellular survival and ligation rates following MMS exposure, this does not preclude an additional contribution of other PARPs to the cellular response to MMS. Although the lack of detectable ADP-ribosylation in parp1Δparp2Δ cells could be taken as
Figure 3.9: PARP1 and PARP2 do not show redundancy in cellular survival in response to H$_2$O$_2$. U2OS, parp1Δ, parp2Δ or parp1Δparp2Δ cells were exposed to H$_2$O$_2$ and survival assessed by clonogenic assay. Error bars indicate the standard error of the mean between three independent experiments.
Figure 3.10: Generation and verification of parp1Δparp3Δ cell lines.  
parp1Δparp3Δ cell lines were generated by disrupting PARP3 in a parp1Δ cell line.  
A. Whole cell extracts were prepared from U2OS and two independent parp1Δparp3Δ cell lines, and Western blotting performed with the indicated antibodies.  
B. PCR was performed across the CRISPR targeted locus within the PARP3 gene in U2OS and two parp1Δparp3Δ cell lines, and the products analysed by agarose gel electrophoresis.  
C. Sanger sequencing of PCR products from B confirms they produce frameshift mutations and disrupt expression of PARP3. Wild-type sequence (U2OS) is shown with gRNA sites marked in blue. Red bases indicate insertions, dashes indicate deletions, and green bases indicate substitutions. Uppercase indicates exonic sequence.
Figure 3.11: Generation and verification of \( \text{parp1} \Delta \text{parp2} \Delta \text{parp3} \Delta \) cell lines. \( \text{parp1} \Delta \text{parp2} \Delta \text{parp3} \Delta \) cell lines were generated by disrupting PARP2 in a \( \text{parp1} \Delta \text{parp3} \Delta \) cell line. A. Whole cell extracts were prepared from the designated cell lines, and Western blotting performed with the indicated antibodies. B. PCR was performed across the CRISPR targeted locus within the PARP2 gene in U2OS and \( \text{parp1} \Delta \text{parp2} \Delta \text{parp3} \Delta \) cell lines, and the products analysed by agarose gel electrophoresis C. Sanger sequencing of PCR products from B confirms they produce frameshift mutations and disrupt expression of PARP2. Wild-type sequence (U2OS) is shown with gRNA sites marked in blue. Red bases indicate insertions, dashes indicate deletions, and green bases indicate substitutions. Uppercase indicates exonic sequence and lowercase indicates intronic sequence.
evidence that no further PARPs are being activated by MMS, it should be noted that whilst PARP1 and PARP2 have been shown to produce long, branched poly(ADP-ribose) chains, almost all other members of the PARP superfamily are thought to either generate mono(ADP-ribose), or be catalytically inactive (Vyas et al., 2013). The binding reagent used to visualise MMS-induced PARylation in the above experiments binds only to poly(ADP-ribose). Therefore it is possible one or more mono(ADP-ribosyl)transferases are being activated in the absence of PARP1 and/or PARP2. Given PARP3 is able to be activated by 5’ phosphorylated nicks in vitro (Langelier et al., 2014), and has been implicated in SSBR in avian cells (Grundy et al., 2016), I hypothesized it may also function in the cellular response to MMS.

In order to address this possibility, I generated \textit{parp1Δparp3Δ} and \textit{parp1Δparp2Δparp3Δ} cell lines by disrupting PARP3 in a \textit{parp1Δ} cell line and PARP2 in a \textit{parp1Δparp3Δ} cell line respectively (Figure 3.10 and 3.11). These cell lines were screened and verified as before. The loss of PARP3 in combination with PARP1 (Figure 3.12 A) or both PARP1 and PARP2 (Figure 3.12 B) made no significant difference to the survival of cells following MMS treatment. Taken together, these results indicate loss of PARP3 has no major role in promoting cellular tolerance to base damage, even in the absence of other DNA-dependent PARPs.
Figure 3.12: Loss of PARP3 does not affect cellular survival to MMS, regardless of the status of PARP1 and PARP2. A. U2OS, parp1Δ, parp3Δ or parp1Δparp3Δ cells were exposed to MMS and cellular survival assessed by clonogenic assay. B. The indicated cell lines were exposed to MMS and cellular survival assessed by clonogenic assay. Error bars indicate the standard error of the mean between three independent experiments.
3.2.8 Understanding the contribution of the PARP superfamily to the cellular response to MMS in the absence of PARP1 and PARP2

The PARP superfamily currently includes 17 members, but to date only PARP1, PARP2 and PARP3 have been shown to be specifically activated by damaged DNA structures. However, many members of the superfamily have not been extensively studied, and a number of other PARPs have recently been suggested to play roles in DNA repair. Thus it is possible that these PARPs, or other PARPs as yet unlinked to DNA repair, may also contribute to cellular resistance to MMS.

One way to assess this possibility is to utilise PARP inhibitors, a number of which have been shown to bind numerous members of the PARP superfamily outside of PARP1, PARP2 and PARP3 (Wahlberg et al., 2012). If \emph{parp1Δparp2Δ} cells were able to be further sensitised to MMS by a PARP inhibitor, then this would indicate PARPs beyond PARP1 and PARP2 might be functioning in the cellular response to MMS. I chose to utilise two different inhibitors which have different binding profiles against the PARP superfamily. Whilst olaparib can bind to PARP-4, 12, 15 and 16, rucaparib can inhibit a wider profile of PARPs, including PARP 1-5b, 10, 15 and 16 (Wahlberg et al., 2012). \emph{parp1Δparp2Δ} cells were pre-treated with these inhibitors then exposed to MMS as before. Interestingly, both inhibitors were able to increase the sensitivity of \emph{parp1Δparp2Δ} cells to MMS by a modest but significant margin (Figure 3.13).
Figure 3.13: Multiple PARP inhibitors are able to further sensitise \textit{parp1Δparp2Δ} cells to MMS. \textbf{A}. U2OS or \textit{parp1Δparp2Δ} cells, with or without 10 μM olaparib treatment, were exposed to MMS and survival assessed by clonogenic assay. \textbf{B}. U2OS or \textit{parp1Δparp2Δ} cells, with or without 10 μM rucaparib treatment, were exposed to MMS and survival assessed by clonogenic assay. Error bars indicate the standard error of the mean between three independent experiments.
Figure 3.14: Depletion of any individual member of the PARP superfamily in \textit{parp1Δparp2Δ} cells is unable to increase sensitivity to MMS. \textit{parp1Δparp2Δ} cells, transfected with siCtrl, or siRNA targeting each of the remaining members of the PARP superfamily, were left untreated or exposed to 0.25 mM MMS for 1 hour, then survival was assessed by clonogenic assay. \textit{parp1Δparp2Δ} cells treated with 1 μM or 10 μM olaparib, and \textit{parp1Δ} cells transfected with siCtrl or siPARP2 were also included. Error bars indicate the standard error of the mean between three independent experiments.
In order to understand whether this increased sensitisation was due to the action of these inhibitors against another member of the PARP superfamily, I decided to perform a targeted siRNA screen of the all remaining annotated PARPs. \textit{parp1Δparp2Δ} cells were transfected with siRNA targeting PARP3-PARP16, and cellular survival assessed after exposure to MMS. \textit{parp1Δ} cells transfected with control or PARP2 siRNA were also included as a positive control for the transfection, as successful depletion of PARP2 in \textit{parp1Δ} cells is able to increase their sensitivity to MMS (Figure 3.7 C). Whilst treatment of \textit{parp1Δparp2Δ} cells with olaparib was able to clearly increase cellular sensitivity to MMS in this experiment, no PARP siRNA sensitised cells to the same degree (Figure 3.14).

Although not a statistically significant sensitisation, the strongest effect was seen with after depletion of PARP10, a factor that has been previously implicated in DNA damage repair through the TLS pathway (Nicolae et al., 2014). In order to confirm whether depletion of PARP10 can affect the cellular response to MMS, I assessed the sensitivity of \textit{parp1Δparp2Δ} cells depleted of PARP10 across a wider range of MMS concentrations. I was able to verify efficient knockdown of PARP10 in these cells by Western blotting (Figure 3.15 A). However, no significant additional sensitisation of \textit{parp1Δparp2Δ} cells was apparent after depletion of PARP10 at any of the MMS concentrations tested (Figure 3.15 B). Thus I was unable to identify any individual PARP which when depleted can further sensitise \textit{parp1Δparp2Δ} cells to MMS.
Figure 3.15: Knockdown of PARP10 does not significantly sensitise \textit{parp1Δparp2Δ} cells to MMS. \textbf{A.} Whole cell extracts were prepared from \textit{parp1Δparp2Δ} cells, transfected with siCtrl or siPARP10, and Western blotting performed with the indicated antibodies. \textbf{B.} U2OS or \textit{parp1Δparp2Δ} cells, transfected with control or PARP10 siRNA, with or without olaparib exposure, were treated with MMS and survival assessed by clonogenic assay. Error bars indicate the standard error of the mean between three independent experiments.
3.3 Discussion

In this chapter I have examined the redundancy between PARPs in response to MMS-induced base damage. I have shown that loss of PARP1 and PARP2 in combination is able to synergistically sensitise cells to MMS, beyond the additive sensitivity of the two single mutants (Figure 3.7 B). However, this does not necessarily signify direct redundancy between PARP1 and PARP2. A relationship of this nature could indicate that the proteins play overlapping roles in a single repair pathway, so only in the absence of both is the pathway compromised and severe sensitivity observed. Alternatively, they could function in different repair pathways that both contribute to the resolution of MMS-induced damage, such that in the absence of either individual pathway repair can continue, but in the absence of both, resolution of the damage and cellular survival is compromised.

I was also able to assess the induction of ADP-ribosylation in cell lines disrupted for PARP1 and/or PARP2 alone and in combination. Consistent with previous reports (Amé et al., 1999; Hanzlikova et al., 2016), PARP1 appears to contribute the majority of the observed PAR following damage, with a significant decrease in the level of PARylation in parp1Δ cells (Figure 3.5 B). In contrast, parp2Δ cells display wild-type levels of MMS-induced PAR. This observation, taken together with the lack of an overt MMS sensitivity of parp2Δ cells, indicates in a wild-type context PARP2 is largely dispensable for a normal cellular response to MMS. This is in contrast to observations using mice disrupted for PARP2, which display sensitivity to IR and genomic instability following treatment with alkylating agents (Ménissier de Murcia et al., 2003b).
This could indicate different requirements for PARPs in BER between mouse and human cells. Indeed, differences in PARP biology between mice and humans have previously been identified, with PARP3 expression in bone marrow 10-fold higher in mice than rats or humans. These differences can result in functional consequences, with the tolerability of a combination therapy of PARP inhibitors and temozolomide varying between these systems (Oplustil O’Connor et al., 2016a). Nevertheless, all detectable ADP-ribosylation is lost in parp1Δparp2Δ cells, suggesting the hypersensitivity of parp1Δparp2Δ cells is due to a complete lack of MMS-induced ADP-ribosylation. Although it is not entirely clear whether the PAR chains formed by PARP1 and PARP2 are identical, no obvious differences can be seen in the length or branching when observing the chains under an atomic force microscope (Sukhanova et al., 2016).

Additionally, I assessed the ability of these different cell lines to religate strand breaks formed following MMS exposure, giving an indication of the capability of these cells to complete repair via BER (Figure 3.8). BER is the major pathway by which cells resolve the base methylations generated by MMS, and PARP1 has been proposed to function in BER once a DNA SSB has been generated by the action of APE1 on an abasic site. In this model, PARP1 binds and is activated by the SSB, ADP-ribosylating itself and other proteins at the break, and facilitating repair through the recruitment of XRCC1 (Caldecott et al., 1996; El-Khamisy et al., 2003; Masson et al., 1998). Although PARP2 has also been implicated in the resolution of base damage, its exact role remains unclear. It has been suggested that PARP2 may play a distinct role in BER downstream of PARP1, based on two lines of evidence. Firstly, recruitment of GFP-tagged
PARP2 to sites of laser damage is slower than that of GFP-PARP1, and persists longer (Mortusewicz et al., 2007). Secondly, the DNA substrates which most strongly activate PARP2 *in vitro* include gap and flap structures, which are found during the latter stages of BER (Kutuzov et al., 2013b; Langelier et al., 2014).

Our data demonstrate that a defect in BER strand ligation is only apparent in the absence of both PARP1 and PARP2, with loss of either PARP entirely dispensable for this process. This suggests a model of strict redundancy between PARP1 and PARP2 in BER, where the PAR produced by PARP2 can entirely compensate for the loss of PARP1-mediated ADP-ribosylation. However, this data is not incompatible with PARP1 and/or PARP2 also possessing additional, non-overlapping roles in other aspects of BER. Indeed, loss of PARP1 alone is sufficient to cause a increased sensitivity to MMS, despite no apparent decrease in the efficiency of BER. This could be due to additional and unique roles of PARP1 in BER that do not manifest in a comet assay defect, or due to roles of PARP1 in additional non-BER repair pathway(s) that also function in response to MMS.

Interestingly, the redundancy I observe between PARP1 and PARP2 in cellular survival in response to MMS does not extend to the direct SSB-inducing agent H₂O₂. This indicates that although PARP1 and PARP2 clearly share overlapping roles in the resolution of SSBs induced via the BER pathway, this is not true for SSBs generated directly. These observations are consistent with previous reports that loss of PARP2 does not affect strand break ligation rates in response to H₂O₂, even in the absence of PARP1 (Fisher et al., 2007; Hanzlikova et al., 2016). However, very recent work has uncovered overlapping
roles of PARP1 and PARP2 in the recruitment of XRCC1 to chromatin following H$_2$O$_2$ exposure (Hanzlikova et al., 2016). Why this redundancy is not reflected in the sensitivity or strand ligation rates of \textit{parp1}Δ\textit{parp2}Δ cell lines following H$_2$O$_2$ exposure remains unclear. Nevertheless, the differences in PARP requirements for lesions induced by H$_2$O$_2$ or MMS could be due to the different chemical nature of the breaks, either generated enzymatically through BER, or produced by the direct action of H$_2$O$_2$ on the DNA backbone. Additionally, the chromatin context or local protein complement at lesions that have already been channelled through several stages of BER is likely to be different compared to those that arise at a random chromatin locus, which may impact on the requirement for different PARPs at these lesions.

I also considered the possibility that additional PARPs beyond PARP1 and PARP2 might play some role in the cellular response to MMS, either by influencing BER directly, or by promoting other pathways damage could be channelled down if BER is defective. The fact that \textit{parp1}Δ\textit{parp2}Δ cells could be further sensitised by two different PARP inhibitors was suggestive of at least one additional PARP responding to MMS-induced damage (Figure 3.13). However, disrupting PARP3, even in the absence of PARP1 and PARP2, does not significantly alter the sensitivity of cells to MMS (Figure 3.12). Furthermore, depletion of any individual remaining member of the PARP superfamily by siRNA also does not recapitulate the sensitivity achieved through PARP inhibition (Figure 3.14).

There are a number of possibilities to explain these observations; firstly, the PARP inhibitors could be having effects on factors outside of the PARP superfamily which also affect the survival of cells after MMS exposure. Given
both of these agents act as NAD\(^+\) mimetics, they could conceivably inhibit other NAD\(^+\)-dependent enzymes such as sirtuins (Chalkiadaki and Guarente, 2015). Secondly, the PARP inhibitors could be targeting an as-yet uncharacterised member of the PARP superfamily. Thirdly, the inhibitors could be affecting a combination of two or more PARPs which are redundant with one another, so depletion of individual PARPs is insufficient to phenocopy the PARP inhibitors. Finally, PARP inhibitors are known to affect PARP1 and PARP2 more profoundly than simple catalytic inhibition. Treatment of wild-type cells with PARP inhibitors and DNA damage leads to the ‘trapping’ of PARP1 and PARP2 at the site of the lesion, preventing normal repair and exacerbating the toxicity of the damage (Ma et al., 2012; Murai et al., 2012). Therefore in some cases, more extreme phenotypes can be seen using PARP inhibitors than by simply depleting the inhibited proteins. Although \(\text{parp1}\Delta\text{parp2}\Delta\) cells lack both PARP1 and PARP2, it is possible that trapping of one or more of the remaining PARPs could account for the additional sensitivity of these cells to MMS after treatment with PARP inhibitors. This could be experimentally tested by depleting each member of the PARP superfamily in \(\text{parp1}\Delta\text{parp2}\Delta\) cells and assessing whether those cells can still be sensitised to MMS by PARP inhibitors.

In summary I have identified that PARP1 and PARP2 are redundant in cellular survival, ADP-ribosylation and strand ligation rates in response to MMS, but are not redundant for cellular survival following \(\text{H}_2\text{O}_2\) exposure. Furthermore, I was unable to identify an effect of loss of any further PARP on cellular survival in response to MMS, even in the absence of PARP1 and PARP2. However, the precise functions of PARP1 and PARP2 in BER, why \(\text{parp1}\Delta\) cells are sensitive to MMS despite possessing no defect in strand ligation rates, and how loss of
PARP1 and PARP2 might impact on additional pathways activated in response to MMS all require further study in order to be fully addressed.
4. Understanding the roles of PARP1 and PARP2 in MMS-induced replication-associated damage

4.1 Introduction

4.1.1 Differences in the relationship between PARP1 and PARP2 in BER and SSBR

In the previous chapter, I explored the relationships between different members of the PARP superfamily in repairing MMS-induced lesions. I identified strong redundancy between PARP1 and PARP2 in cellular survival, ADP-ribosylation and BER strand ligation following MMS exposure. However, a number of observations suggest that the situation may be more complex than a simple case of redundancy between these two PARPs in BER. Firstly, parp1Δ cells show a significantly increased sensitivity to MMS over wild-type cells, despite the lack of any obvious defect in BER strand ligation as judged by a comet assay (Figure 3.8). Furthermore, loss of PARP2 in parp1Δ cells does not affect cellular survival following hydrogen peroxide exposure, which induces DNA SSBs directly (Figure 3.9). This suggests that whilst PARP1 and PARP2 are redundant in the context of BER, this does not extend more generally to SSBR. This could be due to the different circumstances in which these lesions arise. Alternatively, this could indicate that PARPs are contributing to cellular survival to MMS through additional mechanisms independently of BER.
4.1.2 MMS-induced base methylations lead to an accumulation of S-phase associated damage

MMS is a widely used model agent for inducing base damage, as it introduces a variety of methyl modifications onto DNA. The most common lesions generated by MMS are nitrogen methylations within DNA bases, for example N7-methylguanine, N3-methyladenine and N3-methylguanine (Beranek, 1990). The major way in which these lesions are repaired in mammalian cells is through the BER pathway (Meira et al., 2005). This involves recognition of damaged bases by the DNA-glycosylase MPG (O’Brien and Ellenberger, 2004), which excises the base to leave an abasic (AP) site. This AP site is recognised by the enzyme APE-1 (Marenstein et al., 2004; Mol et al., 2000; Wilson et al., 1995), which cleaves the site to generate a strand break with 3’-OH and 5’-dRP termini. Polymerase β then removes the 5’-dRP end to leave a 5’ phosphate (Matsumoto and Kim, 1995), from which it polymerises the DNA. The XRCC1-LigIII complex then reseals the sugar-phosphate backbone, completing repair (Caldecott et al., 1994).

However, cellular exposure to MMS also activates DNA DSB repair pathways, including HR (Hinz et al., 2006; Nikolova et al., 2010). Indeed, MMS has previously been mischaracterised as a “radiomimetic” or “DSB-inducer” for this reason, although it lacks the ability to directly induce any type of strand break in DNA. Nevertheless, cellular exposure to MMS can physically block the progression of replication forks independently of ATM or ATR signalling (Groth et al., 2010). Multiple studies identified the formation of DSBs after MMS exposure, that have been suggested to form due to replicative run-off from BER-induced SSBs (Chlebowicz and Jachymczyk, 1979; Choy and Kron,
However, later work indicated that many of these detected DSBs might be artifactual, produced during sample preparation due to the heat-labile nature of methylated DNA (Lundin et al., 2005). Therefore the exact nature of this MMS-induced replication damage was uncertain. However, recent studies have provided fresh evidence about how MMS-induced lesions affect DNA replication (Ensminger et al., 2014; Nikolova et al., 2010). After treatment with MMS, the damage marker γH2AX accumulates in foci specifically in S-phase cells, driven by ATM activation. The formation of γH2AX foci can be suppressed by disrupting early steps in BER, such as depleting MPG, the glycosylase which recognises methylated bases, indicating damaged bases per se do not trigger the formation of this damage (Ensminger et al., 2014). These foci can also be suppressed by preventing DNA replication with aphidicolin, demonstrating the requirement for actively moving replication forks (Ensminger et al., 2014).

Downstream consequences of MMS exposure include chromatid breaks and rearrangements, hallmarks of genuine DSBs. These phenotypes, similarly to the formation of γH2AX foci, can be suppressed by depletion of MPG or treatment with aphidicolin, linking the formation of damage marked by γH2AX with serious chromosomal aberrations (Ensminger et al., 2014). Therefore it is likely that some form of DSB does form in vivo in response to MMS exposure, but the precise nature of this replication-associated damage is incompletely understood.

4.1.3 PARPs have been implicated in the resolution of replication-associated damage in other contexts

Interestingly, PARPs have been shown to contribute to the resolution of certain types of replication-associated damage. Fork restart kinetics were delayed in
the absence of PARP1 after HU exposure, which was later proposed to be due to compromised recruitment of the nuclease Mre11 to sites of damage (Bryant et al., 2009; Yang et al., 2004). More recently, PARP1 has also been linked to the restart of replication forks disrupted by the topoisomerase inhibitor camptothecin (Ray Chaudhuri et al., 2012; Sugimura et al., 2008), and has been suggested to stabilise reversed forks and prevent premature and aberrant restart by the helicase RecQ1 (Berti et al., 2013). Intriguingly, stabilising reversed replication forks would be predicted to constrain resection, in contrast to the resection promoting activity of Mre11 recruitment. How these different activities of PARP1 are balanced at replication-associated damage, and why there are differences in how PARPs promote the resolution of HU- and camptothecin-induced replication stress is unclear. It remains possible PARPs could influence the resolution of stalled/collapsed replication forks through additional mechanisms.

The involvement of PARPs other than PARP1 in contributing to the resolution of damaged replication forks is less well established. PARP2 also functions in response to HU-induced replication stress (Bryant et al., 2009), but how these roles might interact with or compensate for PARP1 loss is uncertain. Observations made using PARP inhibitors that target both PARP1 and PARP2 has made drawing conclusions about their individual contributions difficult.

### 4.1.4 Aims

I have established that PARP1 and PARP2 are redundant for cellular survival and BER in response to MMS. However, MMS is able to induce the stalling and/or collapse of replication forks during S-phase. How loss of these PARPs
might affect the induction and repair of MMS-induced S-phase associated DNA damage is unknown. Therefore, the aims of this chapter are to further investigate the nature of the redundancy between PARP1 and PARP2 in response to MMS-induced base damage, with a specific focus on how loss of these PARPs, alone or in combination, impacts on replication-associated damage.

4.2 Results

4.2.1 MMS induces γH2AX phosphorylation in actively replicating cells

MMS has previously been reported to cause S-phase associated damage, generated when active replication forks collide with BER intermediates (Ensminger et al., 2014). I wished to assess whether these observations were conserved in U2OS cells under our experimental conditions. Staining for γH2AX by immunofluorescence in cells after exposure to damage allows the visualisation of nuclear γH2AX foci. S-phase cells can be labelled through use of the 5-ethyl-2'-deoxyuridine (EdU), a thymidine analogue that is stably incorporated into DNA during DNA replication. Incorporated EdU is easily labelled by conjugating it to a fluorescent azide dye using click chemistry, thus marking cells that were in S-phase at the time of EdU exposure. Combining these two techniques allows an assessment of the induction of γH2AX foci in S-phase and non S-phase (G1- or G2- phase) cells (Figure 4.1 A). U2OS cells were treated with EdU and increasing concentrations of MMS for 1 hour, before staining and quantification of the number of nuclear γH2AX foci (Figure 4.1 B). Low levels of γH2AX can be seen in EdU-negative cells in the
Figure 4.1: γH2AX is induced specifically in S-phase cells after treatment with MMS. A. U2OS cells were treated with 1 μM EdU and 0.25 mM MMS for 1 hour, before pre-extraction and fixation. EdU and γ-H2AX were detected by immunofluorescence. Representative images of EdU-positive and EdU-negative nuclei are shown. B. U2OS cells were treated as in A and following immunofluorescence γ-H2AX foci quantified in G1/G2 phase (EdU-negative) and S-phase (EdU-positive) cells. C. The indicated cell lines were treated as in A and following immunofluorescence γ-H2AX foci quantified in G1/G2 phase (EdU-negative) and S-phase (EdU-positive) cells. Error bars represent the SEM from four independent experiments.
absence of damage, and no further induction was evident upon MMS exposure. In contrast, a dose-dependent increase in γH2AX foci can be detected in EdU-positive cells after exposure to MMS, confirming this agent induces S-phase specific damage in U2OS cells.

I next wished to consider the impact of the loss of PARP1 and/or PARP2 on the induction of γH2AX in S-phase cells. I treated U2OS, parp1Δ, parp2Δ and parp1Δparp2Δ cells with EdU and increasing concentrations of MMS, and assessed γH2AX foci in EdU-positive S-phase cells (Figure 4.1 C). As before, I observe a dose dependent induction of γH2AX foci in S-phase cells, with no induction in EdU-negative cells. The profile of γH2AX induction in parp1Δ and parp2Δ cells is very similar to that observed in U2OS cells. However, in the parp1Δparp2Δ cells, there is a significant increase in the number of γH2AX foci induced by MMS as compared to U2OS cells.

4.2.2 Resolution of MMS-induced γH2AX foci is compromised in the absence of PARP1 and PARP2

PARPs have been identified to play a role in the resolution of stalled/collapsed replication forks in response to both HU and camptothecin. Given MMS can cause the formation of similar replication-associated damage, I wished to understand the potential contributions of PARP1 and PARP2 to the resolution of these lesions. I treated U2OS, parp1Δ, parp2Δ and parp1Δparp2Δ cells with EdU and MMS as before, but then assessed γH2AX foci at times following removal of MMS (Figure 4.2 A, B). At 12 hours after MMS addition, EdU-positive U2OS cells have resolved the majority of the MMS-induced γH2AX foci. Whilst parp2Δ cells show almost identical kinetics of repair to wild type
Figure 4.2: γH2AX foci persist in parp1Δparp2Δ cells up to 12 hours after MMS exposure. A. U2OS or parp1Δparp2Δ cells were treated with 1 μM EdU and 0.25 mM MMS for 1 hour, before recovery in fresh media. Times indicated show hours since addition of EdU and MMS. EdU and γ-H2AX were detected by immunofluorescence. Representative images of EdU-positive are shown. B. The indicated cell lines were treated as in A and following immunofluorescence γ-H2AX foci quantified in EdU-positive cells. Error bars represent the SEM from four independent experiments.
cells, \textit{parp1\textDelta} cells show a mild but significant delay in the resolution of this damage. Strikingly however, \textit{parp1\Delta parp2\Delta} cells show no decay of \textit{\gamma}H2AX foci, indicating repair of this DNA damage is severely compromised in the absence of both PARP1 and PARP2.

One explanation for this could be that a BER defect in the absence of PARP1 and PARP2 leads to elevated levels of S-phase associated damage, which subsequently requires a longer time for repair. Alternatively, this could imply an additional role of PARP1 and/or PARP2 in pathway(s) which resolve this damage, and in their absence \textit{\gamma}H2AX foci persist due to loss of these BER-independent PARP functions. In order to distinguish between these two possibilities, I decided to disrupt BER in a PARP independent manner, by depleting cells of the key SSBR/BER protein XRCC1 (Figure 4.3 A), and assessing how this might impact on the formation and resolution of MMS-induced \textit{\gamma}H2AX foci. Knockdown of XRCC1 is sufficient to elicit a BER ligation defect and cellular sensitivity in response to MMS (Brem and Hall, 2005). This makes depletion of XRCC1 a suitable tool to assess the interplay between BER and replication-associated damage following MMS exposure.

Upon depletion of XRCC1 a modest increase in the induction of \textit{\gamma}H2AX foci can be detected in EdU-positive cells immediately following treatment with MMS (Figure 4.3 B). However, by 12 hours following the addition of MMS, the majority of these foci have been resolved even in the absence of XRCC1, in stark contrast to the situation in \textit{parp1\Delta parp2\Delta} cells. This demonstrates that XRCC1 does not contribute to the repair of this MMS-induced replication associated damage. Furthermore, this implies that the kinetics of resolution of \textit{\gamma}H2AX foci are not strongly impacted by a BER defect, suggesting PARP1
Figure 4.3: PARP1 and PARP2 also contribute to the resolution of MMS induced lesions independently of BER. **A.** Whole cell extracts were produced from U2OS cells transfected with siCtrl or siXRCC1, and Western blotting performed with the indicated antibodies. **B.** U2OS cells transfected with siCtrl or siXRCC1, or parp1Δparp2Δ cells were treated with 1 μM EdU and 0.25 mM MMS for 1 hour, before recovery in fresh media. Times indicated show hours since addition of EdU and MMS. EdU and γ-H2AX were detected by immunofluorescence, and the number of γH2AX foci quantified in EdU-positive cells. **C.** The indicated cell lines were transfected with siCtrl or siXRCC1 and treated as in **B.** Times indicated show hours since addition of EdU and MMS. EdU and γ-H2AX were detected by immunofluorescence, and the number of γH2AX foci quantified in EdU-positive cells. Error bars represent the SEM from at least three independent experiments.
and/or PARP2 play a BER-independent role in the resolution of MMS-induced S-phase associated damage.

These data are consistent with PARP1, PARP2 or both contributing to the resolution of MMS-induced γH2AX foci that accumulate in S-phase cells in the absence of functional BER. In order to understand which combination of these PARPs is required for this repair, I depleted XRCC1 in U2OS, parp1Δ, parp2Δ and parp1Δparp2Δ cells and assessed the resolution of MMS-induced γH2AX foci (Figure 4.3 C). By depleting XRCC1, each cell line will be defective for BER, allowing an analysis of the non-BER contributions of each PARP to induction and decay of γH2AX foci. In the absence of XRCC1, parp1Δ cells show a significant delay in the resolution of γH2AX foci. Although XRCC1 depleted parp2Δ cells display comparable kinetics of γH2AX decay to XRCC1 depleted U2OS cells, parp1Δparp2Δ cells depleted of XRCC1 show a persistence of these foci above that seen in XRCC1 depleted parp1Δ cells. This indicates that whilst PARP1 alone contributes to the resolution of MMS-induced S-phase associated damage to some extent, redundancy between PARP1 and PARP2 is also evident in this context.

**4.2.3 HR is engaged in response to MMS in U2OS cells**

I next wished to establish which pathway(s) PARP1 and PARP2 were contributing to, in order to facilitate the resolution of S-phase associated damage. Given the γH2AX foci that form in replicating cells after exposure to MMS are generated as a consequence of active replication forks colliding with BER intermediates, I reasoned they are likely to represent one-ended DSBs or collapsed replication forks. Therefore I considered whether DSB repair
pathways might be engaged to deal with this damage in U2OS cells, and whether they might be compromised in the absence of PARPs.

HR has previously been identified to contribute to the resolution of damage following MMS exposure, with both yeast and human cells compromised for HR showing sensitivity to this agent (Krogh and Symington, 2004; Nikolova et al., 2010). Therefore, I considered the possibility HR could function to repair the S-phase associated γH2AX foci induced after MMS exposure in U2OS cells. A core component of the HR pathway is the formation of Rad51 filaments that function to stabilise stalled/collapsed replication forks and facilitate their restart. Therefore to assess the engagement of HR in response to MMS, I exposed U2OS cells to MMS and EdU, allowed cells to recover, then stained for Rad51 and labelled the incorporated EdU. Rad51 foci clearly form in response to MMS exposure (Figure 4.4 A), peaking in EdU-positive cells at 6 hours after MMS addition (Figure 4.4 B), demonstrating HR is engaged in U2OS cells in response to MMS.

I next wished to understand how loss of function of HR might affect the resolution of MMS-induced γH2AX foci, by using a small molecule Rad51 inhibitor, B02, to disrupt HR-mediated repair (Huang et al., 2012). In order to verify the efficacy of B02 in U2OS cells, I confirmed that it was able to prevent the formation of Rad51 foci after the induction of cellular DSBs with phleomycin (Figure 4.4 C). I then exposed cells to MMS and B02 in combination, and assessed the consequence on the recovery of γH2AX foci (Figure 4.4 D). Whilst B02 treatment does not significantly affect the formation of γH2AX foci immediately after MMS treatment, it prevents their decay,
Figure 4.4: HR is engaged in response to MMS induced damage in S-phase cells. 

A. U2OS cells were treated with 1 μM EdU and 0.5 mM MMS for 1 hour, before recovery in fresh media for 5 hours. EdU and Rad51 were detected by immunofluorescence. Representative images of EdU-positive nuclei are shown. 

B. U2OS cells were treated with 1 μM EdU and 0.5 mM MMS for 1 hour, before recovery in fresh media. Times indicated show hours since addition of EdU and MMS. EdU and Rad51 were detected by immunofluorescence, and the number of Rad51 foci quantified in EdU-positive nuclei. 

C. U2OS cells, with or without 30 μM B02 exposure, were treated with 300 μM phleomycin for one hour before recovery in fresh media containing B02 as appropriate. Cells were fixed 6 hours after phleomycin addition, and stained for Rad51. Images taken by G. Driscoll. 

D. U2OS cells, with or without B02 exposure, were treated as in B. Times indicated show hours since addition of EdU and MMS. EdU and Rad51 were detected by immunofluorescence, and the number of Rad51 foci quantified in EdU-positive nuclei. Error bars represent the SEM from three independent experiments.
resulting in a striking accumulation of γH2AX foci 12 hours after MMS exposure (Figure 4.4 D). Thus loss of proper functioning of HR in the absence of PARP1 and PARP2 could be a potential explanation the persistent γH2AX foci apparent in these cells after MMS exposure.

4.2.4 In the absence of PARP1 and PARP2, Rad51 nucleofilament formation is compromised

Given that HR is engaged in response to MMS damage in U2OS cells, I next wished to examine whether loss of PARP1 and/or PARP2 affected the accumulation of Rad51 foci after MMS exposure. Therefore, I assessed the formation of Rad51 foci in our parpΔ cell lines at various times after MMS exposure (Figure 4.5 A, B). Both parp1Δ and parp2Δ cells showed robust induction of Rad51 foci up to 6 hours after MMS treatment. However, whilst the Rad51 foci in U2OS or parp2Δ cells had decayed 12 hours after MMS exposure, those in the parp1Δ background persisted. This suggests delayed resolution of damage, or additional damage being channelled through Rad51-dependent repair routes in these cells. However, parp1Δparp2Δ cells displayed only a modest induction of Rad51 foci after MMS exposure, in stark contrast to the high levels of γH2AX these cells accumulate in the hours after MMS exposure (Figure 4.2). Together, these data suggest parp1Δparp2Δ cells have problems generating and/or maintaining Rad51 nucleofilaments at sites of MMS-induced damage.

Disruption of BER has previously been identified to affect the engagement of HR following MMS exposure (Brem et al., 2008). In order to more clearly
Figure 4.5: The formation of Rad51 foci are compromised in the absence of PARP1 and PARP2. A. The indicated cell lines transfected with siCtrl or siXRCC1, were treated with 1 μM EdU and 0.5 mM MMS for 1 hour, before recovery in fresh media. EdU and Rad51 were detected by immunofluorescence. Representative images of cells 12 hours after MMS and EdU addition are shown. B. The indicated cell lines, transfected with siCtrl or siXRCC1, were treated as in A. Times indicated show hours since addition of EdU and MMS. EdU and Rad51 were detected by immunofluorescence, and the number of Rad51 foci quantified in EdU-positive nuclei. Error bars represent the SEM from three independent experiments.
separate the roles of PARPs in Rad51-mediated repair from the potential effects of compromised BER on the use of HR, I assessed the formation of Rad51 foci in parpΔ cells after knockdown of XRCC1. This allows the disruption of BER in each cell line and a clearer assessment of the impact of loss of PARPs to Rad51 nucleofilament formation (Figure 4.5 A, B). U2OS cells depleted of XRCC1 accumulate elevated levels of Rad51 foci that continue to persist up to 12 hours after MMS treatment, indicating that in the absence of functional BER, additional damage is channelled through HR. In both parp1Δ and parp2Δ cells depleted of XRCC1, comparable numbers of Rad51 accumulate as compared to XRCC1 depleted U2OS cells. Strikingly, accumulation of these foci is compromised in XRCC1 depleted parp1Δparp2Δ cells, confirming Rad51-mediated repair is disrupted in the absence of PARP1 and PARP2 in combination.

Given the absence of PARP1 and PARP2 compromises the formation of Rad51 foci following MMS exposure, I might expect inhibitors able to target both of these PARPs to be able to elicit similar effects. Olaparib has been shown to strongly bind both PARP1 and PARP2 (Wahlberg et al., 2012), so I assessed the effects of olaparib exposure on the accumulation of Rad51 foci in U2OS cells transfected with control or XRCC1 siRNA (Figure 4.6). Whilst knockdown of XRCC1 was able to significantly increase the formation of Rad51 foci in EdU-positive cells, exposure to olaparib did not give rise to a similar increase. Furthermore, treatment with olaparib was able to suppress the elevated level of Rad51 foci formed in XRCC1 depleted cells. Therefore use of a PARP inhibitor is able to phenocopy a parp1Δparp2Δ cell line in compromising the formation of Rad51.
Figure 4.6: The formation of Rad51 foci are compromised by treatment with PARP inhibitors. U2OS cells, transfected with siCtrl or siXRCC1, with or without 10 μM Olaparib exposure, were treated with 1 μM EdU and 0.5 mM MMS for 1 hour, before recovery in fresh media. Cells were fixed 12 hours after addition of EdU and MMS. EdU and Rad51 were detected by immunofluorescence, and the number of Rad51 foci quantified in EdU-positive nuclei. Error bars represent the SEM from three independent experiments.
foci induced by MMS exposure. Taken together, these data indicate that PARP1 and PARP2 facilitate the resolution of MMS-induced replication-associated damage independently of BER, by promoting Rad51-dependent repair.

4.3 Discussion

MMS is able to induce replication-associated damage during S-phase, but how loss of PARPs might impact on the generation and repair of this damage was unclear. Therefore, during this chapter, I have assessed how loss of PARP1 and/or PARP2 affects the formation and resolution γH2AX foci induced by MMS. Consistent with previous reports (Ensminger et al., 2014; Nikolova et al., 2010), I was able to detect γH2AX foci formation specifically in S-phase cells, but not G1- or G2-phase cells, immediately after MMS exposure (Figure 4.1). Whilst loss of PARP1 or PARP2 individually has no effect on the induction of γH2AX foci, disruption of both PARPs together results in elevated levels of these foci. This is most likely attributable to these cells being compromised for the strand ligation step of BER, meaning BER intermediates accumulate following MMS exposure. This leads to more collisions between replication forks and these intermediates, and consequently more S-phase associated damage. Consistent with this interpretation, loss of XRCC1, another key protein in the strand ligation step of BER, also leads to elevated γH2AX foci at early time points following MMS exposure. Furthermore, no additive accumulation of γH2AX foci is apparent in parp1Δparp2Δ cells depleted of XRCC1 (Figure 4.3), providing additional evidence that their functions lie in the same pathway in this context.
I also assessed the ability of cells to resolve MMS-induced γH2AX following a recovery period after damage induction (Figure 4.2). U2OS cells are clearly able to resolve these γH2AX foci, with the number of foci approaching untreated levels 12 hours after MMS exposure. Whilst parp1Δ cells show a mild delay in the resolution of this damage, parp1Δparp2Δ cells show a striking persistence of these foci. This observation, taken together with the fact cells depleted of XRCC1 show normal kinetics of repair, indicates PARP1 and/or PARP2 play additional BER-independent roles in the resolution of this S-phase associated damage. Whilst parp1Δ cells depleted of XRCC1 show a significant delay in the resolution of γH2AX foci, parp1Δparp2Δ cells are further compromised in their ability to repair this damage, demonstrating both PARP1 and PARP2 contribute to the resolution of this damage (Figure 4.3). Thus PARP1 and PARP2 are required for two distinct but related aspects of the repair of methylated DNA bases. Firstly, through accelerating DNA strand ligation during BER, and secondly through promoting the resolution of replication-associated damage arising when replication forks collide with BER intermediates.

I next wished to understand in which repair pathway(s) PARP1 and PARP2 might function in order to facilitate repair of this damage. S-phase associated γH2AX foci formed after MMS exposure are ATM-dependent, and give rise to chromatid breaks and rearrangements, indicating they may represent genuine DSBs (Ensminger et al., 2014). Furthermore, cells lacking core HR factors are sensitised to MMS exposure (Nikolova et al., 2010). Indeed, in U2OS cells Rad51 clearly form in response to MMS, and inhibition of HR leads to a striking persistence of MMS-induced γH2AX foci (Figure 4.4). This suggests not only
that HR is engaged in response to these lesions, but also that its function is critical for the proper resolution of this damage.

U2OS cells depleted of XRCC1 accumulate high levels of Rad51 foci, which persist up to 12 hours post-exposure, demonstrating that in the absence of fully functional BER, additional damage is resolved through HR-dependent repair (Figure 4.5). Interestingly, parp1Δ cells also display persistent Rad51 foci, despite no BER defect being apparent in a comet assay (Figure 3.8). This suggests these cells are deficient in another repair pathway that competes with HR, in the absence of which more damage is channelled through Rad51-dependent repair. Alternately, parp1Δ cells could carry a mild BER defect which cannot be detected in a comet assay, but does manifest itself in increased Rad51 foci following MMS exposure. Both parp1Δ and parp2Δ cell lines depleted of XRCC1 accumulate similarly high levels of Rad51 foci to U2OS cells, indicating that either PARP individually is dispensable for a robust increase in HR-mediated repair. In contrast, parp1Δparp2Δ cells show only a modest accumulation of Rad51 foci following MMS exposure, despite the fact these cells are not competent for BER, and accumulate high levels of DNA damage marked by γH2AX. Indeed when XRCC1 is depleted in these cells, it becomes clear that Rad51 foci accumulation is severely compromised in the absence of PARP1 and PARP2 (Figure 4.5).

Our observations that loss or inhibition of PARPs leads to decreased formation of Rad51 foci following MMS is consistent with previous work, that reported a similar phenotype in response to HU-induced replication stress (Bryant et al., 2009). However, there are also some apparent differences in the relationship
between PARPs at MMS- and HU-induced replication damage. Loss of either PARP1 or PARP2 is sufficient to suppress HR after HU exposure, with loss of both proteins not leading to a cumulative defect (Bryant et al., 2009). This suggests unique and critical roles of both PARP1 and PARP2 within the same pathway of Rad51-dependent repair. In contrast, I observe essentially normal capacity to form Rad51 foci in the absence of either PARP1 or PARP2 alone, but a compromised formation and persistence of these foci in the absence of both PARPs together. This indicates overlapping or redundant roles of PARP1 and PARP2 in response to MMS, such that loss of either one is tolerated. One potential explanation for this is differences in experimental setup, with the HU study using a recombination reporter assay to examine the relationship between PARP1 and PARP2, whereas here I use Rad51 foci formation. An alternative explanation could be differences in the nature of the replication damage induced by HU or MMS. HU inhibits ribonucleotide reductase and causes to cellular dNTP depletion and global replication fork stalling (Skoog and Nordenskjöld, 1971). In contrast, after MMS exposure replication forks collide with BER-intermediates, potentially leading to the rapid formation of one-ended DSBs through replicative run-off. The contrasting manner in which HU and MMS induce replication stress could underlie the differences in the PARP requirements for HR-mediated repair.

The mechanism through which PARP1 and PARP2 contribute to HR in response to MMS-induced damage is unclear, and a number of possibilities exist which could lead to decreased Rad51 foci formation in parp1Δparp2Δ cells. PARPs may regulate resection at the sites of replication stress, as has been previously suggested for PARP1 at HU-induced stalled replication forks.
(Bryant et al., 2009). Alternatively, PARPs may regulate loading of Rad51 onto DNA, either directly or through modulation of loading factors, for example BRCA2. Finally, the stability of the Rad51 nucleofilament may be compromised in the absence of PARPs, leading to their disassembly and failure to accumulate.

In this chapter, I have assessed the effect of PARP1 and PARP2 disruption on the formation and resolution of S-phase associated damage after MMS exposure. Loss of PARP1 and PARP2 in combination results in elevated formation of MMS-induced γH2AX foci in actively replicating cells, as well as a persistence of these foci after the removal of MMS. I have demonstrated these observations can be explained by a combination of a BER defect and compromised Rad51-mediated repair of lesions in the absence of PARP1 and PARP2. The mechanism by which the loss of these PARPs impacts on HR repair of these lesions will be explored in the following chapter.
5. PARP1 and PARP2 regulate Rad51 nucleofilament stability through an Fbh1-dependent mechanism

5.1 Introduction

5.1.1 Rad51 is a key player in the cellular response to replication stress

Rad51 is the central recombinase in HR that assembles into filaments on ssDNA to promote homology search, strand invasion and repair of DNA DSBs through a number of distinct sub-pathways (Jasin and Rothstein, 2013). A number of components of the HR machinery, along with Rad51, are also known to play a key role in the cellular response to replication stress (Kolinjivadi et al., 2017). Cells defective in Rad51-mediated HR are sensitive to various agents that induce replication stress and lose the ability to slow their replication forks in response to damage (Henry-Mowatt et al., 2003). Furthermore, the stalled forks that do form in this context are susceptible to hyper-resection, indicating they are in some way unprotected and vulnerable to the unscheduled action of nucleases (Schlacher et al., 2011). This has been suggested to be mediated by the ability of Rad51 to promote the formation and stability of reversed replication forks. Indeed in the absence of Rad51 reversed forks fail to form, leading to the generation of extensive ssDNA tracts at stalled forks (Zellweger et al., 2015).

If replication forks are stalled for a prolonged period of time, they can collapse, leading to the formation of detectable DSBs. Homologous recombination and
Rad51 also act to resolve these lesions (Malkova and Ira, 2013), meaning Rad51 participates in at least two independent pathways to facilitate the resolution of stalled and/or collapsed replication forks (Petermann et al., 2010).

5.1.2 Regulation of homologous recombination and Rad51 filament assembly

The tight regulation of recombination is crucial, such that it acts at appropriate times and locations to promote repair. Uncontrolled and inappropriate engagement of recombination can lead to mutations and chromosomal rearrangements, whilst disruption of the HR machinery leads to genome instability and cancer predisposition (Heyer et al., 2010). A major control point for recombination at canonical DSBs is the initiation of DNA end resection, controlled by the interplay between BRCA1, which promotes resection, and 53BP1, which represses it. This is highlighted by the observation that defective HR phenotypes in BRCA1-null cells can be reversed by loss of 53BP1 (Bunting et al., 2010). 53BP1 is recruited to breaks even in G2 when HR predominates (Shibata et al., 2011), where it forms visible foci. However, 53BP1 is relocalised over time to the periphery of these foci, in a BRCA1 dependent manner, allowing limited resection to occur at the break and HR to proceed (Chapman et al., 2012). The phosphorylation of 53BP1, which governs its interactions with RIF1 and PTIP, is important for its role in limiting or preventing resection (Callen et al., 2013; Chapman et al., 2013). Once initiated, resection is performed by multiple nucleases, including Mre11, CtIP, Exo1 and Dna2 (Liu and Huang, 2016). The extent to which resection is required for the resolution of replication forks by fork reversal is unclear, but a number of nucleases have
been implicated promoting replication fork restart, including Mre11 and CtIP (Costanzo et al., 2001; Yeo et al., 2014).

BRCA2, along with its partner PALB2, is a key mediator of HR at canonical DSBs, loading Rad51 onto RPA-bound ssDNA to facilitate homology searching and strand invasion (Buisson et al., 2010; Jensen et al., 2010). BRCA2 also plays key functions in replication fork stability, protecting forks from degradation and contributing to replication fork stability (Schlacher et al., 2011). Interestingly, the BRCA2 protein is not conserved in yeast, where the loading function is carried out by Rad52 (Symington, 2002). Whilst humans also possess a Rad52 protein, it lacks Rad51 loading capabilities *in vitro* (Jensen et al., 2010), but is able to enhance strand annealing reactions (Reddy et al., 1997). Human Rad52 is known to play roles in the error prone SSA pathway (Stark et al., 2004), and contributes to BIR-mediated restart of stalled replication forks (Sotiriou et al., 2016). Recently, Rad52 has also been shown to mediate mitotic DNA synthesis (MiDAS), which helps to complete replication at common fragile sites (CFSs) and prevent anaphase bridge formation (Bhowmick et al., 2016). However, loss of Rad52 results in only mild HR phenotypes in wild-type cells (Rijkers et al., 1998), but is synthetic lethal with BRCA1 or BRCA2 mutations (Feng et al., 2011; Lok et al., 2013). This potentially indicates that Rad52 acts as a backup for BRCA functions, or mediates repair through a competing BRCA-independent pathway. Further work is required to clarify the exact role of Rad52 in this context.

Aside from the obvious importance of the assembly of Rad51 filaments, factors mediating the disassembly of these structures are also key for the proper control and functioning of HR. Numerous factors have been identified that can
disassemble Rad51 filaments \textit{in vitro}, including the helicases BLM, Fbh1, PARI, RecQ5 and FANCJ (van Brabant et al., 2000; Bugreev et al., 2007; Hu et al., 2007; Moldovan et al., 2012; Simandlova et al., 2013; Sommers et al., 2009). The loss of BLM in humans leads to Bloom’s syndrome, characterised by cellular hyper-mutation and hyper-recombination (Chaganti et al., 1974; German et al., 2007). Similarly, loss of Fbh1, PARI, or RecQ5 can result in elevated levels of Rad51 foci and recombination. Interestingly, the anti-recombinogenic activity of Fbh1 has been linked to both its helicase domain (Simandlova et al., 2013) and its ability to ubiquitinate Rad51 using its F-box domain as part of an SCF complex (Chu et al., 2015).

PARP1 influences the regulation of HR in response to a number of DNA damaging agents. The activity of PARP1 promotes the recruitment of both BRCA1 and BRCA2 to DSBs (Li and Yu, 2013; Zhang et al., 2015), although how this relates to their functions at replication-associated damage is uncertain. Furthermore, PARP1 can promote the recruitment of Mre11 to replication forks stalled by HU, facilitating efficient DNA-end resection and fork restart (Bryant et al., 2009). Finally, PARP1 has also been shown to promote the stability of reversed replication forks, preventing their premature dissolution by RecQ1 in response to camptothecin (Berti et al., 2013). How these different roles of PARP1 might interface with one another, and contribute to the resolution of MMS-induced replication associated damage is unclear.

5.1.3 Aims

In the previous chapter, I established that in the absence of PARP1 and PARP2, the formation and persistence of Rad51 foci are compromised after
MMS exposure. It is uncertain whether these Rad51 foci represent stabilised or reversed replication forks, or the action of HR to restart collapsed forks, or some combination of the two. Furthermore, it is unclear how loss of PARP1 and PARP2 leads to a decreased capability to form and maintain Rad51 foci. Numerous potential control points exist during the process of HR, including the initiation and processivity of DNA end resection, Rad51 loading and Rad51 nucleofilament stability. In this chapter, I will investigate the mechanism by which PARP1 and PARP2 promote the formation and/or stability of Rad51 foci following MMS-induced base damage.

5.2 Results

5.2.1 Resection is not compromised in the absence of PARP1 and PARP2

One way in which loss of PARP1 and PARP2 could impact on the formation of Rad51 foci is through control of resection. Limited resection, mediated by multiple nucleases, is required to reveal a 3’ ssDNA overhang onto which Rad51 can be loaded to facilitate HR. Indeed PARP1 facilitates the recruitment of the nuclease Mre11 to replication forks stalled by HU, allowing resolution of these lesions (Bryant et al., 2009). If resection was also promoted or mediated through PARylation at MMS-induced replication damage, then in the absence of PARP1 and PARP2, this process would be compromised, leading to impaired formation of Rad51 foci and dysfunctional HR. One prediction of this model would be the reduced formation of RPA foci in parp1Δparp2Δ cells, as a downstream consequence of reduced ssDNA formation. Indeed, loss of key resection nucleases Mre11 or CtIP leads to reduced RPA and Rad51 foci
formation in response to a range of DNA damaging agents (Sartori et al., 2007; Shibata et al., 2014). Therefore, I assessed the formation of RPA foci in the different parpΔ cell lines after exposure to MMS (Figure 5.1 A). In U2OS cells, RPA foci accumulated in EdU positive nuclei, peaking at 6 hours after administration of MMS. The kinetics of RPA foci formation in parp2Δ cells were very similar to U2OS cells, whilst parp1Δ cells accumulated additional RPA foci that persisted up to 12 hours after MMS treatment. This could indicate a loss of fork protection and over-resection in these cells. However, taken together with the additional Rad51 foci that accumulate in parp1Δ cells after MMS exposure, this data implies that additional damage is channelled through HR in the absence of PARP1. Depletion of XRCC1 in U2OS cells was also able to significantly increase the formation and persistence of RPA foci in EdU positive cells 12 hours after MMS exposure (Figure 5.1 B), highlighting the increased flux of damage through HR in absence of functional BER.

Strikingly, in the absence of both PARP1 and PARP2, cells display very high levels of RPA foci, significantly more than in the absence of XRCC1 or PARP1 alone (Figure 5.1 A, B). Furthermore, parp1Δparp2Δ cells show elevated accumulation of S4/8 phospho-RPA32 (Figure 5.1 C), a modification catalysed by a number of PIKKs that stimulates DNA repair (Anantha et al., 2007; Liaw et al., 2011). These data suggest that resection is not compromised in parp1Δparp2Δ cells; in contrast loss of these factors results in over-resection and an accumulation of RPA foci following
Figure 5.1: RPA foci are elevated in parp1Δparp2Δ cells after MMS exposure. A. U2OS or parp1Δparp2Δ cells were treated with 1 μM EdU and 0.5 mM MMS for 1 hour, before recovery in fresh media. Times indicated show hours since addition of EdU and MMS. EdU and RPA-32 were detected by immunofluorescence, and quantified in EdU positive nuclei (lower panel). Representative images of EdU-positive are shown 12 hours after MMS addition (upper panel). B. The indicated cell lines transfected with control or XRCC1 siRNA and treated as in A. Following immunofluorescence, RPA foci were quantified in EdU-positive cells. C. The indicated cell lines were treated with 0.5 mM MMS for 1 hour, before recovery in fresh media. 12 hours after MMS addition, cells were harvested, and Western blotting of whole cell extracts carried out with the indicated antibodies. Error bars represent the SEM from three independent experiments.
MMS exposure. Therefore the function of PARP1 and PARP2 in the HR response to MMS-induced damage likely lies downstream of resection and RPA filament formation.

5.2.2 Recruitment of the BRCA2-PALB2 complex to chromatin after MMS exposure is not compromised by inhibition of PARP1 and PARP2

BRCA2/PALB2 is responsible for loading Rad51 onto RPA coated ssDNA in human cells (Yuan et al., 1999). One potential explanation for the lack of Rad51 foci forming in parp1Δparp2Δ cells is if PARP1 and/or PARP2 regulate the function or activity of this complex. In order to test this hypothesis, I utilised the availability of HT1080 cells containing a doxycyclin-inducible GFP-tagged PALB2 cassette (a kind gift of F. Esashi). Exposure to doxycyclin was able to clearly induce expression of GFP-tagged PALB2 (Figure 5.2 A). Recruitment of PALB2 to chromatin was apparent 6 hours after exposure to MMS (Figure 5.2 B), and this recruitment was enhanced in the presence of the PARP inhibitor olaparib. Taken together with the fact that olaparib exposure is able to suppress the additional Rad51 foci that form in XRCC1 depleted cells in response to MMS (Figure 4.6), this suggests that loss of Rad51 foci is not driven through disrupted recruitment of BRCA2/PALB2 to chromatin.

5.2.3 Rad52 does not contribute to the resolution of S-phase associated damage after MMS exposure

An additional possibility is that PARylation mediated by PARP1 and PARP2 could potentiate the functions of Rad52 in the resolution of MMS-induced S-phase associated damage. Whilst Rad52 in yeast carries out the core Rad51
Figure 5.2: PALB2 recruitment to chromatin is not disrupted by PARPi. A. Flip-In T-Rex HT1080 cells containing a doxycyclin-inducible FE-PALB2 expression cassette were left untreated or exposed to 5 μg/mL doxycyclin for 24 hours. Western blotting of whole cell extracts was performed with the indicated antibodies. B. Flip-In T-Rex HT1080 cells expressing FE-PALB2, with or without 10 μM olaparib (PARPi) treatment, were left untreated (-) or exposed to the indicated concentrations of MMS for 1 hour before recovery in fresh media. Chromatin extracts were prepared 6 hours after MMS addition, and analysed by Western blotting with the indicated antibodies.
loading function during HR, this appears to be performed by BRCA2/PALB2 in mammals. Therefore the precise role of mammalian Rad52 in HR remains uncertain, but it has been linked to the restart of replication forks through BIR (Sotiriou et al., 2016). Furthermore, recent work has uncovered a synthetic lethal relationship between Rad52 and BRCA1/2, suggesting that Rad52 may be able to support a Rad51 loading function in the absence of BRCA proteins (Feng et al., 2011; Lok et al., 2013). Given that PARPi also has a synthetic lethal relationship with BRCA2, this raises the possibility that Rad52 and PARPs are functioning in the same pathway. In order to explore this hypothesis in the context of MMS-induced damage, I depleted cells of Rad52 to assess whether it contributes to the resolution of S-phase associated damage in some capacity (Figure 5.3 A). Depletion of Rad52 did not significantly affect cellular survival or γH2AX resolution after MMS exposure, in U2OS or parp1Δ cells (Figure 5.3 B, C). Depletion of Rad52 also did not affect the initial formation of Rad51 foci following MMS administration (Figure 5.3 D), and was not able to suppress the additional Rad51 foci that persist in parp1Δ cells. This suggests that aberrant function of Rad52 is not the cause of the compromised Rad51 foci in parp1Δparp2Δ cells. Interestingly, Rad51 foci persist 12 hours after MMS exposure in U2OS cells depleted of Rad52, although the implications of this result are unclear.
Figure 5.3: Loss of Rad52 does not affect the cellular response to MMS. A. Whole cell extracts were prepared from U2OS or parp1Δ cells transfected with siCtrl or siRad52, and Western blotting performed with the indicated antibodies. B. U2OS or parp1Δ cells, transfected with siCtrl or siRad52, were exposed to MMS and survival assessed by clonogenic assay. C. The indicated cell lines, transfected with siCtrl or siRad52, were treated with 1 μM EdU and 0.25 mM MMS for 1 hour, before recovery in fresh media. Times indicated show hours since addition of EdU and MMS. EdU and γ-H2AX were detected by immunofluorescence. D. The indicated cell lines, transfected with siCtrl or siRad52, were treated with 1 μM EdU and 0.5 mM MMS for 1 hour, before recovery in fresh media. Times indicated show hours since addition of EdU and MMS. EdU and Rad51 were detected by immunofluorescence. Error bars represent the SEM from three independent experiments.
5.2.4 Depletion of Fbh1, but not BLM, is able to rescue Rad51 foci formation in \textit{parp1}\textDelta\textit{parp2}\textDelta cells

Balancing the level of HR to facilitate repair but prevent inappropriate recombination events is also a crucial element of regulation of this pathway (Kowalczykowski, 2015; Ouyang et al., 2008). Therefore, one further hypothesis is that PARPs may influence the equilibrium of pro- and anti-recombinogenic factors acting at sites of damage. In order to assess this possibility, I depleted cells of two anti-recombinogenic factors that are able to disassemble Rad51 filaments, BLM and Fbh1, and assessed Rad51 foci formation and decay in U2OS and \textit{parp1}\textDelta\textit{parp2}\textDelta cells (Figure 5.4 A, B). Knockdown of BLM does not affect the formation or decay of Rad51 foci in EdU-positive U2OS or \textit{parp1}\textDelta\textit{parp2}\textDelta cells following MMS treatment. In contrast, knockdown of Fbh1 causes a slight increase in the formation of Rad51 foci in U2OS cells. Strikingly however, knockdown of Fbh1 in \textit{parp1}\textDelta\textit{parp2}\textDelta cells leads to significantly increased formation and persistence of Rad51 (Figure 5.4 B, C), to a similar extent as U2OS cells depleted of XRCC1 (Figure 4.6 A). Depletion of Fbh1 is also able to increase the formation and persistence of Rad51 foci in cells exposed to PARPi (Figure 5.4 D). Taken together, these data indicate that PARP1 and PARP2 function to stabilise Rad51 filaments following MMS exposure, by antagonising the activity of Fbh1.

I next considered whether depleting Fbh1 in \textit{parp1}\textDelta\textit{parp2}\textDelta cells, and restoring Rad51 foci, is sufficient to rescue the sensitivity of these cells to MMS. Depletion of either Fbh1 or BLM did not significantly affect the sensitivity of \textit{parp1}\textDelta\textit{parp2}\textDelta cells to MMS (Figure 5.5 A), demonstrating that restoration of
Figure 5.4: PARP1 and PARP2 promote the stability of Rad51 foci through an Fbh1-dependent mechanism. A. Whole cell extracts were prepared from cells transfected with siCtrl, siFbh1 or siBLM, and Western blotting performed with the indicated antibodies. B. The indicated cell lines, transfected with control, siBLM or siFbh1 were treated with 1 μM EdU and 0.5 mM MMS for 1 hour, before recovery in fresh media. Times indicated show hours since addition of EdU and MMS. EdU and Rad51 were detected by immunofluorescence. C. Representative images of Rad51 foci in EdU-positive cells treated as in B. Images were taken 12 hours after MMS addition. D. U2OS cells, transfected with siCtrl or siFbh1, with or without Olaparib exposure, were treated as in B and Rad51 foci in EdU-positive cells analysed by immunofluorescence. Cells were fixed 12 hours after MMS and EdU addition. Error bars represent SEM from three independent experiments.
Rad51 foci alone cannot functionally compensate for PARP1 and PARP2 loss in the cellular response to MMS. Finally, I hypothesised loss of the replication-associated roles of PARP1 and PARP2 could contribute to the killing of HR-deficient cells by PARP inhibitors, and therefore that the depletion of Fbh1 could impact on the sensitivity of BRCA-null cells to these agents. In order to assess this possibility, I utilised two DLD1 cell lines which are heterozygous for, or completely lacking, functional BRCA2 (a kind gift of F. Esashi). Whilst the BRCA2 deficient cells were clearly sensitive to exposure to PARPi, loss of Fbh1 was unable to strongly affect the sensitivity these cells to olaparib (Figure 5.5 B).

5.3 Discussion

In this chapter I assessed various mechanisms by which loss of PARP1 and PARP2 could prevent the formation and/or accumulation of Rad51 foci in S-phase cells following exposure to MMS. First, I considered the possibility that PARPs could regulate resection at sites of damage, by assessing the formation and decay of RPA foci (Figure 5.1 A). Interestingly, parp1Δparp2Δ cells accumulate large numbers of RPA foci, suggesting that process of resection, which generates the ssDNA onto which RPA can load, is not defective. The high level of RPA foci could reflect a hyper-resection phenotype in these cells, seen when replication forks are unstable or insufficiently protected, for example in the absence of Rad51 or BRCA2 (Schlacher et al., 2011). An alternative interpretation of these data is that the elevated levels of RPA foci in parp1Δparp2Δ cells is simply a consequence of increased MMS-induced damage forming in cells which are not able to properly carry out BER. Indeed,
Figure 5.5: Depletion of Fbh1 does not affect the sensitivity of \textit{parp1}\textDelta\textit{parp2}\textDelta cells to MMS, or the sensitivity of BRCA2-deficient cells to PARPi. \textbf{A.} U2OS or \textit{parp1}\textDelta\textit{parp2}\textDelta cells, transfected with siCtrl, siBLM or siFbh1, were exposed to MMS and survival assessed by clonogenic assay. \textbf{B.} DLD1 BRCA2\textsuperscript{+/−} or BRCA2\textsuperscript{−/−} cells, transfected with siCtrl or siFbh1, were exposed to olaparib (PARPi) and survival assessed by clonogenic assay. Error bars represent the SEM from three independent experiments.
U2OS cells depleted of XRCC1 also accumulate high levels of RPA foci following MMS treatment (Figure 5.1 B). However, parp1Δparp2Δ cells, whether depleted of XRCC1 or not, accumulate significantly more RPA foci than XRCC1 depleted U2OS cells, indicating that they produce more ssDNA following MMS exposure than can be attributed to a BER defect alone.

Whilst parp1Δ cells also show elevated formation of RPA foci, this phenotype is not as severe as in XRCC1-depleted U2OS cells. Furthermore, depletion of XRCC1 in parp1Δ cells results in similar levels of RPA foci as in U2OS cells depleted of XRCC1, indicating that PARP1 and XRCC1 are epistatic in regards to driving accumulation of S-phase damage that is channelled through HR. This is most likely through disruption of BER, given that both of these proteins have previously been implicated in this pathway. However, parp1Δ cells do not show a BER strand ligation defect in response to MMS (Figure 3.8). Conceivably, loss of PARP1 could abrogate BER in some way that does not affect strand ligation kinetics, or cause defect that is too mild to be robustly detected in an alkaline comet assay. Regardless, the large accumulation of RPA foci in parp1Δparp2Δ cells after MMS treatment indicates that resection is not negatively affected by the loss of PARP1 and PARP2, and cannot explain the lack of Rad51 foci in these cells. This is consistent with reports that inhibition of PARPs can lead to the destabilisation and hyper-resection of stalled replication forks (Ying et al., 2012). However, this contrasts with the roles of PARP1 and PARP2 at HU-induced replication damage, where they promote resection through the recruitment of Mre11 (Bryant et al., 2009). These differences could be due to the distinct mechanisms through which these agents induce replication stress. HU acts as a ribonucleotide reductase inhibitor, depleting
cellular dNTP pools to globally stall replicative polymerases in a cell without the immediate induction of DNA strand breaks (Skoog and Nordenskjöld, 1971). In contrast, MMS methylates DNA bases, which are subsequently resolved by the BER pathway. Replication forks can collide with BER repair intermediates and stall/collapse (Ensminger et al., 2014). If a SSB has been generated by the action of BER at the lesion, there is a risk of replicative run-off and the rapid formation of a one-ended DSB. Assessing the relationship between PARPs in promoting the resolution of replication-associated damage induced in other ways, such as camptothecin, cis-platin or UV-irradiation may provide insight into how the form of replication stress affects the mechanism through which PARPs promote its resolution.

I next assessed whether the loading of Rad51 could be defective in the absence of PARP1 and PARP2. In mammals, Rad51 is predominantly loaded onto RPA-coated ssDNA by BRCA2 and its partner PALB2. Olaparib was able to enhance the association of PALB2 with chromatin following MMS treatment, arguing against dysregulation of recruitment of the BRCA2-PALB2 complex in the absence of functional PARP1 and PARP2 (Figure 5.2). This experiment cannot exclude the possibility that direct modification of BRCA2 or PALB2 by PARPs could be required for their proper functioning, but not affect their chromatin recruitment. However, the fact that BRCA2 can successfully load Rad51 in vitro without any ADP-ribosylation modifications would argue against this hypothesis (Jensen et al., 2010). The additional recruitment of PALB2 to chromatin after combinatorial olaparib and MMS exposure could be explained by the additional damage that accumulates in the absence of functional BER.
I also gauged the possibility that PARPs could be regulating Rad52 to influence HR-mediated repair of MMS-induced damage. This hypothesis was based on previous observations that Rad52 contributes to BIR in mammalian cells (Sotiriou et al., 2016), along with the fact loss of Rad52 displays a synthetic lethal relationship with BRCA2 deficiency (Feng et al., 2011). Given that PARPs also display a synthetic lethal relationship with BRCA2 loss, this could indicate that PARPs and Rad52 function together in the resolution of DNA damage. However, depletion of Rad52 did not reduce the formation of Rad51 foci in U2OS cells after MMS treatment, and was not able to suppress the elevated induction and persistence of Rad51 foci in parp1Δ cells (Figure 5.3).

Furthermore, loss of Rad52 did not affect sensitivity or γH2AX induction and decay in these cell lines after MMS exposure. Taken together, this indicates that regulation of Rad52 is not the mechanism through which PARP1 and PARP2 are promoting HR. Interestingly, U2OS cells depleted of Rad52 do show persistent Rad51 foci 12 hours after MMS exposure. This suggests that Rad52 could play a role in a pathway that competes with Rad51-dependent HR, although further work would be needed to confirm and expand on this observation.

I finally considered the possibility that in the absence of PARP1 and PARP2, factors capable of disassembling Rad51 filaments might be preventing the accumulation of Rad51 foci, so I depleted cells of two different helicases that possess this activity, BLM and Fbh1. Loss of Fbh1 did not greatly affect the response of wild-type cells to MMS, but was able to significantly increase the formation of Rad51 foci in parp1Δparp2Δ cells, or cells treated with PARP inhibitors (Figure 5.4). This indicates that one of the functions of PARP1 and
PARP2 in response to MMS is to somehow antagonise the anti-recombinogenic activity of Fbh1, and promote the stability of Rad51 filaments to facilitate repair. Additionally, loss of Fbh1 cannot rescue defects in Rad51 loading, for example BRCA2 loss, further suggesting that this function is not compromised by the loss of PARP1 and PARP2 (Higgs et al., 2015). The exact mechanisms of the PARP-dependent regulation of Fbh1 requires further study, but a number of options are possible to explain how this is achieved. Fbh1 could be a direct target of ADP-ribosylation by PARP1 and/or PARP2, with this modification negatively regulating its function. Similarly, Fbh1 could bind PAR or ADP-ribosylated PARP1/2 to become inactivated or sequestered to prevent its action on Rad51 filaments. A similar mechanism has been uncovered for the helicase RecQ1, which can bind PARylated PARP1 to prevent its activity on reversed replication forks (Berti et al., 2013). A more indirect mode of action is also possible, with loss of PARP1 and PARP2 altering the complement of proteins present at sites of replication-associated damage, allowing Fbh1 access to the filament. One such factor could be BOD1L, a large protein found at replication forks, which promotes replication fork stability by preventing disassembly of Rad51 foci after replication stress (Higgs et al., 2015). Knockdown of Fbh1 can also reverse the loss of Rad51 caused by depletion of BOD1L. These similarities with our observations in parp1Δparp2Δ cells make a potential link between PARPs and BOD1L attractive. However, depletion of BLM is also able to antagonise loss of BOD1L, whereas knockdown of BLM has no effect on Rad51 foci in parp1Δparp2Δ cells, suggesting differences also exist between the roles of BOD1L and PARP1/2 at replication forks (Figure 5.5). It would be interesting to understand how the loss of other helicases capable of disrupting
Rad51 filaments *in vitro*, such as RecQ5, FancJ and PARI, is able to rescue Rad51 foci formation in BOD1L-null or *parp1Δparp2Δ* cells. (Hu et al., 2007; Moldovan et al., 2012; Sommers et al., 2009),

Despite increasing the formation of Rad51 foci in response to MMS, knockdown of Fbh1 in *parp1Δparp2Δ* cells is unable to reduce cellular sensitivity to this agent. This could indicate that PARP1 and/or PARP2 also regulate additional downstream features of HR-mediated repair of stalled replication forks, such that the Rad51 foci forming in Fbh1 depleted cells are not competent to complete repair. Alternatively, the amount of damage accumulating in *parp1Δparp2Δ* cells due to their severe BER defect may simply overwhelm the capabilities of cellular DNA repair, even when Rad51 foci formation is reactivated by Fbh1 loss.

Finally, depletion of Fbh1 was also unable to robustly alter the sensitivity of BRCA2-defective cells to PARP inhibition (Figure 5.5 B). This could indicate that the roles of PARP1 and PARP2 in promoting the stability of Rad51 foci at sites of replication stress are not relevant in the context of synthetic lethality with HR-deficiency. Alternatively, it may reflect the fact that loss of Fbh1 cannot rescue BRCA2-assosciated HR defects (Higgs et al., 2015), likely because in the absence of Rad51-loading capacity, Rad51 nucleofilaments are unable to form, so modulating their stability does not impact on cellular survival.

In summary, in this chapter I have identified a novel mechanism by which PARP1 and PARP2 function redundantly to promote the stability and repair of stalled/collapsed replication forks, through antagonising the anti-recombinogenic helicase Fbh1. Therefore PARP1 and PARP2 play roles in two
independent but closely related elements of the cellular response to base alkyl...ing Fbh1.
6. Understanding the roles of specific PARPs in the synthetic lethal relationship with HR disruption

6.1 Introduction

6.1.1 Multiple mechanisms have been proposed to explain the toxicity of PARP inhibitors to HR deficient cells

PARP inhibitors selectively kill cells with mutations in BRCA1 or BRCA2 (Bryant et al., 2005; Farmer et al., 2005). However, the mechanism by which this is achieved is unclear, with several theories being proposed. Initially, it was suggested that PARP inhibitors disrupt SSBR, leading to an accumulation of replication-associated DSBs during S-phase. These breaks require HR for effective repair, making PARPi toxic to HR-deficient cells (Bryant et al., 2005; Farmer et al., 2005). However, accumulating stand breaks are not apparent in cell treated with PARPi, drawing this model into question (Gottipati et al., 2010).

Subsequently, the ability of PARP inhibitors to prevent the release of PARPs from strand breaks became evident, leading to them becoming “trapped” on the DNA (Murai et al., 2012). This led to an alternative model to explain the synthetic lethal relationship between PARPs and HR; that lesions occluded by a trapped PARP protein may be more difficult to resolve, and rely more heavily on HR for repair. Thirdly, it has been postulated that PARP-mediated pathways beyond SSBR might repair lesions in the absence of HR. Therefore, disruption of these functions could contribute to the killing of HR-defective cells. Whether some, or all of these mechanisms might contribute to the efficacy of PARPi remains an open question.
The currently available clinical PARP inhibitors were selected for their ability to inhibit the catalytic domain of PARP1. However, multiple studies using purified PARP proteins, either full length or isolated catalytic domains, have demonstrated the more general activity of these compounds against other members of the PARP superfamily (Thorsell et al., 2017; Wahlberg et al., 2012). Most notably, these inhibitors are able to strongly bind to PARP2 and PARP3, the two other DNA-dependent PARPs. Mechanistically, these PARP inhibitors act as NAD\(^+\) mimetics, binding the catalytic domain of the PARP and preventing ADP-ribosylation activity. Given the conserved catalytic domain is present across the entire PARP family this observed lack of specificity is perhaps unsurprising. Importantly, it is possible that these additional targets of PARPi impact on the efficacy of these agents against HR-deficient tumours. PARP1 and PARP2 share some overlapping functions, such that inhibition of PARP2 may be required for maximal cellular toxicity (Hanzlikova et al., 2016; Ménissier de Murcia et al., 2003b). In contrast, PARP3 contributes to the NHEJ pathway of DSB repair (Beck et al., 2014; Rulten et al., 2011). Disruption of other components of this pathway can ameliorate the killing of HR deficient cells exposed to PARP inhibitors, suggesting that targeting PARP3 could undermine the potency of PARPi therapy (Patel et al., 2011). However, the impact of targeting these PARPs in the context of synthetic lethality with HR deficiency has not yet been explored experimentally.

6.1.2 Efforts to expand the use of clinical PARPi beyond BRCA mutant breast and ovarian cancers

Although PARPi are currently licensed for the treatment of BRCA1/2 mutant breast and ovarian cancers, numerous preclinical studies have explored the
possibility of expanding the clinical use of these agents. The most obvious way to achieve this is by searching for additional tumour types that harbour mutations in BRCA1 or BRCA2. Such mutations have been identified in prostate, pancreatic and lung cancers (Kote-Jarai et al., 2011; Leongamornlert et al., 2012; Lucas et al., 2013; Marks et al., 2008), although generally at much lower rates than the 10% of breast cancers and 15% of ovarian cancers attributed to BRCA1/2 mutations. Thus, with proper genotyping and patient stratification, PARPi may be useful for the treatment of a limited subset of these additional tumour types.

Considerable effort has also been committed to exploring the possibility of extending the applicability of PARPi beyond BRCA mutant tumours. Indeed, cells deficient in a whole range of HR proteins show sensitivity to PARPi, leading to the idea of the property of “BRCAness” (Lord and Ashworth, 2016; Turner et al., 2004). This term is used to describe tumours without germline BRCA mutations that exhibit some of the characteristics of BRCA-defective tumours, and therefore are sensitive to PARPi. One determinant of BRCAness is mutations in other known HR factors, including ATM, CHK1, CHK2, NBS1, RAD51 and CDK12 (Joshi et al., 2014; McCabe et al., 2006), all of which show sensitivity to PARPi. Whilst the prevalence of mutations in each of these genes in ovarian cancer is much lower than that of BRCA1 or BRCA2, collectively they could considerably expand the potential applications of PARPi. For example one study analysed almost 500 high-grade serous ovarian tumours, and found that whilst only 17% of cancers harboured germline BRCA mutations, up to 50% of the tumours carried a mutation that would lead to compromised HR (Bell et al., 2011). Mutations in additional HR genes beyond BRCA1/2 have
also been identified in breast cancers (Koboldt et al., 2012). It remains possible that additional unidentified factors exist that when mutated could also produce a synthetic lethal relationship with PARP inhibition or loss. The identification of such factors could widen the future clinical relevance of PARPi.

### 6.1.3 Aims

PARP inhibitors have demonstrated the ability to selectively kill cells with HR-deficiencies, but these compounds target multiple members of the PARP family, including PARP1, PARP2 and PARP3. How inhibition of these different PARPs impacts on the efficacy of these compounds in the clinic is unclear, and a better understanding could allow the development of more specific and potent agents, with fewer side effects. Furthermore, identification of additional genes which mediate synthetic lethality with PARP loss could provide insights into the mechanisms underlying this phenomenon, as well as widen the potential clinical applications of PARPi. Therefore, the aims of this chapter are to define the contributions of different DNA-dependent PARPs to synthetic lethality with homologous recombination deficiency, and identify novel DDR factors that show a synthetic lethal phenotype with PARP loss.

### 6.2 Results

#### 6.2.1 Rad51 inhibitors can be used to chemically recapitulate synthetic lethality between PARPs and HR

The synthetic lethal strategy between PARPs and HR exploited in the clinic has been between cells genetically compromised for BRCA1/2 and exposure to PARP inhibitors. In order to investigate which PARPs are the most appropriate
to target in this strategy, I set out to develop an assay that allows us to
determine the susceptibility of our established PARP knockout cell lines to HR
disruption. One way to achieve this would be to use small molecule inhibitors of
homologous recombination. Numerous agents have been developed for this
purpose, including those targeting Mre11, RPA and Rad51. Whilst any of these
compounds could be effective in this assay, I considered Rad51 inhibitors to be
the most attractive, due to their ability to bind directly to Rad51 and prevent
nucleofilament assembly. Thus these inhibitors may be able to closely mimic
the HR defects characteristic of BRCA1/2 mutant cells, where the ability to load
Rad51 onto ssDNA is compromised.

I selected two commercially available Rad51 inhibitors, B02 and RI-1, which
have both been reported to prevent Rad51 foci formation and sensitise cells to
a variety of DNA damaging agents (Budke et al., 2012; Huang et al., 2012). In
order to test the efficacy of these inhibitors in U2OS cells, I assessed Rad51
foci formation after the induction of cellular DSBs with phleomycin in the
presence of these agents (Figure 6.1 A). Whilst robust Rad51 foci could still
form in the presence of 40 μM RI-1, B02 treatment was able to almost
completely suppress their formation. Therefore, I selected B02 for use in the
synthetic lethality assays.

To establish whether I can recapitulate synthetic lethality using B02, I treated
U2OS cells with increasing concentrations of the drug for 48 hours, with or
without concurrent exposure to the PARP inhibitor olaparib (Figure 6.1 B).
Whilst U2OS cells without PARPi exposure showed modest sensitivity to the
concentrations of B02 used, this was markedly increased by exposure to
Figure 6.1: The Rad51 inhibitor B02 can prevent formation of Rad51 foci and recapitulate synthetic lethality with PARPi. **A.** U2OS cells, with or without 30 μM B02 or 40 μM RI-1 exposure, were treated with 300 μM phleomycin for one hour before recovery in fresh media containing B02 as appropriate. Cells were fixed 3 hours after phleomycin addition, and stained for Rad51. Images taken by G. Driscoll. **B.** Sensitivity profile of U2OS cell to increasing concentrations of the Rad51 inhibitor B02 with or without 10 μM olaparib (PARPi) and 5 μM Nu7441 (DNA-Pki) treatment. Error bars represent the SEM from three independent experiments.
olaparib, demonstrating that the use of Rad51 inhibitors can successfully induce synthetic lethality. Furthermore, combining olaparib treatment with exposure to a DNA-PK inhibitor can suppress the sensitivity that PARPi treated cells show towards B02 (Figure 6.1 B), an observation first made in BRCA2 mutant cells treated with PARP inhibitors (Patel et al., 2011). This indicates that the combination of B02 and olaparib drives cellular killing through the same mechanisms as in traditional models of synthetic lethality, further validating the use of B02 in this experimental context.

6.2.2 Loss of PARP1 is the key driver of synthetic lethality with HR dysfunction

In order to better understand the individual contributions of PARP1 and PARP2 to synthetic lethality with HR deficiency, I assessed the sensitivity of parp1Δ, parp2Δ and parp1Δparp2Δ cells to B02 (Figure 6.2 A). Whilst U2OS and parp2Δ cells showed mild sensitivity to B02, parp1Δ cells were additionally sensitive, demonstrating that loss of PARP1 in combination with Rad51 inhibition is toxic to cells. Interestingly, parp1Δparp2Δ cells were no more sensitive to B02 than parp1Δ cells, in stark contrast to the relationship between these PARPs in response to MMS. This indicates that the loss of PARP2 is not relevant to synthetic lethality with HR deficiency, even in the absence of PARP1.

I also wished to consider the potential impact of PARP3 on synthetic lethality, given both olaparib and rucaparib can strongly bind to its catalytic domain. However, U2OS and parp3Δ cells are equally sensitive to B02, demonstrating loss of PARP3 does not produce a synthetic lethal relationship.
Figure 6.2: Synthetic lethality with HR-deficiency is driven by loss of PARP1, not PARP2 or PARP3. A. The indicated cell lines were treated with the Rad51 inhibitor B02 and survival assessed by clonogenic assay. B. U2OS or parp3Δ cells, with or without 10 μM olaparib (PARPi exposure, were treated with the Rad51 inhibitor B02 and survival assessed by clonogenic assay. C. U2OS or parp1Δparp2Δ cells, transfected with siCtrl or siPARP3, were exposed to increasing concentrations of the Rad51 inhibitor B02 and survival assessed by clonogenic assay. Error bars represent the SEM from three independent experiments.
with HR dysfunction (Figure 6.2 B). Furthermore, U2OS and parp3Δ cells can be equally well sensitised to B02 by olaparib exposure (Figure 6.2 B), indicating loss of PARP3 does not phenocopy other NHEJ components in suppressing the toxicity of HR deficient cell to PARPi (Patel et al., 2011). Finally, depletion of PARP3 did not affect the sensitivity of U2OS or parp1Δparp2Δ cells to B02 (Figure 6.2 C). Taken together, these data demonstrate the minimal impact of losing PARP3 on synthetic lethality with HR dysfunction.

6.2.3 Synthetic lethality is not wholly driven by PARP trapping or disruption of SSBR or Rad52-depedndant repair pathways

Loss of PARP2 does not affect the sensitivity of parp1Δ cells to HR inhibition, in stark contrast with their relationship in response to MMS. This implies disruption of BER does not drive cellular sensitivity with HR dysfunction. However, our previous observations indicate PARP2 is dispensable for the cellular tolerance of directly induced SSBs (Figure 3.9). Therefore, one hypothesis is that in the absence of PARP1, general SSBR is disrupted and this leads to toxicity with HR inhibitors. In order to assess this possibility I depleted cells of XRCC1, in order to abrogate the SSBR machinery independently of PARPs, and assessed cellular survival following B02 exposure. Depletion of XRCC1 results in elevated accumulation of both γH2AX and Rad51 foci after MMS treatment (Figure 4.3 B and 4.5 A), consistent with these cells harbouring a SSBR defect. Interestingly however, XRCC1 depleted cells are only mildly sensitive to B02 (Figure 6.3 A), indicating that SSBR disruption is not the sole determinant of the synthetic lethal relationship between PARPs and HR dysfunction.
Figure 6.3: Synthetic lethality is not wholly mediated by SSBR-disruption, Rad52-dependent pathways, or PARP trapping. A. U2OS cells, transfected with siCtrl or siXRCC1, with or without 10 μM Olaparib (PARPi) exposure, were treated with the Rad51 inhibitor B02 and survival assessed by clonogenic assay. B. U2OS or parp1Δ cells, transfected with siCtrl or siRad52, were treated with the Rad51 inhibitor B02 and survival assessed by clonogenic assay. C. U2OS or parp1Δparp2Δ cells, with or without 10 μM Olaparib (PARPi) treatment, were treated with the Rad51 inhibitor B02 and survival assessed by clonogenic assay. Error bars represent the SEM from three independent experiments.
Similarly to PARPs, loss of Rad52 is toxic to cells lacking BRCA1 or BRCA2 (Feng et al., 2011; Lok et al., 2013), suggesting the possibility that PARPs may be promoting repair through a Rad52-dependent repair pathway, and that loss of this function drives cellular toxicity in the absence of HR. To investigate this option, I depleted Rad52 in U2OS and parp1Δ cells and assessed their sensitivity to B02 (Figure 6.3 B). Loss of Rad52 was unable to sensitise cells to B02, and did not affect the sensitivity of parp1Δ cells to this agent, indicating the synthetic lethal relationship between PARPs and HR is likely independent of Rad52-mediated repair pathways.

Another model of synthetic lethality proposes that the ability of PARP inhibitors to trap PARPs at sites of DNA damage is a key contributor to their toxicity to HR deficient cells. Although the fact that parp1Δ cells show sensitivity to B02 indicates that PARP trapping is not the only mediator of this killing, it may still potentiate the efficacy of PARPi against HR defective cells. In order to understand how trapping affected cellular sensitivity in our assay, I treated U2OS or parp1Δparp2Δ cells with olaparib and assessed their sensitivity to B02 (Figure 6.3 C). Olaparib treatment was unable to further sensitise parp1Δparp2Δ cells to B02, indicating any cellular targets of olaparib beyond PARP1 and PARP2 do not influence cellular sensitivity to Rad51 inhibitors. Furthermore, olaparib treated U2OS cells were no more sensitive to B02 than parp1Δparp2Δ cells without PARPi exposure. This suggests that trapping of PARP1 and/or PARP2 is not a significant contributor to the toxicity of PARP inhibitors to HR deficient cells, at least in the context of B02. Instead, loss of function of PARP1 is the major contributor to cellular killing within this assay.
6.2.4 A targeted screen of DDR factors to identify novel determinants of synthetic lethality with PARP loss

Although PARP inhibitors are currently licensed to treat BRCA1/2 mutant breast and ovarian cancers, there is sizable interest in expanding the application of these agents to other tumour types and genetic backgrounds. Furthermore, efforts are being made to develop more specific inhibitors targeting individual PARPs, in the hope that this could improve clinical outcomes and reduce side-effects (Lindgren et al., 2013a, 2013b; Steffen et al., 2013; Zhu et al., 2014). Our genetically defined parpΔ cell lines provide a unique opportunity to guide both of these endeavours. Therefore, I undertook a targeted siRNA screen, systematically depleting DDR factors in different parpΔ cells to identify novel synthetic lethal relationships with defined PARP deficiencies.

The screen was setup by transfecting U2OS, parp1Δ, parp2Δ and parp1Δparp2Δ cells with a custom siRNA library of 579 DDR gene targets. Following a period of 7 to 9 days of recovery, cell viability was assessed for each cell line. Comparing the survival of parpΔ cells with U2OS cells following depletion of a particular factor allows identification of genes that show toxicity with a specific PARP disruption (scheme summarised in Figure 6.4). This screen was performed with the help of S. Hatch and D. Ebner (Target Discovery Institute, Oxford), and optimisation of plating and transfection conditions was performed by S. Hatch (data not shown). Transfection of siRNA was optimised for loss of viability following Plk1 knockdown, whilst minimising cell death following transfection of cells with non-targeting control siRNA.
Figure 6.4: Outline of workflow for siRNA screen to identify novel DDR factors that show synthetic lethality with PARP loss. U2OS, \( \text{parp1}\Delta, \text{parp2}\Delta \) or \( \text{parp1}\Delta\text{parp2}\Delta \) cells were separately transfected with 580 siRNA pools targeting DDR factors, followed by a recovery for 7-9 days. Cell survival was assessed using a 560\text{ex}/590\text{em} nm fluorescence readout following resazurin addition. Performed with S. Hatch and D. Ebner.
6.2.5 Identification of novel factors that possess a synthetic lethal relationship with loss of PARP1 and/or PARP2

Firstly I considered the effect of depletion of each factor on U2OS cell survival, in order to understand which factors compromised cellular viability independently of PARP status. Resazurin fluorescence readouts from duplicate plates were averaged, with good agreement between replicates as judged by the Pearson correlation coefficients (Figure 6.5 A). Z-scores were calculated then ranked, to identify those genes whose knockdown is able to alter the viability of U2OS cells (Figure 6.5 B). I selected a Z-score cut-off of -1.96, as 5% of values will have a Z-score with a magnitude larger than this in a normally distributed population. 28 siRNAs produced Z-scores below -1.96, and over 80% of those have been previously annotated as essential genes (Gao et al., 2015) (Figure 6.5 B, highlighted in red).

To identify novel DDR factors that exhibit a synthetic lethal relationship with PARP loss, I calculated Z-scores for each siRNA in the parpΔ cell lines, and subtracted the appropriate U2OS Z-score, to generate a ΔZ score as a measure of the specific sensitisation of the parpΔ cells (Figure 6.6 A, B). To validate this approach, I then searched for genes confirmed to show synthetic lethality with PARP1/2 inhibition. Encouragingly, multiple factors whose depletion was previously identified to lead to synthetic lethality with PARPi were in the top 25 hits for either parp1Δ or parp1Δparp2Δ cells. These include BRCA1, ABL1, LigIV, RRM2B, Hus1, FANCD2 and MCM6 (Bajrami et al., 2014; McCabe et al., 2006).
Figure 6.5: Identification of factors that compromise U2OS cell survival. **A.** The Pearson correlation coefficients between replicate plates for each cell line. **B.** Z-scores were calculated for cellular survival for each siRNA pool. A graphical representation of all hits ranked by Z-score (left panel). The top 28 hits that decreased the viability of U2OS cells are listed (right panel). Hits previously annotated as essential are marked in red. Performed with S. Hatch and D. Ebner.
To identify novel mediators of synthetic lethality with particular PARP disruptions, I again used a $\Delta Z$ score cut-off of -1.96. Whilst no factors reached this significance level for $\text{parp2}\Delta$ cells, two factors had $\Delta Z$ scores lower than -1.96 for $\text{parp1}\Delta$ cells, BRD7 and UBE2B, and there were six for $\text{parp1}\Delta\text{parp2}\Delta$ cells, UBE2B, TP73, HMGN1, TSC1, POLN and BRCA1. One hit, UBE2B, was present on both lists, highlighting its potential as a mediator of synthetic lethality.

### 6.3 Discussion

PARP inhibition exhibits a synthetic lethal relationship with HR dysfunction, leading to the use of a number of PARP inhibitors in the clinic to treat BRCA mutant tumours. However, given the broad activity of the currently available inhibitors, which PARPs must be targeted to facilitate efficient cellular toxicity in HR defective cells remains unclear. Our data suggests that PARP1 is the critical mediator of synthetic lethality with HR inhibition, with loss of PARP2 not affecting this phenotype, even in the absence of PARP1 (Figure 6.2 A). This is in stark contrast with the relationship between these enzymes in response to base methylation, where PARP1 and PARP2 function redundantly to potentiate cellular survival (Figure 3.7 B). Interestingly, I also fail to observe redundancy between PARP1 and PARP2 in response to hydrogen peroxide exposure (Figure 3.9), which induces oxidative damage and direct SSBs. This may represent a more physiologically relevant form of damage that cells produce endogenously through aerobic respiration. Therefore our data could be consistent with the build-up of endogenous oxidative damage in the absence of
Figure 6.6: Identification of factors that show a synthetic lethal relationship with PARP loss. **A.** ΔZ-scores were calculated by subtracting the U2OS Z-score from the indicated cell line’s Z-score for each siRNA pool. Graphical representations of hits ranked by ΔZ-score for each cell line. The position of known synthetic lethal genes BRCA1 and BRCA2 are highlighted in red. **B.** The top 25 hits that specifically decreased the viability of parp1Δ, parp2Δ or parp1Δparp2Δ cells, as judged by ΔZ-score. Performed with S. Hatch and D. Ebner.
PARP1 leading to synthetic lethality with HR. However, the fact that XRCC1 depleted cells are not strongly sensitive to B02 (Figure 6.3 A) argues against SSBR/BER abrogation as the sole mechanism that drives this killing.

An additional possibility is that PARP1 regulates an alternate pathway that can contribute to the repair of the same endogenously arising lesions as HR.

Indeed, our observations that *parp1Δ* cells have delayed resolution of S-phase associated γH2AX and persistent Rad51 foci following MMS exposure (Figure 4.2 B, 4.6 A) indicate that PARP1 alone regulates a Rad51-independent repair pathway. Whilst the identity of this potential pathway remains uncertain, one possibility would be that PARP1 promotes resolution of this damage through Rad52-dependent repair routes. This is particularly appealing given loss of Rad52 can elicit synthetic lethality in BRCA1 or BRCA2 mutant cells (Feng et al., 2011; Lok et al., 2013). However, loss of Rad52 was unable to influence the sensitivity of U2OS or *parp1Δ* cells to B02, indicating loss of Rad52-dependent pathways does not drive the killing of HR-deficient cells in the absence of PARP1 (Figure 6.3 B). Why Rad52 depletion does not result in sensitivity to B02 whilst being toxic to BRCA1 or BRCA2 mutant cells is not clear. One model suggests Rad52 could promote cellular survival in the absence of BRCA1/2 by acting as a secondary Rad51 loader (Lok et al., 2013). However, in the presence of B02, Rad51 nucleofilament formation will be prevented irrespective of the status of Rad51 loaders, making their presence or absence immaterial to cellular survival in this context.

Another good candidate pathway would be alt-NHEJ, which is promoted by PARP1 activity. Indeed, a Polθ dependent pathway can contribute to the repair of replication-associated damage in competition with HR following HU exposure.
(Ceccaldi et al., 2014). However, transfection of U2OS cells with Polθ siRNA could not produce persistent γH2AX or Rad51 foci after MMS exposure, or sensitise U2OS cells to B02 (data not shown). Although I was unable to verify the efficiency of Polθ depletion in these cells, this could suggest that Polθ-dependent alt-NHEJ is not the pathway whose abrogation drives cellular toxicity in the absence of HR. Alternatively, PARP1 may function in a Polθ-independent sub-pathway of alt-NHEJ, or some other as yet unidentified repair route.

The ability of PARPi to trap PARP1 and PARP2 onto chromatin has also been suggested to contribute to the toxicity of these agents to HR deficient cells. Our observation that parp1Δ cells show sensitivity to B02 (Figure 6.2 A) demonstrates that trapping alone does not mediate this phenomenon. Moreover, olaparib treated U2OS cells are no more sensitive to B02 than parp1Δparp2Δ cells (Figure 6.3 C), suggesting that, in this experimental setup at least, PARP trapping is not a major contributor to the potency of PARPi against HR deficient cells.

I also hypothesised that PARP3 status could impact on the synthetic lethal relationship between PARPs and HR. Its roles in SSBR might suggest loss of PARP3 could facilitate or potentiate sensitivity to Rad51 inhibition. In contrast, its roles in NHEJ could potentially limit the efficacy of PARPi, as NHEJ has been identified to drive the killing of HR compromised cells exposed to PARPi (Patel et al., 2011). Inhibition of this pathway can reduce the sensitivity of BRCA null cells to PARPi, as well as the sensitivity of PARPi treated cells to B02 (Figure 6.1 B). However, loss of PARP3 does not affect the sensitivity of cells to B02, regardless of the presence or absence of PARPi or other DNA-dependent PARPs (Figure 6.2 B, C). This indicates loss of PARP3 has little
impact on the synthetic lethal relationship between PARPs and HR, and is consistent with the fact that AZD2461, a PARP inhibitor that does not target PARP3, can effectively cause regression of BRCA mutant tumours (Oplustil O’Connor et al., 2016b).

Overall, our data would support the future development of specific PARP1 inhibitors for treating HR defective tumours. These inhibitors should be equally as potent as the current crop of PARPi, but may have reduced side effects given the wide range of cellular processes that PARP family members mediate. For example PARP2 promotes hematopoietic stem cell survival and contributes to hepatic cholesterol regulation (Farrés et al., 2013; Szántó et al., 2014). Indeed anaemia has been a commonly reported serious adverse advent in multiple PARPi clinical trials (Kaufman et al., 2015; Ledermann et al., 2014). Therefore, by avoiding unnecessary targeting of PARP2, potential complications of PARPi treatments could be prevented. Progress towards more specific PARP1 inhibitors is already being made, as evidenced by the recent development of Zj6413 (Zhou et al., 2016). This inhibitor shows 10-fold higher potency towards PARP1 than PARP2, but is still able to cause regression of BRCA mutant tumours in xenograft models as effectively as olaparib. However, this agent is still an NAD+ mimetic based on the same pharmacophore as current PARP inhibitors. Total discrimination between PARP1 and PARP2 using this inhibitory strategy may not be possible, given their near identical NAD+ binding pockets. Targeting interdomain contacts within the PARP1 N-terminus that are required for the DNA-dependent activation of its catalytic activity may be an alternate route to PARP1-specific chemotherapeutics (Steffen et al., 2013, 2014).
PARPi is currently available to treat BRCA mutant breast and ovarian cancer, but there is great interest in exploring if there are wider applications of PARPi to additional tumour types, harbouring a broader range of DDR-mutations. I carried out a screen in order to identify additional DDR factors that, when depleted, can compromise cell viability in the absence of PARP1 and/or PARP2 (Figure 6.6). Cells disrupted for PARP2 did not produce any significant synthetically lethal hits, potentially reflecting the lack of sensitivity these cells display to DNA damaging agents investigated in this thesis (Figure 3.7 B, 3.9). Nevertheless, I identified six novel factors which could elicit synthetic lethality with PARP1 or PARP1/2 loss, UBE2B, PolN, BRD7, TP73, TSC1 and HMGN1. It should be noted these hits have not yet been independently validated for their ability to induce toxicity in specific PARP deficient backgrounds, meaning no firm conclusions can be drawn. Nevertheless, below I will discuss the hits and their known biological functions in the context of synthetic lethality with PARP loss.

Two of these hits have well defined roles in DNA repair pathways. PolN is an error prone A-family DNA polymerase capable of polymerising past 5S thymine glycol (Takata et al., 2006), suggesting a role in the TLS pathway. UBE2B, or Rad6B, is an E2 ubiquitin-conjugating enzyme, which in combination with the Rad18 E3 ubiquitin ligase can perform the monoubiquitination of PCNA to facilitate PRR pathways (Watanabe et al., 2004). These two hits raise the possibility of a synthetic lethal relationship between PARPs and TLS. Indeed many of the lesions which are processed by PARP-dependent BER are also capable of being tolerated during S-phase by PRR pathways, providing a potential rationale for this observation (Fu et al., 2012).
Interestingly however, both of these factors have also been shown to function in HR. Cells depleted of PolN show decreased efficiency of HR and sensitivity to the fork stalling agent HU (Moldovan et al., 2010). UBE2B promotes the degradation of HP1α after DSB induction, helping to create a chromatin environment favourable for HR repair of the break (Chen et al., 2015). Therefore the synthetic lethal relationship between these factors and PARP loss may instead be mediated through abrogation of HR. To distinguish between the potential contributions of the TLS and HR functions of these factors in promoting killing of parpΔ cells, one could assess their epistasis with other HR factors in the ability to induce toxicity in parpΔ cells.

The other four hits are less strongly associated with a particular repair pathway. Both TP73 and BRD7 are tumour suppressors that are linked to p53, which is functional in the U2OS cell lines used in the screen (Allan and Fried, 1999). TP73 is a member of the p53 family, and can support many of the tumour suppressor functions of p53. However, it is also expressed as a short isoform exhibiting dominant negative repression of the activity of the longer isoform, making understanding the implications of its depletion difficult (Candi et al., 2014). BRD7 contains a bromodomain allowing it to bind to acetylated histones, and is a component of the SWI/SNF chromatin remodelling complex. It is required for the p53-dependent activation of numerous genes, including p21 and TIGAR (Drost et al., 2010). Whilst neither BRD7 nor TP73 have been reported to be direct targets of ADP-ribosylation, p53 can be modified with PAR. Indeed, a functional interaction between p53 and PARP1 has been appreciated for many years (Kumari et al., 1998; Vaziri et al., 1997). Although the exact mechanism of this relationship is unclear, loss of PARP1 can prevent
the accumulation and activation of p53 following IR exposure (Valenzuela et al., 2002). Thus perhaps in the absence of PARP1/2 and BRD7/TP73 in combination, p53 function becomes dysregulated in a manner that triggers cell death. Furthermore, UBE2B is able to influence the cellular level of p53 through two distinct modes of action (Chen et al., 2012b). Firstly, UBE2B can mediate ubiquitination and degradation of p53 protein, but is also able to bind the p53 promoter and positively regulate transcription and mRNA levels. The fact that three hits all impact on p53 function highlights the potential importance of this protein in mediating synthetic lethality with PARP loss. Intriguingly however, loss of p53 itself did not induce synthetic lethality in the screen (ΔZ of -0.41 and +1.65 for parp1Δ and parp1Δparp2Δ cells respectively). It would be interesting to assess whether p53 status affects the potential synthetic lethal relationships between PARPs and BRD7, TP73 and UBE2B.

Intriguingly, BRD7 also binds to BRCA1 and is required for some of its roles in transcriptional regulation (Harte et al., 2010). BRCA1 has been shown to negatively regulate its own promoter, allowing acute upregulation of protein levels in response to genotoxic stress (De Siervi et al., 2010). Whilst depletion of BRD7 does not significantly affect BRCA1 expression, it can reduce the expression of Rad51, providing a potential rationale for a synthetic lethal relationship with PARP1 disruption (Harte et al., 2010). Indeed the importance of the non-repair roles of BRCA1 in genomic stability has recently been highlighted. In one study, disruption of BRCA1 led to loss of the heterochromatic silencing of satellite repeats, normally maintained by the BRCA1-dependent mono-ubiquitination of histone H2A (Zhu et al., 2011a). The resulting expression of satellite RNA produced chromosomal instability and
cancer predisposition in breast tissue of in vivo mouse models. Meanwhile, loss of the E3 ligase function of BRCA1 does not affect its roles in HR (Reid et al., 2008). Taken together, these data suggest that loss of BRCA1 contributes to genomic instability and tumorigenesis in part through abrogation of its transcriptional and epigenetic silencing roles. Whether this also impacts on the synthetic lethal relationship with PARP abrogation remains to be fully understood.

TSC1 negatively regulates mTOR signalling, and has roles as a tumour suppressor along with its partner TSC2. Mutations in TSC1 cause the condition tuberous sclerosis complex, characterised by the development of unusual tumours called hamartomas (van Slegtenhorst et al., 1997). Interestingly, mTOR inhibitors are able to synergise with PARP inhibitors in killing BRCA-competent breast cancer cells (De et al., 2014; Mo et al., 2016). This is mediated, at least in part, by loss of expression of the HR-promoting H3K9 histone methyltransferase SUV39H1 (Ayrapetov et al., 2014; Mo et al., 2016). However, loss of TSC1 causes constitutive hyper-activation of mTOR signalling (Kwiatkowski et al., 2002), making the potential mechanism of the synthetic lethal relationship between TSC1 and PARP1/2 uncertain. HMGN1 is a small non-histone chromosomal protein that can bind DNA and alter its interaction with nucleosomes. It enhances the rates of repair of UV-induced damage through modulation of chromatin compaction and architecture (Birger et al., 2003). Interestingly, HMGN1 has recently been shown to be ADP-ribosylated at S7 and S25, raising the possibility that its function may be regulated by PARPs (Bonfiglio et al., 2017). Exactly how or why this would lead to a synthetic lethal interaction with loss of PARPs is unclear.
Although preliminary, three of these hits have tumour suppressor functions; BRD7, TP73 and TSC1. Each of these have been found mutated or with dysregulated expression across a diverse set of cancers, including lung, bladder and breast tumours (Gao et al., 2016; Guo et al., 2013; Zaika et al., 2002). This raises the exciting possibility that if these synthetic lethal relationships are genuine, and hold for PARP inhibitors as well as PARP ablation, then PARPi could become an effective treatment against tumours harbouring mutations in these genes.
7. General Discussion

The aims of this thesis were to better understand how multiple PARPs function to influence DNA repair and synthetic lethality with homologous recombination deficiency. To this end, I used genome editing to generate a set of cell lines disrupted for PARP1, PARP2 and PARP3, alone and in combinations. These genetically defined parpΔ cell lines then allowed direct comparisons of the in vivo consequences of loss of different PARP combinations on the cellular response to various forms of DNA damage.

As would be predicted from the previously identified roles of PARP1 in the SSBR and BER pathways (Fisher et al., 2007; Masutani et al., 2000b), parp1Δ cells show sensitivity to the base methylating agent MMS as well as the SSB inducing agent hydrogen peroxide. Loss of PARP2 was able to dramatically further sensitize parp1Δ cells to MMS, and parp1Δparp2Δ cells display a severe strand ligation defect after MMS exposure that is not apparent in parp1Δ cells. This demonstrates that PARP1 and PARP2 function redundantly in promoting the strand ligation step of BER after base methylation. Interestingly, disruption of PARP2 did not affect the survival of parp1Δ cells in response to hydrogen peroxide, indicating that the redundant relationship between PARP1 and PARP2 is not conserved across the whole SSBR pathway. This is consistent with previous observations that PARP2 does not affect strand ligation rates after hydrogen peroxide treatment, even in the absence of PARP1 (Fisher et al., 2007; Hanzlikova et al., 2016). However, a recent study identified redundancy between PARP1 and PARP2 in the recruitment of XRCC1 to chromatin after hydrogen peroxide exposure (Hanzlikova et al., 2016). The fact...
that cells show a strand ligation defect in response to hydrogen peroxide in the absence of PARP1, whilst still being able to support the localisation of XRCC1 to chromatin, implies additional roles of PARP1 in SSBR beyond the assembly of XRCC1 at DNA lesions. Whether these additional roles of PARP1 also function in the resolution of BER-induced breaks after MMS exposure remains unclear. Furthermore, why there are differences in the relationship between PARP1 and PARP2 in inducing sensitivity to MMS and hydrogen peroxide is also uncertain. The breaks that arise through the action of glycosylases and APE-1 in the BER pathway after MMS exposure are chemically distinct from those that arise spontaneously after hydrogen peroxide treatment, requiring different processing factors. In addition, the chromatin context, and complement of proteins already present at the lesion, is likely to differ between BER-induced and directly generated SSBs. Finally, the preference for short-patch or long-patch repair may differ between the two varieties of SSB. Any combination of these potential factors could influence the requirement for PARP1 and/or PARP2 at hydrogen peroxide and BER-induced SSBs. In any case, PARP1 and PARP2 possess overlapping roles in the promoting cellular survival and DNA strand ligation following exposure to MMS.

I further considered whether additional PARPs beyond PARP1 and PARP2 might contribute to the ability of cells to tolerate MMS exposure, given the recent identification of DDR roles for additional members of the PARP superfamily. Whilst parp1Δparp2Δ cells could be further sensitised to MMS by two different PARP inhibitors, loss of any of the other annotated members of the PARP family was unable to recapitulate this effect. This could be due to further redundancy between these additional PARPs, such that depletion of any
individual PARP does not cause sensitivity. Alternatively, the PARP inhibitors could be trapping one or more of the PARP family members onto DNA, in an analogous manner to PARP1 and PARP2 (Murai et al., 2012). This trapped PARP could prevent efficient repair of the lesion, despite the fact the presence of the PARP is not critical for damage resolution. Finally inhibition of some other factor(s), potentially other NAD\(^+\)-utilising enzymes such as sirtuins (Chalkiadaki and Guarente, 2015), by these PARP inhibitors could be the cause of the additional sensitivity of parp1Δparp2Δ cells to MMS. Further work will be required to assess these different possibilities and understand the basis of the additional sensitisation of parp1Δparp2Δ cells to MMS by PARPi.

I also considered the contributions of different DNA-dependent PARPs to the synthetic lethal relationship between PARPs and HR. Loss of PARP1 produces cellular sensitivity to Rad51 inhibition, whilst loss of PARP2 does not affect survival, even in the absence of PARP1. Furthermore, loss of PARP3 also does not affect cellular survival in this context, even in the absence of both PARP1 and PARP2. These data suggest that loss of PARP1 is the critical mediator of the synthetic lethal relationship with HR, and therefore support the development of specific PARP1 inhibitors for potential clinical use. Such agents may be able to reduce some of the side effects of current clinical PARP inhibitors, which could be mediated by their targeting of additional PARPs beyond PARP1. Exactly why PARP1 and PARP2 display different functional relationships with respect to sensitivity to MMS exposure and Rad51 inhibition is unclear. However, this observation implies that disruption of BER per se is not the driving force behind cellular killing in the absence of HR. This idea is supported by the fact knockdown of XRCC1 also cannot strongly sensitisce cells to Rad51
inhibitors. Instead, our data are consistent with the synthetic lethal relationship between PARPs and HR being driven by the disruption of a solely PARP1-dependent pathway. Interestingly, a number of the observations I made whilst analysing the response of parp1Δ cell lines to MMS suggested that cells lacking PARP1 struggle to resolve replication-associated damage, and become more reliant on Rad51-mediated repair. If these cells are also more reliant on HR to resolve endogenously arising replication-associated damage, then this could explain their elevated sensitivity to HR inhibitors, and represent a key mechanism driving cellular toxicity in the absence of both PARP1 and HR.

I also carried out a screen to identify novel factors that display a synthetic lethal relationship with the loss of PARP1, PARP2 or both in combination. I believed this could provide novel insight into the specific functions of these PARPs, as well as potentially allowing an expansion of the repertoire of tumour mutations PARPi can be used to treat in the clinic. The depletion of any single factor was unable to significantly decrease the survival of parp2Δ cells as compared to U2OS cells. This potentially reflects the lack of sensitivity that parp2Δ cells display to forms of DNA damage tested in this work, indicating loss of PARP2 does not strongly impact on repair efficiency in the presence of PARP1. Nevertheless, I identified six novel factors that were able to specifically decrease the survival parp1Δ or parp1Δparp2Δ cells – Ube2B, PolN, BRD7, TP73, TSC1 and HMGN1. Three of these hits influence the regulation and function of the tumour suppressor p53, highlighting a potential connection between PARPs and p53. Intriguingly, altered p53 expression appears to be almost ubiquitous in BRCA1/2 mutated ovarian cancers (McAlpine et al., 2012), although what impact this observation has on the sensitivity of these tumours to
PARP inhibitors is unclear. In any case, these hits represent potential novel genes that show a synthetic lethal relationship with loss of PARP1 or PARP1/2 function. This raises the exciting possibility that tumours harbouring mutations in these genes could show sensitivity to PARPi, leading to the prospective widening of the applications of these inhibitors in the clinic.

Exposure to MMS is also able to induce replication-associated damage marked by γH2AX foci, thought to be caused by active replication forks colliding with BER intermediates (Ensminger et al., 2014). I was able to detect the induction of γH2AX foci in S-phase U2OS cells after MMS exposure, but not in G1- or G2-phase cells. Loss of XRCC1, or PARP1 and PARP2 in combination caused elevated induction of γH2AX foci in S-phase cells, whilst loss of XRCC1 in a parp1Δparp2Δ background did not result in an additive effect. These observations are likely attributable to a BER defect, where delayed strand ligation kinetics leads to an accumulation of unrepaired strand breaks, leading to more collisions with replication forks and more S-phase associated damage. Consistent with this, loss of PARP1 alone, which did not lead to a strand ligation defect in response to MMS, also did not cause accumulation of additional γH2AX foci immediately after MMS exposure.

Following a recovery period in fresh media, U2OS cells can resolve the majority of the γH2AX-marked damage induced by MMS within 12 hours. Crucially, cells depleted of XRCC1 are also able to resolve this damage with normal kinetics, demonstrating that the pathway(s) that repair this damage are independent of SSBR/BER and XRCC1. Whilst parp2Δ cells repair these foci normally, both parp1Δ and parp1Δparp2Δ cells show delayed kinetics of γH2AX foci resolution, and this phenotype is markedly more pronounced in the absence of XRCC1.
both PARPs in combination. This pattern remains true even when each cell line is compromised for BER by depleting XRCC1. This demonstrates that whilst PARP1 has some unique role in the pathway(s) that contribute to the resolution of this damage, PARP2 is able to partially compensate for loss of PARP1 in this repair context.

Homologous recombination is known to facilitate the resolution of stalled/collapsed replication forks, and has also been shown to be activated in response to MMS (Nikolova et al., 2010). I hypothesised loss of PARP1 and/or PARP2 might impact on the function of HR in S-phase cells after MMS exposure. Indeed, treatment of U2OS cells with MMS was able to induce the formation of Rad51 foci, peaking at six hours after MMS administration. Disruption of BER by depleting cells of XRCC1 led to increased formation and persistence of Rad51 foci, suggesting that in the absence of BER, accumulating damage can be channelled through HR. In the absence of PARP1 and PARP2 however, the formation and persistence of Rad51 foci is not elevated. In contrast, it is decreased compared to U2OS cells, even in the absence of XRCC1. These observations suggest that the formation or accumulation of Rad51 foci in response to MMS is compromised in the absence of PARP1 and PARP2.

The promotion of resection, performed by the nuclease Mre11, has previously been identified as a control point for PARPs in the resolution of stalled/collapsed replication forks that form after HU exposure (Bryant et al., 2009). In order to assess whether this mechanism of control is conserved for MMS-induced replication damage, I assayed the formation and decay of RPA foci in our parpΔ cells. Strikingly, large numbers of RPA foci form and persist in
parp1Δparp2Δ cells after MMS exposure, demonstrating that resection and RPA loading is intact, or even enhanced, in the absence of these PARPs. Whilst consistent with reports that exposure to PARPi can cause instability of stalled replication forks (Ying et al., 2012), our observations on how PARPs contribute to the resolution of replication-associated damage differ from those made using HU. Certainly, the nature of the damaged replication forks that form after exposure to these two agents is likely to be different. HU inhibits ribonucleotide reductase, a key enzyme in the production of dNTPs, causing cellular dNTP depletion (Skoog and Nordenskjöld, 1971). This prevents replicative polymerases from being able function, leading to global replication fork stalling. After prolonged stalling, these forks can then collapse, due to nucelolytic cleavage of the fork, or the intrinsic instability of the ssDNA generated upon polymerase stalling. In contrast, the replication-associated damage that forms after MMS exposure is due to collisions between replication forks and BER-intermediates, including unrepaired SSBs (Ensminger et al., 2014). These collisions can lead to replicative run-off and the rapid formation of one-ended DSBs without additional processing. These differences could explain the discrepant mechanisms by which PARPs appear to act at these two distinct forms of replication-associated damage.

Both parp1Δ and XRCC1 depleted cells also show elevated formation and persistence of RPA foci following MMS exposure. Crucially however, in both of these cases, this is paired with a concomitant increase in the formation and persistence of Rad51 foci. Therefore, in these cellular contexts, this observation can be interpreted as a consequence of the increased flow of damage through the HR pathway, rather than a hyper-resection phenotype. The reason why
parp1Δ cells are channelling additional MMS-induced damage through HR is not clear. The fact that they do not display a strand ligation defect in a comet assay, combined with the observation that they do not accumulate additional γH2AX foci immediately after MMS exposure, suggests that this is not due to a BER defect. In contrast, these cells show delayed resolution of γH2AX foci, indicating that these cells struggle to resolve S-phase associated damage, despite showing robust formation of RPA and Rad51 foci. Taken together, this implies that in the absence of PARP1, either HR is disrupted downstream of Rad51 nucleofilament formation to prevent effective damage resolution, or some other pathway that competes with HR for the resolution of this damage is compromised. The best candidate for such a pathway would be alt-NHEJ, which is well understood to be dependent on PARP1 activity. Indeed there is some evidence that Polθ dependent alt-NHEJ activity can contribute to the resolution of replication-associated damage, even in wild-type cells (Ceccaldi et al., 2014). However, I was unable to recapitulate the phenotypes of MMS sensitivity, delayed γH2AX resolution or elevated Rad51 foci formation seen in parp1Δ cells by transfecting cells with siRNA targeting Polθ (data not shown). Whilst this suggests PARP1 does not promote Polθ-dependent repair routes in response to MMS exposure, I was also unable to verify the efficiency of endogenous Polθ knockdown, making it difficult to draw firm conclusions from these experiments. Alternatively, PARP1 may be promoting a Polθ independent alt-NHEJ sub-pathway, or some other as yet unidentified repair pathway.

However, it should be noted there is also evidence to support the idea that these phenotypes could result from a PARP1-dependent BER defect. Depletion of XRCC1 in parp1Δ cells does not result in an additive accumulation of RPA or
Rad51 foci after MMS exposure, as would be predicted if these proteins were functioning in independent pathways. Therefore, an alternative interpretation would be that loss of PARP1 results in a BER deficiency that does not manifest in a strand ligation defect, but still leads to some of the other phenotypes associated with BER dysfunction. These could relate back to the as yet uncharacterised unique roles of PARP1 in SSBR beyond XRCC1 recruitment as discussed above.

Given that parp1Δparp2Δ cells are not compromised for resection, I considered alternative mechanisms through which loss of PARPs could prevent the formation of Rad51 foci. Inhibition of PARP1 and PARP2 did not abrogate the recruitment of PALB2, part of the Rad51 loading BRCA2-PALB2 complex, to chromatin after MMS exposure. Although not conclusive proof that PARPs do not influence the function of BRCA2-PALB2 in HR, this indicates that the role of PARP1 and PARP2 is not to mediate their recruitment to sites of damage. Furthermore, depletion of Rad52 was unable to delay the resolution of γH2AX foci, or suppress the formation or persistence of Rad51 foci, after MMS exposure. This suggests that PARPs are not promoting resolution of this replication-associated damage through Rad52-dependent repair routes. Instead, I found that depletion of the anti-recombinogenic helicase Fbh1 was able to restore the formation of Rad51 foci in parp1Δparp2Δ or PARP inhibitor treated cells. This observation implies that Rad51 loading is competent in the absence of these PARPs, as depletion of Fbh1 cannot rescue Rad51 foci formation in BRCA1 or BRCA2 depleted cells (Higgs et al., 2015). Taken together, our data suggest that PARP1 and PARP2 function redundantly to promote the resolution of MMS-induced replication-associated damage by
Figure 7: A model for the roles of PARP1 and PARP2 in the cellular response to MMS-induced DNA damage. PARP1 and PARP2 contribute to the resolution of MMS-induced DNA damage in two distinct ways. Firstly, they promote resolution of methylated bases by accelerating the strand ligation step of BER. Secondly, they facilitate the resolution of replication associated damage that accumulates when active replication forks collide with BER intermediates, by antagonising Fbh1 and ensuring the stability of Rad51 nucleofilaments.
protecting Rad51 filaments from dissolution by Fbh1, alongside their roles in BER (Figure 7). Interestingly, depletion of BLM, another helicase able to disassemble Rad51 filaments in vitro, is not able to rescue the formation of Rad51 foci in parp1Δparp2Δ cells. Whether this is because additional regulatory mechanisms exist to prevent inappropriate BLM activity, or BLM is unable to act on the Rad51 foci that form after MMS exposure, is uncertain. Moreover, the mechanism by which PARP1 and PARP2 facilitate the protection of Rad51 filaments from Fbh1 is unknown, with numerous potential options. This could be mediated by the direct modification of Fbh1 or Rad51 by ADP-ribosylation, or more indirectly through PARPs influencing the complement of proteins present at sites of replication stress to facilitate Rad51 filament protection. Further work will be required to uncover the precise nature of the relationship between PARP1/2 and Fbh1.

Overall, I have identified a key role of PARP1 in facilitating cell survival in the absence of functional HR, supporting the future development of PARP1-specific inhibitors. Furthermore, I have identified novel factors that could mediate synthetic lethality with PARP loss, potentially widening the applications of clinical PARP inhibitors. Finally, this work has uncovered two related but distinct roles of PARP1 and PARP2 in the cellular response to MMS-induced base methylation. Firstly, these enzymes act redundantly to enhance strand ligation in the BER pathway. Secondly, they facilitate the resolution of replication forks that have stalled or collapsed due to collisions with BER intermediates, by promoting the stability of Rad51 filaments through antagonising the activity of Fbh1.
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9. Appendices

9.1 Oligonucleotide Sequences

9.1.1 gRNA sequences

<table>
<thead>
<tr>
<th>CRISPR target</th>
<th>gRNA sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>PARP1</td>
<td>TGGGTTCTCTGAGCTTCGCGGG</td>
</tr>
<tr>
<td>PARP1</td>
<td>CCACCTCAACGTCAGGGTGCCGG</td>
</tr>
<tr>
<td>PARP2</td>
<td>CAAGGCCTTCACAGATTCTGAGG</td>
</tr>
<tr>
<td>PARP2</td>
<td>GTTAAAGGGCAAGCTCTGTGG</td>
</tr>
<tr>
<td>PARP3</td>
<td>GCCTCAGCGGTGAGCGGAAGGG</td>
</tr>
<tr>
<td>PARP3</td>
<td>AGAGAAGGCATAATCCGGCGTG</td>
</tr>
</tbody>
</table>

9.1.2 PCR primer sequences

<table>
<thead>
<tr>
<th>Gene target</th>
<th>PCR Primer</th>
</tr>
</thead>
<tbody>
<tr>
<td>PARP1 Forward</td>
<td>GCTTCCGCTGTCTTCTTGAC</td>
</tr>
<tr>
<td>PARP1 Reverse</td>
<td>TCGAGGTCAAGGTCAAGGC</td>
</tr>
<tr>
<td>PARP2 Forward</td>
<td>GTTTTTGATTCCATATGGTAGTACC</td>
</tr>
<tr>
<td>PARP2 Reverse</td>
<td>CATGGACTGAAGATCGGTTCC</td>
</tr>
<tr>
<td>PARP3 Forward</td>
<td>AAGCCCTGGGTACAGACTGA</td>
</tr>
<tr>
<td>PARP3 Reverse</td>
<td>GCTCCAAAACCAGAACAGACTCC</td>
</tr>
</tbody>
</table>

9.2 siRNA screen dataset

<table>
<thead>
<tr>
<th>Gene</th>
<th>Z-score (U2OS)</th>
<th>Z-score (parp1Δ)</th>
<th>ΔZ (parp1Δ)</th>
<th>Z-score (parp2Δ)</th>
<th>ΔZ (parp2Δ)</th>
<th>Z-score (parp1Δ parp2Δ)</th>
<th>ΔZ (parp1Δ parp2Δ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLJ35220</td>
<td>-2.74</td>
<td>-2.86</td>
<td>-0.12</td>
<td>-3.17</td>
<td>-0.43</td>
<td>-3.63</td>
<td>-0.89</td>
</tr>
<tr>
<td>NEIL2</td>
<td>-2.57</td>
<td>-1.81</td>
<td>0.76</td>
<td>-2.40</td>
<td>0.17</td>
<td>-1.92</td>
<td>0.65</td>
</tr>
<tr>
<td>MYST1</td>
<td>-2.55</td>
<td>-1.72</td>
<td>0.83</td>
<td>-1.97</td>
<td>0.58</td>
<td>-1.83</td>
<td>0.72</td>
</tr>
<tr>
<td>COPB2</td>
<td>-2.43</td>
<td>-2.39</td>
<td>0.04</td>
<td>-2.22</td>
<td>0.21</td>
<td>-3.04</td>
<td>-0.61</td>
</tr>
<tr>
<td>HNRNPK</td>
<td>-2.42</td>
<td>-2.61</td>
<td>-0.19</td>
<td>-1.85</td>
<td>0.56</td>
<td>-2.11</td>
<td>0.30</td>
</tr>
<tr>
<td>KIF11</td>
<td>-2.40</td>
<td>-1.78</td>
<td>0.62</td>
<td>-2.07</td>
<td>0.33</td>
<td>-3.00</td>
<td>-0.61</td>
</tr>
<tr>
<td>SNRPE</td>
<td>-2.39</td>
<td>-1.98</td>
<td>0.40</td>
<td>-2.00</td>
<td>0.39</td>
<td>-2.52</td>
<td>-0.13</td>
</tr>
<tr>
<td>PSMC4</td>
<td>-2.39</td>
<td>-2.26</td>
<td>0.13</td>
<td>-1.84</td>
<td>0.54</td>
<td>-2.79</td>
<td>-0.40</td>
</tr>
<tr>
<td>gene</td>
<td>val1</td>
<td>val2</td>
<td>val3</td>
<td>val4</td>
<td>val5</td>
<td>val6</td>
<td>val7</td>
</tr>
<tr>
<td>-----------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>GIYD2</td>
<td>-2.37</td>
<td>-2.35</td>
<td>0.03</td>
<td>-2.18</td>
<td>0.19</td>
<td>-1.64</td>
<td>0.74</td>
</tr>
<tr>
<td>SNRPF</td>
<td>-2.36</td>
<td>-1.97</td>
<td>0.38</td>
<td>-1.97</td>
<td>0.39</td>
<td>-2.45</td>
<td>-0.09</td>
</tr>
<tr>
<td>RPL27</td>
<td>-2.35</td>
<td>-1.86</td>
<td>0.49</td>
<td>-2.03</td>
<td>0.32</td>
<td>-2.60</td>
<td>-0.25</td>
</tr>
<tr>
<td>EIF4A3</td>
<td>-2.33</td>
<td>-2.26</td>
<td>0.08</td>
<td>-2.19</td>
<td>0.15</td>
<td>-2.95</td>
<td>-0.61</td>
</tr>
<tr>
<td>PSMA1</td>
<td>-2.32</td>
<td>-2.02</td>
<td>0.30</td>
<td>-1.88</td>
<td>0.45</td>
<td>-2.53</td>
<td>-0.20</td>
</tr>
<tr>
<td>PLK1</td>
<td>-2.32</td>
<td>-2.15</td>
<td>0.17</td>
<td>-1.96</td>
<td>0.36</td>
<td>-2.84</td>
<td>-0.53</td>
</tr>
<tr>
<td>RUVBL2</td>
<td>-2.32</td>
<td>-2.19</td>
<td>0.12</td>
<td>-1.94</td>
<td>0.38</td>
<td>-1.72</td>
<td>0.60</td>
</tr>
<tr>
<td>RPL35</td>
<td>-2.25</td>
<td>-2.29</td>
<td>-0.03</td>
<td>-2.18</td>
<td>0.07</td>
<td>-2.51</td>
<td>-0.25</td>
</tr>
<tr>
<td>CHAF1A</td>
<td>-2.18</td>
<td>-2.18</td>
<td>0.00</td>
<td>-1.98</td>
<td>0.21</td>
<td>-2.34</td>
<td>-0.15</td>
</tr>
<tr>
<td>CRIP2</td>
<td>-2.18</td>
<td>-0.96</td>
<td>1.22</td>
<td>-2.18</td>
<td>0.00</td>
<td>-1.60</td>
<td>0.58</td>
</tr>
<tr>
<td>XAB2</td>
<td>-2.16</td>
<td>-2.15</td>
<td>0.17</td>
<td>-2.05</td>
<td>0.10</td>
<td>-2.37</td>
<td>-0.21</td>
</tr>
<tr>
<td>RPS27A</td>
<td>-2.10</td>
<td>-1.71</td>
<td>0.39</td>
<td>-1.78</td>
<td>0.32</td>
<td>-2.21</td>
<td>-0.11</td>
</tr>
<tr>
<td>INCENP</td>
<td>-2.10</td>
<td>-2.04</td>
<td>0.06</td>
<td>-1.66</td>
<td>0.44</td>
<td>-2.54</td>
<td>-0.44</td>
</tr>
<tr>
<td>COL1A2</td>
<td>-2.07</td>
<td>-1.65</td>
<td>0.42</td>
<td>-2.12</td>
<td>-0.05</td>
<td>-1.63</td>
<td>0.44</td>
</tr>
<tr>
<td>HIST2H3C</td>
<td>-2.06</td>
<td>-1.05</td>
<td>1.01</td>
<td>0.07</td>
<td>2.13</td>
<td>0.23</td>
<td>2.29</td>
</tr>
<tr>
<td>APEX1</td>
<td>-2.05</td>
<td>-2.00</td>
<td>0.06</td>
<td>-0.87</td>
<td>1.18</td>
<td>-1.53</td>
<td>0.52</td>
</tr>
<tr>
<td>HIF1AN</td>
<td>-2.05</td>
<td>-1.86</td>
<td>0.19</td>
<td>-1.94</td>
<td>0.11</td>
<td>-2.36</td>
<td>-0.31</td>
</tr>
<tr>
<td>ERCC1</td>
<td>-2.04</td>
<td>-1.65</td>
<td>0.40</td>
<td>-2.16</td>
<td>-0.11</td>
<td>-2.61</td>
<td>-0.57</td>
</tr>
<tr>
<td>SETD8</td>
<td>-2.03</td>
<td>-2.00</td>
<td>0.03</td>
<td>-2.47</td>
<td>-0.45</td>
<td>-2.71</td>
<td>-0.69</td>
</tr>
<tr>
<td>NUP205</td>
<td>-2.01</td>
<td>-2.16</td>
<td>-0.15</td>
<td>-1.92</td>
<td>0.09</td>
<td>-2.28</td>
<td>-0.27</td>
</tr>
<tr>
<td>MCM8</td>
<td>-1.92</td>
<td>-0.34</td>
<td>1.58</td>
<td>-0.87</td>
<td>1.06</td>
<td>0.16</td>
<td>2.09</td>
</tr>
<tr>
<td>CCT5</td>
<td>-1.92</td>
<td>-1.66</td>
<td>0.26</td>
<td>-1.80</td>
<td>0.12</td>
<td>-1.69</td>
<td>0.24</td>
</tr>
<tr>
<td>CCRN4L</td>
<td>-1.90</td>
<td>-1.44</td>
<td>0.47</td>
<td>-1.71</td>
<td>0.19</td>
<td>-0.63</td>
<td>1.27</td>
</tr>
<tr>
<td>ERCC2</td>
<td>-1.84</td>
<td>-1.65</td>
<td>0.19</td>
<td>-1.50</td>
<td>0.33</td>
<td>-1.33</td>
<td>0.51</td>
</tr>
<tr>
<td>RAD9A</td>
<td>-1.84</td>
<td>-1.31</td>
<td>0.52</td>
<td>-1.62</td>
<td>0.21</td>
<td>-1.63</td>
<td>0.21</td>
</tr>
<tr>
<td>NUDT7</td>
<td>-1.84</td>
<td>-1.55</td>
<td>0.29</td>
<td>-1.92</td>
<td>-0.08</td>
<td>-1.37</td>
<td>0.47</td>
</tr>
<tr>
<td>UBA52</td>
<td>-1.83</td>
<td>-2.26</td>
<td>-0.43</td>
<td>-2.85</td>
<td>-1.02</td>
<td>-3.33</td>
<td>-1.50</td>
</tr>
<tr>
<td>ERCC6</td>
<td>-1.79</td>
<td>-1.33</td>
<td>0.46</td>
<td>-1.19</td>
<td>0.60</td>
<td>-0.19</td>
<td>1.61</td>
</tr>
<tr>
<td>PRMT1</td>
<td>-1.79</td>
<td>-1.83</td>
<td>-0.04</td>
<td>-1.25</td>
<td>0.54</td>
<td>-1.83</td>
<td>-0.05</td>
</tr>
<tr>
<td>LOC642846</td>
<td>-1.78</td>
<td>-1.36</td>
<td>0.43</td>
<td>-0.88</td>
<td>0.90</td>
<td>-1.99</td>
<td>-0.21</td>
</tr>
<tr>
<td>MCM3</td>
<td>-1.78</td>
<td>-1.23</td>
<td>0.55</td>
<td>-1.87</td>
<td>-0.09</td>
<td>-1.93</td>
<td>-0.15</td>
</tr>
<tr>
<td>CUL3</td>
<td>-1.73</td>
<td>-0.83</td>
<td>0.90</td>
<td>-0.50</td>
<td>1.23</td>
<td>0.07</td>
<td>1.80</td>
</tr>
<tr>
<td>PLOD3</td>
<td>-1.72</td>
<td>-1.76</td>
<td>-0.04</td>
<td>-1.81</td>
<td>-0.09</td>
<td>-2.06</td>
<td>-0.34</td>
</tr>
<tr>
<td>HDAC3</td>
<td>-1.69</td>
<td>-0.90</td>
<td>0.79</td>
<td>-0.61</td>
<td>1.08</td>
<td>0.48</td>
<td>2.17</td>
</tr>
<tr>
<td>NTHL1</td>
<td>-1.69</td>
<td>-1.22</td>
<td>0.47</td>
<td>-1.21</td>
<td>0.47</td>
<td>-0.22</td>
<td>1.47</td>
</tr>
<tr>
<td>PES1</td>
<td>-1.68</td>
<td>-1.24</td>
<td>0.45</td>
<td>-1.51</td>
<td>0.17</td>
<td>-0.67</td>
<td>1.02</td>
</tr>
<tr>
<td>GTF2H2</td>
<td>-1.68</td>
<td>-2.33</td>
<td>-0.65</td>
<td>-1.27</td>
<td>0.42</td>
<td>-1.25</td>
<td>0.43</td>
</tr>
<tr>
<td>CCT4</td>
<td>-1.64</td>
<td>-1.47</td>
<td>0.16</td>
<td>-1.03</td>
<td>0.61</td>
<td>-1.12</td>
<td>0.52</td>
</tr>
<tr>
<td>ARID1A</td>
<td>-1.63</td>
<td>-1.79</td>
<td>-0.16</td>
<td>-0.52</td>
<td>1.10</td>
<td>-0.13</td>
<td>1.50</td>
</tr>
<tr>
<td>SPO11</td>
<td>-1.60</td>
<td>-1.51</td>
<td>0.09</td>
<td>-1.70</td>
<td>-0.10</td>
<td>-1.11</td>
<td>0.49</td>
</tr>
<tr>
<td>PTTG1</td>
<td>-1.60</td>
<td>-1.43</td>
<td>0.17</td>
<td>-0.12</td>
<td>1.48</td>
<td>-0.67</td>
<td>0.93</td>
</tr>
<tr>
<td>TARS</td>
<td>-1.60</td>
<td>-1.03</td>
<td>0.57</td>
<td>-0.07</td>
<td>1.53</td>
<td>0.28</td>
<td>1.88</td>
</tr>
<tr>
<td>SMC6</td>
<td>-1.57</td>
<td>-0.79</td>
<td>0.78</td>
<td>-0.84</td>
<td>0.73</td>
<td>-0.93</td>
<td>0.64</td>
</tr>
<tr>
<td>NCBP2</td>
<td>-1.57</td>
<td>-0.95</td>
<td>0.61</td>
<td>-1.43</td>
<td>0.13</td>
<td>-0.94</td>
<td>0.62</td>
</tr>
<tr>
<td>Gene</td>
<td>XRCC5</td>
<td>ASPHD2</td>
<td>TUBB</td>
<td>C19orf40</td>
<td>NDC80</td>
<td>HSPB1</td>
<td>LEPRE1</td>
</tr>
<tr>
<td>------------</td>
<td>--------</td>
<td>--------</td>
<td>-------</td>
<td>----------</td>
<td>--------</td>
<td>-------</td>
<td>--------</td>
</tr>
<tr>
<td>Gene</td>
<td>Value 1</td>
<td>Value 2</td>
<td>Value 3</td>
<td>Value 4</td>
<td>Value 5</td>
<td>Value 6</td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td></td>
</tr>
<tr>
<td>MUTYH</td>
<td>-1.03</td>
<td>0.13</td>
<td>1.16</td>
<td>-1.76</td>
<td>-0.73</td>
<td>-0.51</td>
<td>0.53</td>
</tr>
<tr>
<td>TPX2</td>
<td>-1.02</td>
<td>-1.47</td>
<td>-0.45</td>
<td>-1.35</td>
<td>-0.33</td>
<td>-0.43</td>
<td>0.59</td>
</tr>
<tr>
<td>MCM2</td>
<td>-1.02</td>
<td>-1.42</td>
<td>-0.40</td>
<td>-0.74</td>
<td>0.28</td>
<td>-0.23</td>
<td>0.79</td>
</tr>
<tr>
<td>NUDT19</td>
<td>-1.02</td>
<td>-1.51</td>
<td>-0.49</td>
<td>-1.65</td>
<td>-0.63</td>
<td>-1.68</td>
<td>-0.67</td>
</tr>
<tr>
<td>E2F5</td>
<td>-1.00</td>
<td>-1.22</td>
<td>-0.22</td>
<td>-0.76</td>
<td>0.23</td>
<td>1.20</td>
<td>2.20</td>
</tr>
<tr>
<td>UBE2A</td>
<td>-0.99</td>
<td>-0.26</td>
<td>0.73</td>
<td>-0.08</td>
<td>0.91</td>
<td>1.01</td>
<td>2.00</td>
</tr>
<tr>
<td>ORC3L</td>
<td>-0.98</td>
<td>-1.69</td>
<td>-0.71</td>
<td>-1.44</td>
<td>-0.46</td>
<td>-1.31</td>
<td>-0.33</td>
</tr>
<tr>
<td>CHD4</td>
<td>-0.98</td>
<td>-0.18</td>
<td>0.80</td>
<td>-0.94</td>
<td>0.04</td>
<td>0.43</td>
<td>1.41</td>
</tr>
<tr>
<td>HPRT1</td>
<td>-0.97</td>
<td>-1.31</td>
<td>-0.34</td>
<td>-0.60</td>
<td>0.37</td>
<td>-0.22</td>
<td>0.75</td>
</tr>
<tr>
<td>SMARCD2</td>
<td>-0.96</td>
<td>-1.69</td>
<td>-0.72</td>
<td>-1.55</td>
<td>-0.58</td>
<td>-0.27</td>
<td>0.69</td>
</tr>
<tr>
<td>RAD51</td>
<td>-0.95</td>
<td>-0.92</td>
<td>0.03</td>
<td>-0.49</td>
<td>0.47</td>
<td>-1.27</td>
<td>-0.32</td>
</tr>
<tr>
<td>CHF18</td>
<td>-0.95</td>
<td>-0.46</td>
<td>0.49</td>
<td>-0.96</td>
<td>-0.01</td>
<td>-0.33</td>
<td>0.62</td>
</tr>
<tr>
<td>MMP9</td>
<td>-0.93</td>
<td>-0.13</td>
<td>0.80</td>
<td>-1.22</td>
<td>-0.29</td>
<td>-1.10</td>
<td>-0.16</td>
</tr>
<tr>
<td>MUC1</td>
<td>-0.92</td>
<td>-0.94</td>
<td>-0.02</td>
<td>-0.93</td>
<td>-0.01</td>
<td>0.58</td>
<td>1.50</td>
</tr>
<tr>
<td>ALKBH8</td>
<td>-0.91</td>
<td>-1.60</td>
<td>-0.69</td>
<td>-0.55</td>
<td>0.36</td>
<td>-0.98</td>
<td>-0.08</td>
</tr>
<tr>
<td>SHFM1</td>
<td>-0.91</td>
<td>0.34</td>
<td>1.25</td>
<td>-0.18</td>
<td>0.73</td>
<td>-1.57</td>
<td>-0.67</td>
</tr>
<tr>
<td>G3BP1</td>
<td>-0.91</td>
<td>-0.94</td>
<td>-0.04</td>
<td>-1.50</td>
<td>-0.59</td>
<td>-0.94</td>
<td>-0.03</td>
</tr>
<tr>
<td>PPP1R1B</td>
<td>-0.90</td>
<td>-1.83</td>
<td>-0.92</td>
<td>-1.50</td>
<td>-0.60</td>
<td>-1.85</td>
<td>-0.95</td>
</tr>
<tr>
<td>PRDX2</td>
<td>-0.90</td>
<td>-1.90</td>
<td>-1.01</td>
<td>-1.91</td>
<td>-1.01</td>
<td>-1.12</td>
<td>-0.22</td>
</tr>
<tr>
<td>MSH3</td>
<td>-0.88</td>
<td>0.22</td>
<td>1.10</td>
<td>-0.50</td>
<td>0.38</td>
<td>-0.34</td>
<td>0.55</td>
</tr>
<tr>
<td>MSH5</td>
<td>-0.88</td>
<td>-0.47</td>
<td>0.41</td>
<td>-0.71</td>
<td>0.17</td>
<td>-0.98</td>
<td>-0.10</td>
</tr>
<tr>
<td>ZSWIM7</td>
<td>-0.87</td>
<td>-0.36</td>
<td>0.51</td>
<td>-0.85</td>
<td>0.02</td>
<td>-0.24</td>
<td>0.63</td>
</tr>
<tr>
<td>NUDT18</td>
<td>-0.85</td>
<td>-0.16</td>
<td>0.69</td>
<td>-0.75</td>
<td>0.10</td>
<td>-0.53</td>
<td>0.32</td>
</tr>
<tr>
<td>CKS2</td>
<td>-0.85</td>
<td>-0.95</td>
<td>-0.10</td>
<td>0.19</td>
<td>1.04</td>
<td>0.55</td>
<td>1.40</td>
</tr>
<tr>
<td>MLH3</td>
<td>-0.84</td>
<td>-0.72</td>
<td>0.12</td>
<td>-0.62</td>
<td>0.23</td>
<td>-0.62</td>
<td>0.23</td>
</tr>
<tr>
<td>BAZ2B</td>
<td>-0.84</td>
<td>-0.99</td>
<td>-0.15</td>
<td>-0.99</td>
<td>-0.15</td>
<td>0.09</td>
<td>0.93</td>
</tr>
<tr>
<td>EGFPR</td>
<td>-0.83</td>
<td>-0.98</td>
<td>-0.15</td>
<td>-0.72</td>
<td>0.10</td>
<td>-0.26</td>
<td>0.56</td>
</tr>
<tr>
<td>EGLN2</td>
<td>-0.83</td>
<td>0.42</td>
<td>1.25</td>
<td>1.20</td>
<td>2.03</td>
<td>0.46</td>
<td>1.29</td>
</tr>
<tr>
<td>PLK4</td>
<td>-0.82</td>
<td>-0.80</td>
<td>0.02</td>
<td>-0.85</td>
<td>-0.03</td>
<td>-0.97</td>
<td>-0.15</td>
</tr>
<tr>
<td>KDM3A</td>
<td>-0.82</td>
<td>-0.59</td>
<td>0.22</td>
<td>-0.01</td>
<td>0.81</td>
<td>-0.46</td>
<td>0.35</td>
</tr>
<tr>
<td>ZBTB16</td>
<td>-0.81</td>
<td>-1.63</td>
<td>-0.82</td>
<td>-1.78</td>
<td>-0.97</td>
<td>-0.87</td>
<td>-0.06</td>
</tr>
<tr>
<td>BRCA2</td>
<td>-0.81</td>
<td>-1.69</td>
<td>-0.89</td>
<td>-0.40</td>
<td>0.40</td>
<td>-1.96</td>
<td>-1.15</td>
</tr>
<tr>
<td>JMJD8</td>
<td>-0.80</td>
<td>-1.72</td>
<td>-0.92</td>
<td>-2.05</td>
<td>-1.25</td>
<td>-1.65</td>
<td>-0.84</td>
</tr>
<tr>
<td>DNMT3A</td>
<td>-0.74</td>
<td>0.06</td>
<td>0.80</td>
<td>-0.18</td>
<td>0.56</td>
<td>0.25</td>
<td>0.99</td>
</tr>
<tr>
<td>MRPL3</td>
<td>-0.73</td>
<td>-0.91</td>
<td>-0.18</td>
<td>-0.04</td>
<td>0.69</td>
<td>0.43</td>
<td>1.16</td>
</tr>
<tr>
<td>MCM7</td>
<td>-0.73</td>
<td>-0.19</td>
<td>0.54</td>
<td>0.39</td>
<td>1.12</td>
<td>-1.39</td>
<td>-0.66</td>
</tr>
<tr>
<td>LIG3</td>
<td>-0.72</td>
<td>-0.06</td>
<td>0.66</td>
<td>-0.24</td>
<td>0.48</td>
<td>-0.71</td>
<td>0.01</td>
</tr>
<tr>
<td>MBD3</td>
<td>-0.71</td>
<td>-1.39</td>
<td>-0.69</td>
<td>-0.46</td>
<td>0.25</td>
<td>0.04</td>
<td>0.74</td>
</tr>
<tr>
<td>CENPA</td>
<td>-0.70</td>
<td>-0.54</td>
<td>0.17</td>
<td>-0.43</td>
<td>0.27</td>
<td>0.35</td>
<td>1.05</td>
</tr>
<tr>
<td>DCLRE1B</td>
<td>-0.70</td>
<td>-0.67</td>
<td>0.03</td>
<td>-1.40</td>
<td>-0.69</td>
<td>-0.96</td>
<td>-0.26</td>
</tr>
<tr>
<td>OGT</td>
<td>-0.69</td>
<td>-0.16</td>
<td>0.53</td>
<td>-0.07</td>
<td>0.62</td>
<td>-0.61</td>
<td>0.08</td>
</tr>
<tr>
<td>IARS</td>
<td>-0.68</td>
<td>-0.58</td>
<td>0.10</td>
<td>-0.43</td>
<td>0.24</td>
<td>-0.67</td>
<td>0.01</td>
</tr>
<tr>
<td>TDG</td>
<td>-0.68</td>
<td>-0.86</td>
<td>-0.19</td>
<td>-0.49</td>
<td>0.18</td>
<td>0.12</td>
<td>0.79</td>
</tr>
<tr>
<td>C17orf101</td>
<td>-0.67</td>
<td>-0.11</td>
<td>0.56</td>
<td>-0.87</td>
<td>-0.20</td>
<td>-0.13</td>
<td>0.54</td>
</tr>
<tr>
<td>Gene</td>
<td>0.41</td>
<td>0.42</td>
<td>0.46</td>
<td>0.48</td>
<td>0.52</td>
<td>0.53</td>
<td>0.53</td>
</tr>
<tr>
<td>--------------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>RAD51AP1</td>
<td>-0.67</td>
<td>-0.62</td>
<td>0.05</td>
<td>-0.60</td>
<td>0.07</td>
<td>-0.15</td>
<td>0.51</td>
</tr>
<tr>
<td>BRDT</td>
<td>-0.66</td>
<td>-1.24</td>
<td>-0.58</td>
<td>-1.33</td>
<td>-0.66</td>
<td>-1.19</td>
<td>-0.52</td>
</tr>
<tr>
<td>NUDT5</td>
<td>-0.66</td>
<td>0.58</td>
<td>1.24</td>
<td>-0.34</td>
<td>0.32</td>
<td>-0.08</td>
<td>0.58</td>
</tr>
<tr>
<td>CARM1</td>
<td>-0.65</td>
<td>-0.87</td>
<td>-0.21</td>
<td>-0.77</td>
<td>-0.12</td>
<td>-0.79</td>
<td>-0.14</td>
</tr>
<tr>
<td>TERF2IP</td>
<td>-0.64</td>
<td>-0.42</td>
<td>0.22</td>
<td>-0.75</td>
<td>-0.11</td>
<td>1.46</td>
<td>2.10</td>
</tr>
<tr>
<td>KDM2B</td>
<td>-0.62</td>
<td>-1.22</td>
<td>-0.59</td>
<td>-1.02</td>
<td>-0.40</td>
<td>-1.00</td>
<td>-0.37</td>
</tr>
<tr>
<td>BRD4</td>
<td>-0.62</td>
<td>-0.65</td>
<td>-0.02</td>
<td>-1.15</td>
<td>-0.52</td>
<td>-1.57</td>
<td>-0.95</td>
</tr>
<tr>
<td>JHDM1D</td>
<td>-0.62</td>
<td>-2.08</td>
<td>-1.46</td>
<td>-1.70</td>
<td>-1.08</td>
<td>-2.28</td>
<td>-1.66</td>
</tr>
<tr>
<td>TOX2</td>
<td>-0.61</td>
<td>-0.49</td>
<td>0.12</td>
<td>0.55</td>
<td>1.16</td>
<td>-0.04</td>
<td>0.57</td>
</tr>
<tr>
<td>HAT1</td>
<td>-0.61</td>
<td>-0.34</td>
<td>0.27</td>
<td>0.15</td>
<td>0.76</td>
<td>0.29</td>
<td>0.89</td>
</tr>
<tr>
<td>KDM4D</td>
<td>-0.60</td>
<td>-0.10</td>
<td>0.50</td>
<td>-0.17</td>
<td>0.43</td>
<td>0.38</td>
<td>0.98</td>
</tr>
<tr>
<td>GTF2H5</td>
<td>-0.60</td>
<td>-1.03</td>
<td>-0.43</td>
<td>-1.63</td>
<td>-1.03</td>
<td>-1.16</td>
<td>-0.56</td>
</tr>
<tr>
<td>REV3L</td>
<td>-0.58</td>
<td>-0.67</td>
<td>-0.09</td>
<td>-1.05</td>
<td>-0.47</td>
<td>-1.27</td>
<td>-0.69</td>
</tr>
<tr>
<td>WRN</td>
<td>-0.57</td>
<td>-1.64</td>
<td>-1.07</td>
<td>-1.21</td>
<td>-0.64</td>
<td>0.47</td>
<td>1.05</td>
</tr>
<tr>
<td>PLOD2</td>
<td>-0.56</td>
<td>-1.49</td>
<td>-0.93</td>
<td>-1.56</td>
<td>-1.00</td>
<td>0.77</td>
<td>1.33</td>
</tr>
<tr>
<td>POLL</td>
<td>-0.55</td>
<td>0.02</td>
<td>0.57</td>
<td>-0.92</td>
<td>-0.37</td>
<td>-0.78</td>
<td>-0.23</td>
</tr>
<tr>
<td>LEPREL1</td>
<td>-0.55</td>
<td>0.83</td>
<td>1.38</td>
<td>0.83</td>
<td>1.38</td>
<td>0.48</td>
<td>1.02</td>
</tr>
<tr>
<td>MEN1</td>
<td>-0.55</td>
<td>-0.38</td>
<td>0.17</td>
<td>-0.54</td>
<td>0.01</td>
<td>0.87</td>
<td>1.41</td>
</tr>
<tr>
<td>PHF8</td>
<td>-0.54</td>
<td>-0.69</td>
<td>-0.15</td>
<td>0.00</td>
<td>0.54</td>
<td>0.13</td>
<td>0.67</td>
</tr>
<tr>
<td>NUDT8</td>
<td>-0.53</td>
<td>-1.56</td>
<td>-1.03</td>
<td>-1.34</td>
<td>-0.81</td>
<td>-0.89</td>
<td>-0.36</td>
</tr>
<tr>
<td>BTAF1</td>
<td>-0.53</td>
<td>0.25</td>
<td>0.79</td>
<td>-0.32</td>
<td>0.21</td>
<td>0.63</td>
<td>1.16</td>
</tr>
<tr>
<td>P4HTM</td>
<td>-0.53</td>
<td>-0.89</td>
<td>-0.36</td>
<td>-0.88</td>
<td>-0.35</td>
<td>-1.13</td>
<td>-0.61</td>
</tr>
<tr>
<td>NUDT17</td>
<td>-0.53</td>
<td>-2.02</td>
<td>-1.49</td>
<td>-1.63</td>
<td>-1.11</td>
<td>-0.85</td>
<td>-0.32</td>
</tr>
<tr>
<td>DUT</td>
<td>-0.53</td>
<td>-0.12</td>
<td>0.40</td>
<td>-1.22</td>
<td>-0.70</td>
<td>0.12</td>
<td>0.64</td>
</tr>
<tr>
<td>RAD18</td>
<td>-0.52</td>
<td>-0.40</td>
<td>0.12</td>
<td>-0.15</td>
<td>0.38</td>
<td>-0.47</td>
<td>0.05</td>
</tr>
<tr>
<td>TMEM30A</td>
<td>-0.52</td>
<td>0.12</td>
<td>0.64</td>
<td>-0.77</td>
<td>-0.25</td>
<td>0.44</td>
<td>0.97</td>
</tr>
<tr>
<td>ASF1A</td>
<td>-0.52</td>
<td>-0.88</td>
<td>-0.36</td>
<td>-0.73</td>
<td>-0.21</td>
<td>-0.18</td>
<td>0.34</td>
</tr>
<tr>
<td>UBE2I</td>
<td>-0.51</td>
<td>-0.62</td>
<td>-0.12</td>
<td>-0.85</td>
<td>-0.34</td>
<td>-1.52</td>
<td>-1.01</td>
</tr>
<tr>
<td>DVL3</td>
<td>-0.48</td>
<td>-0.92</td>
<td>-0.44</td>
<td>-0.43</td>
<td>0.04</td>
<td>-0.68</td>
<td>-0.21</td>
</tr>
<tr>
<td>DCLRE1C</td>
<td>-0.46</td>
<td>-0.18</td>
<td>0.29</td>
<td>-1.19</td>
<td>-0.73</td>
<td>-0.23</td>
<td>0.23</td>
</tr>
<tr>
<td>RPN1</td>
<td>-0.46</td>
<td>0.12</td>
<td>0.58</td>
<td>0.27</td>
<td>0.73</td>
<td>-0.13</td>
<td>0.33</td>
</tr>
<tr>
<td>HSPD1</td>
<td>-0.45</td>
<td>-0.50</td>
<td>-0.04</td>
<td>-0.03</td>
<td>0.42</td>
<td>-1.00</td>
<td>-0.55</td>
</tr>
<tr>
<td>CITED1</td>
<td>-0.44</td>
<td>-0.96</td>
<td>-0.52</td>
<td>-0.52</td>
<td>-0.07</td>
<td>0.45</td>
<td>0.89</td>
</tr>
<tr>
<td>OBFC2B</td>
<td>-0.44</td>
<td>-1.58</td>
<td>-1.15</td>
<td>-1.19</td>
<td>-0.75</td>
<td>-1.04</td>
<td>-0.61</td>
</tr>
<tr>
<td>HELLS</td>
<td>-0.43</td>
<td>-0.95</td>
<td>-0.52</td>
<td>-0.97</td>
<td>-0.54</td>
<td>0.29</td>
<td>0.72</td>
</tr>
<tr>
<td>XPA</td>
<td>-0.43</td>
<td>-0.76</td>
<td>-0.34</td>
<td>-1.10</td>
<td>-0.67</td>
<td>-0.24</td>
<td>0.19</td>
</tr>
<tr>
<td>LIG4</td>
<td>-0.42</td>
<td>-1.71</td>
<td>-1.28</td>
<td>-0.73</td>
<td>-0.31</td>
<td>-0.85</td>
<td>-0.43</td>
</tr>
<tr>
<td>HMG8B2</td>
<td>-0.42</td>
<td>-1.05</td>
<td>-0.63</td>
<td>-0.15</td>
<td>0.28</td>
<td>-0.74</td>
<td>-0.32</td>
</tr>
<tr>
<td>MDC1</td>
<td>-0.42</td>
<td>-0.92</td>
<td>-0.50</td>
<td>-0.46</td>
<td>-0.04</td>
<td>-1.25</td>
<td>-0.83</td>
</tr>
<tr>
<td>ECT2</td>
<td>-0.41</td>
<td>-0.13</td>
<td>0.28</td>
<td>-1.41</td>
<td>-1.00</td>
<td>0.17</td>
<td>0.58</td>
</tr>
<tr>
<td>HDAC5</td>
<td>-0.41</td>
<td>0.15</td>
<td>0.55</td>
<td>-0.51</td>
<td>-0.10</td>
<td>0.57</td>
<td>0.98</td>
</tr>
<tr>
<td>MCM9</td>
<td>-0.41</td>
<td>0.34</td>
<td>0.74</td>
<td>-0.89</td>
<td>-0.48</td>
<td>-0.21</td>
<td>0.20</td>
</tr>
<tr>
<td>C14orf169</td>
<td>-0.40</td>
<td>-1.74</td>
<td>-1.34</td>
<td>-1.90</td>
<td>-1.50</td>
<td>-2.05</td>
<td>-1.65</td>
</tr>
<tr>
<td>SIRT5</td>
<td>-0.39</td>
<td>-0.82</td>
<td>-0.43</td>
<td>-0.39</td>
<td>0.00</td>
<td>0.10</td>
<td>0.49</td>
</tr>
<tr>
<td>Gene</td>
<td>Value1</td>
<td>Value2</td>
<td>Value3</td>
<td>Value4</td>
<td>Value5</td>
<td>Value6</td>
<td>Value7</td>
</tr>
<tr>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>APEX2</td>
<td>-0.39</td>
<td>0.80</td>
<td>1.19</td>
<td>0.08</td>
<td>0.47</td>
<td>0.90</td>
<td>1.29</td>
</tr>
<tr>
<td>ALKBH2</td>
<td>-0.38</td>
<td>-0.85</td>
<td>-0.47</td>
<td>0.37</td>
<td>0.75</td>
<td>0.81</td>
<td>1.20</td>
</tr>
<tr>
<td>ASPH</td>
<td>-0.38</td>
<td>-1.09</td>
<td>-0.71</td>
<td>-1.19</td>
<td>-0.81</td>
<td>-1.19</td>
<td>-0.81</td>
</tr>
<tr>
<td>IRS1</td>
<td>-0.37</td>
<td>-1.11</td>
<td>-0.74</td>
<td>-0.10</td>
<td>0.28</td>
<td>-0.79</td>
<td>-0.42</td>
</tr>
<tr>
<td>MSH2</td>
<td>-0.37</td>
<td>0.45</td>
<td>0.82</td>
<td>0.40</td>
<td>0.78</td>
<td>1.32</td>
<td>1.69</td>
</tr>
<tr>
<td>SSBP1</td>
<td>-0.37</td>
<td>-1.09</td>
<td>-0.72</td>
<td>-1.21</td>
<td>-0.84</td>
<td>0.37</td>
<td>0.74</td>
</tr>
<tr>
<td>BRCA1</td>
<td>-0.36</td>
<td>-1.72</td>
<td>-1.36</td>
<td>-0.71</td>
<td>-0.35</td>
<td>-2.45</td>
<td>-2.09</td>
</tr>
<tr>
<td>HIST1H2BD</td>
<td>-0.36</td>
<td>-0.68</td>
<td>-0.32</td>
<td>0.00</td>
<td>0.36</td>
<td>-0.09</td>
<td>0.27</td>
</tr>
<tr>
<td>TMLHE</td>
<td>-0.35</td>
<td>0.59</td>
<td>0.94</td>
<td>0.67</td>
<td>1.02</td>
<td>0.81</td>
<td>1.16</td>
</tr>
<tr>
<td>CDK2</td>
<td>-0.35</td>
<td>-0.35</td>
<td>0.00</td>
<td>-0.59</td>
<td>-0.24</td>
<td>0.10</td>
<td>0.45</td>
</tr>
<tr>
<td>ERC4</td>
<td>-0.34</td>
<td>1.05</td>
<td>1.39</td>
<td>0.99</td>
<td>1.33</td>
<td>1.39</td>
<td>1.73</td>
</tr>
<tr>
<td>NUDT2</td>
<td>-0.34</td>
<td>-0.88</td>
<td>-0.54</td>
<td>-0.36</td>
<td>-0.02</td>
<td>-0.99</td>
<td>-0.65</td>
</tr>
<tr>
<td>SMARCA5</td>
<td>-0.34</td>
<td>0.29</td>
<td>0.63</td>
<td>1.01</td>
<td>1.35</td>
<td>0.64</td>
<td>0.98</td>
</tr>
<tr>
<td>PPP2R1B</td>
<td>-0.33</td>
<td>0.20</td>
<td>-0.53</td>
<td>0.08</td>
<td>0.40</td>
<td>-0.12</td>
<td>0.20</td>
</tr>
<tr>
<td>WDHD1</td>
<td>-0.32</td>
<td>0.00</td>
<td>0.32</td>
<td>-0.21</td>
<td>0.11</td>
<td>-0.06</td>
<td>0.26</td>
</tr>
<tr>
<td>CDK4</td>
<td>-0.32</td>
<td>-0.10</td>
<td>0.22</td>
<td>-0.57</td>
<td>-0.25</td>
<td>-0.23</td>
<td>0.09</td>
</tr>
<tr>
<td>HIST2H4A</td>
<td>-0.31</td>
<td>-0.11</td>
<td>0.20</td>
<td>0.38</td>
<td>0.69</td>
<td>-0.10</td>
<td>0.21</td>
</tr>
<tr>
<td>BAZ1B</td>
<td>-0.30</td>
<td>0.07</td>
<td>0.37</td>
<td>0.26</td>
<td>0.56</td>
<td>0.76</td>
<td>1.06</td>
</tr>
<tr>
<td>CHNAC1</td>
<td>-0.30</td>
<td>-0.80</td>
<td>-0.50</td>
<td>-0.88</td>
<td>-0.58</td>
<td>0.11</td>
<td>0.41</td>
</tr>
<tr>
<td>PHF2</td>
<td>-0.29</td>
<td>-0.40</td>
<td>-0.11</td>
<td>0.50</td>
<td>0.79</td>
<td>-0.53</td>
<td>-0.24</td>
</tr>
<tr>
<td>TTF2</td>
<td>-0.28</td>
<td>-0.37</td>
<td>-0.08</td>
<td>-1.05</td>
<td>-0.76</td>
<td>-1.68</td>
<td>-1.39</td>
</tr>
<tr>
<td>RARA</td>
<td>-0.28</td>
<td>-0.91</td>
<td>-0.63</td>
<td>-0.53</td>
<td>-0.25</td>
<td>0.61</td>
<td>0.89</td>
</tr>
<tr>
<td>POLE3</td>
<td>-0.28</td>
<td>-0.57</td>
<td>-0.29</td>
<td>-0.37</td>
<td>-0.08</td>
<td>-0.51</td>
<td>-0.23</td>
</tr>
<tr>
<td>POLM</td>
<td>-0.28</td>
<td>0.37</td>
<td>0.65</td>
<td>-0.63</td>
<td>-0.35</td>
<td>-0.72</td>
<td>-0.45</td>
</tr>
<tr>
<td>SRCAP</td>
<td>-0.27</td>
<td>-0.19</td>
<td>0.08</td>
<td>-0.13</td>
<td>0.14</td>
<td>0.26</td>
<td>0.53</td>
</tr>
<tr>
<td>FANCI</td>
<td>-0.27</td>
<td>0.24</td>
<td>0.51</td>
<td>-0.52</td>
<td>-0.26</td>
<td>-0.87</td>
<td>-0.60</td>
</tr>
<tr>
<td>TREX2</td>
<td>-0.25</td>
<td>0.45</td>
<td>0.70</td>
<td>0.13</td>
<td>0.38</td>
<td>0.78</td>
<td>1.03</td>
</tr>
<tr>
<td>RAD52</td>
<td>-0.25</td>
<td>-0.61</td>
<td>-0.36</td>
<td>-0.89</td>
<td>-0.64</td>
<td>-0.18</td>
<td>0.07</td>
</tr>
<tr>
<td>CHD7</td>
<td>-0.25</td>
<td>0.95</td>
<td>1.20</td>
<td>0.74</td>
<td>0.99</td>
<td>-0.12</td>
<td>0.13</td>
</tr>
<tr>
<td>NEIL1</td>
<td>-0.24</td>
<td>-0.16</td>
<td>0.09</td>
<td>-0.80</td>
<td>-0.55</td>
<td>0.27</td>
<td>0.51</td>
</tr>
<tr>
<td>GINS2</td>
<td>-0.24</td>
<td>-0.63</td>
<td>-0.39</td>
<td>-1.26</td>
<td>-1.01</td>
<td>-0.85</td>
<td>-0.61</td>
</tr>
<tr>
<td>POLK</td>
<td>-0.24</td>
<td>0.72</td>
<td>0.97</td>
<td>-0.43</td>
<td>-0.19</td>
<td>0.39</td>
<td>0.64</td>
</tr>
<tr>
<td>CCNA1</td>
<td>-0.24</td>
<td>0.52</td>
<td>0.76</td>
<td>0.95</td>
<td>1.19</td>
<td>0.68</td>
<td>0.92</td>
</tr>
<tr>
<td>DNMT1</td>
<td>-0.24</td>
<td>0.53</td>
<td>0.76</td>
<td>-1.40</td>
<td>-1.16</td>
<td>-0.35</td>
<td>-0.11</td>
</tr>
<tr>
<td>P4HA1</td>
<td>-0.24</td>
<td>0.35</td>
<td>0.59</td>
<td>-0.49</td>
<td>-0.26</td>
<td>0.85</td>
<td>1.09</td>
</tr>
<tr>
<td>DMC1</td>
<td>-0.24</td>
<td>-0.24</td>
<td>-0.01</td>
<td>0.54</td>
<td>0.77</td>
<td>0.63</td>
<td>0.86</td>
</tr>
<tr>
<td>ARID4B</td>
<td>-0.23</td>
<td>0.58</td>
<td>0.81</td>
<td>-0.19</td>
<td>0.04</td>
<td>-1.40</td>
<td>-1.17</td>
</tr>
<tr>
<td>TREX1</td>
<td>-0.23</td>
<td>-0.05</td>
<td>0.18</td>
<td>-0.04</td>
<td>0.19</td>
<td>0.34</td>
<td>0.57</td>
</tr>
<tr>
<td>HGD</td>
<td>-0.23</td>
<td>-0.41</td>
<td>-0.18</td>
<td>-0.99</td>
<td>-0.76</td>
<td>0.27</td>
<td>0.51</td>
</tr>
<tr>
<td>CFDP1</td>
<td>-0.22</td>
<td>0.84</td>
<td>1.06</td>
<td>-0.35</td>
<td>-0.13</td>
<td>0.42</td>
<td>0.64</td>
</tr>
<tr>
<td>MRE11A</td>
<td>-0.20</td>
<td>-0.05</td>
<td>0.15</td>
<td>-1.66</td>
<td>-1.46</td>
<td>-0.37</td>
<td>-0.17</td>
</tr>
<tr>
<td>ARID5B</td>
<td>-0.20</td>
<td>0.30</td>
<td>0.50</td>
<td>0.59</td>
<td>0.79</td>
<td>0.89</td>
<td>1.09</td>
</tr>
<tr>
<td>KDM6B</td>
<td>-0.19</td>
<td>0.50</td>
<td>0.69</td>
<td>-0.53</td>
<td>-0.34</td>
<td>0.15</td>
<td>0.34</td>
</tr>
<tr>
<td>FTO</td>
<td>-0.18</td>
<td>-0.28</td>
<td>-0.10</td>
<td>-0.44</td>
<td>-0.26</td>
<td>-1.37</td>
<td>-1.18</td>
</tr>
<tr>
<td>Gene</td>
<td>SMARCD1</td>
<td>JMJD4</td>
<td>SOD1</td>
<td>ORC5L</td>
<td>TDP1</td>
<td>RFC4</td>
<td>SMARCAL1</td>
</tr>
<tr>
<td>--------</td>
<td>---------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>----------</td>
</tr>
<tr>
<td></td>
<td>-0.18</td>
<td>-0.18</td>
<td>-0.17</td>
<td>-0.16</td>
<td>-0.16</td>
<td>-0.15</td>
<td>-0.15</td>
</tr>
<tr>
<td></td>
<td>-0.41</td>
<td>0.11</td>
<td>0.46</td>
<td>-0.05</td>
<td>0.68</td>
<td>-0.49</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>-0.23</td>
<td>0.29</td>
<td>0.63</td>
<td>0.12</td>
<td>0.84</td>
<td>-0.34</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>-0.82</td>
<td>-0.80</td>
<td>-0.04</td>
<td>0.24</td>
<td>0.57</td>
<td>-0.42</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>-0.63</td>
<td>-0.62</td>
<td>0.14</td>
<td>0.41</td>
<td>0.73</td>
<td>-0.27</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>0.26</td>
<td>-0.60</td>
<td>0.21</td>
<td>1.20</td>
<td>-0.87</td>
<td>0.34</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>0.44</td>
<td>-0.65</td>
<td>0.81</td>
<td>0.42</td>
<td>0.73</td>
<td>0.62</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>0.57</td>
<td>0.38</td>
<td>0.80</td>
<td>0.49</td>
<td>0.19</td>
<td>0.20</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>0.62</td>
<td>0.40</td>
<td>0.60</td>
<td>0.24</td>
<td>0.69</td>
<td>0.07</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gene</td>
<td>MAP2K2</td>
<td>RAD54L</td>
<td>PAICS</td>
<td>MMS19</td>
<td>HAAO</td>
<td>TRIM28</td>
<td>CCNB1</td>
</tr>
<tr>
<td>------------</td>
<td>--------</td>
<td>--------</td>
<td>-------</td>
<td>-------</td>
<td>------</td>
<td>--------</td>
<td>------</td>
</tr>
<tr>
<td>Value</td>
<td>0.06</td>
<td>0.06</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td>0.40</td>
<td>-0.63</td>
<td>-1.68</td>
<td>-0.13</td>
<td>-0.25</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>0.09</td>
<td>0.34</td>
<td>-0.70</td>
<td>-1.75</td>
<td>-0.20</td>
<td>-0.33</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>0.17</td>
<td>0.52</td>
<td>-0.21</td>
<td>-1.2</td>
<td>-0.36</td>
<td>-0.49</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>0.11</td>
<td>0.46</td>
<td>-1.03</td>
<td>-0.3</td>
<td>-1.77</td>
<td>-0.74</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>0.19</td>
<td>0.01</td>
<td>-0.15</td>
<td>-0.6</td>
<td>-0.74</td>
<td>-0.21</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>0.22</td>
<td>0.65</td>
<td>-0.42</td>
<td>-1.3</td>
<td>-0.32</td>
<td>-0.05</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>0.22</td>
<td>0.66</td>
<td>0.43</td>
<td>0.92</td>
<td>0.26</td>
<td>-0.48</td>
<td>0.92</td>
</tr>
<tr>
<td>Gene</td>
<td>Value 1</td>
<td>Value 2</td>
<td>Value 3</td>
<td>Value 4</td>
<td>Value 5</td>
<td>Value 6</td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td></td>
</tr>
<tr>
<td>TP53BP1</td>
<td>0.25</td>
<td>1.08</td>
<td>0.84</td>
<td>0.83</td>
<td>0.58</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>CUL4B</td>
<td>0.25</td>
<td>0.59</td>
<td>0.35</td>
<td>0.20</td>
<td>-0.04</td>
<td>0.31</td>
<td></td>
</tr>
<tr>
<td>BRD8</td>
<td>0.25</td>
<td>0.23</td>
<td>-0.03</td>
<td>0.08</td>
<td>-0.17</td>
<td>-0.39</td>
<td></td>
</tr>
<tr>
<td>ORC6L</td>
<td>0.25</td>
<td>-0.12</td>
<td>-0.38</td>
<td>-0.87</td>
<td>-1.12</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>TSTA3</td>
<td>0.25</td>
<td>-0.28</td>
<td>-0.53</td>
<td>-0.71</td>
<td>-0.96</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td>PLD1</td>
<td>0.25</td>
<td>-0.14</td>
<td>-0.39</td>
<td>-0.15</td>
<td>-0.40</td>
<td>-0.13</td>
<td></td>
</tr>
<tr>
<td>SETD7</td>
<td>0.26</td>
<td>0.18</td>
<td>-0.08</td>
<td>0.13</td>
<td>-0.13</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td>FANCL</td>
<td>0.26</td>
<td>0.50</td>
<td>0.24</td>
<td>0.96</td>
<td>0.70</td>
<td>0.28</td>
<td></td>
</tr>
<tr>
<td>ILF2</td>
<td>0.26</td>
<td>0.02</td>
<td>-0.24</td>
<td>-0.01</td>
<td>-0.27</td>
<td>-0.88</td>
<td></td>
</tr>
<tr>
<td>ASPHD1</td>
<td>0.26</td>
<td>-1.18</td>
<td>-1.44</td>
<td>-0.23</td>
<td>-0.49</td>
<td>-1.05</td>
<td></td>
</tr>
<tr>
<td>PALB2</td>
<td>0.28</td>
<td>-0.23</td>
<td>-0.51</td>
<td>0.46</td>
<td>0.18</td>
<td>-0.54</td>
<td></td>
</tr>
<tr>
<td>CHD1</td>
<td>0.29</td>
<td>-0.18</td>
<td>-0.47</td>
<td>0.41</td>
<td>0.12</td>
<td>-0.22</td>
<td></td>
</tr>
<tr>
<td>TP53</td>
<td>0.29</td>
<td>-0.12</td>
<td>-0.41</td>
<td>0.89</td>
<td>0.59</td>
<td>1.95</td>
<td></td>
</tr>
<tr>
<td>CHD9</td>
<td>0.29</td>
<td>0.19</td>
<td>-0.11</td>
<td>-0.11</td>
<td>-0.40</td>
<td>-0.79</td>
<td></td>
</tr>
<tr>
<td>RFX5</td>
<td>0.29</td>
<td>0.45</td>
<td>0.15</td>
<td>0.23</td>
<td>-0.06</td>
<td>-0.23</td>
<td></td>
</tr>
<tr>
<td>HDAC11</td>
<td>0.31</td>
<td>-0.86</td>
<td>-1.17</td>
<td>-0.82</td>
<td>-1.12</td>
<td>-0.44</td>
<td></td>
</tr>
<tr>
<td>HDAC1</td>
<td>0.31</td>
<td>-0.93</td>
<td>-1.24</td>
<td>0.93</td>
<td>0.62</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td>CCNE2</td>
<td>0.31</td>
<td>0.04</td>
<td>-0.27</td>
<td>-0.59</td>
<td>-0.90</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>SMARC1</td>
<td>0.32</td>
<td>0.62</td>
<td>0.31</td>
<td>0.94</td>
<td>0.63</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>CANX</td>
<td>0.34</td>
<td>0.42</td>
<td>0.08</td>
<td>0.54</td>
<td>0.20</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>ERC5</td>
<td>0.36</td>
<td>0.30</td>
<td>-0.06</td>
<td>0.41</td>
<td>0.05</td>
<td>1.03</td>
<td></td>
</tr>
<tr>
<td>MTHFD2</td>
<td>0.36</td>
<td>0.44</td>
<td>0.08</td>
<td>-0.01</td>
<td>-0.37</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>MECP2</td>
<td>0.37</td>
<td>-0.45</td>
<td>-0.82</td>
<td>0.00</td>
<td>-0.37</td>
<td>-0.76</td>
<td></td>
</tr>
<tr>
<td>NAPRT1</td>
<td>0.37</td>
<td>0.05</td>
<td>-0.32</td>
<td>0.87</td>
<td>0.50</td>
<td>1.18</td>
<td></td>
</tr>
<tr>
<td>CNB2</td>
<td>0.37</td>
<td>0.26</td>
<td>-0.11</td>
<td>0.32</td>
<td>-0.06</td>
<td>2.27</td>
<td></td>
</tr>
<tr>
<td>NONO</td>
<td>0.37</td>
<td>0.92</td>
<td>0.55</td>
<td>0.74</td>
<td>0.37</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td>DHX58</td>
<td>0.38</td>
<td>0.99</td>
<td>0.61</td>
<td>0.01</td>
<td>-0.36</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td>H2AFX</td>
<td>0.38</td>
<td>0.03</td>
<td>-0.35</td>
<td>1.04</td>
<td>0.66</td>
<td>-0.28</td>
<td></td>
</tr>
<tr>
<td>KDM4C</td>
<td>0.38</td>
<td>-0.08</td>
<td>-0.47</td>
<td>0.22</td>
<td>-0.16</td>
<td>-0.56</td>
<td></td>
</tr>
<tr>
<td>ARID4A</td>
<td>0.39</td>
<td>0.58</td>
<td>0.19</td>
<td>0.74</td>
<td>0.36</td>
<td>0.49</td>
<td></td>
</tr>
<tr>
<td>PMS1</td>
<td>0.39</td>
<td>-0.58</td>
<td>-0.98</td>
<td>-0.04</td>
<td>-0.43</td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td>RAD17</td>
<td>0.39</td>
<td>0.20</td>
<td>-0.19</td>
<td>-0.50</td>
<td>-0.90</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>SND1</td>
<td>0.40</td>
<td>0.34</td>
<td>-0.05</td>
<td>-0.33</td>
<td>-0.73</td>
<td>-0.91</td>
<td></td>
</tr>
<tr>
<td>ILK</td>
<td>0.40</td>
<td>-0.51</td>
<td>-0.91</td>
<td>0.41</td>
<td>0.01</td>
<td>-1.28</td>
<td></td>
</tr>
<tr>
<td>SHPRH</td>
<td>0.41</td>
<td>0.36</td>
<td>-0.04</td>
<td>0.23</td>
<td>-0.18</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>JMJD7</td>
<td>0.41</td>
<td>-0.87</td>
<td>-1.28</td>
<td>-0.76</td>
<td>-1.17</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>UBE2S</td>
<td>0.41</td>
<td>0.01</td>
<td>-0.40</td>
<td>-0.15</td>
<td>-0.56</td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td>ARID3B</td>
<td>0.43</td>
<td>0.45</td>
<td>0.02</td>
<td>0.47</td>
<td>0.04</td>
<td>0.56</td>
<td></td>
</tr>
<tr>
<td>RFX4</td>
<td>0.43</td>
<td>0.86</td>
<td>0.43</td>
<td>0.77</td>
<td>0.34</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>RFX2</td>
<td>0.43</td>
<td>0.49</td>
<td>0.06</td>
<td>0.15</td>
<td>-0.28</td>
<td>-0.27</td>
<td></td>
</tr>
<tr>
<td>SMC5</td>
<td>0.44</td>
<td>0.80</td>
<td>0.36</td>
<td>0.73</td>
<td>0.29</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td>MCM5</td>
<td>0.44</td>
<td>0.63</td>
<td>0.19</td>
<td>0.63</td>
<td>0.19</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>ADI1</td>
<td>0.44</td>
<td>1.36</td>
<td>0.91</td>
<td>1.22</td>
<td>0.78</td>
<td>0.31</td>
<td></td>
</tr>
<tr>
<td>POLE</td>
<td>0.45</td>
<td>0.68</td>
<td>0.23</td>
<td>0.46</td>
<td>0.01</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>Gene</td>
<td>0.45</td>
<td>0.03</td>
<td>-0.43</td>
<td>0.30</td>
<td>-0.15</td>
<td>0.24</td>
<td>-0.21</td>
</tr>
<tr>
<td>----------</td>
<td>------</td>
<td>------</td>
<td>--------</td>
<td>------</td>
<td>--------</td>
<td>------</td>
<td>--------</td>
</tr>
<tr>
<td>FOXO1</td>
<td>0.45</td>
<td>0.45</td>
<td>0.00</td>
<td>0.52</td>
<td>0.06</td>
<td>0.83</td>
<td>0.38</td>
</tr>
<tr>
<td>SMUG1</td>
<td>0.45</td>
<td>-0.52</td>
<td>-0.97</td>
<td>0.14</td>
<td>-0.31</td>
<td>-0.21</td>
<td>-0.67</td>
</tr>
<tr>
<td>MBD1</td>
<td>0.46</td>
<td>0.45</td>
<td>-0.02</td>
<td>0.20</td>
<td>-0.27</td>
<td>-0.39</td>
<td>-0.85</td>
</tr>
<tr>
<td>FEN1</td>
<td>0.47</td>
<td>0.83</td>
<td>0.36</td>
<td>1.34</td>
<td>0.87</td>
<td>1.09</td>
<td>0.62</td>
</tr>
<tr>
<td>KAT2B</td>
<td>0.48</td>
<td>0.04</td>
<td>-0.43</td>
<td>0.18</td>
<td>-0.30</td>
<td>0.40</td>
<td>-0.08</td>
</tr>
<tr>
<td>ATF4</td>
<td>0.48</td>
<td>0.81</td>
<td>0.33</td>
<td>0.52</td>
<td>0.04</td>
<td>0.45</td>
<td>-0.02</td>
</tr>
<tr>
<td>PMS2L3</td>
<td>0.48</td>
<td>0.21</td>
<td>-0.26</td>
<td>-0.04</td>
<td>-0.52</td>
<td>-0.25</td>
<td>-0.73</td>
</tr>
<tr>
<td>CHD3</td>
<td>0.48</td>
<td>0.88</td>
<td>0.40</td>
<td>0.59</td>
<td>0.11</td>
<td>1.03</td>
<td>0.55</td>
</tr>
<tr>
<td>MBD2</td>
<td>0.49</td>
<td>0.59</td>
<td>0.10</td>
<td>0.71</td>
<td>0.22</td>
<td>0.43</td>
<td>-0.05</td>
</tr>
<tr>
<td>RECQL</td>
<td>0.49</td>
<td>0.12</td>
<td>-0.37</td>
<td>0.69</td>
<td>0.20</td>
<td>0.74</td>
<td>0.25</td>
</tr>
<tr>
<td>SIRT1</td>
<td>0.49</td>
<td>1.13</td>
<td>0.64</td>
<td>0.77</td>
<td>0.28</td>
<td>0.69</td>
<td>0.20</td>
</tr>
<tr>
<td>MLLT3</td>
<td>0.49</td>
<td>0.63</td>
<td>0.14</td>
<td>0.58</td>
<td>0.09</td>
<td>0.52</td>
<td>0.02</td>
</tr>
<tr>
<td>FANCB</td>
<td>0.49</td>
<td>0.96</td>
<td>0.47</td>
<td>0.34</td>
<td>-0.15</td>
<td>1.15</td>
<td>0.66</td>
</tr>
<tr>
<td>FANCC</td>
<td>0.50</td>
<td>0.11</td>
<td>-0.39</td>
<td>0.17</td>
<td>-0.32</td>
<td>-0.55</td>
<td>-1.04</td>
</tr>
<tr>
<td>MUS81</td>
<td>0.52</td>
<td>0.67</td>
<td>0.15</td>
<td>0.48</td>
<td>-0.03</td>
<td>0.30</td>
<td>-0.22</td>
</tr>
<tr>
<td>KDM5A</td>
<td>0.52</td>
<td>0.53</td>
<td>0.01</td>
<td>0.49</td>
<td>-0.03</td>
<td>0.04</td>
<td>-0.48</td>
</tr>
<tr>
<td>GTF2H4</td>
<td>0.52</td>
<td>-0.48</td>
<td>-1.00</td>
<td>0.33</td>
<td>-0.19</td>
<td>-0.05</td>
<td>-0.57</td>
</tr>
<tr>
<td>INO80</td>
<td>0.52</td>
<td>0.61</td>
<td>0.09</td>
<td>0.77</td>
<td>0.25</td>
<td>0.78</td>
<td>0.26</td>
</tr>
<tr>
<td>JMJ1D1C</td>
<td>0.52</td>
<td>0.45</td>
<td>-0.07</td>
<td>0.48</td>
<td>-0.04</td>
<td>0.26</td>
<td>-0.27</td>
</tr>
<tr>
<td>RAD23B</td>
<td>0.53</td>
<td>-0.56</td>
<td>-1.09</td>
<td>0.53</td>
<td>0.01</td>
<td>-0.49</td>
<td>-1.02</td>
</tr>
<tr>
<td>RIF1</td>
<td>0.53</td>
<td>0.89</td>
<td>0.36</td>
<td>1.03</td>
<td>0.50</td>
<td>0.87</td>
<td>0.33</td>
</tr>
<tr>
<td>PSME2</td>
<td>0.53</td>
<td>0.46</td>
<td>-0.08</td>
<td>0.47</td>
<td>-0.06</td>
<td>0.25</td>
<td>-0.28</td>
</tr>
<tr>
<td>POLG</td>
<td>0.53</td>
<td>0.46</td>
<td>-0.07</td>
<td>0.32</td>
<td>-0.21</td>
<td>0.28</td>
<td>-0.26</td>
</tr>
<tr>
<td>KIAA0101</td>
<td>0.54</td>
<td>1.42</td>
<td>0.89</td>
<td>1.23</td>
<td>0.69</td>
<td>0.35</td>
<td>-0.18</td>
</tr>
<tr>
<td>MSH4</td>
<td>0.54</td>
<td>0.77</td>
<td>0.23</td>
<td>0.88</td>
<td>0.34</td>
<td>0.78</td>
<td>0.24</td>
</tr>
<tr>
<td>HELQ</td>
<td>0.54</td>
<td>1.34</td>
<td>0.79</td>
<td>0.59</td>
<td>0.05</td>
<td>0.46</td>
<td>-0.09</td>
</tr>
<tr>
<td>PLK3</td>
<td>0.55</td>
<td>0.86</td>
<td>0.32</td>
<td>0.72</td>
<td>0.17</td>
<td>1.89</td>
<td>1.34</td>
</tr>
<tr>
<td>TOP3B</td>
<td>0.55</td>
<td>0.36</td>
<td>-0.19</td>
<td>0.69</td>
<td>0.13</td>
<td>0.35</td>
<td>-0.20</td>
</tr>
<tr>
<td>PARP2</td>
<td>0.55</td>
<td>-0.51</td>
<td>-1.06</td>
<td>0.43</td>
<td>-0.13</td>
<td>-0.35</td>
<td>-0.91</td>
</tr>
<tr>
<td>TOPBP1</td>
<td>0.55</td>
<td>1.10</td>
<td>0.54</td>
<td>0.52</td>
<td>-0.04</td>
<td>0.92</td>
<td>0.37</td>
</tr>
<tr>
<td>RECQL5</td>
<td>0.56</td>
<td>0.42</td>
<td>-0.13</td>
<td>0.52</td>
<td>-0.04</td>
<td>1.26</td>
<td>0.70</td>
</tr>
<tr>
<td>NRAS</td>
<td>0.56</td>
<td>1.09</td>
<td>0.54</td>
<td>-0.29</td>
<td>-0.84</td>
<td>-0.44</td>
<td>-0.99</td>
</tr>
<tr>
<td>UBE2N</td>
<td>0.56</td>
<td>-0.31</td>
<td>-0.87</td>
<td>0.33</td>
<td>-0.23</td>
<td>0.56</td>
<td>-0.01</td>
</tr>
<tr>
<td>MPG</td>
<td>0.57</td>
<td>-0.55</td>
<td>-1.11</td>
<td>0.01</td>
<td>-0.56</td>
<td>-0.37</td>
<td>-0.94</td>
</tr>
<tr>
<td>BAZ2A</td>
<td>0.58</td>
<td>1.08</td>
<td>0.50</td>
<td>0.05</td>
<td>-0.54</td>
<td>1.15</td>
<td>0.56</td>
</tr>
<tr>
<td>HFM1</td>
<td>0.59</td>
<td>0.89</td>
<td>0.30</td>
<td>1.21</td>
<td>0.62</td>
<td>0.90</td>
<td>0.30</td>
</tr>
<tr>
<td>PDS5B</td>
<td>0.60</td>
<td>-0.53</td>
<td>-1.13</td>
<td>-0.69</td>
<td>-1.29</td>
<td>-1.29</td>
<td>-1.89</td>
</tr>
<tr>
<td>C9orf102</td>
<td>0.60</td>
<td>1.08</td>
<td>0.48</td>
<td>0.95</td>
<td>0.35</td>
<td>0.41</td>
<td>-0.19</td>
</tr>
<tr>
<td>AKT1</td>
<td>0.60</td>
<td>-0.56</td>
<td>-1.16</td>
<td>0.24</td>
<td>-0.36</td>
<td>-0.23</td>
<td>-0.83</td>
</tr>
<tr>
<td>MNAT1</td>
<td>0.61</td>
<td>0.46</td>
<td>-0.15</td>
<td>1.08</td>
<td>0.47</td>
<td>0.61</td>
<td>0.00</td>
</tr>
<tr>
<td>RAD23A</td>
<td>0.62</td>
<td>0.32</td>
<td>-0.30</td>
<td>1.36</td>
<td>0.73</td>
<td>0.30</td>
<td>-0.33</td>
</tr>
<tr>
<td>POLI</td>
<td>0.62</td>
<td>0.59</td>
<td>-0.04</td>
<td>0.91</td>
<td>0.28</td>
<td>0.64</td>
<td>0.01</td>
</tr>
<tr>
<td>PAFAH1B3</td>
<td>0.63</td>
<td>0.84</td>
<td>0.21</td>
<td>0.40</td>
<td>-0.23</td>
<td>0.70</td>
<td>0.07</td>
</tr>
<tr>
<td>Gene</td>
<td>Value 1</td>
<td>Value 2</td>
<td>Value 3</td>
<td>Value 4</td>
<td>Value 5</td>
<td>Value 6</td>
<td>Value 7</td>
</tr>
<tr>
<td>------------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>NUDT12</td>
<td>0.64</td>
<td>-0.19</td>
<td>-0.82</td>
<td>0.27</td>
<td>-0.36</td>
<td>-0.48</td>
<td>-1.11</td>
</tr>
<tr>
<td>MAD2L2</td>
<td>0.64</td>
<td>0.69</td>
<td>0.05</td>
<td>0.62</td>
<td>-0.02</td>
<td>0.85</td>
<td>0.21</td>
</tr>
<tr>
<td>FANCA</td>
<td>0.64</td>
<td>0.31</td>
<td>-0.33</td>
<td>1.23</td>
<td>0.59</td>
<td>1.04</td>
<td>0.40</td>
</tr>
<tr>
<td>BRD3</td>
<td>0.64</td>
<td>1.48</td>
<td>0.83</td>
<td>1.45</td>
<td>0.81</td>
<td>0.37</td>
<td>-0.27</td>
</tr>
<tr>
<td>ARID3A</td>
<td>0.64</td>
<td>0.01</td>
<td>-0.64</td>
<td>0.53</td>
<td>-0.12</td>
<td>0.02</td>
<td>-0.63</td>
</tr>
<tr>
<td>MRPS12</td>
<td>0.64</td>
<td>0.69</td>
<td>0.04</td>
<td>0.90</td>
<td>0.25</td>
<td>0.51</td>
<td>-0.13</td>
</tr>
<tr>
<td>KDM6A</td>
<td>0.65</td>
<td>0.68</td>
<td>0.03</td>
<td>1.14</td>
<td>0.48</td>
<td>1.33</td>
<td>0.68</td>
</tr>
<tr>
<td>PHH1</td>
<td>0.66</td>
<td>0.13</td>
<td>-0.52</td>
<td>0.90</td>
<td>0.24</td>
<td>0.22</td>
<td>-0.44</td>
</tr>
<tr>
<td>PRDX4</td>
<td>0.67</td>
<td>1.29</td>
<td>0.62</td>
<td>0.16</td>
<td>-0.50</td>
<td>0.34</td>
<td>-0.33</td>
</tr>
<tr>
<td>AKT2</td>
<td>0.67</td>
<td>-0.68</td>
<td>-1.35</td>
<td>-0.03</td>
<td>-0.69</td>
<td>-0.23</td>
<td>-0.90</td>
</tr>
<tr>
<td>KDM5C</td>
<td>0.67</td>
<td>2.29</td>
<td>1.62</td>
<td>1.63</td>
<td>0.95</td>
<td>0.55</td>
<td>-0.12</td>
</tr>
<tr>
<td>POLD1</td>
<td>0.67</td>
<td>0.40</td>
<td>-0.27</td>
<td>0.62</td>
<td>-0.06</td>
<td>-0.18</td>
<td>-0.85</td>
</tr>
<tr>
<td>ERCC8</td>
<td>0.68</td>
<td>1.55</td>
<td>0.87</td>
<td>1.13</td>
<td>0.45</td>
<td>1.75</td>
<td>1.07</td>
</tr>
<tr>
<td>TET3</td>
<td>0.68</td>
<td>1.14</td>
<td>0.46</td>
<td>1.23</td>
<td>0.55</td>
<td>0.99</td>
<td>0.31</td>
</tr>
<tr>
<td>KIN</td>
<td>0.68</td>
<td>0.71</td>
<td>0.03</td>
<td>1.22</td>
<td>0.54</td>
<td>0.90</td>
<td>0.22</td>
</tr>
<tr>
<td>MAPK1</td>
<td>0.68</td>
<td>0.90</td>
<td>0.21</td>
<td>0.72</td>
<td>0.04</td>
<td>0.15</td>
<td>-0.54</td>
</tr>
<tr>
<td>SMARCA2</td>
<td>0.69</td>
<td>1.05</td>
<td>0.36</td>
<td>0.91</td>
<td>0.21</td>
<td>1.04</td>
<td>0.35</td>
</tr>
<tr>
<td>KDM5B</td>
<td>0.70</td>
<td>1.46</td>
<td>0.76</td>
<td>0.86</td>
<td>0.16</td>
<td>1.13</td>
<td>0.43</td>
</tr>
<tr>
<td>TOP2B</td>
<td>0.70</td>
<td>0.23</td>
<td>-0.47</td>
<td>-0.15</td>
<td>-0.85</td>
<td>-0.23</td>
<td>-0.93</td>
</tr>
<tr>
<td>SOX4</td>
<td>0.71</td>
<td>1.34</td>
<td>0.63</td>
<td>1.23</td>
<td>0.52</td>
<td>1.45</td>
<td>0.74</td>
</tr>
<tr>
<td>RAD51C</td>
<td>0.71</td>
<td>0.90</td>
<td>0.18</td>
<td>0.74</td>
<td>0.03</td>
<td>0.56</td>
<td>-0.15</td>
</tr>
<tr>
<td>FOXO3</td>
<td>0.71</td>
<td>0.90</td>
<td>0.19</td>
<td>1.00</td>
<td>0.28</td>
<td>1.13</td>
<td>0.41</td>
</tr>
<tr>
<td>TRAF4</td>
<td>0.72</td>
<td>0.33</td>
<td>-0.39</td>
<td>0.07</td>
<td>-0.64</td>
<td>-0.24</td>
<td>-0.96</td>
</tr>
<tr>
<td>KDM4A</td>
<td>0.72</td>
<td>0.29</td>
<td>-0.43</td>
<td>0.11</td>
<td>-0.61</td>
<td>0.11</td>
<td>-0.61</td>
</tr>
<tr>
<td>KDM5D</td>
<td>0.72</td>
<td>1.12</td>
<td>0.40</td>
<td>0.82</td>
<td>0.10</td>
<td>0.67</td>
<td>-0.04</td>
</tr>
<tr>
<td>IGF1R</td>
<td>0.72</td>
<td>0.95</td>
<td>0.23</td>
<td>-1.03</td>
<td>-1.75</td>
<td>0.49</td>
<td>-0.23</td>
</tr>
<tr>
<td>NHEJ1</td>
<td>0.72</td>
<td>0.93</td>
<td>0.21</td>
<td>0.41</td>
<td>-0.32</td>
<td>1.04</td>
<td>0.31</td>
</tr>
<tr>
<td>CCNB3</td>
<td>0.73</td>
<td>1.14</td>
<td>0.42</td>
<td>0.40</td>
<td>-0.33</td>
<td>0.91</td>
<td>0.19</td>
</tr>
<tr>
<td>ALKBH5</td>
<td>0.74</td>
<td>0.50</td>
<td>-0.24</td>
<td>0.62</td>
<td>-0.11</td>
<td>0.89</td>
<td>0.15</td>
</tr>
<tr>
<td>PDS5A</td>
<td>0.75</td>
<td>0.36</td>
<td>-0.38</td>
<td>1.03</td>
<td>0.29</td>
<td>0.75</td>
<td>0.00</td>
</tr>
<tr>
<td>PTEN</td>
<td>0.75</td>
<td>0.82</td>
<td>0.06</td>
<td>0.89</td>
<td>0.13</td>
<td>0.47</td>
<td>-0.28</td>
</tr>
<tr>
<td>TLK1</td>
<td>0.76</td>
<td>0.45</td>
<td>-0.31</td>
<td>0.67</td>
<td>-0.09</td>
<td>0.61</td>
<td>-0.15</td>
</tr>
<tr>
<td>UNG</td>
<td>0.76</td>
<td>0.83</td>
<td>0.07</td>
<td>1.65</td>
<td>0.89</td>
<td>0.20</td>
<td>-0.56</td>
</tr>
<tr>
<td>HDAC10</td>
<td>0.79</td>
<td>1.10</td>
<td>0.31</td>
<td>0.08</td>
<td>-0.71</td>
<td>0.42</td>
<td>-0.37</td>
</tr>
<tr>
<td>ORC2L</td>
<td>0.79</td>
<td>1.86</td>
<td>1.07</td>
<td>0.88</td>
<td>0.09</td>
<td>0.81</td>
<td>0.01</td>
</tr>
<tr>
<td>BAZ1A</td>
<td>0.80</td>
<td>0.53</td>
<td>-0.26</td>
<td>0.62</td>
<td>-0.18</td>
<td>0.15</td>
<td>-0.65</td>
</tr>
<tr>
<td>APTX</td>
<td>0.80</td>
<td>0.99</td>
<td>0.19</td>
<td>0.93</td>
<td>0.13</td>
<td>0.59</td>
<td>-0.21</td>
</tr>
<tr>
<td>SMARCD3</td>
<td>0.80</td>
<td>1.16</td>
<td>0.36</td>
<td>0.92</td>
<td>0.12</td>
<td>1.35</td>
<td>0.55</td>
</tr>
<tr>
<td>MCM4</td>
<td>0.81</td>
<td>0.67</td>
<td>-0.14</td>
<td>1.09</td>
<td>0.28</td>
<td>-0.03</td>
<td>-0.84</td>
</tr>
<tr>
<td>PMS2</td>
<td>0.81</td>
<td>1.14</td>
<td>0.32</td>
<td>1.01</td>
<td>0.19</td>
<td>0.66</td>
<td>-0.16</td>
</tr>
<tr>
<td>CCND1</td>
<td>0.81</td>
<td>0.20</td>
<td>-0.62</td>
<td>-0.14</td>
<td>-0.95</td>
<td>-0.53</td>
<td>-1.34</td>
</tr>
<tr>
<td>RAD50</td>
<td>0.81</td>
<td>0.53</td>
<td>-0.29</td>
<td>0.57</td>
<td>-0.24</td>
<td>0.41</td>
<td>-0.41</td>
</tr>
<tr>
<td>NUDT22</td>
<td>0.82</td>
<td>1.10</td>
<td>0.28</td>
<td>1.00</td>
<td>0.18</td>
<td>1.18</td>
<td>0.36</td>
</tr>
<tr>
<td>RBBP8</td>
<td>0.83</td>
<td>0.31</td>
<td>-0.52</td>
<td>0.89</td>
<td>0.07</td>
<td>0.37</td>
<td>-0.46</td>
</tr>
<tr>
<td>Gene</td>
<td>EME1</td>
<td>POLQ</td>
<td>RFX3</td>
<td>ABL1</td>
<td>BRI1P</td>
<td>CBX3</td>
<td>TET1</td>
</tr>
<tr>
<td>--------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>-------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td></td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>1.17</td>
<td>0.86</td>
<td>0.80</td>
<td>-0.60</td>
<td>0.74</td>
<td>1.07</td>
<td>0.51</td>
</tr>
<tr>
<td>Gene</td>
<td>Expression</td>
<td>Fold Change</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
<td>-------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H2AFZ</td>
<td>1.00</td>
<td>-0.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOP2A</td>
<td>1.00</td>
<td>-0.48</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALKBH3</td>
<td>1.01</td>
<td>-0.77</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMARCA4</td>
<td>1.01</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UBE2V2</td>
<td>1.02</td>
<td>-0.58</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PPP1R14C</td>
<td>1.02</td>
<td>-0.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PPARG</td>
<td>1.02</td>
<td>-1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TINF2</td>
<td>1.02</td>
<td>-1.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XRCC2</td>
<td>1.03</td>
<td>0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RAD54L2</td>
<td>1.04</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KDELR2</td>
<td>1.05</td>
<td>-0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>POLB</td>
<td>1.06</td>
<td>-0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PNKP</td>
<td>1.06</td>
<td>0.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PARP1</td>
<td>1.06</td>
<td>-0.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CITED4</td>
<td>1.07</td>
<td>0.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FANC D2</td>
<td>1.07</td>
<td>-0.38</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BRD7</td>
<td>1.08</td>
<td>-2.43</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TGF1</td>
<td>1.09</td>
<td>-0.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XPC</td>
<td>1.09</td>
<td>-0.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NUDT9</td>
<td>1.10</td>
<td>-0.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACLY</td>
<td>1.11</td>
<td>-0.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMARC B1</td>
<td>1.12</td>
<td>-0.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NUDT11</td>
<td>1.12</td>
<td>-1.34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUPV3 L1</td>
<td>1.12</td>
<td>-0.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSPBAP1</td>
<td>1.13</td>
<td>-0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAD1L1</td>
<td>1.13</td>
<td>-0.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TAL1</td>
<td>1.13</td>
<td>-0.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUZ12</td>
<td>1.14</td>
<td>-0.66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UBE2B</td>
<td>1.15</td>
<td>-2.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DCLRE1A</td>
<td>1.15</td>
<td>-0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RFX1</td>
<td>1.16</td>
<td>-0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUV39H 1</td>
<td>1.16</td>
<td>-0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CETN2</td>
<td>1.16</td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MCM6</td>
<td>1.17</td>
<td>0.21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BRD1</td>
<td>1.18</td>
<td>0.42</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PIR</td>
<td>1.19</td>
<td>0.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUV39H 2</td>
<td>1.19</td>
<td>-0.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CUL4A</td>
<td>1.19</td>
<td>-0.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDYL</td>
<td>1.20</td>
<td>0.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LDHA</td>
<td>1.20</td>
<td>-0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BRD9</td>
<td>1.21</td>
<td>-0.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSC1</td>
<td>1.21</td>
<td>-1.40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>REV1</td>
<td>1.23</td>
<td>-1.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JARID2</td>
<td>1.23</td>
<td>0.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Gene</th>
<th>Fold Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>HP1BP3</td>
<td>-1.92</td>
</tr>
<tr>
<td>RAD54B</td>
<td>-0.12</td>
</tr>
<tr>
<td>TP73</td>
<td>-0.43</td>
</tr>
<tr>
<td>RAD54B</td>
<td>-0.44</td>
</tr>
<tr>
<td>HP1BP3</td>
<td>-0.44</td>
</tr>
</tbody>
</table>
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