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This thesis is concerned with how the physical properties of transition metal oxides change due to chemical substitution or intercalation. Experiments using the muon-spin relaxation and rotation ($\mu$SR) techniques were carried out at the ISIS Facility (UK) and the Paul Scherrer Institute (CH). In conjunction with the $\mu$SR results, the results of heat capacity and magnetic susceptibility experiments are used to provide complementary information on the same samples.

Investigations of the properties of the layered triangular lattice magnets NaNiO$_2$ and LiNiO$_2$ are presented. For NaNiO$_2$, all three experimental techniques are used to provide a full survey of the thermodynamic and magnetic properties of this compound. For LiNiO$_2$, $\mu$SR studies of notionally stoichiometric and Mg-doped samples were carried out. These showed that Mg doping causes a significant change in the magnetic dynamics of the material, but neither sample exhibits long-range magnetic order.

The magnetic ordering of the extensively studied perovskite compounds LaTiO$_3$ and YTiO$_3$ is investigated using $\mu$SR. The results were in agreement with previous neutron diffraction studies of the two compounds, but clarified the orientation of the magnetic moments in LaTiO$_3$. It was also possible to make a detailed comparison between the $\mu$SR results and those of dipole field calculations of the magnetic field at possible muon stopping sites, allowing these to be deduced and compared with results in other well characterized transition metal oxides.

The two titanium chain compounds NaTiSi$_2$O$_6$ and TiOCl exhibit spin gap formation at unusually high temperatures due to unconventional dimerization mechanisms. A model allowing the comparison of X-ray diffraction data, dimerization, and the magnitude of the spin gap is proposed. This is tested against both magnetic susceptibility and $\mu$SR data for both compounds. For NaTiSi$_2$O$_6$ both experimental techniques are in reasonable agreement, whereas in TiOCl the results are conclusively different. The origin of this disparity in TiOCl is explored.

The intercalation of organic chain molecules into Bi based high-temperature superconductors has previously been demonstrated to extend the interlayer spacing by a factor of up to three without changing the superconducting transition temperature. $\mu$SR is used to investigate the London penetration depth, as a function of interlayer spacing, of two series of such samples. The results show a simple trend corresponding to a constant density of superconducting electron pairs in each layer. The consequences of this result are discussed in the context of previously identified scaling relations between superconducting parameters. Results of experiments excluding the possibility of magnetic order and muon-organic radical formation in these samples are presented, as well a preliminary study of the field distributions in a mosaic of intercalated crystallites.
For my family
For unlike the nuclear or elementary particle physicist, we know what our particles are, and what are the forces between them, but we must use all our intelligence and insight to understand the consequences of this interaction.

D. Pines, Elementary Excitations in Solids

The principle of science, the definition, almost, is the following: The test of all knowledge is experiment. Experiment is the sole judge of scientific “truth.”

R. P. Feynman, The Feynman Lectures on Physics, Volume 1
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Chapter 1

Introduction

1.1 Introductory remarks

Condensed matter physics may be considered the study of collections of atoms which exhibit some form of order, such that it can be described in terms of an order parameter. Examples of these include the crystallization of a material into a regular structure, the nematic order observed in liquid crystals, or superfluidity in liquid helium [Chai95, Kitt96]. Experimentally, the aim is to measure the order parameter associated with the phenomenon in question, characterize transitions between phases with different order parameters or from order to disorder, or investigate fluctuations within the system, while controlling the material by changing thermodynamic variables such as temperature or volume. These properties can often be predicted theoretically, since condensed matter phenomena provide examples of both single particle and many body problems, and provide an opportunity to experimentally probe theories, which is not always true in other areas of theoretical physics [Pine63, Ande84]. The combination of condensed matter physics, chemistry, and materials science has also led to technological applications, examples being magnetic information storage or medical MRI scanners. These examples also demonstrate the success of combining these approaches in magnetism and superconductivity - two active areas of experimental, theoretical, and technological research.

Since the physical properties of solid and liquid phases are largely governed by the interactions of electrons, particularly true in the cases of magnetism and superconductivity, investigating these properties requires techniques that probe the collective behaviour of electrons. Heat capacity measurements provide a direct
probe of the entropy of a material, and a window into how the thermally available states change as a function of thermodynamic variables such as temperature, magnetic field, or pressure [Whit79]. Magnetic susceptibility is another approach to measuring the bulk properties of a magnetic or superconducting system, and another response function that can be predicted theoretically [Blun01]. As well as thermodynamic and magnetic measurements, fundamental particles have long been used to study solids, and more recently liquids and colloids. Both X-rays and neutrons are well established as probes of the atomic structure of materials, and, in addition, their magnetic properties [Squi78, Love84, Balc89, AlsN01]. Both of these techniques give information about the bulk properties of the system being studied, and this can be a significant limit to the information that can be discovered about systems which have a mixture of phases or do not possess long-range order. In such situations, local probes that can investigate materials on an atomic scale are needed.

The use of the muon, heavier counterpart to the electron, as a local probe in investigations of solids be traced back as far as the experiments made by Garwin et al. [Garw57], looking for parity violation in muon decay. With the advent of meson factories, such as TRIUMF in Vancouver and PSI near Zürich, sufficient quantities of muons became available to allow new information about materials to be deduced. This technique is now known as $\mu$SR (muon-spin-rotation/relaxation/resonance), since the experiment is similar to Nuclear Magnetic Resonance [Abra61, Hore95] or Electron Spin Resonance [Abr70]. $\mu$SR has primarily been used in the fields of magnetism and superconductivity because the large magnetic moment of the muon allows sensitive measurements of magnetic fields, with or without the application of an external field. I will go on to discuss this form of experiment in far more detail in section 2.2.

Examples of the uses of $\mu$SR include the detection of magnetic order in almost one-dimensional magnetic chains [Lanc06]; demonstrating that a magnetic field spontaneously appears below the superconducting transition temperature in Sr$_2$RuO$_4$, breaking time-reversal symmetry [Luke98]; and finding trends in high temperature superconductors that may give an indication of the so far unidentified origin of superconductivity in these materials [Uemu89, Uemu91, Prat05].

Combining these different techniques offers the possibility of probing the physical properties of materials on different timescales and length scales, gaining information from each technique that cannot be obtained from others. This com-
plementarity is an approach I exploit at several points within this thesis.

Transition metal oxides [Cox92, Rao98] have long been the subject of human interest and enquiry, examples being the optical properties of gemstones such as ruby or emerald, or the magnetic properties of lodestone. Because this class of materials encompasses a great chemical variety, its members exhibit most of the electronic phases available to solid matter. This allows all the degrees of freedom accessible to correlated electrons to be investigated: spin, charge, and orbital interactions all contribute to the physical properties of these materials. The chemical variety also allows the effect of substitution, disorder, and doping to be probed in a controlled manner. This can be seen in the Colossal Magneto-Resistance compounds [Rami97] or the superconducting analogues of La$_2$CuO$_4$ [Bedn86]. We can also see analogues of other physical systems in transition metal oxides: spins obeying Pauling’s ice rules in pyrochlores [Snyd01] or the nematic electronic phase encountered in Sr$_3$Ru$_2$O$_7$ [Borz07]. In this thesis I investigate some examples of transition metal oxide systems where the physical properties are changed by controlled chemical alteration.

1.2 Plan of the thesis

This thesis covers three principle topics within magnetism and superconductivity, magnetic order, spin gap formation in spin chains, and the effect of changing layer spacing on a high temperature superconductor. These are all investigated using different forms of the $\mu$SR technique, and information from other experimental techniques is included as appropriate. While exhibiting a diverse range of physical properties, these materials all share the property of being spin-1/2 transition metal oxides. Beyond this, we see the effects of changing the effective dimensionality of magnetically ordered systems and the contrast in the properties of Ti$^{3+}$ ions arranged in chains rather than in a more isotropic structure. Together, these represent a demonstration of the broad applicability of the $\mu$SR technique, and also show some of its limits.

The plan of this thesis is as follows:

- In Chapter 2, I explain the methodology of the $\mu$SR, magnetic susceptibility, and heat capacity measurements used to obtain the experimental results discussed in subsequent chapters, and give some illustrative examples of
data recorded using each technique.

• Chapter 3 considers layered triangular-lattice magnets of general formula $X\text{NiO}_2$, comprising a study of the thermodynamic and magnetic properties of the $A$-type antiferromagnet $\text{NaNiO}_2$ and a $\mu$SR study of the sister compound $\text{LiNiO}_2$, including an investigation of the effects of doping this compound with Mg. In these compounds we see the effect of changing ionic radius and its influence on the chemical disorder in the material.

• In Chapter 4, I present the results of a $\mu$SR investigation of the magnetic properties of the orthorhombic perovskite compounds $\text{LaTiO}_3$ and $\text{YTiO}_3$, together with calculations deriving the expected results from the results of previous neutron diffraction measurements. While they have a similar structure, the magnetic properties are dramatically altered by the different radii of the La and Y ions.

• Chapter 5 considers the effect of dimerization on the magnetic properties of two spin-1/2 Ti$^{3+}$ chain compounds, $\text{NaTiSi}_2\text{O}_6$ and $\text{TiOCl}$, where the dimerization processes are rather unusual. A model relating the structural dimerization to the magnetic properties is developed and tested against magnetic susceptibility and $\mu$SR results.

• Finally, Chapter 6 reports the results of a systematic study of the effect on the properties of cuprate superconductors of changing their layer spacing by the intercalation of organic molecules. The possibility of magnetic order or muonic radical formation is tested, superfluid densities for each sample are extracted, and the results are put in the context of scaling relations between superconducting parameters, allowing straightforward comparison with literature data on a wide range of superconducting materials.

The lists of references for all the chapters and a list of publications are at the end of this thesis.
Chapter 2

Experimental methods
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2.1 Introduction

In this chapter I introduce the experimental techniques used in the rest of this thesis. This is done through an explanation of the principles underlying each type of experiment, a description of the experimental apparatus and methodology, and examples of the form of the results. The techniques used here can be separated into the microscopic technique of $\mu$SR, which investigates the environment local to an implanted muon, and the bulk techniques of magnetic susceptibility and heat capacity measurements, where the signal is determined by the response of the whole sample to an external stimulus. Since $\mu$SR is the primary technique used in this thesis, I begin with a description of $\mu$SR in section 2.2. Further information about some of the samples used for $\mu$SR experiments was obtained using magnetic susceptibility and heat capacity measurements, and these are described in sections 2.3 and 2.4 respectively.

2.2 $\mu$SR

Studying the precession of muon spins within solids can be considered to have started about fifty years ago with the experiments of Garwin et al. looking for parity violation in the muon decay [Garw57]. Such experiments, examining the physical properties of muons continue to this day and still provide information that challenges theoretical models of particle physics [Jami06, Chit07]. Using muons to investigate the properties of the material they are implanted into is somewhat more recent, and about thirty years ago Yamazaki, Nagamine, Crowe, and Brewer coined the adjective $\mu$SR (Muon Spin Rotation, Relaxation, and Resonance) to describe the general technique, drawing on the analogy between these methods and those of techniques such as Nuclear Magnetic Resonance (NMR) and Electron Spin Resonance (ESR) [Brew94]. That the R in $\mu$SR needed to remain ambiguous highlights the variety of experimental methods that can be employed using muons, investigating topics in solid state physics, chemistry, soft condensed matter, and even biophysics [Naga03].

That muons are useful in investigating these subjects is determined by the physical properties of the muon, given in Table 2.1. Firstly, the particle physics leading to muon production by proton spallation leads to an almost ideally spin polarized beam of muons (processes 2.1 & 2.2), the short pion lifetime also being...
### Table 2.1: The properties of muons. Data taken from Refs [Part06, Chit07].

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass $m_\mu$</td>
<td>$105.658369(9) \text{ MeV}/c^2$</td>
</tr>
<tr>
<td></td>
<td>$= 206.7683 \text{ m}_e$</td>
</tr>
<tr>
<td></td>
<td>$\approx 1/9 \text{ m}_p$</td>
</tr>
<tr>
<td>Charge</td>
<td>$\pm e$</td>
</tr>
<tr>
<td>Spin</td>
<td>$1/2$</td>
</tr>
<tr>
<td>Magnetic moment $\mu$</td>
<td>$1.0011659208(9)e\hbar/2m_\mu$</td>
</tr>
<tr>
<td>Lifetime</td>
<td>$2.197019(21) \mu\text{s}$</td>
</tr>
</tbody>
</table>

an advantage for a pulsed muon source. Secondly, the muon decay preferentially emits the positron along the direction of the muon spin at the moment of decay (process 2.3). These two facts allow information about how the orientation of the muon spin has changed while it is in the sample to be extracted, underpinning the technique. For positive muons the relevant particle physics processes are:

$$p + p \rightarrow \pi^+ + p + n, \quad \text{or} \quad p + n \rightarrow \pi^+ + n + n,$$  \hspace{1cm} (2.1)

$$\pi^+ \rightarrow \mu^+ + \nu_\mu,$$  \hspace{1cm} (2.2)

$$\mu^+ \rightarrow e^+ + \nu_e + \bar{\nu}_\mu.$$  \hspace{1cm} (2.3)

Other quantities favourable for the $\mu$SR technique are:

- The lifetime of $2.2 \mu\text{s}$ is long compared with many condensed matter processes, and allows timescales around $10^{-12}-10^{-4}$ s, intermediate between those investigated by NMR ($10^2-10^{-5}$ s) or ac susceptibility measurements ($1-10^{-4}$ s) and neutron scattering ($<10^{-9}$ s), to be investigated [Sche85].

- The gyromagnetic ratio $\gamma_\mu/2\pi = 135.55342 \text{ MHzT}^{-1}$, proportional to the magnetic moment, is intermediate between those of electrons and nuclei, meaning the technique is sensitive to magnetic fields as small as $\sim 10^{-5}$ T.

- The spin-1/2 nature of the muon means that quadrupolar coupling to its environment does not occur, which can complicate NMR experiments.

More detailed general descriptions of the $\mu$SR technique are given in books by Schenck [Sche85], the contributors to the 1991 Scottish Universities Summer School in Physics [Lee99], and Nagamine [Naga03], and in review articles by, among others, Cox [Cox87], Dalmas de Reotier [Dalm97], and Blundell [Blum99].
2. Experimental methods

I now go on to describe the specific details of the muon techniques required for the experiments described in this thesis. These may be conveniently grouped into three varieties: zero-field (ZF) experiments, longitudinal-field (LF) experiments where a magnetic field is applied parallel to the initial muon spin orientation, and transverse-field (TF) experiments where the applied magnetic field is perpendicular to the initial muon spin orientation. Before coming to the specifics of these experiments, however, I outline the process by which muons are produced and are implanted into the sample, and the general method of a $\mu$SR experiment.

Muon production through the processes 2.1 and 2.2 requires a source of protons with an energy above around 500 MeV. The proton beam is incident on a stationary target of a light element, typically graphite, and pions are produced. If only positive muons of relatively low momentum are required the pions decaying at rest within the target produce ‘surface muons’. This approach is used, for example, at the ISIS Pulsed Muon Facility. If both positive and negative muons are required then the pions produced are allowed to decay in flight, leading to higher momenta muons suitable for applied pressure experiments where a longer stopping range is required. This produces what are referred to as ‘decay muons’, and is used at the RIKEN-RAL facility, among others. Pions also decay into positrons, with a smaller branching ratio, and these and any other charged particles need to be removed from the beam of muons before it reaches the sample. This can be achieved using beam steering and the charged particle contamination can be reduced significantly. Positive muons produced by the process 2.2 have their spins antiparallel to their direction of travel (due to neutrino helicity conservation) and for certain experiments it is desirable to change this (e.g. more favourable magnet orientation). This is done using a spin rotator, which consists of electric and magnetic fields aligned perpendicular to each other and to the muon direction of travel. This approach can rotate the muon spin by 90° [Eato09]. The beam of muons arrives in the sample and stops within $\sim 1$ ns, and has a typical stopping range of 0.11 g/cm$^2$ for surface muons [Eato09] or 0.13 g/cm$^2$ for decay muons at PSI [Amat06].

Schematic descriptions of $\mu$SR experiments are shown in Figure 2.1. The experimental clock starts at continuous muon sources when the muons pass a trigger detector and at pulsed muon sources a signal from the particle accelerator is used as the start time. Useful data cannot be extracted until a short time after the start time, details of which will be discussed below. The muon interacts in
some way with its environment until it decays. The positron emitted according to process 2.3 is most likely to be emitted along the instantaneous direction of the muon spin at the time of the decay, with an angular distribution about the spin orientation of:

\[ N(\theta) = N_0 (1 + a \cos \theta), \quad (2.4) \]

where \( a = 1 \) for the maximum possible emitted positron energy of 52.83 MeV/c and averages to 1/3 considering all positron energies. The positron is counted by a scintillating detector and the light emitted from the scintillator is recorded using a photomultiplier tube, stopping the experimental clock. Recording the decays of many muons, typically \( 10^7 \) per experimental step, allows a picture of the time evolution of the muon spin to be built up.

To gain any information from the muons decaying in the sample we need to be able to determine how their spin polarization changes as a function of time. The simplest apparatus one could consider for such a time-differential \( \mu \)SR experiment consists of two detectors placed on opposite sides of the sample. To get this information we define an asymmetry, \( A(t) \), between the count rates \( N_F(t) \) and
$N_B(t)$ in the two detectors [F(orward) and B(ackward)] as:

$$A(t) = \frac{N_F(t) - \alpha N_B(t)}{N_F(t) + \alpha N_B(t)},$$

(2.5)

where $\alpha$ is a parameter describing the inequivalency of the two detectors. In reality, corrections for background counts and deadtimes in each detector are made as described below. If our hypothetical detectors are arranged symmetrically around the muon decay position, as depicted in Figure 2.1(b), we would expect an asymmetry in the number of muons counted in the forward and backward detectors of 1/3, if the polarization is ideally maintained, this being the energy averaged asymmetry in equation 2.4. In reality, the detectors are not ideally symmetric about the sample position and are likely to have some difference in their count rate, such as different solid angle coverage. This means that we need to determine the parameter $\alpha$ experimentally. $\alpha$ is determined by measuring a sample in its paramagnetic phase in a weak transverse field, typically 20 or 50 G (2 or 5 mT). The form of the data obtained is shown in Figure 2.3(a), with a TF data set obtained on a sample of CoGly [Prat07]. The data from the two opposing detectors are added together bin by bin with a variable scaling factor depending only on $\alpha$, and the correct value of $\alpha$ is obtained by ensuring that the cancellation between the counts in the opposing detectors is exact and independent of time.

Several different $\mu$SR spectrometers were used in the course of this thesis, MuSR and EMU at the ISIS pulsed muon facility, and ARGUS at RIKEN-RAL, both situated at the Rutherford Appleton Laboratory, United Kingdom, and GPS and DOLLY at the Paul Scherrer Institute (PSI), Switzerland. Since the majority of the data presented below was recorded on the MuSR, GPS, and DOLLY spectrometers, and DOLLY is a clone of GPS, I will only describe MuSR and GPS here. Figure 2.2 shows both spectrometers in panels (a) and (b) respectively.

While the experiments done in these spectrometers are essentially the same and they have similar capabilities, the differences between the pulsed muon source at ISIS and the continuous source at PSI necessitate certain differences in the setup of the spectrometers. At ISIS the proton accelerator is a synchrotron that produces a double pulse of protons (FWHM = 70 ns, separation = 330 ns) fifty times per second [Eato99]. Using a kicker the two pulses are separated and the pulse is also sliced before the muons reach MuSR. Around 4000 muons arrive at the spectrometer in each pulse and because detectors have a finite ‘dead time’
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between being able to detect positrons, the detector array is highly segmented into 64 elements so each detector covers a smaller solid angle and therefore counts fewer positrons. Having muons arriving in pulses allows a much higher count rate for the experiment, but the width of the pulse provides a limit to the muon precession frequencies or relaxation rate ($\sim 10$ MHz) that can be measured [MuSRWeb]. Cryostats are interchangeable and those used will be described as appropriate. At PSI the proton accelerator is a cyclotron and supplies a continuous beam of protons. Muons arrive at the apparatus about once every 10 $\mu$s. There should therefore be only one muon in the apparatus at any given time, controlled by the Muons On REquest system that prevents a second muon entering the spectrometer until the first muon has decayed [ABEL99, Amat06]. This limits the rate available but the time resolution is only limited by the detector electronics, to around 1 ns. This is sufficient for measurements on almost all transition metal oxide compounds. With only one muon in the sample at any time, GPS needs only five separate detectors, to allow for both LF and TF geometries, and magnetic fields up to 0.6 T can be applied [GPSWeb]. GPS has a fixed $^4$He flow cryostat that operates between room temperature and 1.8 K.

That the experimental clock for a $\mu$SR experiment starts slightly before the muons enter the sample can be used to advantage. Before the muon or pulse of

Figure 2.2: (a) The MuSR spectrometer at ISIS [Hill05]. ZF & LF experiments have the muon beam arriving from the top left of the figure, TF experiments involve rotating the apparatus so the beam arrives from the top right. The CCR cryostat is inserted from the side, other cryostats are inserted from the top. The two rings of photomultiplier tubes and light guides leading from the scintillating detectors are visible. (b) The GPS spectrometer at PSI [Amat06]. The beam enters from the right hand side and the flow cryostat used is fixed to the side port shown. Experimental magnets are seen around the sample space in the centre of the spectrometer.
muons arrive the only contribution to the counts in each detector will be from the positron background. This is found to be approximately constant in time (small at pulsed sources) and can be used as the background count rate, when producing corrected count rates to use in equation 2.5. When muons arrive in the sample the count rate rises to a maximum. The midpoint of this rise, which lasts for approximately the pulse width (zero at a continuous source such as PSI), is used to define the zero of time for the experiment, $t_0$. The maximum constitutes the earliest useful data point, $t_{\text{good}}$. These values are generally known from calibration runs, although they can be fitted from the raw data. Because detectors have a ‘dead time’ after detecting a positron of $\tau_d \sim 10$ ns, the relaxation of muon spins in a substance, such as Ag, which does not depolarize them significantly will be non-exponential. Making high statistics calibration runs on Ag mounted in the sample position allows this effect to be measured and appropriate corrections to the count rate. The true count $r$ varies with the observed count rate $r_{\text{ob}}$ as:

$$r = \frac{r_{\text{ob}}}{(1 - r_{\text{ob}}\tau_d)}, \quad (2.6)$$

and this correction has been included in all the data sets recorded at pulsed muon sources presented in this thesis.

Figure 2.3: (a) Transverse field data from a TF50 run on CoGly [Prat07]. Variable length time bins have been used to correct for the poorer counting statistics at longer times. (b) Zero-field data recorded for AgNiO$_2$. After Ref. [Lanc08]
Examples of the raw data are shown in Figure 2.3. Panel (a) shows a weak transverse field run recorded to determine the $\alpha$ parameter in CoGly [Prat07], and panel (b) shows two data sets recorded for AgNiO$_2$, discussed in Chapter 3. The former shows the weak exponential relaxation of the precessing signal observed in a typical paramagnetic material when a weak magnetic field is applied perpendicular to the initial muon spin orientation, and the importance of determining $\alpha$. The zero-field data shows the difference between the signals observed in the paramagnetic phase above $T_N$ and the magnetically ordered phase below $T_N$. AgNiO$_2$ is particularly interesting because six distinct precession frequencies are observed below $T_N$, pointing to a complex magnetic structure.

The analysis of muon data considered within this thesis was carried out using the WiMDA program written by Dr F. L. Pratt, versions 1.158-1.181 [Prat00].

An important issue concerning a $\mu$SR experiment is the question of where the implanted muon comes to rest within the sample. This is particularly true in the studies of ordered magnetic systems, since the local field at the muon site could depend strongly on the location of the muon relative to the magnetic moments. Naively, one would expect the positive muon to implant at sites of the greatest electronegativity, such as near negative fluoride or oxygen ions. In the case of fluoride compounds this can lead to $F^-\mu^+$-$F$ states and quantitative analysis of the characteristic signal arising from this process can be used to gain considerable information about the muon site [Brew86, Lanc07]. In oxides, such as those considered in this thesis, the muon remains in a diamagnetic state and far less information can be obtained from the signal above the magnetic ordering transition. Instead, the dipolar fields $B_{\text{dip}}$ arising from the alignment of the magnetic ions, which dominate the local field at the muon site, can be calculated for possible magnetic structures. This is done by calculating, over around $10^4$ unit cells, the function:

$$B_{\text{dip}}(r_\mu) = \frac{\mu_0}{4\pi} \sum_i \frac{3(\mu_i \cdot \hat{n}_i)\hat{n}_i - \mu_i}{|r_\mu - r_i|^3}, \quad (2.7)$$

where $r_\mu$ is the muon site, $r_i$ is the position of the $i$ th magnetic ion, $\mu_i$ is the ordered magnetic moment of the $i$ th magnetic ion, and $\hat{n}_i = (r_\mu - r_i)/|r_\mu - r_i|$ is the unit vector between the muon and magnetic ion sites. This approach is sufficient for insulating antiferromagnets, but for insulating ferromagnets the Lorentz field and the demagnetizing field may be relevant. Other contributions to the local field at the muon sites, except the diamagnetic field within a superconductor, are
outside the scope of this thesis. Comparison between the calculated fields and the observed precession frequencies allows muon stopping sites to be deduced, giving a means of testing proposed structures [Dalm97].

2.3 Magnetic susceptibility and magnetization

Magnetic susceptibility measurements provide the simplest way of characterizing the magnetic properties of most samples. Information about the average magnetic moments of ions, whether the coupling between ions is primarily antiferromagnetic or ferromagnetic, concentrations of magnetic impurities, and the temperatures of any magnetic transitions are generally straightforward to determine. It is normally also one of the easiest quantities to calculate from a theoretical model, and so provides a direct comparison between experiment and theory.

The majority of magnetic susceptibility measurements presented in this thesis were carried out using a Quantum Design MPMS-XL SQUID magnetometer [MPMS90], the exception being the high field magnetization measurements done by Dr P. A. Goddard included in section 3.3.2. The MPMS system provides an integrated SQUID, cryostat (1.8-400 K), 7 T superconducting magnet, and sample transport, together with a data acquisition system. Three schemes of measurement are used below, DC measurements of the susceptibility and magnetization, and ac susceptibility measurements. Given that the difference between the DC measurements is only whether $T$ or $B$ is changed between measurements, I explain them together in section 2.3.1, and explain ac susceptibility measurements in section 2.3.2. Details common to both sections are included below.

To obtain the correct value of the magnetic susceptibility the sample must be placed in the correct position relative to the detection coils of the magnetometer. This is usually carried out in the paramagnetic phase with a field applied to the sample to induce a sufficient magnetic moment to measure with the detection coils. In an automated process the sample is moved through the detection coils with measurements taken at various positions along the magnet axis. As a function of position, the response takes the form $\sin(x)/x$. Correct alignment for the MPMS system requires that the primary maximum of this function, at $x = 0$, corresponds to the position of the detection coils. While a superconducting magnet provides a significantly larger field range for measurements, it has the concomitant disadvantage that magnetic flux can be trapped within the bore, or in the shielding
around the magnet, so that while the current applied to the superconducting coil may be zero, the magnetic field at the sample position is not zero. This problem is overcome by ‘degaussing’ the magnet after it has been used to generate a field over 5 T. The process works by rapidly cycling through alternating positive and negative field values decreasing from 1T to 0.1T, such that any remanent fields are expelled. Measurements using standard samples suggest that this process successfully decreased the remanent field to less than 1 G (0.1 mT).

### 2.3.1 DC magnetic susceptibility measurements

The DC measurements carried out during the course of this thesis were carried out using the Reciprocating Sample Option (RSO) [MPMS99] of the MPMS apparatus described above. This is a quasi-DC measurement, since the sample is oscillated up and down at a frequency of only a few Hz. If done carefully this produces results consistent with a full DC measurement where the magnetization is measured at a number of positions relative to the detection coils, and this approach collects the data at a significantly faster rate. Magnetic susceptibility measurements using this method actually measure the magnetization at a fixed field, and the susceptibility values presented below are extracted under the linear, small field assumption: $\chi = \mu_0 M / H$. The magnetization measurements are also measured in fixed fields, changing the field in small steps at constant temperature.

Two forms of DC susceptibility measurements are referred to below: zero field cooled (ZFC) and field cooled (FC). For a ZFC measurement the sample is cooled from room temperature in as close to zero field as the apparatus allows, and once the base temperature for the measurements is reached the measurement field is applied. The data is recorded while warming the sample through a series of temperatures, stabilizing the temperature for each measurement. If a series of these measurements is carried out, the sample is warmed well above any ordering temperatures before being cooled again in zero field. FC measurements mean that the measurement field was applied to the sample at high temperature and then cooled in that field. These data can be collected either on warming or cooling, as specified.

The example data sets shown in Figure 2.4 come from a series of measurements on polycrystalline samples of planar organic magnets containing Cu$^{2+}$ ions. The compound shown here, Cu(pyz)$_2$(HF)$_2$(PF$_6$) [Mans07], is a layered transition
Figure 2.4: DC magnetic susceptibility data measured on polycrystalline samples of Cu(pyz)$_2$(HF)$_2$(PF$_6$) [Mans07]. (a) Magnetization $M$ as a function of applied magnetic field $B$. (b) Field derivative of the magnetization, $dM/dB$. (c) Product of the magnetic susceptibility shown in panel (d) and temperature, $\chi T$. (d) Magnetic susceptibility measured in an applied field of 1 T. (e) Magnetic susceptibility around the peak at 6 K. The methodology is discussed in detail in the text. The author is grateful to J. L. Manson for providing the sample.
metal complex where the organic groups co-ordinated around the Cu$^{2+}$ ion have been chosen to control the magnetic properties. Panel (a) shows magnetization measurements as a function of applied field. Panel (b) shows the field derivative of the magnetization, calculated as the difference between the magnetization values at successive steps. Neither panel shows any significant features that might suggest metamagnetic transitions or going from long-range order to paramagnetism. Panel (c) shows the product of the magnetic susceptibility and temperature, $\chi T$, which tends to a constant value at higher temperature, giving the size of the magnetic moments in the sample and also suggesting antiferromagnetic interactions dominate at low temperature. The value suggests $\mu_{\text{eff}}/\mu_B = 1.86(2)$. Panel (e) is an inset showing the magnetic susceptibility data at low temperature.

### 2.3.2 AC magnetic susceptibility measurements

Measurements of the ac susceptibility of a magnetic specimen are used to investigate slow dynamic fluctuations of the magnetic moments present. In superconductors, the technique gives a clear signal of the onset of superconductivity. The experiment involves applying a small alternating magnetic field to the sample, passing an alternating current of known frequency, amplitude, and phase, through drive coils wound around the sample position. Measurement coils placed close to the sample measure the magnetic moment of the sample as an induced current. The ac susceptibility has two components, one in phase with the drive current (the real part $\chi'$), and one out of phase with the drive current (the imaginary part $\chi''$), with the phase difference $\phi$ usually referred to as the loss angle. We can write this as:

$$
\chi_{\text{ac}} \exp i(\omega t + \phi) = \chi' \cos(\omega t) + \chi'' \sin(\omega t),
$$

where $\omega$ is the measurement frequency. This approach gives more experimental parameters to vary compared with the DC measurements described in section 2.3.1 above. The experiments described below were carried out using a constant amplitude of the drive field, constant applied DC field (generally zero), and measuring at a series of frequencies as a function of temperature. The drive field is typically less than 10 Oe (0.1 mT), as opposed to the typical DC field used for DC susceptibility measurements of around 1000 Oe (100 mT), allowing behaviour that varies strongly at very small fields to be probed. Two consequences of this are that the approximation that the magnetization reported by the apparatus is even
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Figure 2.5: AC susceptibility data recorded on the intermetallic spin glass FeMo$_4$Ge$_3$ using the ACMS option of a PPMS. (a) Real part of the ac susceptibility, $\chi'$. (b) Imaginary part of the ac susceptibility, $\chi''$. The author is grateful to S. E. Oldham for providing the sample and H. J. Lewtas for assistance with these measurements.
further within the range where $\mu_0 M = \chi H$ and also that zeroing the DC field within the apparatus is far more important, because the drive field is so small. The example data sets shown in Figure 2.5 were recorded using the ACMS option of the PPMS [PPMS00] apparatus described below. This is similar to the ac susceptibility apparatus within the MPMS system, but has a lower sensitivity. The sample used was the intermetallic spin glass FeMo$_4$Ge$_3$ [Bake08]. While it was intended to carry out these measurements in zero applied DC field, the large superconducting magnet within the PPMS had not been correctly zeroed, with a remanent field of around 100 Oe (10 mT) (verified by repeating a subset of these measurements in an MPMS using known applied DC fields). The peak in $\chi'$ around 12 K can be seen to increase in temperature as the measurement frequency was increased, a feature characteristic of spin glasses. Details necessary to analyse ac susceptibility data will be introduced as necessary in the experimental sections below.

2.4 Heat capacity

Heat capacity measurements provide another straightforward measurement that can be used to characterize the properties of samples. They provide a means of probing how the entropy of a sample changes as a function of temperature (or other experimental parameters such as magnetic field). This gives a clear way of observing phase transitions in most materials. To measure the heat capacity, the temperature of the sample is measured as heat is applied to the sample in a known and controlled way. For the experiments discussed below, this is done using a technique referred to as the ‘two-tau’ method, implemented within the Heat Capacity option of a Quantum Design Physical Properties Measurement System (PPMS) [Hwan97, PPMS00]. The apparatus allows measurements in the temperature range 0.4-400 K. To explain this approach I follow the discussion given by Lashley et al. [Lash03] in their critical investigation of the effectiveness of this apparatus for measurements of heat capacities in different situations.

We are interested in the unknown heat capacity $C_s$ of the sample being measured at a temperature $T_s$. The sample is attached to a 3 x 3 mm thin alumina platform using Apiezon grease, with a thermal conductance $K_2$ to the sample. The platform has a thermometer attached to it measuring a temperature $T_p$ and has a heat capacity $C_a$, referred to as the addendum and measured over the whole
temperature range of interest without a sample mounted on the platform. The platform has a thin-film heater evaporated onto the bottom of it which supplies the heat pulse used in the experiment. The platform is connected to a copper heat sink held at a constant temperature $T_0$ through four thin wires that provide a thermal conductance $K_1$ and also the electrical connections to the heater and thermometer on the platform. This entire setup is enclosed within a puck that can be inserted into the standard electrical connections of the PPMS.

![Diagram](image)

Figure 2.6: Schematic diagram describing the experimental arrangement for a 'two-tau' heat capacity measurement after Refs. [Schw75, Hwan97, Lash03]. The parameters shown are those in Equations 2.9 & 2.10.

With a power $P(t)$ applied to the platform using the thin-film heater the coupled differential equations describing the heat-balance conditions for the system depicted in Figure 2.6 are:

\[
\begin{align*}
P(t) &= C_a \frac{dT_p}{dt} + K_2(T_p(t) - T_s(t)) + K_1(T_p(t) - T_0), \quad (2.9) \\
0 &= C_s \frac{dT_s}{dt} + K_2(T_s(t) - T_p(t)). \quad (2.10)
\end{align*}
\]

Since the sample-platform thermal link is not necessarily sufficient to ensure that $K_2 \gg K_1$ the sample temperature will not equal the platform temperature. In this case the platform temperature falls as:

\[
T_p = T_0 + A \exp(-t/\tau_1) + B \exp(-t/\tau_2), \quad (2.11)
\]
with $\tau_2$ normally much shorter than $\tau_1$. The former describes the sample to platform thermal link and the latter describes the link between the heat sink and the sample and platform combined.

The experimental scheme is to apply a constant heat pulse of duration $\sim \tau_1$ and then measure the platform temperature during this heat pulse and for an equal time afterwards while the temperature falls. The value of $P$ is chosen to raise the sample temperature by a specified amount controlled by the user, typically of order 1\% of the measurement temperature, within a certain tolerance. The temperature is fitted to equations of the form 2.11 for both heating and cooling parts of the temperature trace, and to extract the sample heat capacity $C_s$ the method described by Hwang et al. [Hwan97] is used. A data set is recorded as a sequence of these measurements repeated at each value of the experimental variable, stabilizing the initial temperature before each heat pulse is applied.

The systematic investigation of the accuracy of the PPMS Heat Capacity option made by Lashley et al. [Lash03] found that the standard measurement approach works very well for metallic conductors with an uncertainty of $\pm 2\%$ for $5 \leq T \leq 300$ K, and around $\pm 5\%$ for $T \leq 5$ K. Results can differ significantly from reference values if the sample heat capacity becomes small compared to the addendum heat capacity, a problem particularly for insulators, or for any sample in the vicinity of a first-order phase transition, due to the latent heat.

The example heat capacity data sets shown in Figure 2.7 (from my own work and to be presented elsewhere) use each of the two approaches used later in this thesis. Figure 2.7(a) shows the results of measurements as a function of temperature on a series of $\text{Co}_{1-x}\text{Zn}_x\text{Gly}$ samples, where Gly is the organic group glycerolate. $\text{CoGly}$ has interesting critical properties [Prat07] and the magnetic ordering at $T_N = 35$ K is evident in the sharp peak in the heat capacity. Measuring the heat capacity of $\text{ZnGly}$ allows the lattice contribution to the heat capacity to be estimated. The remaining magnetic heat capacity in the Co containing samples is composed of contributions from magnetic ordering and the excitations between crystal field levels, both of which change with the Co concentration. Figure 2.7(b) shows measurements of the heat capacity of the heterometallic wheel molecular magnet $\text{Cr}_7\text{Ni}$ [Lars03, Evan06] as a function of magnetic field at a constant temperature of 0.5 K. This compound has a complicated series of energy levels which change as a function of magnetic field. Measuring the heat capacity as a function of field shows peaks where the measurement temperature is comparable with
the separation between energy levels (Schottky anomalies for $\Delta \sim 2.4 k_B T$), and falling close to zero when energy levels cross [Evan06]. Evidence for anti-crossing of levels would be seen as a higher heat capacity contribution away from the peaks.
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Figure 2.7: (a) Zero field heat capacity of various (Co, Zn)Gly samples measured as a function of temperature. The author is grateful to Dr M. Kurmoo for providing these samples. (b) Heat capacity of the heterometallic wheel magnet Cr7Ni [Lars03] measured as a function of magnetic field at a constant temperature of 0.5 K. The author thanks O. Rival for suggesting this experiment and supplying a sample.

### 2.5 Conclusion

In this chapter I have discussed the techniques that will be used on a range of samples in the remainder of this thesis. Each has its own strengths and weaknesses, but combining the techniques gives a more complete picture of the properties of the sample under investigation.
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3. Layered triangular lattice magnets: NaNiO$_2$ and LiNiO$_2$

3.1 Introduction

Triangular lattice antiferromagnets exhibit a rich variety of ordering phenomena related to geometrical frustration [Coll97]. When the triangles forming the lattice are distorted from equilateral to isosceles there is a partial release of the geometrical frustration, which can lead to more unusual forms of magnetic order exemplified in the fractional spin-liquid in Cs$_2$CuCl$_4$ [Cold03], the spin-density wave in Na$_{0.75}$CoO$_2$ [Sale04], and the rich $B$–$T$ phase diagram of CoNb$_2$O$_6$ [Koba00].

The series of triangular lattice magnets LiNiO$_2$, AgNiO$_2$, and NaNiO$_2$, seems to offer the possibility of tuning the release of the geometrical frustration by changing the exchange parameters, allowing models describing these systems [Dare03, Vern04, Reit05] to be tested experimentally. The first synthesis of NaNiO$_2$ and LiNiO$_2$ in near stoichiometric form was reported by Dyer et al. [Dyer54]. Interest in the magnetic properties of these compounds began with the proposal by Hirakawa et al. [Hira85] that LiNiO$_2$ might be a physical realization of the $S = 1/2$ resonating valence bond ground state proposed by Anderson [Ande73]. Studies of LiNiO$_2$ have suffered from the high lithium ion mobility [Good58] that makes the compound an excellent ionic conductor, but leads to non-stoichiometry when lithium and nickel ions substitute with one another. A discussion of the literature on LiNiO$_2$ is given by Reynaud et al. [Reyn01], highlighting the variety of sample dependent results observed. The analogous compound NaNiO$_2$ has proved more straightforward to characterize because it can be produced in stoichiometric form. More recently, the hexagonal form of AgNiO$_2$ (leading to better defined magnetic properties) and Ag$_2$NiO$_2$ have been synthesized [Sörg05, Schr02] and are beginning to be characterized [Wawr07, Lanc08, Yosh06, Sugi06].

In this chapter I present a thermodynamic and magnetic study of NaNiO$_2$ in sections 3.2–3.7, the results of $\mu$SR experiments on notionally stoichiometric LiNiO$_2$ and 5% Mg-doped LiNiO$_2$ in sections 3.8–3.10, and in section 3.11 conclude by relating these results to similar work on the analogous compounds AgNiO$_2$ and Ag$_2$NiO$_2$, as well as water intercalated NaNiO$_2$.

The majority of the work presented here on NaNiO$_2$ has already been published [Bake05, Bake06], as well as in [Godd05]. The work in section 3.9 is being prepared for publication in conjunction with an ESR and magnetic susceptibility study investigating the effects of Mg-doping on LiNiO$_2$ [Bond08].
3.2 Thermodynamic and magnetic properties of NaNiO$_2$

Above 480 K the space group of NaNiO$_2$ is rhombohedral ($R\bar{3}m$) [Figure 3.1 (Left)] and there is a cooperative Jahn-Teller transition to a low temperature monoclinic ($C2/m$) phase [Figure 3.1 (Right)] below this temperature [Chap00b]. The low-temperature structure can be considered to be layers of NiO$_6$ octahedra in the $ab$ plane, with a trigonal distortion lengthening the Ni-O bonds in the $ac$ plane along an axis at 41° to the $c$-axis of the crystal. This gives a lattice of isosceles triangles of Ni$^{3+}$ ions. Each Ni$^{3+}$ ($3d^7$) ion is in the low spin state ($t^6e^1_g$, $S = 1/2$), so the ground state is a singly-occupied $|3z^2−r^2⟩$ orbital with $z$ along the axis of the Jahn-Teller induced trigonal distortion [Chap00b].

Figure 3.1: Structure of NaNiO$_2$. (Left) High temperature $R\bar{3}m$ phase shared by LiNiO$_2$. Figure from [Mesk04]. (Right) Low temperature $C2/m$ phase relevant to the magnetic phase of NaNiO$_2$ discussed below. Figure from [Chap00b].

A peak in the magnetic susceptibility interpreted as the Néel temperature, $T_N$, has been observed around 20 K [Bong66, Kemp90, Chap00a]. Darie et al. [Dari05] find the ordering of the magnetic moments at 4 K to be a slight modification of the A-type antiferromagnetic ordering previously proposed [Bong66]. The magnetic moments were found to be aligned at an angle of 100(2)° to the $a$-axis in the $ac$ plane with no moment along the $b$-axis. This magnetic structure is shown in
Figure 3.13(a). The Curie-Weiss constant, $\theta_{\text{CW}} = +36$ K [Chap00a], shows the presence of ferromagnetic interactions above $T_N$.

The intralayer and interlayer exchange constants of NaNiO$_2$, $J_\parallel = -13.3$ K and $J_\perp = 1.3$ K, have been determined from a model assuming an A-type antiferromagnetic ordering in the presence of anisotropy [Holz04]; the layers are sufficiently strongly coupled to permit long range magnetic order below $T_N$. The Ni-O-Ni bond angles are $\approx 95^\circ$ at room temperature [Chap00b]. An undistorted 90° geometry favours weak ferromagnetic superexchange, while a large deviation from a 90° bond angle can reverse the sign of this exchange coupling [Torn99]. In NaNiO$_2$ it appears that despite the distortion, in-plane ferromagnetic coupling prevails, though the precise nature of the spin and orbital ordering remains under discussion [Daré03, Vern04, Reit05].

Despite the consistency in the value of $T_N$ deduced in magnetic measurements [Bong66, Kemp90, Chap00a] a recent neutron powder diffraction study found Bragg peaks corresponding to A-type antiferromagnetic ordering extending up to $T_N \sim 23$ K [Lewi05]. The peaks did not follow a simple power law near the transition as might be expected for a magnetic order parameter. This study also found a bifurcation between the low temperature field cooled and zero field cooled susceptibility which suggested some form of glassy behaviour, despite the magnetic Bragg peaks persisting to low temperature. This leaves two major questions regarding the magnetic properties of NaNiO$_2$. Firstly, what is the value of $T_N$ and why is there a disparity between the results of magnetic measurements and neutron powder diffraction? Secondly, is the system glassy at low temperature, and if so, what causes this?

The polycrystalline sample of NaNiO$_2$ used in this study was prepared by Dr. D. Prabhakaran following the method outlined by Kemp et al. [Kemp90]. Powdered Na$_2$O$_2$ and NiO were heated together at 700° C for 100 hours under pure oxygen flow, with intermediate grinding. X-ray powder diffraction showed that the impurity concentration was below the 2 % resolution limit of the apparatus.

The magnetic measurements used to further characterize the sample are explained in section 3.3, heat capacity measurements are described in section 3.4, the $B$-$T$ phase diagram resulting from these measurements is given in section 3.5, and the $\mu$SR measurements are presented in section 3.6.
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3.3.1 DC susceptibility

Magnetic susceptibility data were recorded as a function of temperature in a number of different applied fields. The methodology used is discussed in section 2.3.1 and the results are shown in Figure 3.2, with temperatures $T_{sf}$ derived from ac susceptibility measurements (section 3.3.3) and $T_N$ from the $\mu$SR measurements (section 3.6).

![Figure 3.2: Magnetic susceptibility curves for both zero field cooled (ZFC) and field cooled (FC) measurements showing the variation with field of the susceptibility, and the variation of the peak shape near $T_N$. The temperature at which bifurcation between ZFC and FC measurements occurs decreases with increasing magnetic field, strongly suggesting either glassiness or clustering.](image)

The field dependence is consistent with the magnetization curves presented in section 3.3.2 but the measurements show a bifurcation between field cooled and zero field cooled susceptibilities at temperatures varying with the applied field. This has previously been taken to be evidence for glassiness in this material [Lewi05], and the results presented in that study look very similar to our 0.1 T data. The temperature at which bifurcation occurs is not easily quantifiable since at low fields it can be seen to occur at temperatures well above $T_N$ and as
the field is increased this falls to around $T_N$, and there is a dramatic increase in the separation between the field cooled and zero field cooled values near $T_{sf}$.

![Figure 3.3: Inverse of the dc magnetic susceptibility with a linear fit to the data above 50 K using the literature value of $\theta_{CW} = +36$ K [Chap00a].](image)

To check that the Curie-Weiss constant was consistent with the literature value, $\theta_{CW} = +36$ K [Chap00a], high temperature dc susceptibility measurements were made. The inverse of the susceptibility is presented in Figure 3.3, showing the linear behaviour above around 50 K and the positive Curie-Weiss constant.

### 3.3.2 Magnetization

To elucidate the phase diagram of NaNiO$_2$, magnetization curves (2.3.1) were measured using a Quantum Design MPMS SQUID magnetometer in Oxford and torque magnetometry at Los Alamos National Laboratory. The first report on the magnetic properties of NaNiO$_2$ [Bong66] used a small single crystal to measure a spin-flop transition at 1.8 T. No studies using single crystals have been reported since then. Chappel et al. [Chap00a] and Holzapfel et al. [Holz04] have made high field magnetization studies on polycrystalline samples more recently. The measurements presented here are both self-consistent and consistent with the results previously reported, as well as providing better field resolution.
The measurements made using the SQUID magnetometer are presented in Figure 3.4, with the $M$ vs. $B$ data in panel (a) and the derivative with respect to the field in panel (b). Peaks in the derivative indicate spin reorientations or phase boundaries.

![Magnetization data](image)

Figure 3.4: Magnetization data taken using a Quantum Design MPMS SQUID magnetometer. (a) The magnetization $M$ as a function of the applied magnetic field $B$. (b) Derivative $dM/dB$.

A similar experiment was carried out by Dr. P. A. Goddard, on a sample of NaNiO$_2$ from the same batch, using the inductive-coil magnetometers at the Los Alamos National Laboratory [Godd05]. This method has the advantage of an increased field range, but cannot provide absolute values of the magnetization without low field calibration, such as that described above. These measurements also provided better field resolution than the SQUID measurements. The data are presented in Figure 3.5. The increased resolution shows the susceptibility features in considerably greater detail and the features labelled A, B, C, and D will be discussed in section 3.5.

### 3.3.3 AC Susceptibility

Since the low temperature feature seen in Figure 3.2 had previously been associated with glassiness [Lewi05], ac magnetic susceptibility measurements explained
in section 2.3.2 were performed to investigate this hypothesis.

Having degaussed the shielding around the magnet at high temperature, the sample was cooled to 2 K without an applied field (the degaussing process generally achieves a field at the sample position less than 0.1 mT). The ac susceptibility measurements were made while warming the sample in 0.5 K steps using an oscillating magnetic field of 0.35 mT at frequencies \( f \) between 1 and 1000 Hz. Measurements were made up to 50 K where the frequency dependence was weak and the magnitude of the susceptibility was in good agreement with the dc susceptibility data shown in Figure 3.2.

The real (\( \chi' \)) and imaginary (\( \chi'' \)) parts of the ac susceptibility data are shown in Figure 3.6. The magnitude of the real part of the ac susceptibility data is very similar to the low field magnetic susceptibility data shown in Figure 3.2. There is a clear frequency dependence at low temperature, \( T \sim T_{sf} \), and above \( T_N \). The peak in \( \chi' \) above \( T_{sf} \) occurs at temperatures matching the steepest gradient of the fall in \( \chi'' \) at the same measurement frequency, which is characteristic of glassy behaviour. Above \( T_N \) the features in \( \chi' \) and \( \chi'' \) occur at very similar temperatures suggesting they have a different origin to the low temperature peak.

More detailed measurements were made around the peak in \( \chi' \) near \( T_{sf} \) at a greater number of frequencies and with smaller temperature steps. From these data sets, peak temperatures, \( T_p \), were derived by fitting a quadratic polynomial of the form:

\[
\chi' = A + B(T - T_p)^2,
\]  

(3.1)
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![Graph showing magnetic susceptibility versus temperature](image)

Figure 3.6: The panels correspond to: (a) Real part, $\chi'$, of the ac magnetic susceptibility. (b) Imaginary part, $\chi''$, of the ac magnetic susceptibility.

To the five data points nearest the peak as judged by eye. The peak temperatures obtained from this fitting are shown in Figure 3.7 with error bars based on the error in $T_p$. $T_p$ shows a smooth increase in the as the frequency is increased, as is conventional for glassy magnetic behaviour.

To gain some insight into the origin of the feature seen in $\chi'$ above $T_{sf}$ we examine the frequency dependence of $T_p$. A crude parametrization useful in the classification of glassy systems is the fractional change in $T_p$ per decade in frequency [Mydo93]:

$$\frac{\Delta T_p}{T_p \Delta \log_{10}(\omega)}$$

(3.2)
Figure 3.7: Scaling of the temperature $T_p$ of the peak in the real part of the ac susceptibility $\chi'$ associated with $T_{sf}$ plotted against the frequency of the applied magnetic field. The line plotted is a fit to a linear dynamic scaling formula (Equation 3.2).

Typical values of this parameter are: 0.005 for the metallic spin glass Cu$_{1-x}$Mn$_x$, 0.05 for the insulating spin glass Eu$_x$Sr$_{1-x}$S, and 0.28 for the superparamagnetic system $a \sim (\text{Ho}_2\text{O}_3)(\text{B}_2\text{O}_3)$ [Mydo93]. For NaNiO$_2$ we find that this parameter has a value of approximately 0.1, but plotting $T_p$ vs. log$_{10}(f)$ (Figure 3.7) shows that the trend does not fit on the straight line that Equation 3.2 would suggest. A more sophisticated analysis assumes linear dynamic scaling [Hohe77] and gives a frequency dependence of $T_p$:

$$T_p = T_{sf}[1 + (f\tau_0)^{1/z\nu_c}],$$  \hspace{1cm} (3.3)

where $T_{sf}$ is a finite temperature phase transition, $f$ is the measurement frequency, $\tau_0$ is a characteristic time of the system, $z$ is a dynamic exponent and $\nu_c$ is a critical exponent. Fitting to the $T_p$ values plotted in Figure 3.7 gives values of $T_{sf} = 3\pm0.2$ K, $\tau_0 = (5.4\pm0.2)\times10^{-3}$ s, and $z\nu_c = 8.1\pm0.4$. The value of $T_{sf}$ seems consistent with the peak observed in the dc susceptibility data (Figure 3.2) and the value of $z\nu_c$ is within the typical range found in spin glasses, both experimentally and theoretically [Ogie85, Mydo93].
A similarly detailed set of ac susceptibility measurements were taken to probe the temperature dependence of the features around $T_N$ and 25 K, but these were found to have negligible temperature dependence. The timescale for formation of long range order at $T_N$ is well outside the range of ac susceptibility measurements so no frequency dependence would be expected. The origin of the feature at 25 K remains uncertain and will be discussed in section 3.7.

### 3.4 Heat capacity measurements on NaNiO$_2$

Heat capacity data measured in magnetic fields between 0 and 14 T, taken with a Quantum Design PPMS, are shown in Figure 3.8. The general methodology for these measurements is discussed in section 2.4. A 25 mg pressed pellet was affixed to the measurement stage with a small amount of Apiezon N-grease and measurements were made on cooling. The sample was warmed to a temperature well above $T_N$ for each successive field. In zero field the transition at $T_N = 19.5$ K is seen as a rather broad peak, and there is no evidence for other phase transitions below 300 K. With increasing magnetic field the temperature of this peak decreases to about 14 K (see Figure 3.8). It is interesting that the heat capacity appears to be nearly field independent around 25 K, where features occur in both the ac susceptibility data (section 3.3.3) and the $\mu$SR data (section 3.6). The origin of the features at this temperature is not clear, particularly in relation to the heat capacity, and the behaviour above $T_N$ is discussed in section 3.7. The high temperature data shown in the inset to Figure 3.8 show that there is a magnetic contribution to the heat capacity up to around 100 K.

Constant temperature heat capacity data with varying magnetic field are presented in Figure 3.9. These measurements are taken in the same way as those above, with the magnetic field held fixed while each point is measured. Except for the data taken at 22 K, a peak is observed which corresponds to the field labelled $H_{C1}$ in the magnetization data previously reported [Holz04]. This suggests that this marks the upper field boundary of A-type antiferromagnetic order. At 22 K the heat capacity decreases with increasing field, consistent with short-range order.
Figure 3.8: Heat capacity divided by temperature in fields between 0 and 14 T for temperatures below 50 K. The inset shows data between 0 and 300 K in a reduced number of fields.

3.5 Phase diagram of NaNiO$_2$

Using the peaks in $dM/dB$ (Figures 3.4 and 3.5), and the peaks in the heat capacity data (Figures 3.8 and 3.9), it is possible to plot the $B$–$T$ phase diagram shown in Figure 3.10.

From the heat capacity measurements in constant magnetic fields we can plot the high temperature boundary of the ordered phase. This shows a smooth field dependence from 0 to 5.5 T, and then becomes almost independent of field to 14 T. Because this upper region does not show any variation with field it is not apparent in either of the magnetization measurements.

The magnetization measurements are far more instructive in resolving the field dependent features that appear almost vertical in Figure 3.10. Bongers and Enz [Bong66] found a spin flop transition in their single crystal sample at 1.8 T at 4 K. This appears to correspond to features A and B in the pulsed field magnetization data. The origin of the separation between A and B is not clear, although it may result from the random orientation of the crystalline axes relative to the magnetic field direction, inherent in using a polycrystalline sample. Surprisingly, features A and B appear to persist above $T_N$, which may be related to the short
range order apparent in the ac susceptibility measurements (section 3.3.3) and the μSR data (section 3.6). Feature C has not been reported previously and seems to be some sort of spin reorientation. Feature D appears in both magnetization and heat capacity measurements at constant temperature, and probably marks the AF to FM (saturated) boundary previously referred to as $H_{C1}$ [Holz04]. Pulsed field magnetization experiments on a single crystal sample are planned, with the aim of understanding features A and B around the spin flop transition and identifying the origin of feature C.

### 3.6 μSR measurements on NaNiO$_2$

Our zero-field μSR experiments were carried out using the DOLLY instrument at the Paul Scherrer Institute (PSI), Villigen, Switzerland, on polycrystalline NaNiO$_2$. This spectrometer is equivalent to GPS and the treatment of the raw data was as discussed in section 2.2.

The asymmetry data were fitted to Equation 3.4 [Dalm97] below $T_N$, and to
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Figure 3.10: Phase diagram derived from the combination of heat capacity and magnetization measurements. The steady field heat capacity data are shown in Figure 3.8 and Figure 3.9. The steady field magnetization data are shown in Figure 3.4. The pulsed field magnetization data and the features corresponding to the marked phase boundaries are shown in Figure 3.5. Lines are guides to the eye. (Figure provided by Dr P.A. Goddard from [Godd05]).

Equation 3.5 above $T_N$:

\begin{align*}
A(t) &= A(0) \left( P_1 e^{-\lambda_1 t} + P_2 e^{-\lambda_2 t} \cos (2\pi \nu \mu t + \phi_0) \right), \\
A(t) &= A(0) \left( P_1 e^{-\lambda_1 t} + P_2 e^{-\lambda_2 t} \right),
\end{align*}

where $A(0)$ is the initial asymmetry.

$P_1$ and $P_2$ are respectively the longitudinal and transverse components of the muon polarization, and $P_1 + P_2 = 1$. The exponential relaxation associated with $P_1$ reflects the dynamical fluctuations of the fields being probed. The $P_2$ term describes muon precession with a distribution of local fields dephasing the muon spins. In a fully magnetically ordered polycrystalline sample we expect $P_2/P_1 = 2$. Coherent muon precession will be observed if long range order is present within
Figure 3.11: Muon decay asymmetry in NaNiO$_2$ plotted at different temperatures. The solid lines are fits of the data to Equations 3.4 & 3.5 with the parameters shown in Figure 3.12.
the sample. $P_s$ and $P_f$ describe slow and fast dynamic fluctuations respectively. A small initial phase offset, $\phi_0$, was observed below $T_N$, larger than could be attributed to errors in determining the time that the muons enter the sample. This could be produced by a small magnetic inequivalency in the position of muons stopped within the sample, consistent with an asymmetric peak seen in Fourier transforms of the data. In the fitting procedure, data were fitted in the time range $0 < t < 8 \mu s$, where the effect of background counts could be reliably subtracted. Rapid dynamic fluctuations lead to $\lambda_1 \propto \gamma_\mu^2 (\Delta B)^2 / \nu$, where $\Delta B$ is the amplitude of the fluctuating local field and $\nu$ is the fluctuation rate [Dalm97].

Spectra measured at four temperatures are shown in Figure 3.11. There are three distinct temperature regions apparent from the muon asymmetry spectra. At low temperatures ($T \leq 19.5$ K) there are clear oscillations in the asymmetry showing that long range magnetic order exists and the observed ratio of $P_2 : P_1 \approx 2$ (see Figure 3.12(b)) indicates that the sample is magnetic over its entire volume. The values of $\lambda_2$ & $\lambda_s$ are much larger than those of $\lambda_1$ & $\lambda_f$ (see Figure 3.12(c) & (d)), so at short times only the effects of $\lambda_2$ & $\lambda_s$ are seen in Figure 3.11. An intermediate temperature range ($19.5 < T < 24$ K) gives no oscillations, and the relaxation is modelled with the two exponential components of Equation 3.5, with the amplitude of the faster relaxing component decreasing with increasing temperature. Above 24 K the relaxation is well described by a single exponential, $P_f \exp(-\lambda_f t)$, consistent with fast fluctuations of paramagnetic moments characterized by a single correlation time in the muon time window.

The temperature dependence of the parameters derived from fitting Equations 3.4 & 3.5 to muon asymmetry spectra are presented in Figure 3.12. The muon precession frequency, $\nu_\mu$, in the ordered phase is shown in Figure 3.12(a). This is proportional to the sublattice magnetization at the muon site, and was fitted to a function [Bors95]:

$$\nu_\mu(T) = \nu_\mu(0)(1 - (T/T_N))^{\beta_m}. \quad (3.6)$$

Fitting Equation 3.6 to the muon precession frequencies gives $\nu_\mu(0) = 64.2(2)$ MHz corresponding to a field at the muon site of $\sim 0.5$ T, $T_N = 19.51(1)$ K and $\beta_m = 0.24(1)$. This value of $\beta_m$ suggests that the system is behaving as a 2D XY magnet [Bram95].

Dipole field calculations were carried out as described in section 2.2 for the
Figure 3.12: Temperature dependence of the parameters determined from fitting data to Equations 3.4 & 3.5: (a) the oscillation frequency, $\nu_{\mu}$, and the internal magnetic field, $B_{\mu}$, with a fit to Equation 3.6. (b) Amplitudes of the relaxation components $P_1$ and $P_2$, and $P_f$ and $P_s$. (c) Relaxation rates $\lambda_2$ and $\lambda_s$. (d) Relaxation rates $\lambda_1$ and $\lambda_f$. The vertical dashed lines indicate temperatures referred to in the text.
Figure 3.13: (a) Magnetic structure of NaNiO$_2$ derived from neutron powder diffraction measurements viewed along the $b$-axis. Figure adapted from Ref. [Dari05] (b) Example of the results from dipole field calculations described in the text, plotted in the $ab$ plane with a fractional $c$ co-ordinate of 0.23. The observed zero temperature precession frequency of 64.2 MHz corresponds to sites between oxygen ions, away from the positive ions. In both panels, sodium ions are green, nickel ions are blue, and oxygen ions are orange.

magnetic structure reported by Darie et al. [Dari05], obtained using neutron powder diffraction. This structure is shown in Figure 3.13(a). At 4 K, the magnetic moments are aligned at an angle of 100(2)$^\circ$ to the $a$-axis in the $ac$ plane with no moment along the $b$-axis, this being A-type AF ordering. Calculating over $\sim 10^4$ unit cells gave results as exemplified in Figure 3.13(b). The muon precession frequency of 64.2 MHz corresponds to sites lying in between oxygen ions and away from the positive Na$^+$ and Ni$^{3+}$ ions, that is in regions of high electron density [Mesk04], and shows that the $\mu$SR results are consistent with the reported magnetic structure. These calculations also suggest that the muon precession frequency is insensitive to small deviations from this magnetic structure and any slight inequivalency could be masked by the significant linewidth plotted in Figure 3.12(c).

### 3.7 NaNiO$_2$ conclusions

Our muon-spin rotation, heat capacity and magnetic susceptibility data determine $T_N = 19.5$ K, in agreement with the values previously reported [Bong66, Kemp90, Chap00a]. The sublattice magnetization follows a power law as a function of temperature that shows strong two-dimensionality in the magnetic ordering. The
B–T phase diagram presented in Figure 3.10 shows that the boundary of the AF ordered phase also tends smoothly to $T_N$.

In relation to the peak just above $T_{sf}$ in the magnetic susceptibility, the formation of a true spin glass is excluded by the observation of muon precession down to 1.6 K. The most plausible interpretation of this feature is a slowing of spin fluctuations around $T_{sf}$. It is also possible that a small concentration of oxygen vacancies, each with two associated Ni$^{2+}$ impurity spins for charge balance, exists within the NiO$_6$ layers. These would weakly couple with one another with a separate energy scale to the bulk Ni$^{3+}$ spins, and given their larger spin could account for such an artifact in the magnetic susceptibility. This artifact is unlikely to be related to stacking frustration. We note that extrapolating the dynamic linear scaling relation to the muon time window suggests a maximum in the dynamic relaxation rate $\lambda_1$ should be observed around 7 K, and a broad maximum of low amplitude is just detectable at this temperature (Figure 3.12(d)).

The presence of two exponential relaxation components above $T_N$ (see Equation 3.5) suggests that short-range magnetic order persists over a small temperature range of $\sim 5$ K above $T_N$. The fluctuations in the magnetic field producing the faster relaxing component, $\lambda_s$, are two orders of magnitude slower than those producing the slowly relaxing component, $\lambda_f$. $P_s$ decreases with increasing temperature up to 24 K, showing that the ratio of slow to fast dynamic relaxation is decreasing. Above this temperature the muon relaxation is that expected for a system in the fast-fluctuation regime. The slow spin relaxations observed in the frequency dependence of the ac susceptibility above 25 K are not within the muon time window so are not observed. The observation of two components in the muon relaxation below 24 K, together with a changing frequency dependence of the ac susceptibility, suggest a model of coalescing magnetic clusters forming well above $T_N$. On cooling below $\sim 50$ K, ferromagnetic clusters form within the NiO$_6$ layers and there will be weak coupling between layers. As the volume fraction of clusters increases with decreasing temperature, the coupling of clusters between layers becomes more significant. This is seen in the increase in the frequency dependence of the ac susceptibility until it reaches a maximum at $\sim 25$ K, suggesting that slowly fluctuating short-range order occurs at this temperature. Between $\sim 25$ K and $T_N$ the magnetic clusters coalesce, seen in the decrease of $\chi'$ and $\chi''$, effectively increasing the registry between planes. The fluctuations in this temperature range are relatively slow, leading to the $P_s$ component of the
muon relaxation, and would appear static within the neutron time window. This perhaps explains the (0,0,1/2) antiferromagnetic Bragg peaks persisting above $T_N$, as reported by Lewis et al. [Lewi05], which would then result from the coalescing clusters of ordered spins.

In conclusion, NaNiO$_2$ shows the onset of long-range magnetic order at $T_N = 19.5$ K, with the dependence of the sublattice magnetization on temperature appropriate for a 2D XY magnet. The slowing of spin fluctuations above $T_{sf}$ is evident in the ac magnetic susceptibility data. At temperatures just above $T_N$ there is evidence of short-range order and of magnetic clusters persisting within a paramagnetic phase above this temperature.

### 3.8 LiNiO$_2$ and the effect of Mg-doping

The most extensively studied of the layered nickelates is undoubtedly LiNiO$_2$, but this has not yet led to a clear understanding of its magnetic properties. The proposed magnetic ground states listed below are remarkably varied (see Reynaud et al. [Reyn01]):

- Quantum spin liquid [Hira85],
- Spin glass [Reim93, Yama96, Cort96, Bajp97],
- Frustrated antiferromagnet [Hiro91, Reim93, Roug96, Barr98],
- Gapless quantum disordered state [Kita98],
- Orbital frustration [Daré03].

As well as these specific states, other studies have suggested combinations of these [Vern04, Reit05] though it must be noted that many of their conclusions have been based on experimental results which were not replicated by later measurements. This motivates the production of high-quality, stoichiometric samples, with as low a concentration of Ni$^{2+}$ ions on the Li sites as possible, also desirable for the use of LiNiO$_2$ as a battery anode material [Pere96].

LiNiO$_2$ has previously been studied using $\mu$SR. Yamaura et al. [Yama96] quote an unpublished $\mu$SR study by Prof. Y. J. Uemura and Dr. K. M. Kojima that found Ni spins fluctuating down to 20 mK. Chatterji et al. [Chat05] found a rise in the zero field relaxation rate at around 10 K suggestive of spin freezing, but their low
temperature longitudinal field measurements clearly indicated the influence of the spin dynamics, showing the system to be gapless.

Most theoretical studies have assumed that LiNiO$_2$ does not orbitally order like NaNiO$_2$, maintaining the rhombohedral structure shown in the left panel of Figure 3.1 instead of undergoing a Jahn-Teller distortion. These have been called into question by an x-ray study made by Rougier et al. [Roug95] and the more recent neutron diffraction study of Chung et al. [Chun05]. Both studies found distortions consistent with a local $C2/m$ structure. The latter study suggested Ni orbitals are arranged in trimers around oxygen sites, rather than the collinear orbital ordering of NaNiO$_2$. This would produce strain fields sufficient to prevent long range orbital ordering.

The question of whether exceptionally small defect concentrations are capable of destroying long range orbital order or seed the local orbital ordering is not clear, and the influence this would have on the magnetic properties has not been investigated theoretically. Some general arguments have been made by Petit et al. [Peti06], noting that while Ni$^{2+}$ ions occupying Li sites are not Jahn-Teller active, a distribution of them within the NiO$_2$ layer could affect the orbital ordering. Their effect on the magnetic interactions might well be more significant, however, since they would change the relative strength of the inter- and intra-layer exchange pathways, a point discussed by Lewis et al. [Lewi05].

The possibility of doping LiNiO$_2$ to decrease the proportion of ions on the wrong site has been widely investigated (for a list of examples see [Holz05]). Here we investigate the effect that Mg doping has on LiNiO$_2$, since replacing Ni with Mg should help stabilize the lithium ions on their crystallographic sites [Poui00]. These samples have been characterized by magnetic measurements and ESR, and the results of those experiments will be reported elsewhere [Bond08]. $\mu$SR acts as a local probe of magnetic ordering and spin dynamics, both of which are key to identifying the properties of LiNiO$_2$ and in section 3.9 I present the results of experiments on both a nominally pure and close to stoichiometric sample and a 5 % Mg doped sample and discuss the results in section 3.10.

### 3.9 $\mu$SR measurements on LiNiO$_2$

Our $\mu$SR experiments were carried out using the GPS instrument at the Paul Scherrer Institute (PSI), Villigen, Switzerland, on polycrystalline samples of nom-
inally undoped LiNiO$_2$ and 5 % Mg doped LiNiO$_2$. Samples were provided by Drs S. de Brion and M. Holzapfel and details of the synthesis and other magnetic measurements are to be published [Bond08]. The methodology was as discussed for NaNiO$_2$ and explained in section 2.2. Dipole field calculations carried out for the structurally similar compound NaNiO$_2$ suggest that the muon stopping sites are near the oxygen ions that form the octahedra around the Ni$^{3+}$ ions, as shown in Figure 3.13(b) above.

![Figure 3.14: Corrected asymmetry data at high and low temperature for: (a) LiNiO$_2$ with fits to Equation 3.7 using the parameters shown in Figure 3.15, and (b) 5 % Mg-doped sample with fits to Equation 3.8 using the parameters shown in Figure 3.16. The data sets have been normalized and a temperature independent background subtracted.](image)

The measured positron asymmetry $A(t)$ was corrected for the non-relaxing background signal resulting from muons stopping in the cryostat and sample holder and normalized to unity. The corrected asymmetry, $P_z(t)$, is plotted in Figure 3.14 for both compounds. It is clear that in both samples there is no spin precession of the implanted muons, which would give rise to coherent oscillations in the asymmetry spectra. Together with the fact that the high and low temperature spectra tend to the same background asymmetry, this is strong evidence for a lack of long range magnetic order in either sample.

From the form of the data we found that in both compounds there were two
components to the relaxing signal at low temperature. These took different forms in the two samples. In LiNiO$_2$ they were both exponential, whereas in the Mg doped specimen both relaxing components were Gaussian. This is indicative of a change in the spin dynamics upon Mg doping.

To model the spin relaxation in the two samples we used the following fitting functions:

\[ P_z(t) = P_1 \exp(-\lambda_1 t) + P_2 \exp(-\lambda_2 t), \quad (3.7) \]

\[ P_z(t) = P_1 \exp[-(\sigma_1 t)^2] + P_2 \exp[-(\sigma_2 t)^2]. \quad (3.8) \]

Equation 3.7 was used for the LiNiO$_2$ data and Equation 3.8 was used for the 5% Mg doped sample. The parameters extracted from fitting the raw data are shown in Figure 3.15 (LiNiO$_2$) and Figure 3.16 (5% Mg).

### 3.10 LiNiO$_2$ conclusions

Our first result is that the form of the relaxation is different in the two samples. This is particularly clear in the behaviour of the slower relaxing component at high temperature (see Figure 3.14). The exponential relaxation observed in LiNiO$_2$ is characteristic of paramagnetic behaviour with spin fluctuations that are fast relative to the muon time window [Blun99]. This is similar to the behaviour observed at high temperature in NaNiO$_2$ (section 3.6), as we would expect, given the similarity between the two compounds. The previous $\mu$SR study of Li$_{0.98}$Ni$_{1.02}$O$_2$ found that the high temperature relaxation was essentially Gaussian [Chat05]. For our LiMg$_{0.05}$Ni$_{0.95}$O$_2$ sample the high temperature relaxation is well described by a single relaxing component that takes a Gaussian form, as for the sample of Chatterji et al. [Chat05], suggesting that they show the same high temperature spin dynamics. The fact that the high temperature relaxation is Gaussian could have two origins, electronic spin fluctuations so fast that only the nuclear spin fluctuations couple to the muon spin, or short-ranged and slowly fluctuating magnetic clusters persisting to high temperature. To distinguish between these possibilities we must examine the change in the form of the data as the temperature is reduced.

Both samples require two relaxing components to describe the low temperature asymmetry data. A stretched exponential $P_z(t) \propto \exp[-(\lambda t)^k]$ [Chat05] provided a somewhat poorer fit to the LiNiO$_2$ data and was not able to describe
Figure 3.15: Parameters derived from fitting Equation 3.7 to the raw positron asymmetry data for LiNiO$_2$. (a) $\lambda_1$ describing the slower relaxing component. (b) $\lambda_2$ describing the faster relaxing component. (c) Amplitudes of the relaxation components $P_1$ and $P_2$. 
Figure 3.16: Parameters derived from fitting Equation 3.8 to the raw positron asymmetry data for 5% Mg-doped LiNiO$_2$. (a) $\sigma_1$ describing the slower relaxing component. (b) $\sigma_2$ describing the faster relaxing component. (c) Amplitudes of the relaxation components $P_1$ and $P_2$. 
the lower temperature LiMg$_{0.05}$Ni$_{0.95}$O$_2$ data correctly. Two relaxing components were successful in describing the muon spin relaxation at temperatures just above $T_N$ in NaNiO$_2$ (section 3.6), with the amplitude of the fast relaxing component increasing as $T_N$ was approached. Coupled with ac susceptibility measurements, this was taken to be evidence for coalescing magnetic clusters preceding the onset of long range magnetic order. In both of the present samples the long range magnetic order never sets in. The form of the fast relaxing components are, however, distinguishable. For LiNiO$_2$, the fast component with amplitude $P_2$ is exponential, indicating that fluctuations of magnetic fields within the sample slow down, but there is no evidence for static magnetism. The fast relaxation rate $\lambda_2$ has a magnitude and temperature dependence similar to the zero field relaxation rate found by Chatterji et al. [Chat05]. For LiMg$_{0.05}$Ni$_{0.95}$O$_2$ the fast relaxing signal is Gaussian, which is strong evidence for static (but random) magnetism appearing below about 10 K. This could well be associated with defects, probably the Mg doping within the sample. It is likely that the poorer stoichiometry of the sample used by Chatterji et al. [Chat05] would give a similar effect and the results seem intermediate between our two samples. The amplitudes of the two components of the fitting functions (Equation 3.7 and Equation 3.8) give information about the volume fraction of the sample where the slower fluctuations (giving rise to the fast relaxing component) originate. In a polycrystalline sample showing long-range magnetic order, the oscillating component of the $\mu$SR signal has twice the amplitude of the exponentially relaxing component. If the slowly fluctuating magnetic field or static random magnetic order occupies the full volume of the sample then a similar ratio would be expected. We might therefore expect the fast relaxing signal $P_3$ to have twice the amplitude of the slower relaxing signal $P_1$, shown in Figures 3.15(c) and 3.16(c). In the LiNiO$_2$ sample the ratio $P_2 : P_1 \approx 2$ below 10 K, suggesting that the slowly fluctuating magnetic fields occur throughout the whole sample volume. The Gaussian form of the slowly relaxing signal in the 5% Mg-doped sample prevents us drawing such a conclusion regarding the volume fraction, since static effects cannot relax the longitudinal component of the muon spin, but we note that the amplitude of the fast relaxing signal $P_2$ increases at low temperature.

From the $\mu$SR data we can conclude that Mg-doping has a significant effect on the spin dynamics of LiNiO$_2$. The nominally stoichiometric sample shows slowing down of spin fluctuations throughout the sample as the temperature is
reduced, but there is no evidence of magnetic order. The 5% Mg-doped sample shows evidence of static random magnetism below around 10 K, suggesting that magnetic clusters nucleate around the Mg dopants.

3.11 Conclusion

In this chapter we have seen the difference between the magnetic properties of NaNiO$_2$ and LiNiO$_2$. Despite their similarity, the non-stoichiometry of LiNiO$_2$ still hinders the determination of its intrinsic magnetic properties. NaNiO$_2$ is less pathological, although the cluster formation above $T_N$ suggests that, even here, there are parts of its behaviour that escape our understanding.

Since the work presented above was completed, there has been extensive effort devoted to understanding the magnetic properties of some newly synthesized layered nickelates with triangular lattices. The compounds AgNiO$_2$ [Sörg05] and Ag$_2$NiO$_2$ [Schr02] offer another route to exploring the properties of low-spin Ni$^{3+}$ ions on a triangular lattice, with a different coupling between the layers. The intercalation of water into NaNiO$_2$ has now been achieved [Park06, Park07], analogous to the water intercalation of Na$_x$CoO$_2$ that led to superconductivity [Taka03]. In the case of NaNiO$_2$ this appears to lead to a glassy low-temperature magnetic state comparable to that in NaNiO$_2$, but clearly different. Below, I will discuss these results in relation to those on NaNiO$_2$ and LiNiO$_2$ that have been presented above.

A study of rhombohedral AgNiO$_2$ [Kiku99] found a Weiss temperature of $\theta \approx -100$ K, clear evidence of magnetic ordering at $T_N = 28$ K in $\mu$SR (three resolved precession frequencies) and magnetic susceptibility measurements, but no magnetic Bragg peaks were observed in polycrystalline neutron diffraction data, which would be a clear indication of long range antiferromagnetic order. This was attributed to the formation of magnetic domains smaller than the coherence length of neutron diffraction. The 2H polytype of AgNiO$_2$ is hexagonal [Sörg05], and has much clearer magnetic properties. The Weiss temperature is $\theta = -107.6$ K and there is a peak in the magnetic susceptibility at 22 K. Neutron powder diffraction has shown that there is a structural transition to a tripled unit cell indicating $\sqrt{3} \times \sqrt{3}$ charge order on the Ni triangular lattice, as opposed to the Jahn-Teller distortion observed in the other layered nickelates [Wawr07]. Zero field heat capacity measurements on a 14 mg pressed pellet of 2H-AgNiO$_2$ [Whee07] are shown
in Figure 3.17, with data on NaNiO$_2$ shown for comparison. We see a sharp peak in the heat capacity at 20 K, significantly sharper than that in NaNiO$_2$, indicating that the magnetic ordering is sharp and suggesting that cluster formation above $T_N$ will be far less significant, a conclusion borne out by measurements of the longitudinal muon relaxation rate [Lanc08]. The lattice contribution also seems to be significantly different, probably due to a lower energy scale for phonons in AgNiO$_2$. The muon relaxation data presented in Figure 2.3(b) shows a far more complicated and interesting temperature dependence than those for either NaNiO$_2$ (Section 3.6) or rhombohedral AgNiO$_2$ [Kiku99]. Parameters extracted from fitting data below $T_N$ to Equation 3.9 are shown in Figure 3.18 [Lanc08].

$$A(t) = \sum_{i=1}^{6} A_i \exp(-\lambda_i t) \cos(2\pi\nu_i t). \quad (3.9)$$

That six frequencies are needed to describe the muon precession demonstrates the magnetic complexity of this compound. More surprisingly, certain frequencies increase with increasing temperature well below $T_N$, before falling again close to the transition. This strongly suggests a temperature dependent magnetic structure below $T_N$. To clarify the reason for this, the frequencies can be compared to the
average precession frequency $\nu_{av}$ (Figure 3.18(c)). Since certain frequencies rise and others fall, pairing them as $\nu_1 + \nu_6$, $\nu_2 + \nu_4$, and $\nu_3 + \nu_5$, is seen to give sums that are very close to twice $\nu_{av}$, independent of temperature. This strongly suggests that there are three structurally independent muon stopping sites and that they are also magnetically inequivalent. Further study should lead to a more complete understanding of the magnetic properties of AgNiO$_2$ [Wawr07, Lanc08, Whee07].

Figure 3.18: Parameters extracted from fitting AgNiO$_2$ $\mu$SR data to Equation 3.9 described in the text. (a) Precession frequencies $\nu_i$. (b) Transverse relaxation rates $\lambda_i$. (c) Scaled precession frequencies $\nu_i/\nu_{av}$. Data from Dr. T. Lancaster. [Lanc08]

Another silver nickelate with a triangular Ni$^{3+}$ lattice is Ag$_2$NiO$_2$. This is unusual chemically, since it has Ag$^{2+}$ ions lying in between the (NiO$_2$)$^-$ layers [Schr02]. The magnetic properties show that orbital ordering occurs at $T_s = 260$ K and magnetic ordering at $T_N = 56$ K [Yosh06]. The high temperature $T > T_s$ Weiss temperature is $+10$ K and this changes sign to $-33$ K below $T_s$. A $\mu$SR study [Sugi06] found evidence for an incommensurate antiferromagnetic ordering below $T_N$ with a second transition $T_m \sim 22$ K. The evidence for incommensurate ordering was the distribution of frequencies apparent in the $\mu$SR data. Supposing that the muon stopping sites are magnetically equivalent if the ordering is commensurate, which is true within experimental accuracy in NaNiO$_2$ (as discussed in section 3.6 above), observing a distribution of fields means that
the ordering is incommensurate. Given the different structure of Ag$_2$NiO$_2$, it is not clear that the muon stopping sites would be magnetically equivalent for commensurate magnetic order, even if they are the same as those in NaNiO$_2$. Nonetheless, observing a change in the field distribution at around 22 K is interesting, given that $T_N = 56$ K. It seems likely that the Ag$_2$ layers may be stabilizing long range order more effectively than the Na layers in NaNiO$_2$. The magnetic order observed in Ag$_2$NiO$_2$ might correspond to a static version of the cluster behaviour observed in NaNiO$_2$. A thorough neutron diffraction study of Ag$_2$NiO$_2$ is necessary to clarify the nature of magnetic order in this material.

Analogous to water intercalation in Na$_x$CoO$_2$, which leads to superconductivity [Taka03], water can be intercalated between the layers of NaNiO$_2$, leading to a change in the magnetic properties. Two forms have been synthesized: monolayer hydrate (MLH) Na$_{0.3}$NiO$_2$·0.7H$_2$O [Park07], and bi-layer hydrate (BLH) Na$_{0.3}$NiO$_2$·1.3H$_2$O [Park06]. These show different magnetic properties at low temperature. Using the notation described in section 3.3.3 and analysing the frequency dependence of the temperature of the peak in $\chi'$ using Equation 3.3 showed that for BLH $\tau_0 = 4.7 \times 10^{-3}$ s, $z\nu = 4.03$, and $T_{sf} = 4.5$ K, whereas MLH showed no frequency dependence in the temperature of the ac susceptibility maximum. The figures for BLH can be compared with those for NaNiO$_2$: $\tau_0 = 5.4(2) \times 10^{-3}$ s, $z\nu = 8.1(4)$, and $T_{sf} = 3.0(2)$ K. The similarity in the timescale suggests that the origin of this behaviour may be similar in both NaNiO$_2$ and the bi-layer hydrate, but the power law is not the same. Further investigation of these specimens will be necessary before a full comparison with the better characterized layered nickelates described above can be made.

In conclusion, the magnetic properties of the series of layered nickelates XNiO$_2$ show great variety, and while much progress has recently been made in elucidating these properties, open questions still remain that will require improved techniques of both synthesis and characterization.
Chapter 4

Magnetic order in the Mott Insulators LaTiO$_3$ and YTiO$_3$
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Despite their structural simplicity, as exemplified in Figure 4.1, simple perovskite compounds of the form ABX$_3$ show a wide variety of physical properties, particularly when the simple cubic structure is distorted. Examples of these include:

- Ferroelectricity in BaTiO$_3$ [vonH50, Kwei93],
- Multiferroicity in the rare-earth manganites GdMnO$_3$, TbMnO$_3$, and DyMnO$_3$ [Kimu05] (also observed in hexagonal rare-earth manganites with smaller rare-earth ions),
- Colossal Magnetoresistance in a variety of compounds derived from LaMnO$_3$ [Rami97],
- Superconductivity in MgCNi$_3$ [He01],
- Catalysis of carbon monoxide, unburnt hydrocarbons, and nitrogen oxides to carbon dioxide, water, and nitrogen in vehicle emissions using compounds such as LaFe$_{0.57}$Co$_{0.38}$Pd$_{0.05}$O$_3$ [Nish02].

Changing the ionic radius of the ion on the A site allows the distortion to be controlled and, through this, the physics of these materials can be tuned.

Figure 4.1: The ferroelectric BaTiO$_3$ is a prototypical perovskite compound. Ba$^{2+}$ ions are shown in green, the Ti$^{4+}$ ion is coloured blue, and the O$^{2-}$ ions are red. Both LaTiO$_3$ and YTiO$_3$ represent slightly different distortions of this structure. The structural parameters used to produce this figure come from Ref. [Kwei93].
We can think of the simple perovskite structure as A cations sitting at the centres of a cubic network of BX$_6$ octahedra, or alternatively as a cubic close-packed AX$_3$ array with a quarter of the octahedral holes filled by B cations [Wood97a]. The most common means of parametrizing the distortion are the tolerance factor based on the relative sizes of the ions on the A and B sites, and the tilting angles of the BX$_6$ octahedra relative to the crystal axes. The tolerance factor:

\[ t = \frac{R_A + R_X}{\sqrt{2}(R_B + R_X)} \]  \hspace{1cm} (4.1)

uses the ionic radii of the species $R_A$, $R_B$, and $R_X$ to parametrize how far the structure is likely to be from the ideal cubic symmetry [Gold26]. We could alternatively consider this to be a relation between the A-X and B-X bond lengths. This approach is limited by the approximation that these systems are entirely ionic, a close approximation in transition metal oxides, and also factors related to the tiling of the octahedra [Zhou05]. For an ideal cubic structure $t = 1$, the perovskite structure is retained for $0.8 \lesssim t < 1$, and hexagonal variants occur for $t > 1$ [John06]. The tilting of the BX$_6$ octahedra offers another means of describing the distortion to the perovskite structure [Glaz72]. Since we have three principal directions along which the octahedra can be tilted (abc), and they can be untilted ($^0$), or tilted in the same ($^+$) or the opposite ($^-$) sense to their neighbour along each direction. All tilting arrangements with no more than two octahedra within the repeated unit can be described within 23 systems [Glaz72]. These allow the space group symmetry to be determined and give a consistent means of transforming between similar crystal systems, particularly useful because many perovskites undergo structural phase transitions without large movements of the ions.

An example of two similar compounds where a small change in the ionic radius causes a significant change in the physical properties are the pair LaTiO$_3$ and YTiO$_3$. These have been studied extensively using a broad variety of techniques, but have not previously been studied using muons. In this chapter I describe such a study, beginning, in section 4.1, with a description of the previous results obtained using other techniques, and the theoretical predictions for their properties. The synthesis of the samples used in this work and the experimental details common to both compounds are explained in section 4.2. The results of the experiments on LaTiO$_3$ and YTiO$_3$ are presented in sections 4.3 and 4.4. Conclusions are drawn
on the results and some suggestions for further work are made in section 4.5.

4.1 Introduction

The two similar perovskite compounds LaTiO$_3$ and YTiO$_3$ have provided a challenging environment in which to test theoretical descriptions of transition metal oxides because they retain the orbital degree of freedom in the $t_{2g}$ state [Solo06] and show a strong coupling between spin and orbital degrees of freedom [Moch04]. Orbital degeneracy, which can lead to phenomena such as colossal magnetoresistance or unconventional superconductivity [Toku00], is present in isolated Ti $t_{2g}$ ions, but is lifted in these compounds [Moch04]. The size of the A$^{3+}$ ion provides one means of tuning the properties of these titanates [Moch04], affecting the Ti-O-Ti bond angles and the exchange interactions along them. This is evident in the difference between the low temperature magnetic structures of these two compounds, observed using neutron diffraction. LaTiO$_3$ is a G-type antiferromagnet [Keim00] below $T_N = 135$ K and has a reduced ordered moment of $\mu_{\text{eff}} \sim 0.5 \mu_B$. More recently, a LaTiO$_3$ sample with a slightly higher $T_N = 146$ K was found to have its G-type moment aligned along the $a$-axis [Cwik03]. YTiO$_3$ orders ferromagnetically [Ulri02] with the spins aligned along the $c$-axis at $T_C = 27$ K. However, there is a G-type antiferromagnetic component along $a$, and an A-type component along $b$.

A recent Raman scattering study [Ulri06] probed the evidence for orbital excitations in the two compounds. It was found that there was a high energy peak in the Raman intensity beyond the range of two phonon excitations. This is strong evidence for orbital excitations due to fluctuations of orbital-exchange bonds, analogous to Raman scattering from magnons in copper oxides. A sizeable deformation of the TiO$_6$ octahedra in LaTiO$_3$ has been observed using X-ray and neutron diffraction [Cwik03]. This suggests that orbital ordering occurs and there is a splitting in the $t_{2g}$ levels of about 0.24 eV. Similar results were found using spin-resolved photoelectron spectroscopy [Have05], which demonstrated that the crystal field splitting of the $t_{2g}$ levels was in the range 0.12 – 0.30 eV. This Jahn-Teller distortion is shown in the thermal expansion, heat capacity, electrical transport, X-ray, and optical spectroscopy measurements of Hemberger et al. [Hemb03] and the magnetoelastic coupling in the $R$TiO$_3$ series of compounds has been studied in considerable detail [Koma07]. ($R$ being A$^{3+}$ ions.) Together,
Table 4.1: Structures of LaTiO$_3$ and YTiO$_3$ at 293 K, indexed in the $Pbnm$ space group, taken from Refs. [Cwik03] & [MacL79] respectively. The Ti ions are at $(1/2, 0, 0)$. The tolerance factors $t$ and tilting, notated in the Glazer system, are from Ref. [Wood97b]. The symmetry equivalent sites for each ion are shown in Table 4.2.

<table>
<thead>
<tr>
<th>Compound</th>
<th>LaTiO$_3$</th>
<th>YTiO$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$ (Å)</td>
<td>5.6336(1)</td>
<td>5.316(2)</td>
</tr>
<tr>
<td>$b$ (Å)</td>
<td>5.6156(1)</td>
<td>5.679(2)</td>
</tr>
<tr>
<td>$c$ (Å)</td>
<td>7.9145(2)</td>
<td>7.611(3)</td>
</tr>
<tr>
<td>$x_A$</td>
<td>0.9916(3)</td>
<td>0.9793(1)</td>
</tr>
<tr>
<td>$y_A$</td>
<td>0.0457(2)</td>
<td>0.0729</td>
</tr>
<tr>
<td>$z_A$</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>$x_{O1}$</td>
<td>0.0799(3)</td>
<td>0.121(1)</td>
</tr>
<tr>
<td>$y_{O1}$</td>
<td>0.4913(3)</td>
<td>0.458(1)</td>
</tr>
<tr>
<td>$z_{O1}$</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>$x_{O2}$</td>
<td>0.7096(3)</td>
<td>0.691(1)</td>
</tr>
<tr>
<td>$y_{O2}$</td>
<td>0.2941(3)</td>
<td>0.310(1)</td>
</tr>
<tr>
<td>$z_{O2}$</td>
<td>0.0417(1)</td>
<td>0.058(1)</td>
</tr>
<tr>
<td>$t$</td>
<td>0.95</td>
<td>0.88</td>
</tr>
<tr>
<td>Tilting</td>
<td>$a^+a^-a^-$</td>
<td>$a^+a^-a^-$</td>
</tr>
</tbody>
</table>

These results strongly exclude the possibility that an orbital liquid, suggested by Khaliullin and Maekawa [Khal00], forms in LaTiO$_3$. They also show that the orbital moment is significantly reduced, in agreement with both NMR measurements [Kiya03] and the results of X-ray measurements [Keim00]. Orbital ordering in YTiO$_3$ has also been observed directly, using both neutron diffraction [Akim01] and X-ray absorption spectroscopy [Iga04].

It has been shown that the Y$_{1-x}$La$_x$TiO$_3$ system [Zhou06] is an itinerant-electron antiferromagnet with no orbital ordering for $x > 0.7$, that an intermediate phase exists for $0.3 < x < 0.7$ with orbital-order fluctuations and ferromagnetic interactions that reduce $T_N$, and that for $x < 0.3$ the system shows orbital ordering and a ferromagnetic transition. It was suggested that even at $x = 0$ the volume of the orbitally ordered region does not encompass the whole sample.

An NMR study [Itoh99] found magnetic order in both compounds and estimated the Ti moment to be 0.75$\mu_B$ in YTiO$_3$. The data showed the internal field at Y sites was 0.857 T and showed that the internal field in LaTiO$_3$ was parallel to the $c$-axis and cancelled at the La sites. More recent NMR measurements [Iga04] found an internal field at the Ti site in LaTiO$_3$ of 9.2 T. More recent
Table 4.2: Symmetry equivalent positions for the orthorhombic space group \textit{Pbnm} relevant for LaTiO$_3$ and YTiO$_3$. These values are adapted from those given in Ref. [Hahn95] for \textit{Pnma} (No. 62). \(A\) is the \(A^{3+}\) ion, either La or Y. The description given under Site is the multiplicity followed by the Wyckoff letter. These transformations can be used with the structural parameters given in Table 4.1 to generate the crystal structure of the two compounds.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Site</th>
<th>Equivalent Positions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti</td>
<td>4(b)</td>
<td>1/2, 0, 0; 0, 1/2, 0; 1/2, 0, 1/2; 0, 1/2, 1/2</td>
</tr>
<tr>
<td>(A)</td>
<td>4(c)</td>
<td>(x, y, 1/4; x + 1/2, \bar{y} + 1/2, 3/4; \bar{x}, \bar{y}, 3/4; \bar{x} + 1/2, y + 1/2, 1/4)</td>
</tr>
<tr>
<td>O1</td>
<td>4(c)</td>
<td>(x, y, 1/4; x + 1/2, \bar{y} + 1/2, 3/4; \bar{x}, \bar{y}, 3/4; \bar{x} + 1/2, y + 1/2, 1/4)</td>
</tr>
<tr>
<td>O2</td>
<td>8(d)</td>
<td>(x, y, z; x + 1/2, \bar{y} + 1/2, \bar{z}; \bar{x}, \bar{y}, \bar{z} + 1/2; \bar{x} + 1/2, y + 1/2, z + 1/2; \bar{x} + 1/2, y + 1/2, z + 1/2; x, y, \bar{z} + 1/2; x + 1/2, \bar{y} + 1/2, z + 1/2)</td>
</tr>
</tbody>
</table>

NMR measurements examined the angular dependence of the electric quadrupole moment in YTiO$_3$ to test theoretical models based on orbital ordering, but found the quadrupole moment is too small to fit in with these models, perhaps due to quantum fluctuations [Kiya05].

Theoretical work on these compounds has focused around the mechanism that selects the ground state from the possible spin and orbital configurations. Models considering the orbitals as quasi-static entities [Cwik03, Moch03, Pava04, Schm05, Solo06] satisfactorily predict the orbital occupation and magnetic ordering. Nevertheless, there remain aspects of the experimental details [Keim00, Ulri02, Ulri06] that cannot be successfully described without including the quantum fluctuations of the orbitals [Khal00, Khal02, Khal03], particularly with regard to the Raman scattering results. With quasi-static orbital occupations, excitations are in the form of well-defined crystal field excitations, whereas if fluctuations are significant, the excitations are collective modes, and it is the latter which are observed by Raman scattering experiments [Ulri06]. The model of an orbital liquid occurring in LaTiO$_3$ [Khal00] predicts a linear term in the heat capacity which is not inconsistent with experimental data [Frit02]. However, the interpretation of this data is not clear, since LaMnO$_3$, which is an orbitally ordered insulator, has a larger linear term in its low temperature heat capacity.

The disparity between theoretical and experimental results in these compounds is primarily related to the orbital properties, for which \(\mu\)SR can only have indirect sensitivity. The justification for a \(\mu\)SR experiment must therefore be centred around questions concerning the magnetic properties that previous neutron stud-
ies would have had less sensitivity to than a $\mu$SR experiment and also utilising the well determined magnetic structures to compare our expectations for where muons stop within the structure and the observed precession frequencies. $\mu$SR measurements on both LaTiO$_3$ and YTiO$_3$ were used to probe whether the internal magnetic fields have a similar temperature dependence to the magnetic Bragg peaks previously measured [Keim00, Ulri02], whether the magnetic volume fraction extends throughout the system below the ordering transition, and discovering whether the spin dynamics are conventional. The changes in these properties between the two materials illustrate the significance of the changing ionic radius.

4.2 Experimental details

The samples for this study were provided by the groups of Professors Itoh (LaTiO$_3$) and Akimitsu (YTiO$_3$). The LaTiO$_3$ sample was synthesized by arc melting appropriate mixtures of La$_2$O$_3$, TiO$_2$, and Ti in an argon atmosphere [Itoh99]. The properties of LaTiO$_3$ are strongly dependent on the oxygen stoichiometry (see, for examples, Refs. [Ulri06, Zhou06]). To produce a sample as close to the correct stoichiometry as possible, several samples were prepared and the one with the highest $T_N \sim 135$ K, determined by magnetic measurements, was chosen [Itoh]. The YTiO$_3$ was prepared similarly, but using Y$_2$O$_3$ instead of La$_2$O$_3$, and was determined to be YTiO$_3$+$\delta$ with $\delta \leq 0.05$ and $T_C = 27$ K and a saturation magnetic moment of 0.84$\mu_B$/Ti [Akim01, Kuroiwa].

Our $\mu$SR experiments on both samples were carried out using the GPS spectrometer at the Paul Scherrer Institute, in zero applied magnetic field (ZF). See section 2.2 for a discussion of the methodology. Examples of the measured asymmetry spectra are presented in Figures 4.2 & 4.5. At low temperature, precession signals are seen in both compounds indicative of long-range magnetic order with two precession frequencies indicating two magnetically inequivalent muon sites. Above their respective transition temperatures the data for both compounds shows exponential relaxation characteristic of a paramagnetic phase. The initial approach to the data analysis for both compounds will be discussed here. After this had been carried out, parameters that were found to be constant within the experimental error were held fixed, and those details will be discussed separately in sections 4.3 and 4.4.
To analyse the data the following equation was used:

$$P_z(t) = P_1 e^{-\lambda_1 t} + P_2 e^{-\lambda_2 t} \cos(2\pi\nu_2 t + \phi_2) + P_3 e^{-\lambda_3 t} \cos(2\pi\nu_3 t + \phi_3).$$

(4.2)

Above the ordering temperature $P_2$ and $P_3$ are set equal to zero since no precession is observed. Below the ordering temperature we can take the $P_1$ term to describe the depolarization of the muon due to fields along its initial spin polarization, and $P_2$ and $P_3$ to describe the effect of fields perpendicular to this direction. The difference between $\nu_2$ and $\nu_3$ comes from magnetic inequivalency. To maintain a consistent discussion I will take $\nu_2 > \nu_3$. For both compounds the function:

$$\nu_i(T) = \nu_i(0)\left( 1 - \left( T/T_c \right)^{\alpha_i} \right)^{\beta_i}.$$  

(4.3)

was used to fit the temperature dependence of each precession frequency $\nu_i(T)$. $T_c$ is the appropriate ordering temperature, $\alpha$ describes the temperature dependence as $T \to 0$, and $\beta$ is the critical parameter describing the sublattice magnetization close to $T_c$ [Blun01]. We would expect these parameters to be similar for both precession frequencies.

Dipole field calculations were carried out in order to establish whether the observed frequencies were consistent with the calculated fields at plausible muon sites. The methodology was as described in section 2.2 with calculations carried out over $10^4$ unit cells. The details specific to each compound will be discussed in conjunction with the experimental results in sections 4.3 and 4.4 below.

Such dipole field calculations have been compared to $\mu$SR data in other perovskite compounds. Some of the more thoroughly studied materials have been the rare earth orthoferrites, $R$FeO$_3$. The $R =$ Sm, Eu, Dy, Ho, Y, and Er variants were studied by Holzschuh et al. [Holz83] and they found that the stable muon site common to all of these compounds was on the mirror plane at $z = 1/4 (3/4)$, this being the rare earth - oxygen layer, either about 1 or 1.6 Å from the nearest oxygen ion, as would be expected for the (OH)$^-$ analog, (O$_\mu$)$^-$. This study was followed by others taking a slightly different approach to finding the muon sites [Boek84, Lin86], and these found further plausible sites, albeit apparently metastable ones, neighbouring the rare earth - oxygen layers. Results of these studies have also been applied to orthorhombic nickelates, without precession frequencies to test the hypothesis, but the approach was consistent with phase
separation occurring within magnetically inequivalent layers [Garc95a]. The most immediately relevant example within the literature is LaMnO$_3$ [CeGu01], for which a detailed study showed that the two observed precession frequencies corresponded to two structurally inequivalent muon sites, the lower frequency one within the rare earth - oxygen mirror plane and the higher frequency one at an interstitial site within the Mn-O plane. The latter set of sites require a significant contribution from the contact fields due to the neighbouring oxygen ions, which the dipole field calculations in this chapter do not consider.

4.3 $\mu$SR measurements on LaTiO$_3$

Figure 4.2: Examples of the raw $\mu$SR data recorded for LaTiO$_3$ both significantly below and above $T_N \sim 130$ K. The precession is clearly evident in the low temperature data and absent in the high temperature data.

Raw data recorded on LaTiO$_3$ is shown in Figure 4.2. The high temperature data is well described by a single exponential relaxation consistent with fast fluctuating electronic moments in the paramagnetic phase. Muon precession is clearly evident in the ordered phase, as would be expected. The fits shown in Figure 4.2
were to Equation 4.2 with the amplitudes of the two oscillating components set equal, \( P_2 = P_3 = 6.5\% \). The precession is rapidly damped in the ordered phase since the linewidth is comparable to the precession frequencies. The amplitude of the two precessing components is close to \( 2/3 \) of the relaxing amplitude, suggesting that the sample is ordered throughout its volume. After preliminary fitting showed that they were not significantly different from zero, the phases of the oscillating components, \( \phi_2 \) and \( \phi_3 \), were subsequently fixed equal to zero. The parameters obtained from fitting Equation 4.2 to the asymmetry data applying these constraints are shown in Figure 4.3.

The precession frequencies shown in Figure 4.3(a) are both well defined and follow similar power law behaviours up to \( T_N \). The 130 K data set shows very small precessing amplitudes, around 1/6 of the values at lower temperatures, suggesting that only small regions of the sample order above this temperature. For this reason, 130 K was taken as the bulk \( T_N \) value used when fitting Equation 4.3 to the precession frequencies. This value of \( T_N \) is quite consistent with the value found by Zhou and Goodenough [Zhou06], and it is conceivable that other magnetic studies may have been strongly affected by small and differently doped regions giving the appearance of a higher \( T_N \). The extracted parameters are shown in Table 4.3. Fixing the amplitudes of \( P_1 = 2\% \) and \( P_2 = P_3 = 6.5\% \) proved successful for \( T < 130 \) K. The linewidths \( \lambda_2 \) and \( \lambda_3 \) are similar at low temperatures, but their values diverge approaching \( T_N \): \( \lambda_2 \) rises, whereas \( \lambda_3 \) falls along with \( \nu_3 \). The relaxation rate \( \lambda_1 \) is relatively small in the ordered phase and the small value of \( P_1 \) below \( T_N \) gives rise to the significant error bars. There is a sharp peak in \( \lambda_1 \) at 130 K, consistent with this being the ordering temperature, but the form of the relaxation is complicated at this temperature. Above \( T_N \) the relaxation rate falls neatly to a small value, which is again difficult to fit. Measurements at a pulsed muon source where the background is smaller would allow this behaviour to be characterized more precisely.

Dipole field calculations were carried out for the \( G \)-type magnetic structure reported in Ref. [Keim00] and shown in Figure 4.4(a), assuming the magnetic moments (\( \mu = 0.57\mu_B \)) are aligned along the \( a \)-axis [Cwik03]. Calculations were also carried out assuming alignment along the \( c \)-axis. The results are periodic in the \( c \)-axis by half the orthorhombic \( c \)-axis lattice constant. We would expect the muon sites to lie within the \( z = 1/4 \) plane, as they do in \( \text{LaMnO}_3 \) [CeGu01]. If the moments are along the \( c \)-axis, the only contours corresponding to both observed
4.3 μSR measurements on LaTiO$_3$

Figure 4.3: Parameters extracted from the raw μSR data on LaTiO$_3$ using Equation 4.2 and setting $P_2 = P_3 = 6.5\%$, as discussed in the text. (a) Precession frequencies $\nu_2$ and $\nu_3$, together with the equivalent magnetic field. (b) Linewidths of the precession frequencies $\lambda_2$ and $\lambda_3$. (c) Relaxation rate $\lambda_1$ for the relaxing component $P_1$. 

LaTiO$_3$

- $\nu_2$ and $\nu_3$ (MHz)
- $\lambda_2$ and $\lambda_3$ (MHz)
- $\lambda_1$ (MHz)
- $T$ (K)
- $B_x$ (T)

(a) Precession frequencies $\nu_2$ and $\nu_3$, together with the equivalent magnetic field.
(b) Linewidths of the precession frequencies $\lambda_2$ and $\lambda_3$.
(c) Relaxation rate $\lambda_1$ for the relaxing component $P_1$. 

Figure 4.3: Parameters extracted from the raw μSR data on LaTiO$_3$ using Equation 4.2 and setting $P_2 = P_3 = 6.5\%$, as discussed in the text. (a) Precession frequencies $\nu_2$ and $\nu_3$, together with the equivalent magnetic field. (b) Linewidths of the precession frequencies $\lambda_2$ and $\lambda_3$. (c) Relaxation rate $\lambda_1$ for the relaxing component $P_1$. 

LaTiO$_3$
precession frequencies are very closely spaced at points around 0.75 Å from the oxygen ion centres within the plane. For moments aligned along the a-axis the calculations give the results shown in Figure 4.4(b), much more similar to those in LaMnO$_3$. Since we expect the O-$\mu$ bond to be around 1 Å, this moment orientation seems far more consistent with the observed precession frequencies. The other possibility is that the muon sites lie within the Ti-O layer. This is far more consistent with moment alignment along the c-axis, since suitable field values are found at sites between oxygen ions. It is more difficult to make precise assignment of muon sites in this case because the field contours are far more closely spaced. While there remains some ambiguity, observing well separated field contours corresponding to previously identified muon sites and apparently equally numbers of plausible muon sites for each frequency, in agreement with the experimental amplitudes, is strong evidence that the moments are aligned along a rather than c, something neutron results have not been able to prove with more certainty [Cwik03]. A $\mu$SR study of a single crystal, similar to that of Ref. [CeGu01], might provide the easiest experimental approach sufficient to answer this question.

Figure 4.4: (a) Structure of LaTiO$_3$ shown looking along the b-axis. The G-type spin arrangement of the Ti ions is shown assuming the moments are aligned along the a-axis. Structural data was taken from Ref. [Cwik03]. (b) Example of the results from dipole field calculations described in the text, plotted in the ab plane with a fractional c co-ordinate of 0.25. Contours are plotted for frequencies near those observed in the $\mu$SR data and plausible sites neighbouring the orange oxygen ions ($r = 1$ Å) can be deduced.
4.4 $\mu$SR measurements on YTiO$_3$

Asymmetry spectra recorded on YTiO$_3$ are shown in Figure 4.5. The high temperature data is well described by a single exponentially relaxing component as is typical for paramagnets. Below $T_C \sim 27$ K [Kuroiwa] muon precession is observed, consistent with long range magnetic order developing below this temperature. Preliminary fitting showed that the amplitudes of each component were essentially temperature independent below $T_C$, and well defined. In subsequent fitting the total relaxing asymmetry was fixed to 16%. Surprisingly for a polycrystalline sample, the solely relaxing component accounts for only a small proportion of the signal, but this may be due to the small relaxation rate being lost in the background noise in these continuous muon source experiments. Fixing $\lambda_1 = 0.06$ MHz was found to be successful over the whole measured temperature range. Given the similar structures, it might seem likely that the amplitudes of the oscillating components would be very similar, as was the case in LaTiO$_3$, but comparison with the dipole field calculations below suggests that the situation is
not so simple in YTiO$_3$. The initial phase $\phi_2 = -90^\circ$ was independent of temperature and was fixed at this value in subsequent fitting. Such an initial phase offset is generally associated with spin density waves, although the small perturbations to the dominant ferromagnetic structure [Ulri02] (shown in Figure 4.7) could have a similar effect. $\phi_3$ was zero within error, and that value was fixed subsequently. The fits to the data shown in Figure 4.5 are to Equation 4.2 with the parameters shown in Figure 4.6.

The two precession frequencies shown in Figure 4.6(a) both follow conventional power laws, with the fits obtained using Equation 4.3 with the parameters presented in Table 4.3. The value of $T_C = 27$ K shown in Figure 4.6 comes from magnetic measurements [Kuroiwa]. Both frequencies are well defined at low temperature, but close to the transition there seems to be more scatter in the values obtained. The linewidths of both components shown in Figure 4.6(b) are large compared to the precession frequencies, such that the oscillations are heavily
damped. Combined with the small size of $P_2$, this makes fitting $\nu_2$ particularly difficult close to the transition. The linewidths $\lambda_2$ and $\lambda_3$ were equal within experimental error so were constrained to be equal during subsequent fitting.

Figure 4.7: (a) Structure of YTiO$_3$ viewed along the $b$-axis. Structural data was taken from Ref. [MacL79] and the magnetic structure from Ref. [Ulri02]. (b) Example of the results from dipole field calculations described in the text, plotted in the $ab$ plane with a fractional $c$ co-ordinate of 0.43 in the pseudocubic magnetic unit cell (a $45^\circ$ rotation about $c$ relative to the structure shown in (a) with $\sqrt{2}$ larger $a'$ and $b'$ lattice constants). Contours are plotted for frequencies near those observed in the $\mu$SR data and two plausible sites neighbouring the oxygen ions can be deduced.

Dipole field calculations were carried out for the ferromagnetic structure reported in Ref. [Ulri02] and depicted in Figure 4.7(a). Moment values of $(0.106, 0.0608, 0.7034)\mu_B$ along the principal axes of the pseudocubic unit cell ($a', b', c'$) were used [Ulri02]. A representative slice through the structure where the contours corresponding to the observed frequencies come near to oxygen ions is shown in Figure 4.7(b). The magnetic fields for this largely ferromagnetic structure are much larger than those in the antiferromagnetic structure of LaTiO$_3$ (Figure 4.4 (b)), in agreement with experiment. As in LaTiO$_3$ the lower frequency component in the signal is consistent with sites within the A - O plane ($z = 1/4$), but there are no sites within this layer that would correspond to the higher frequency observed. The higher frequency component appears consistent with a smaller number of sites between oxygen ions near to or in the $z = 1/2$ layer, but rather closer to the Ti$^{3+}$ ion positions. There are also plausible sites corresponding to the lower frequency within this layer. Because of the small magnetic moments along the $a$ and $b$-axes the contours are more distorted than those seen in Figure 4.4. Considering the variation of these distortions along the $c$-axis
leads to a structure not dissimilar to a helically ordered magnet, for these small components. This offers a natural explanation for the significant initial phase offset observed for the higher frequency component of the signal, since it is this frequency that is particularly sensitive to the small moments in the $a$ and $b$ directions. The lower precession frequency will be more dependent on the primary ferromagnetic component in the magnetic structure, and therefore we would not expect such an initial phase offset.

4.5 Conclusion

The $\mu$SR results clearly demonstrate intrinsic magnetic order below the expected ordering temperatures in both samples. We are also able to follow the temperature dependence of the (sub)lattice magnetization and show that the behaviour is essentially conventional. The parameters extracted from the precession frequencies shown in Figures 4.3 and 4.6 using Equation 4.3 are shown in Table 4.3.

The parameters $\alpha_i$ in Equation 4.3 describe the behaviour of the precession frequencies as $T \to 0$. This is normally dominated by spin wave contributions and typically takes values between 1 and 2, with 1.5 being the expectation for classical spin waves [Blun01]. For both materials, neither $\alpha_i$ value is well defined, but lies close to or within this expected range. $\beta_i$ describes the behaviour close to the transition, determined by critical fluctuations. This parameter is very sensitive to the value chosen for the transition temperature, a process which is difficult in both materials. Given the complicated form of the muon depolarization in LaTiO$_3$ at 130 K, discussed above, it is reasonable to assume that this temperature is a good approximation to $T_N$. In YTiO$_3$ we must rely on the magnetic susceptibility measurements [Kuroiwa] to obtain $T_C = 27$ K. All but one of the $\beta_i$ values are significantly below the mean field expectation of 0.5 and lie within the range 0.3-0.4 consistent with 3D critical fluctuations (e.g. 0.346 (3D XY) or 0.369 (3D Heisenberg)) [Peli02]. Fitting to the sum of the two frequencies and fixing $\alpha = 1.5$ leads to $\beta = 0.35(2)$ in LaTiO$_3$ and $\beta = 0.40(2)$ in YTiO$_3$. These values seem reasonable given the relatively isotropic exchange constants in these compounds.

In the context of the dipole field calculations depicted in Figures 4.4 and 4.7 and the previous literature, the sites obtained for the two compounds considered here seem entirely plausible. For both compounds we find a site corresponding to the lower precession frequency in the A - O layer, as in LaMnO$_3$, but the origin
Table 4.3: Parameters extracted from fitting Equation 4.3 to the precession frequencies for LaTiO$_3$ and YTiO$_3$, shown in Figures 4.3 and 4.6 respectively. The ordering temperatures were fixed to the values obtained in magnetic measurements and the error on each fitted parameter is shown in brackets.

<table>
<thead>
<tr>
<th>Compound</th>
<th>LaTiO$_3$</th>
<th>YTiO$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_N = 130$ K</td>
<td>$T_C = 27$ K</td>
<td></td>
</tr>
<tr>
<td>$\nu_2(0)$ (MHz)</td>
<td>8.267 (57)</td>
<td>46 (1)</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>1.79 (13)</td>
<td>1.43 (34)</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.363 (18)</td>
<td>0.382 (43)</td>
</tr>
<tr>
<td>$\nu_3(0)$ (MHz)</td>
<td>1.972 (55)</td>
<td>11.4 (6)</td>
</tr>
<tr>
<td>$\alpha_3$</td>
<td>1.80 (38)</td>
<td>1.84 (48)</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>0.416 (40)</td>
<td>0.505 (51)</td>
</tr>
</tbody>
</table>

of the higher frequency component is almost certainly different in the two cases. In LaTiO$_3$ the higher frequency sites also appear to be in the rare earth - oxygen layer, and this fits with the equal amplitudes of the two components observed in the $\mu$SR signal. Sites near the Ti-O planes seem unlikely on the basis of the calculations. In YTiO$_3$ the higher frequency component cannot be in the Y-O plane if the calculations are correct and the hyperfine coupling is negligible. A more plausible assignment corresponds to sites lying between two oxygen ions and relatively close to the Ti ions, which would explain both the high precession frequency, the relatively small amplitude (since the site would probably be less electrostatically favourable), and also the large initial phase offset consistent with a stronger coupling to the antiferromagnetically coupled moments in the $ab$-plane. Lower frequency sites could also occur in the Ti-O layers, which may contribute to the extra amplitude of the lower frequency component. In both compounds a full site determination would require measurements on single crystals and in applied fields, as was done for the rare earth orthoferrites [Holz83, Boek84, Lin86] and LaMnO$_3$ [CeGu01].

In magnetically ordered polycrystalline samples we would expect the relaxing component to account for around one third of the relaxing asymmetry, owing to the polycrystalline averaging of the effects of the magnetic fields parallel and perpendicular to the muon spin direction. While this is the case in LaTiO$_3$, demonstrating that the magnetic order exists throughout the volume of the sample, in YTiO$_3$ the amplitudes observed do not fit this hypothesis. It seems most likely that the relaxation is sufficiently small to be hidden within the background,
given the measurements were recorded at a continuous muon source. To clearly settle this matter it would be necessary to make measurements at a pulsed muon source, where the background would be negligible.

The results presented in this chapter have confirmed previous reports of the magnetic properties of both LaTiO$_3$ and YTiO$_3$. Unlike the case of NaNiO$_2$ described in Chapter 3, these compounds have been the subject of extensive study using neutron diffraction and are more suitable for that technique. The further information available from $\mu$SR experiments can therefore only be marginal, and the $\mu$SR experiments are in excellent agreement with the previous neutron results [Keim00, Ulri02]. Nonetheless, this confirmation is worthwhile given the history of sample dependent results and the difficulty of controlling the oxidation state precisely [Ulri06, Zhou06]. Comparison between the precession frequencies observed in LaTiO$_3$ and dipole field calculations strongly favour moment alignment along the $a$-axis rather than the $c$-axis, a problem powder neutron diffraction has difficulty resolving [Cwik03]. Using a microscopic probe, rather than a bulk one, gives an independent means of testing the previous results from bulk probes, confirming those results strongly. The other application of these results is in testing the ability of dipole field calculations to reproduce the magnetic field distributions within oxide materials. This is also successful for these materials, where we can note the similarity of the structure and the similarity of the muon sites, while having significantly different magnetic structures. That it is possible to obtain good predictions for the local magnetic fields observed, and even to illustrate the underlying reason behind the initial phase offset observed in YTiO$_3$, is a worthwhile demonstration of the calculations in cases where the magnetic structures are so well defined.

$\mu$SR has been previously been used on perovskite compounds exhibiting a great variety of magnetic behaviour, and this will likely continue in future. A natural, and somewhat more specific, extension of the present work would be to investigate the spin-1 analogues of the two compounds discussed in this chapter, LaVO$_3$ and YVO$_3$. These have attracted almost as much theoretical attention as the two Ti compounds [Solo06], and in YVO$_3$ we have an example of a relatively unusual and little studied effect, the orbital-Peierls transition [Ulri03]. YVO$_3$ also has two magnetically ordered phases with significantly different magnetic structures [Ulri03] and would therefore provide an excellent application for the formalism developed within this chapter.
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Systems of spin-dimers, whether they be isolated, in chains, planes, or within a three-dimensional framework, show a broad variety of physical properties. Examples of these include Bose-Einstein Condensation of magnons in isolated spin-1 dimers [Rüeg03, Seba06, Zapf06], novel structural ordering [Rada02], and magneto-elastic driven [Bray75] or orbitally driven [Schm04] dimerization in chains. In this chapter I describe an investigation of two compounds where spin-1/2 ions are arranged along chains, and form spin-singlet dimers at low temperature. For both these materials the mechanisms leading to dimer formation are unusual, and this is evident in their properties.

The outline of this chapter is as follows: in section 5.1 I describe some of the mechanisms that lead to dimer formation and spin gaps in solids and briefly survey the experimental and theoretical results related to these mechanisms, focusing particularly on the two compounds investigated herein, sodium pyroxene (section 5.1.1) and titanium oxychloride (section 5.1.2). I go on to discuss a simple model in section 5.2 that relates the dimerization of these chain compounds to both magnetic susceptibility and \( \mu \)SR data. This is followed by experimental results on both compounds using magnetic susceptibility (section 5.3) and \( \mu \)SR (section 5.4) techniques. Finally, the results are discussed and compared with each other and suggestions for future work are made in section 5.5.

The majority of this work has previously been published [Bake07].

### 5.1 Introduction

A number of mechanisms can cause the formation of dimers in the solid state. The first of these to be identified was the Peierls instability [Peie55] where a one dimensional chain with one free electron per lattice point is unstable to the pairing of atoms and the formation of a band gap at the Fermi level, a metal-insulator transition. The energy scale for this process is the Fermi energy and the coupling is between electrons and phonons. Subsequently an analogous effect, now referred to as a spin-Peierls transition, was found in systems with a strong magnetoelastic coupling [Bray75]. The energy scale here is the magnetic exchange constant, \( J \), which is far smaller than \( E_F \), and so the dimerization occurs at a far lower temperature. The canonical spin-Peierls compound MEM(TCNQ)\(_2\) in fact shows a Peierls transition at 335 K where the uniform TCNQ chains dimerize, and then a spin-Peierls transition, where these dimers dimerize into a tetramized state, at
18 K [Huiz79]. We can write the spin-Peierls Hamiltonian simply as [Pytt74]:

$$\mathcal{H} = \sum_{l} J(l, l + 1)(\vec{S}_l \cdot \vec{S}_{l+1} - 1/4),$$

(5.1)

where $J(l, l + 1)$ is given in terms of the atomic displacements $\vec{u}(l)$ as:

$$J(l, l + 1) = J + \sum_{l} [\vec{u}(l) - \vec{u}(l + 1)] \cdot \vec{\nabla}J(l, l + 1).$$

(5.2)

As the system dimerizes, alternating exchange constants along the chain pair spins into strongly coupled singlet states with weak coupling between these spin-0 dimers. By re-expressing the above Hamiltonian in terms of phonon creation and annihilation operators, an analogy can be drawn with the 1-D Fröhlich Hamiltonian used in the BCS theory of superconductivity [Bray75], and the spin gap is found to follow the same temperature dependence as the BCS energy gap and the zero temperature limit:

$$2\Delta(T = 0) = 3.53T_{\text{SP}},$$

(5.3)

where $2\Delta$ is the spin gap and $T_{\text{SP}}$ is the spin-Peierls transition temperature. This assumes that the structural deformation is entirely mediated by the magnetoelastic coupling, an assumption that we will see below is not the case in more complicated systems.

Magnetic susceptibility measurements of organic spin-Peierls systems were reported by Bray et al. [Bray75] (TTFCuS$_4$C$_4$(CF$_3$)$_4$, $T_{\text{SP}} = 12$ K), and Huizinga et al. [Huiz79] (MEM(TCNQ)$_2$, $T_{\text{SP}} = 18$ K). These organic compounds have been joined by inorganic CuGeO$_3$ [Hase93] with a spin-Peierls transition at $T_{\text{SP}} = 14$ K. Below the spin-Peierls transition the magnetic susceptibility falls exponentially, consistent with the formation of spin-singlets. This exponential drop in the susceptibility makes finding the spin gap through magnetic resonance experiments difficult since the signal strength drops accordingly. $\mu$SR has been used to probe spin-Peierls systems in the past and benefits from having a relaxation rate which rises as the temperature decreases, therefore showing greater sensitivity in the spin gapped temperature region. Studies of MEM(TCNQ)$_2$ have been reported by Blundell et al. [Blun97] and Lovett et al. [Love00], the latter study deriving a value for the spin gap from the thermal activation of the muon spin relaxation rate. Pure and Zn-doped CuGeO$_3$ were studied by García-Múnoz et al. [Garc95b] and
the effect of both Si and Zn doping were investigated by Kojima et al. [Koji97]. These studies showed that doping can lead to either low temperature spin freezing or antiferromagnetic order, in agreement with theoretical predictions.

Another mechanism that causes dimerization is the distortion of the lattice by orbital interactions. This is particularly significant in systems with partially occupied $t_{2g}$ orbitals such as the Ti$^{3+}$ chains considered below. There are two slightly different processes that have been considered, orbital driven spin-singlet formation and orbital singlet formation. The former has now been observed in a number of systems which will be discussed below, whereas the observation of the latter remains limited to one system, YVO$_3$ [Ulri03], and there are further possible phases which are yet to be found experimentally.

The more common dimerization process involving orbitals is the formation of spin-singlet dimers, leading to a non-magnetic ground state. This has been discussed for spinels [Khom05, Rada05] (e.g. CuIr$_2$S$_4$ [Rada02] and MgTi$_2$O$_4$ [Schm04]), the pyroxene chain compound NaTiSi$_2$O$_6$ [Hiki04, vWez06], and the layered system La$_4$Ru$_2$O$_{10}$ [Khal02, Wu06]. It may also be relevant in NaTiO$_2$, MV$_2$O$_4$, and Fe$_3$O$_4$ [Khom05]. Qualitatively, we consider orbitals coupling to the lattice through the cooperative Jahn-Teller effect and to spins via superexchange. This gives us an effect which is similar to the magnetoelastic coupling that drives a spin-Peierls transition. The Ti$^{3+}$ ion seems to be a particularly favourable system to exhibit this because the splitting of the active $t_{2g}$ orbitals due to the non-cubic crystal field is smaller than the typical hopping integrals. For the spinel compounds the situation proximate to a metal-insulator transition was considered [Khom05], but one can equally well consider a Mott insulator with strong on-site Coulomb interactions [vWez06], the situation relevant to NaTiSi$_2$O$_6$.

It must be noted that this approach has now been extended beyond chain like compounds to the bilayer material [Khal02, Wu06] La$_4$Ru$_2$O$_{10}$. This undergoes a monoclinic to triclinic structural transition around 160 K accompanied by a significant drop in the magnetic susceptibility. It was originally assumed [Khal02] that this corresponded to a change in the $t_{2g}$ orbital occupation from $t_{2g}^3\uparrow t_{2g}^1\downarrow$ in the $S = 1$ high temperature phase to $t_{2g}^2\uparrow t_{2g}^2\downarrow$ in a $S = 0$ low temperature phase. More recent measurements [Wu06] have shown that the Ru$^{4+}$ spin state is unchanged going through the transition. This can be naturally explained in terms of orbital driven dimerization of the $S = 1$ spins.

For chains of integer spins a Haldane gap will be present [Hald83], and this
precludes any low-temperature instability. Examples of these materials where \(\mu\)SR experiments have been carried out include \(Y_2BaNiO_5\) [Koji95b] (including the effect of both Mg and Ca doping), \(Ni(C_2H_8N_2)_{2}NO_2(ClO_4)(NENP)\) [Ster92], and \(NiC_2O_4\cdot(2\text{-methylimidazole})\) [Fuka99]. These results consistently show an increase in the muon spin relaxation rate as the temperature decreases.

In other materials the mechanism creating the spin gap is more complex. This is particularly true for two-dimensional systems with spin-gaps where chain formation is not apparent. Examples of these include \(CaV_4O_9\) [Tani95, Luke97, Pick97, Jest98], where excitations of plaquettes may be the mechanism creating the spin gap, \(NaV_2O_5\) [Isob96, Fuda99], which has some similarity to ladder compounds, and \(CaV_2O_5\), which is a two-leg spin ladder [Iwas96, Luke97]. Such systems, where the magnetic exchange interactions can be thought of like a ladder, with strong coupling on rungs, weaker coupling between rungs in one perpendicular direction, and the weakest coupling between ladders, also show a spin gap and have been thoroughly investigated using \(\mu\)SR. Examples include: \(Sr_2Cu_4O_6\), [Koji95a], \(Na_2Co_2(C_2O_4)_3(H_2O)_2\), [Kikk07] and \((CH_3)_2CHNH_3Cu(Cl_xBr_{1-x})_3\). [Sait06] Dop-ing these materials often leads to magnetic order. Another type of spin gapped system is the spin ring, such as \(Cu_3WO_6\) [Fuda02], where low temperature spin freezing is observed and a thermally-activated muon-spin relaxation rate allows the spin gap to be probed.

There are also systems where dimers exist independent of temperature, such as \(TiCuCl_3\) [Rueg03], \(BaCuSi_2O_6\) [Seba06], or \(NiCl_2-4SC(NH_2)_2\) [Zapf06]. In these cases, the dimers are antiferromagnetically coupled in low magnetic fields and the system is paramagnetic, but the application of strong magnetic fields above a critical field \(H_{c1}\) turns these dimers into spin-triplets arranged into an ordered magnet. This has been the subject of considerable interest, since the transition at \(H_{c1}(T=0)\) is a quantum critical point.

I now go on to discuss the literature describing the two title compounds: \(NaTiSi_2O_6\) and \(TiOCl\).

### 5.1.1 Introduction to \(NaTiSi_2O_6\)

\(NaTiSi_2O_6\) is part of the alkali metal pyroxene family of compounds including jadeite and kunzite [Isob02], but unlike most members of this family does not show a Néel ordered ground state at low temperature. The \(Ti^{3+}\) ions are arranged
along chains parallel to the c-axis. SiO$_4$ tetrahedra lie between the chains giving a weak interchain coupling. Figure 5.1 shows the structure projected along the a-axis. The chains are observed to dimerize at 210 K [Isob02, Nino03, Redh03], changing the space group from the high-temperature $P\bar{1}$ to the low-temperature $C2/c$, and giving two different Ti$^{3+}$ - Ti$^{3+}$ distances in the low temperature phase. Accompanying the structural change, the magnetic susceptibility [Isob02] is found to drop sharply below the transition, consistent with the formation of dimers, and follows a thermally-activated behaviour with a spin gap $\Delta \sim 500$ K at low temperature. Above the transition, the susceptibility is well described by a Bonner-Fisher curve, as would be expected for a magnetic chain [Bonn64]. Phonon anomalies measured using Raman scattering [Kons04, Popo05] are consistent with the dimerization being driven by an orbital ordering at $T_{OO} = 210$ K, below which the system is condensed in one of two possible orbitally ordered spin-singlet states, breaking translational symmetry.

Figure 5.1: The structure of NaTiSi$_2$O$_6$ shown looking along the a-axis. The Ti$^{3+}$ ions are surrounded by oxygen octahedra and are arranged along chains parallel to the c-axis. Figure from Ref. [Redh03].

Far more theoretical work has been carried out on NaTiSi$_2$O$_6$ than experimen-
tal, since it provides a candidate system on which to test models of the orbital-Peierls transition. I begin by outlining the prevailing theoretical viewpoint, followed by an earlier, seemingly erroneous model. Hikihara and Motome [Hiki04] considered a spin-orbital-lattice coupled model and performed numerical simulations and a mean-field analysis. Similar methods have subsequently been employed by van Wezel and van den Brink [vWez05, vWez06] and Streltsov et al. [Stre06]. Van Wezel and van den Brink [vWez06] used the following Hamiltonian to describe the system:

$$\mathcal{H}_{ST} = 4J \sum_{\langle ij \rangle} S_i \cdot S_j \left[ T_i^z T_j^z + \frac{(-1)^i}{2} (T_i^z + T_j^z) + \frac{1}{4} \right].$$  \tag{5.4}$$

$T_i^z$ are pseudospin operators parametrizing the orbital occupation, with $T^z = +1/2$ corresponding to $|xy\rangle$ occupation and $T^z = -1/2$ corresponding to $|yz\rangle$. The chain like geometry of these systems, limiting us to direct Ti – Ti hopping, reduces the orbital problem to the Ising-like case. The ground state of this simplified model is ferro-orbital and has an energy per dimer of $-3J/4$. This is depicted in Figure 5.2. The model displays a phase transition associated with orbital ordering, above which is a dynamic Jahn-Teller phase. Below the transition we have a spin-Peierls like state with one of the two orbitals occupied and spin-singlets in neighbouring atoms. An improved model [vWez06] considers a superexchange term and also a crystal field term that acts against spin-singlet formation, but it was found that the orbitally-assisted Peierls transition was stable against a non-zero crystal field. From this model it is possible to reproduce the high and low temperature variation of the magnetic susceptibility [Hiki04, vWez06], although Hikihara and Motome’s numerical simulations suggested that short-range correlations enhancing the spin-singlet fluctuations are present around the transition at $T_{OO}$, and these decrease the magnetic susceptibility. It also possible to fit the numerical simulations of the magnetic susceptibility with an Arrhenius form, and these suggest $2\Delta \sim 650K$ [Hiki04].

An alternative picture for NaTiSi$_2$O$_6$ was proposed by Popović et al. [Popo04, Popo06], where a composite $S = 1$ Haldane chain with spin triplet dimers of ferromagnetically coupled Ti$^{3+}$ spins would form at $T_{OO}$. This was on the basis of spin polarized generalized gradient approximation calculations, the results of which are not reproduced using other methods, and may well exclude relevant correlations that would invalidate the result obtained [Hiki04, Stre06, vWez06].
Motivating our study has been the possibility of making a measurement that could clearly distinguish between the theoretically proposed ground states for the system, as well as attempting to measure the magnitude of the spin gap. To achieve this magnetic susceptibility and $\mu$SR experiments were carried on samples provided by Dr M. Isobe and Prof. Y. Ueda of the Institute for Solid State Physics, University of Tokyo. These were powder samples prepared as in Ref. [Isob02].

5.1.2 Introduction to TiOCl

The state of the literature on TiOCl is, perhaps, the opposite of that for NaTiSi$_2$O$_6$. There have been many experimental studies, particularly within the last five years, but comparatively little theoretical work. Here I will discuss the experimental studies first, and then move on to describe the theoretical work on this compound.

The structure of TiOCl is composed of TiO bilayers within the $ab$ plane, well separated by Cl$^-$ ions. This is shown in Figure 5.3. At low temperature the chains of Ti$^+$ ions along the $b$-axis dimerize with their spins coupled by direct exchange. Below $T_{c1} = 67$ K the dimerization is commensurate with the lattice [Shaz05], but between $T_{c1}$ and $T_{c2} = 91$ K the chains are incommensurately dimerized [Shaz05, Krim06, Schö06]. This is further complicated by the observation of commensurate lattice fluctuations that coexist with the incommensurately dimerized phase between $T_{c1}$ and $T_{c2}$ and persist up to a temperature $T^* \sim 130$ K [Clan07].
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The magnetic properties of TiOCl were studied by Wilson et al. [Wils87], and then Beynon and Wilson [Beyn93], who included a study of scandium-doping, with the intention of comparing the system to the high-\(T_c\) cuprates. After subtraction of a Curie tail the susceptibility was found to be nearly independent of temperature. These measurements were repeated by Seidel et al. [Seid03] for both pure and Sc-doped specimens, and their results did not reproduce the earlier data. Their results are, however, in excellent agreement with subsequent measurements published in later reports [Kata03, Rück05]. The susceptibility follows a Bonner-Fisher curve at high temperature, despite the quasi-2D structure, with \(J = 660\) K, and this one-dimensional model describes the data very well down to around 130 K. There is a clear point of inflection at around 91 K (depending on the sample) and the susceptibility falls very steeply at 67 K. Below 67 K the
susceptibility is dominated by the Curie tail from impurities within the sample and subtracting this gives a nearly temperature independent susceptibility due to the Van Vleck paramagnetism and the diamagnetism of the ionic shells.

The heat capacity of TiOCl shows two peaks at the transitions $T_{c1}$ and $T_{c2}$, with a surprisingly small amount of entropy released at the two transitions ($\sim 0.1$ R), although the total magnetic heat capacity does reach the expected $R \ln 2$ for a spin-1/2 system at high temperatures. The lattice contribution is dominant at all temperatures [Hemb05, Rück05]. There is good evidence for the magnetic contribution persisting up to $T^* \sim 130$ K and this fits in well with the pseudogap picture arising from the structural fluctuations and behaviour of the magnetic susceptibility.

The pseudogap in TiOCl may be thought of in terms of a reduced density of states just below the Fermi surface, in analogy with a similar phase occurring in high-$T_c$ superconductors, and develops below a temperature $T^* \sim 130$ K.

Possibly the best evidence for the onset of the pseudogap comes from unpublished NMR measurements made by Imai and Chou in 2003 [Imai03]. These are particularly difficult due to the small natural abundances of $^{47,49}$Ti and the small nuclear gyromagnetic ratios. Nevertheless, this study found a peak in $1/T_1 T$ at $T^* \sim 130$ K and clear features at $T_{c1}$ and $T_{c2}$. The spin gap was found, using the thermal activation of $1/T_1 T$ at low temperature, to be $E_g = 430 \pm 60$ K. This enormous spin gap, $2E_g/k_B T_{c1,2} \sim 10 - 15$, compared with the value (3.53, see Equation 5.3) expected for a canonical spin-Peierls system, has been taken to be evidence of the remarkable properties of TiOCl. It is necessary to include a cautionary note with regard to this result. In the conventional units, the activation energy measured by an NMR (or $\mu$SR) experiment is actually $2\Delta$, not $\Delta$ as these authors assumed [Ehre77]. (The details of this will discussed in relation to the $\mu$SR analysis in section 5.4.) This reduces the relative size of the gap by a factor of two, so it is still larger than would be expected for a canonical spin-Peierls system, but not to the same extent.

Another means of probing the pseudogap, and orbital behaviour in TiOCl, is through optical spectroscopy. The infrared optical properties show that below 200 K the effective dimensionality of the system decreases from two to one and there is a characteristic energy scale of 430 K associated with the pseudogap [Caim04]. This value of $2\Delta = 430$ K is also confirmed by Raman scattering [Lemm04]. Infrared transmittance measurements have also been re-
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ported [Rück05]. Applying pressure suggested that an insulator-to-metal transition, apparent in infrared transmittance and reflectance spectra, occurred at a pressure of around 12 GPa [Kunt06].

ESR measurements have been reported [Kata03, Zakh06] and these have shown that the lowest lying orbital excitation has an energy of $\Delta_{\text{ESR}} \sim 0.3$ eV and the orbital ground state is non-degenerate. The drop of the spin susceptibility below $T_{c1}$ is in agreement with the static susceptibility measurements and $T_{c2}$ is evident as a crossover in the ESR linewidths along the three crystallographic axes.

Thermal expansion measurements show two sharp features at $T_{c1}$ and $T_{c2}$, the former being sharp and symmetric, therefore suggesting that it is a first-order phase transition, and that the feature at $T_{c2}$ resembles a glass transition [Rück05].

An ARPES study of TiOCl [Hoin05] confirmed the quasi-one-dimensional nature of the electronic structure along the b-axis, as is apparent in the above reports, and gave strong evidence against phonon-induced orbital fluctuations being the reason that TiOCl has such an unconventional spin-Peierls transition.

Seidel et al. [Seid03] carried out local-density-approximation (LDA) calculations that showed that the electronic structure is essentially one dimensional. These were augmented by density functional theory calculations that confirmed their results and without the correct inclusion of intersite correlations suggest that the ground state should be subject to strong orbital fluctuations [Saha04, Crac06]. Calculations including the intersite correlations have been carried out more recently [Saha07] and these compare well with the recent ARPES measurements [Hoin05] and suggest that fluctuations of Ti-Ti dimers should occur well above the commensurate dimerization occurring at $T_{c1}$ [Clan07]. LDA+U calculations have been carried out to elucidate the phonon spectrum and agree satisfactorily with experiment [Pisa05]. Cluster calculations were carried out to aid interpretation of optical measurements [Rück05] and agree with other determinations of the smallest orbital excitation energy [Pisa05, Crac06].

The sample for our experiments was provided by the group of Prof. R. Claessen at the University of Würzburg and his collaborators at that institution and at the University of Augsburg, in particular Dr M. Hoinkis. The sample was synthesized according to the method described by Schäfer et al. [Schä58], and was in the form of many small crystalline platelets ($\sim 1$ mm square, $\sim 50$ µm thick) that were not aligned for any of the experiments detailed below.
5.2 Deducing the temperature dependence of the spin gap

The purpose of this section is to discuss how the temperature dependence and magnitude of the spin gap in unconventional systems can be deduced from the temperature dependence of the dimerization, thereby giving a prediction which can be tested against experimental data in the following sections (5.3 and 5.4). This is done under the assumption that the coupling along the chain is well described by a one-dimensional model. Firstly, I will describe a simple model to relate the spin gap to the dimerization through the alternation of the exchange constants along the chain. This is sufficient to describe NaTiSi$_2$O$_6$, since the dimerization along the chains has already been reported [Redh03]. I then describe a simple method of deducing the dimerization along the chains in TiOCl from the intensity of the X-ray superstructure reflection along the chain direction. Together, these give predictions that can be tested against the experimental data reported below.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{exchange_constants}
\caption{Exchange constants in spin chains above and below the structural phase transition $T_c$. $\delta$ describes the alternation in the exchange constants and $\Delta l$ describes the structural dimerization.}
\end{figure}

The first step in modelling the dependence of the spin gap, $2\Delta$, on temperature
is to consider how it depends on the dimerization of the system. This was discussed by Cross and Fisher [Cros79] in terms of chains subject to a dimerization $\delta$, illustrated in Figure 5.4. The exchange constants for neighbouring atoms in the chain are then of the form:

$$J_{l,l+1} = J(1 \pm \delta),$$  \hspace{1cm} (5.5)

and since the dimerization is small, we can take $\delta$ to be proportional to the structural dimerization $\Delta l$. Cross and Fisher [Cros79] used this model to find that the spin gap at zero temperature scaled as:

$$\Delta \propto \delta^{2/3}. $$  \hspace{1cm} (5.6)

Similar calculations were carried out by Uhrig et al. [Uhri99], including logarithmic corrections, and they obtained a power law of 0.65. Comparing these results to the data showed no significant difference in the parameters obtained, so the $2/3$ power law will be used hereafter.

As can be seen in Figure 5.5, the lattice constants in NaTiSi$_2$O$_6$ are nearly independent of temperature below $T_{\text{OO}} \sim 200$ K. From this we can conclude that the degree of dimerization will be essentially constant below the structural transition, and we therefore approximate the spin gap below the structural transition as constant:

$$\Delta(T < T_{\text{OO}}) = \Delta(T = 0). $$  \hspace{1cm} (5.7)

Since the dimerization along the $b$-axis has not been reported for TiOCl it is necessary to deduce it by other means. The method I will use here uses the intensity of the superstructure reflection $(0, 1.5, 0)$ measured by Krimmel et al. [Krim06]. This is shown in Figure 5.6.

We now need to deduce the variation of this X-ray intensity with respect to the structural dimerization. We begin with the structure factor for a general X-ray reflection,

$$S_{hki} = \sum_n f_n \exp[-2\pi i(hx_n + ky_n + lz_n)]. $$  \hspace{1cm} (5.8)

Since we are considering a superstructure reflection, each of the form factors, $f_n$, will represent one TiOCl unit, so they are all equal, and we will double the unit cell shown in Figure 5.4 for convenience, thereby choosing the $(0, 3, 0)$ reflection in the doubled unit cell. Taking the dimerization to be a small fractional displacement
Figure 5.5: Temperature dependence of the Ti$^{3+}$-Ti$^{3+}$ distance(s) and the angle Ti$^{3+}$-O-Ti$^{3+}$. A step change in the distance between Ti$^{3+}$ ions is apparent at the structural transition. Data taken from Redhammer et al. [Redh03]

$\delta (\propto \Delta l)$ of every other atom along the chain direction, this gives us a structure factor for the (0, 3, 0) reflection of:

$$S_{0,3,0} = f(1 + \exp[-3\pi i(1 + \delta)]),$$

which we can transform into the measured intensity using $I_{hkl} = |S_{hkl}|^2$. In the limit of small $\delta$, the intensity varies as:

$$I \propto \delta^2.$$  \hspace{1cm} (5.10)

Using the above relationship between the degree of dimerization $\delta$ and the spin gap $\Delta$ (Equation 5.6) we find that:

$$\Delta \propto I^{1/3}.$$  \hspace{1cm} (5.11)

This gives the normalized gap value $\Delta(T)/\Delta(0)$ shown in Figure 5.7. Since deriving this model for the case of TiOCl, I discovered that a similar model had been applied to the case of CuGeO$_3$ by Harris et al. [Harr94]. By direct measurement of
5.3 Magnetic measurements

Magnetic measurements were made on both compounds using the Reciprocating Sample Option of the SQUID magnetometer as described in section 2.3.1. This
Figure 5.7: Normalized value of the spin gap $\Delta(T)/\Delta(0)$ predicted using Equations 5.9 - 5.11 and the intensity of the $(0, 1.5, 0)$ superstructure reflection reported by Krimmel et al. [Krim06] and shown in Figure 5.6.

section describes the results and analyses the data using the models outlined in section 5.2. In the following discussion the thermally activated contribution to the susceptibility will be taken to be:

$$\chi \propto A \exp(-2\Delta/T)$$  \hspace{1cm} (5.12)

In order to extract this part of the susceptibility the contribution due to free spins (including impurities) needs to be subtracted. This takes the form of Curie’s law $\chi = C/T$. We take the free spins to be spin-1/2, since the Ti$^{3+}$ ions in the chain have that spin, although this may not be a perfect description if the oxidation state of Ti ions near impurities or chain breaks is affected, but it is sufficient to give a simple estimate of the concentration of free spins. Another contribution to the measured susceptibility is the combination of Van Vleck paramagnetism and diamagnetism arising from the sample, $\chi_0$. These give a temperature independent contribution which can be easily subtracted during fitting. The full form fitted to the experimental data was:

$$\chi = A \exp(-2\Delta/k_B T) + \chi_0 + C/T,$$  \hspace{1cm} (5.13)
where $\Delta$ had the temperature dependence for each compound discussed above in section 5.2. The results of measurements on $\text{NaTiSi}_2\text{O}_6$ and $\text{TiOCl}$ are presented in sections 5.3.1 and 5.3.2 respectively.

### 5.3.1 Magnetic measurements on $\text{NaTiSi}_2\text{O}_6$

Isobe et al. [Isob02] measured the magnetic susceptibility of $\text{NaTiSi}_2\text{O}_6$ and found that at high temperature it was well described by a Bonner-Fisher curve [Bonn64], as would be expected for a quasi-one-dimensional chain compound. At a temperature of around 250 K the susceptibility reduces below that expected from the Bonner-Fisher curve and a knee is observed at $T_{\text{OO}} = 210$ K. Below $T_{\text{OO}}$ the susceptibility is thermally activated and fitting the low-temperature data gave an activation energy of approximately 500 K. The concentration of free spins was found to be $< 0.5 \%$. Our susceptibility measurements were carried out to check that our sample from the $\mu$SR experiments detailed below was as synthesized, and to provide data to test models of the susceptibility.

The magnetization of a polycrystalline sample of mass 30 mg was measured in a field of 0.1 T from 2 to 350 K. The results are presented in the form $\chi = M/H$ in Figure 5.8, with the Curie tail subtracted for clarity.

The Curie tail subtracted from original data gave a value for the unpaired spin concentration of 2.10(4) \%, somewhat higher than for the sample of Isobe et al. [Isob02]. The temperature-independent contribution to the susceptibility was found to be $\chi_0 = 1.21(1) \times 10^{-9} \text{ m}^3 \text{ mol}^{-1}$, consistent with previous data [Isob02]. Taking the spin gap to be independent of temperature proved to be a satisfactory description of the data below 200 K, and fitting the data below this temperature led to a value for the spin gap of $2\Delta = 595(7)$ K. Attempting to fit the data with a mean-field model, as would be expected for a spin-Peierls transition, gave a poorer fit to the data as the maximum temperature in the fitting range tended towards $T_{\text{OO}}$. While the simple model for the thermal activation encapsulated in Equation 5.12 should break down when the temperature approaches the energy scale of the spin gap, the step-like jump in the structural parameters at $T_{\text{OO}}$, shown in Figure 5.5, provides much stronger evidence, compared with the form of the magnetic susceptibility, that this system is not behaving as a canonical spin-Peierls material.
5. Spin gaps in Ti\(^{3+}\) chains: NaTiSi\(_2\)O\(_6\) and TiOCl

Figure 5.8: The magnetic susceptibility of NaTiSi\(_2\)O\(_6\) after the subtraction of the Curie law contribution from impurities, as described in the text. The data were fitted according to Equation 5.13, leading to a spin gap \(2\Delta = 595(7)\) K, \(\chi_0 = 1.21(1) \times 10^{-9}\) m\(^3\) mol\(^{-1}\), and a concentration of unpaired spins \(n = 2.10(4)\) %.

5.3.2 Magnetic measurements on TiOCl

The magnetic susceptibility of TiOCl has previously been reported by several authors [Beyn93, Seid03, Kata03, Rück05]. Excepting the first of these reports, the results are in good agreement. At temperatures above 130 K the susceptibility follows a Bonner-Fisher curve [Bonn64], with \(J = 660\) K. Features are observed at around \(T^* \sim 130\) K and \(T_{c2} = 91\) K, followed by a sharp drop at \(T_{c1} = 67\) K [Seid03, Kata03, Rück05]. Below \(T_{c1}\), the susceptibility is dominated by the Curie tail and the temperature-independent susceptibility.

Our measurements were made after the \(\mu\)SR experiments described in section 5.4.2 to check that the sample had not degraded. The sample had the same magnetic susceptibility, within the experimental resolution, as it had been when synthesized, so significant degradation was excluded. The sample used was 20 mg of a polycrystalline powder, for which the magnetization was measured as a function of temperature between 2 and 350 K, in a field of 0.1 T. The zero-field cooled RSO measurements presented, after the subtraction of the Curie tail, as \(\chi = M/H\) values in Figure 5.9, were repeated both in field cooled RSO measurements and ac
susceptibility measurements cooling in zero field. These measurements were all in
good agreement, except that the error bars on the ac susceptibility measurements
were far larger, because the small drive field leads to a weak signal.

Figure 5.9: The magnetic susceptibility of TiOCl after the subtraction of the Curie law
contribution from impurities, as described in the text. The data were fitted according
to Equation 5.13 up to 80 K where this model should break down, leading to a spin
gap $2\Delta = 270(10)$ K, $\chi_0 = 0.82(1) \times 10^{-9}$ m$^3$ mol$^{-1}$, and a concentration of unpaired
spins $n = 0.6(1)$ %.

From fits of the experimental data below 80 K, where Equation 5.13 remains
valid, the Curie tail was found to correspond to a concentration of unpaired spins
$n = 0.6(1)$ %. The temperature independent susceptibility was found to be $\chi_0 =
0.82(1) \times 10^{-9}$ m$^3$ mol$^{-1}$. In order to find the magnitude of the spin gap the model
described in section 5.2 was used. It is this part of Equation 5.13 which breaks
down at around 80 K, because the spin gap ceases to be large compared to the
temperature above this temperature [Cros79], hence limiting the range over which
Equation 5.13 can be fitted to the data. Fitting the data below 80 K leads to a
value of the spin gap at zero temperature of 270(10) K. This model is successful in
describing the jump in the magnetic susceptibility at $T_{c1}$, and the gradient of the
susceptibility just above that transition. The fit to the data is shown in Figure 5.9.
5.4 $\mu$SR measurements

$\mu$SR measurements offer a means of measuring the magnitude of the spin gap in these materials with a microscopic probe, and since no such data had been published on these compounds we were motivated to carry out $\mu$SR experiments. The measurements were carried out using two forms of the $\mu$SR technique, both described in section 2.2.

Firstly, the form of the relaxation in zero magnetic field (ZF), was measured as a function of temperature from $\sim 10$ to 340 K. For both compounds the relaxation was well expressed as the product of nuclear moment and electronic moment contributions, as had previously been found to be the case in MEM(TCNQ)$_2$ by Lovett et al. [Love00]. In both compounds the nuclear contribution was found to be temperature independent, allowing the thermal activation of the electronic component to be followed as a function of temperature. It must be noted here, however, that the form of the electronic relaxation was different in the two compounds, and this will be discussed in sections 5.4.1 and 5.4.2 below.

We can draw an analogy between NMR measurements and $\mu$SR ones in order to determine the spin gap from the thermal activation of the zero-field muon relaxation rate [Love00]. At low temperature, that is below the onset of dimerization, one possible relaxation mechanism is via thermally activated electronic spins fluctuating across the spin gap [Fuda99]. Since we have, in the paramagnetic case, a muon relaxation rate due to electronic spin fluctuations varying as the inverse of the fluctuation rate, $\lambda \propto 1/\nu$, $\lambda$ increases with decreasing temperature as the electronic fluctuations slow due to the spin gap. For comparison [Ehre77], the nuclear spin flip observed by NMR is accompanied by the scattering of three excitons. Ehrenfreund and Smith [Ehre77] showed that the nuclear relaxation rate $T_{1}^{-1}$ was of the form:

$$T_{1}^{-1} \propto \Delta^{-2}D^2(\Delta)D(2\Delta)e^{-2\Delta/k_BT},$$

where $\Delta$ is the spin gap and $D(\epsilon)$ is the density of states as a function of the excitation energy $\epsilon$. From this we see that the activation energy is actually $2\Delta$. It is apparent that for both compounds a second, temperature-independent, relaxation process dominates at low temperatures. This is seen as the saturation of the electronic relaxation rate at low temperature. Considering an electronic relaxation
rate $\lambda$, under the assumption that the distribution of local fields is independent of temperature in the range considered, we can parametrize the temperature dependence using the equation:

$$\lambda(T) = \frac{\lambda_0}{1 + A \exp(-2\Delta/T)}, \quad (5.15)$$

where $A$ is a constant, $\lambda_0$ is the low-temperature relaxation rate, and $\Delta$ takes the form described in section 5.2. Since the form of the electronic relaxation is different in the two compounds we use the symbols $\lambda$ for NaTiSi$_2$O$_6$ and $\Lambda$ for TiOCl, solely for differentiating between the two forms of the relaxation.

The second type of measurement carried out used a small magnetic field applied along the axis of the initial muon spin polarization (LF measurements described in section 2.2). The purpose of these measurements was to determine the concentration of unpaired spins in the materials by an alternative means, or alternatively, to check that our model for the electronic depolarization of the muon spin was realistic, since the magnetic susceptibility measurements described in section 5.3 can determine the concentration of unpaired spins far more precisely. We follow the method of Lovett et al. [Love00], and assume that the unpaired spins are $S = 1/2$, given the spin of the Ti$^{3+}$ ions, although a defect in a chain would produce two free spins and any impurity creating the defect may itself have a spin, so our value is likely to be an overestimate of the true concentration of defects and impurities. The asymmetry spectra were fitted using the product of a longitudinal field Lorentzian Kubo-Toyabe function [Uemu85]:

$$P_z(t, a, B_L) = 1 - \frac{a}{\gamma \mu B_L} j_1(\gamma \mu B_L t) \exp(-at) - \left(\frac{a}{\gamma \mu B_L}\right)^2 \left[ j_0(\gamma \mu B_L t) \exp(-at) - 1 \right]$$

$$- \left[ 1 + \left(\frac{a}{\gamma \mu B_L}\right)^2 \right] a \int_0^t j_0(\gamma \mu B_L \tau) \exp(-a\tau) d\tau, \quad (5.16)$$

and an exponential function to account for the weak dynamics. In equation 5.16, $j_0$ and $j_1$ are spherical Bessel functions and $B_L$ is the flux density of the applied field. We can then follow after Lovett et al. in using the expression derived for NMR data by Walstedt and Walker [Wals74] to estimate the concentration of unpaired spins, $n$ [Love00]. Taking the field width in the longitudinal field
Kubo-Toyabe function to be \( a \), we have:

\[
a = \frac{2\pi \mu_0 \mu_B g_d g_\mu S_d m_e n}{9\sqrt{3} m_\mu \hbar}.
\]  

(5.17)

For simplicity, we take the dimensionless magnetic moments of both the defect and the muon to be \( g_d = g_\mu = 2 \), and take the spin of the defect \( S_d = 1/2 \). This approach is consistent with that used in the magnetic measurements described above (Section 5.3).

Having described the common elements of the \( \mu \)SR measurements on these two compounds I will describe the specifics of each case, firstly for NaTiSi\(_2\)O\(_6\) in section 5.4.1 and then for TiOCl in section 5.4.2.

5.4.1 \( \mu \)SR measurements on NaTiSi\(_2\)O\(_6\)

\( \mu \)SR measurements on NaTiSi\(_2\)O\(_6\) were carried out using the MuSR and ARGUS spectrometers at the ISIS pulsed muon facility. The samples were polycrystalline powders of mass \( \sim 0.2 \) g, placed inside silver foil packets greased to the cold finger of the spectrometer cryostat. This gives a weak background relaxation which was subtracted in the data analysis (Section 2.2).

Zero field measurements were made at temperatures between 15 and 340 K using the MuSR spectrometer at ISIS. The raw data are presented in Figure 5.10, with fits to the functional form:

\[
A(t) = A(0) \exp[-(\sigma t)^2] \exp(-\lambda t) + A_{BG},
\]  

(5.18)

which describes the data successfully over the whole of the measured temperature range. The Gaussian term describes the muon relaxation due to fluctuating nuclear moments and fitting this as a free parameter over the whole temperature range showed that the rate could be fixed as \( \sigma = 0.06 \) MHz. The exponential relaxation is due to the fluctuating electronic moments, and this is thermally activated according to Equation 5.15. Neither the initial or background asymmetry varies with temperature, which, combined with the lack of coherent muon precession, is strong evidence excluding the presence of long range magnetic order in this compound.

As can be seen in Figure 5.11, \( \lambda \) is essentially independent of temperature below 100 K and then falls as the temperature increases. There is no major
change in either $\lambda$ or $\sigma$ at $T_{OO}$, which suggests that the size of the local field at the muon site does not change dramatically at this temperature, as it should do if a composite Haldane chain formed at the structural transition [Popo04]. The smooth variation of $\lambda$ through $T_{OO}$ may be due to the effects of short range correlations enhancing spin-singlet fluctuations near the transition. Fitting the $\lambda$ values for $T < T_{OO}$ leads to a value for the spin gap of $2\Delta = 700 \pm 100$ K.

Figure 5.10: Examples of muon decay asymmetry data in NaTiSi$_2$O$_6$. The zero field data shown for 300 and 21 K is fitted according to Equation 5.18 and the longitudinal field data is fitted to the product of Equation 5.16 and an exponential relaxation, as described in the text.

Longitudinal field measurements were made on the same sample used for the zero field measurements using the ARGUS spectrometer at the RIKEN-RAL pulsed muon facility. The concentration of unpaired spins at low temperature was extracted following the method described above in section 5.4. Data were collected at 5 K in an applied field of $B_L = 0.5$ mT, shown in Figure 5.10, and were fitted to obtain a field width $a = 0.14(6)$ MHz, which leads, with application of Equation 5.17, to a concentration of unpaired spins $n = 1.7(3)$ %. Data collected in larger fields, $B_L \geq 5$ mT, were found to have a similar field width but significantly larger errors in the fitted parameters, and were therefore less suitable for extraction of the concentration of unpaired spins.

For NaTiSi$_2$O$_6$ we are able to parametrize the data from both techniques us-
Figure 5.11: Electronic relaxation rate $\lambda$ in NaTiSi$_2$O$_6$, extracted from the raw data using Equation 5.18. The red line is a fit to Equation 5.15 and leads to $2\Delta = 700(100)$ K.

We find that the value of the gap fits the mean-field relation very well, consistent with the dimerization being driven by a spin-Peierls mechanism. However, the predicted gap value for an orbital-Peierls transition ($\Delta \sim J$) [Stre06] is also in excellent agreement with our value, as are the predictions of Hikihara and Motome [Hiki04]. From the magnitude of the spin gap we cannot distinguish between the two possible mechanisms for the transition in this material. That there is no significant change in the relaxation rate at $T_{\text{OO}}$ is unlikely to be compatible with the formation of Haldane chains at this temperature, since the field at the muon site should change significantly, changing the relaxation rate. Measurements of the orbital occupation will be necessary to make a decisive conclusion as to the mechanism.
5.4.2 μSR measurements on TiOCl

All the μSR measurements on TiOCl were made using the MuSR spectrometer at the ISIS pulsed muon facility (Section 2.2). As for NaTiSi$_2$O$_6$, the polycrystalline sample of mass ~ 0.2 g was enclosed in a silver packet, as quickly as possible to avoid excess contact with air, and attached to the cold finger of a CCR. Measurements were made in zero field at temperatures between 20 and 340 K.

The temperature range between 30 K and 100 K was measured three times in zero field to provide sufficient data points in the thermally activated region. Each time this was done cooling in zero field. The results were consistent with one another. Representative data sets from low and high temperature measurements are shown in Figure 5.12. The thermal activation is clearly apparent with a significantly larger relaxation rate in the low temperature data set. In zero field we can parametrize the muon relaxation in terms of a product function representing nuclear and electronic contributions to the relaxation. Initially the function, Equation 5.18, used for the NaTiSi$_2$O$_6$ data were used, but it was clear that this described the low temperature data poorly. High temperature data were dominated by the Gaussian relaxation from the nuclear moments, so a temperature independent Gaussian relaxation of $\sigma = 0.08$ MHz, found at high temperature, was assumed. Preliminary fitting with Equation 5.19 showed that it is difficult to fit this satisfactorily at low temperatures, since the electronic relaxation rate becomes very large compared to that from the nuclear fluctuations. No change in the value obtained from the fitting was observed, but the error in $\sigma$ becomes significant below $T_{c1}$ for this reason, probably because the electronic relaxation rises so significantly, as can be seen in Figure 5.13. In order to obtain a satisfactory fit to the low temperature data a different form, compared to NaTiSi$_2$O$_6$, was used after preliminary analysis showed that it was providing significantly improved fits to the data below $T_{c1}$. The most consistent means of fitting the data used a square root exponential, as would be expected for a dilute distribution of electronic spins [Uemu85]. The product of these Gaussian and square-root exponential functions gives:

$$A(t) = A(0) \exp[-(\sigma t)^2] \exp(-\sqrt{\Lambda t}) + A_{BG},$$  \hspace{1cm} (5.19)

which was used to fit the TiOCl across the entire temperature range.

The results from fitting Equation 5.19 to the measured asymmetry data are
Figure 5.12: Examples of muon decay asymmetry data in TiOCl. The zero field data shown at 200 and 15 K is fitted according to Equation 5.19 and the longitudinal field data is fitted to the product of Equation 5.16 and an exponential relaxation, as described in the text.

presented in Figure 5.13. At high temperature the relaxation rate is constant and small. No significant features are observed at either $T^*$ or $T_{c2}$, which is perhaps surprising given the clear evidence for these transitions in NMR data [Imai03]. Below $T_{c2}$ the relaxation rate rises slowly with decreasing temperature, until at $T_{c1}$ it rises sharply, tending to a constant value below $\sim 30$ K. The sharp rise below $T_{c1}$ fits with the model (Equation 5.15) used to analyse the relaxation rate data in NaTiSi$_2$O$_6$. A temperature-independent slow fluctuation dominates the low temperature data, before thermally activated fluctuations become dominant at intermediate temperature, until the dimerization transition is reached and we see the paramagnetic fluctuations dominating the signal. In TiOCl, we use the form derived in section 5.2 for the gap, as was compared with the magnetic susceptibility data in section 5.3.2. This model has a smaller domain of validity for the $\mu$SR data, as can be seen from the fitted line plotted in Figure 5.13. While successful below $T_{c1}$, there is no step observed in the data at $T_{c1}$, which this model predicts.

The concentration of unpaired spins at low temperature was extracted following the method described above in section 5.4. Data were collected in an applied field of $B_L = 2$ mT, shown in Figure 5.12, and was fitted to obtain a field width
5.4 $\mu$SR measurements

Figure 5.13: Electronic relaxation rate $\Lambda$ in TiOCl, extracted from the raw data using Equation 5.19. The red line is a fit to Equation 5.15 below $T_{c1}$ and leads to $2\Delta = 440(60)$ K. It must be noted that the temperature dependence of the gap shown in Figure 5.7 does not describe the data correctly above $T_{c1}$, as discussed in the text.

$a = 0.41(4)$ MHz, which leads, with application of Equation 5.17 to a concentration of unpaired spins $n = 1.1(2)$ %. Data collected in larger fields, $B_L \leq 5$ mT, were found to have a similar field width but marginally larger errors in the fitted parameters, and were therefore less suitable for extraction of the concentration of unpaired spins. The field width was found to be essentially constant below $T_{c1}$, and then dropped sharply above $T_{c1}$, below the limit where the value of $a$ (see Equation 5.17) could be reliably extracted.

For TiOCl, our model based on the measured dimerization gives a consistent description of the form of both data sets. The $\mu$SR measurements show a sharp, thermally activated increase in the muon relaxation rate below $T_{c1} = 67$ K. Fitting the data below $T_{c1}$ leads to a value of the spin gap of $2\Delta = 440(60)$ K. We also attempted a different parametrization for the data which assumes the spin fluctuations are fast compared with the distribution of magnetic fields, as is the case in NaTiSi$_2$O$_6$. Fitting Equation 5.18 to the asymmetry data, and the $\lambda$ values to a simple activation, $\lambda \propto \exp(2\Delta/T)$, leads to $2\Delta = 420(40)$ K. However, Equation 5.18 fails to describe the raw data at temperatures lower than 10 K below
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$T_{c1}$, so this method is less satisfactory for measuring the spin gap. The method only works over such a limited range because of the large gap relative to $T_{c1}$ and the width of the magnetic field distribution. Above $T_{c1}$ other spin fluctuation processes come into play on the $\mu$SR timescale, and since there is negligible variation in the $\mu$SR relaxation rate, we can no longer compare it to the model. It must be noted that the model based on the structural dimerization only fits the $\mu$SR data in the temperature region where the dimerization is constant. There are two obvious possibilities for this discrepancy. There is a decrease in the width of the field distribution at $T_{c1}$, evident in the longitudinal field measurements, which would change the relation between $\Lambda$ and the fluctuation rate, or it may be that a separate energy scale which is independent of temperature below $T_{c1}$ is relevant, but only affects the muon depolarization once the dimerization is complete and structural fluctuations lose their importance.

By comparison, fitting the magnetic susceptibility data is much more successful just above $T_{c1}$; we can describe the jump in the susceptibility at the transition and also the behaviour up to 80 K, where the magnitude of the spin gap becomes comparable to the temperature. The gap $2\Delta$ measured by $\mu$SR agrees with those measured using other techniques [Imai03, Lemm04, Caim04] and, via naive application of the mean-field theory of the SP transition, corresponds to $T_{SP} = 2\Delta/3.53 = 125(10)$ K. Intriguingly, this estimate of $T_{SP}$ is close to the temperature where pseudogap formation has been proposed [Imai03, Lemm04, Caim04]. A similar application of the mean-field theory to our value of $2\Delta$ obtained from susceptibility yields $T_{SP} \approx 75$ K which lies between $T_{c1}$ and $T_{c2}$. These results may suggest different energy scales associated with the pseudogap and the dimerization, illustrating the complex nature of TiOCl. Further investigation of this system, using other techniques, may illuminate this issue.

5.5 Conclusion

In conclusion, a consistent means of describing both magnetic susceptibility and $\mu$SR measurements on spin gapped systems in terms of the dimerization has been presented. Using both these techniques, we have obtained values for the spin gaps in both NaTiSi$_2$O$_6$ and TiOCl, as well as determining the concentration of unpaired spins in each material. Our results are summarized in Table 5.1. We see that both techniques give consistent results for the concentration of un-
Table 5.1: Parameters derived from $\mu$SR and magnetic susceptibility data, $\chi$. The spin gap, $2\Delta$, the concentration of unpaired spins, $n$, and $T_{mf} = 2\Delta/3.53$, the temperature at which mean-field theory estimates that the SP transition should occur, given the value of $2\Delta$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Technique</th>
<th>NaTiSi$_2$O$_6$</th>
<th>TiOCl</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2\Delta$ (K)</td>
<td>$\mu$SR</td>
<td>700(100)</td>
<td>440(60)</td>
</tr>
<tr>
<td>$2\Delta$ (K)</td>
<td>$\chi$</td>
<td>595(7)</td>
<td>270(10)</td>
</tr>
<tr>
<td>$n$ (%)</td>
<td>$\mu$SR</td>
<td>1.7(3)</td>
<td>1.1(2)</td>
</tr>
<tr>
<td>$n$ (%)</td>
<td>$\chi$</td>
<td>2.10(4)</td>
<td>0.6(1)</td>
</tr>
<tr>
<td>$T_{mf}$ (K)</td>
<td>$\mu$SR</td>
<td>200(25)</td>
<td>125(10)</td>
</tr>
<tr>
<td>$T_{mf}$ (K)</td>
<td>$\chi$</td>
<td>168(5)</td>
<td>76(3)</td>
</tr>
</tbody>
</table>

paired spins, supporting our model for the muon depolarization. The values of the spin gaps are not in such good agreement, with the $\mu$SR values being a little larger than those from the susceptibility measurements, perhaps because the muon data may include the effect of some other relaxation process not accounted for in Equation 5.15, or the magnetic susceptibility model does not include the effect of fluctuations. For NaTiSi$_2$O$_6$ the disagreement in the value of the spin gap between the two techniques is within the statistical error, and so the results must be considered consistent with one another. The disagreement in TiOCl is far larger than the statistical errors and is likely to be significant, possibly due to separate energy scales for the structural dimerization and the pseudogap formation. Our measurements also demonstrate the complementary information that can be discovered about spin-gapped materials by investigating both their microscopic and bulk properties.

Looking forward, there remains much to be explained in the physics of Ti chain compounds. While the experimental investigations of NaTiSi$_2$O$_6$ have proved consistent with interpretation in terms of an orbitally assisted Peierls transition, examples of this behaviour are rare, and finding further systems that display it will add significantly to the understanding of this mechanism. In terms of $\mu$SR experiments, a detailed study of MgTi$_2$O$_4$ is called for. This was attempted at ISIS in late 2006, but problems with the proton beam prevented a full experiment being carried out. The results suggested that a complete study could be carried out at ISIS in future and would provide a similar amount of information to the cases considered above. One of the ways the spin-Peierls transition has been approached
in inorganic compounds such as CuGeO$_3$ has been through doping the chains with non-magnetic ions, Zn, and doping the side chains with Si. An example of this form of investigation was presented by Kojima et al. [Koji97]. Taking a similar approach to compounds showing orbital assisted Peierls transitions has yet to be attempted. This might provide interesting insights into the mechanism of the transition and produce novel magnetic phases.

TiOCl remains somewhat enigmatic. Inelastic neutron scattering experiments might be able to shine considerable light on the excitation spectrum and clear up the discrepancy between the energy scales found in this work, and also clarify the origin of the structural excitations observed by Clancy et al. [Clan07]. The effect of cation substitution, Sc, V, on TiOCl has already been considered [Beyn93, Seid03], and $\mu$SR work is likely to show interesting results. Given the similarity between the structure of TiOCl and high-temperature superconductors such as those described in Chapter 6, interest has been expressed in charge doping the TiO layers with alkaline metals and also in intercalation. Both of these avenues may lead to new and interesting physical properties in systems closely related to TiOCl.
Chapter 6

Effect of tuning the interlayer spacing of high-$T_c$ superconductors
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6. Effect of tuning the interlayer spacing of high-\(T_c\) superconductors

6.1 Introduction

Since their discovery in 1986 [Bedn86], the high temperature superconductors based on copper oxide layers have been the subject of considerable work in both experimental and theoretical condensed matter physics, solid state chemistry, and materials science [Pool00]. The structure of such a material is shown in Figure 6.1 (Left). Despite the huge amount of work on the subject, there remain many theoretical questions concerning the mechanism underlying the superconductivity in these materials [Legg06, Zaan06]. To investigate these questions, many approaches have been attempted. The dome-like dependence of the superconducting critical temperature \(T_c\) on the doping was identified at an early stage [Pres91]. At some critical doping, \(p \sim 0.05\) holes per Cu, superconductivity develops from an insulating state. With increasing doping \(T_c\) rises in the underdoped regime, and peaks at the optimal doping, \(p_{\text{opt}} = 0.16\) holes per Cu. Further increasing the doping reduces \(T_c\) in the overdoped regime until at \(p \sim 0.27\) holes per Cu, the material enters a metallic phase without superconductivity. The schematic phase diagram of a hole-doped cuprate material is shown in Figure 6.1 (Right).

As well as the superconducting phase, antiferromagnetism is observed at small dopings up to high-temperature. This may also coexist with the superconducting phase at intermediate doping [Brew88, Weid89, Sann04, Savi05]. At temperatures above \(T_c\), underdoped materials exhibit what is referred to as ‘pseudogap’ behaviour, as if the superconducting state is present, but has not gained phase coherence [Xu00]. Isotope effects [Khas04], pressure dependence (both hydrostatic and chemical) [Sch92, Gao94], and the number of CuO\(_2\) layers in each superconducting block [Scot94] have also been shown to be key in determining \(T_c\). Another means of looking for trends common to groups of compounds, or separating them, is to find scaling relations between experimental parameters [Binn92]. This is useful in cases where theoretical models can find the dependence of one parameter on another, but not their absolute magnitude. A recent example of this is the Hones scaling between the bulk superfluid density of a superconductor and the product of \(T_c\) and the dc conductivity at \(T_c\) [Home04]. A number of possible origins for this scaling relation have been proposed [Home04, Tall06], but it breaks down severely in overdoped cuprates [Tall06] and does not apply to molecular superconductors [Prat05]. Such scaling relations will be discussed in more detail in section 6.4.
Figure 6.1: (Left) Structure of Bi2212 showing the double copper-oxygen layers separated by a Ca layer. The structural parameters used for this diagram come from Ref. [Mich94]. (Right) Schematic version of the notional phase diagram of hole-doped cuprate superconductors. The phases marked SC and AF are superconducting and antiferromagnetic respectively.

Cuprate superconductors\textsuperscript{1} are notable for having a highly anisotropic structure with CuO\textsubscript{2} planes bounded by charge reservoirs such as Sr-O, and intermediate layers that separate the superconducting blocks. This is shown in Figure 6.1 (Left), using Bi2212 (notionally Bi\textsubscript{2}Sr\textsubscript{2}CaCu\textsubscript{2}O\textsubscript{8}) as an example. The CuO\textsubscript{2} planes are the key locus of superconductivity [Legg06], and it is natural to consider how the superconducting properties depend on the properties of the layers themselves [Emer95, Casa02] and the coupling between them [Whea88, Legg96, Ande98]. To investigate this it is desirable to change the separation between the CuO\textsubscript{2} planes in a controlled manner and measure the superconducting properties. The majority of high-$T_c$ materials have an average CuO\textsubscript{2} layer spacing of $6 \pm 1$ Å and there are few examples where the layer spacing is significantly outside this range [Uemu97, Pool00]. We must therefore seek ways of changing the layer spacing in a controlled manner. One method of changing the layer spacing is to make multilayers of a superconducting material interspersed by

\textsuperscript{1}Hereafter, cuprate superconductors will be referred to by abbreviated forms of their chemical formulae. Two forms are in common use, and are more convenient for different families of cuprates. 1) The form X1234, where X is the first element in the chemical formula, and the numbers are the numbers of each element in the chemical formula, excluding oxygen. The number of Cu ions is the final number, which normally equates to the number of CuO\textsubscript{2} planes in each block, except for compounds where there are also CuO chains. 2) The form ABCD, where each letter is the first letter of the elemental symbols in the chemical formula.
its non-superconducting analogue [Tris90]. This is effective in changing the layer spacing and can be a well controlled process, but the coupling between the superconducting and non-superconducting layers distorts the superconducting layers from their pristine structure, complicating the effect of the increased layer spacing. An alternative method was found for Bi based cuprate superconductors in the 1990’s, exploiting the fact that neighbouring Bi-O layers can be used as cleavage planes [Xian90, Choy94, Choy98]. Using chemical intercalation it was found that the average spacing between CuO$_2$ planes could be increased by a factor of up to three [Choy98]. This process will be described in more detail in section 6.2, since these samples form the basis of this work.

To describe the superconducting properties of a compound we are interested in more than the superconducting critical temperature, $T_c$. It is also important to consider the length scales relating to superconductivity [Anne04]. The first length scale of interest describes how far the magnetic field penetrates into the superconductor, the London penetration depth,

$$
\lambda = \sqrt{\frac{m^*}{\mu_0 n_s e^2}},
$$

(6.1)

where $m^*$ is the effective mass of the electrons and $n_s$ is the density of superconducting electrons. Inverting Equation 6.1 shows that if we can measure $1/\lambda^2$ we can deduce the superfluid density $n_s/m^*$. The second length scale we can consider is the size of the Cooper pairs of superconducting electrons, the Pippard coherence length $\xi$. Within BCS theory this is simply related to the ratio of the Fermi velocity $v_F$ and the superconducting energy gap $\Delta$ as:

$$
\xi = \frac{\hbar v_F}{\pi \Delta}.
$$

(6.2)

The ratio of these two length scales, $\kappa = \lambda/\xi$, is very informative in categorizing the superconducting phenomena exhibited by a material, because it describes the energetics of magnetic field penetration near the surface of the superconductor. For $\kappa < 1/\sqrt{2}$, we have a Type I superconductor where magnetic field penetration occurs around the edges of the sample, or around domains analogous to those in a magnetic material. For the materials considered in this chapter, the other case, $\kappa > 1/\sqrt{2}$, is of interest. This is referred to as Type II superconductivity. At low fields, $H < H_{c1}$, the material is perfectly diamagnetic, like a Type I
superconductor, but between the lower critical field \( H_{c1} \) and the upper critical field \( H_{c2} \) it is energetically favourable to allow vortices of magnetic flux to penetrate through the material forming a mixed state. Above \( H_{c2} \) the material reenters the normal state. The vortices arrange themselves into a periodic vortex lattice, generally triangular, although square lattices are also observed [Anne04]. We can also relate the length scales to the critical fields of a Type II superconductor as:

\[
H_{c1} = \frac{\Phi_0}{4\pi\mu_0\lambda^2} \ln \left( \frac{\lambda}{\xi} \right),
\]

\[
H_{c2} = \frac{\Phi_0}{2\pi\mu_0\xi^2},
\]

where \( \Phi_0 \) is the magnetic flux quantum, and we can consider all the length scales to be functions of temperature [Anne04]. The third length we must consider is the mean free path of electrons in the normal state, \( l \). (In the superconducting state \( l \to \infty \).) This is compared to the coherence length \( \xi \). If \( l \gg \xi \), the superconductor is considered to be in the clean limit, or if \( l \ll \xi \) it is in the dirty limit. The difference between the two cases can influence how we extract the other length scales \( \lambda \) and \( \xi \) from experimental data, and this will be discussed below.

\( \mu \)SR has been an effective probe of superconductivity [Soni00], particularly in high-\( T_c \) materials, because it offers a direct means of measuring the distribution of magnetic fields in the vortex lattice, which leads to a means of extracting the superfluid density of the material. The details of this will be discussed in section 6.3. Using \( \mu \)SR to measure the superfluid density was exploited by Uemura to define two scaling relations soon after high-\( T_c \) materials were discovered. The first of these relates the bulk superfluid density of cuprate superconductors and their critical temperature [Uemu89], and the second relates the critical temperature and the Fermi temperature, which for quasi-2D materials is proportional to the density of electrons in each layer [Uemu91]. Another piece of information that can be extracted from the distribution of fields in the vortex lattice is the different ordered and disordered phases that occur in different temperature and magnetic field regimes. The study of this behaviour in the Bi2212 system using \( \mu \)SR has been particularly extensive [Hars92, Hars93, Lee93, Lee95, Lee97, Aegge98, Lee98a], from initial observations that the form of the field distribution changed in different field regimes to characterization of the different ordered and disordered phases as a function of the angle of the applied magnetic field relative to the CuO\(_2\) planes.
The ordering of the vortex lattice can also be investigated using Small Angle Neutron Scattering [Forg90, Cubi93], approaching the problem in reciprocal space rather than real space, and the techniques are complementary.

Relative to Bi2212, Bi2201 has been poorly studied using µSR. Early measurements were made by Weber et al. [Webe91], finding a significantly reduced superfluid density compared to the expectation from the Uemura plot [Uemu89]. Further measurements were not reported until Russo et al. made a thorough study of a variety of dopings and compared ceramic and single-crystal samples [Russ07]. The later measurements gave superfluid densities much closer to the Uemura trend.

In this chapter I will describe the results of µSR measurements on a series of Bi-based high-$T_c$ superconductors, systematically investigating how the superfluid density changes as a function of the layer spacing and making some initial measurements probing the ordered and disordered regions of the vortex lattice $B - T$ phase diagram. Section 6.2 describes the samples used in these measurements and how they were synthesized. In section 6.3 I describe the experimental methodology and then experiments looking for magnetic order and/or radical states in an intercalated superconductor (section 6.3.1), experiments measuring the superfluid density in polycrystalline samples (section 6.3.2), and measurements on mosaics of intercalated single crystals in section 6.3.3. After reviewing the results of these experiments in section 6.3.4 I move on to discuss these results in relation to literature values by placing them on previously described scaling plots in section 6.4. The information gained from the experiments and how the results fit into current pictures of high-temperature superconductivity are discussed in section 6.5, together with suggestions for further work.

### 6.2 Intercalated superconductors

Perhaps the most familiar example of intercalation is the occurrence of February 29th in each leap year, intercalation being the addition of an additional day, days, or month into the ordinary or normal year. Chemists have borrowed this term to describe the process of placing guest species into empty lattice sites within a host material [OHar96]. These reactions can be represented as:

$$x\{\text{Guest}\} + \Box_x[\text{Host}] \rightleftharpoons \{\text{Guest}\}_x[\text{Host}],$$  

(6.5)
where □ are empty lattice sites within the host material [OHar96]. The earliest example of intercalation chemistry is probably the production of porcelain in China around 600-700 AD, intercalating alkali metal ions into kaolin, but systematic intercalation was first reported in 1840 with the reaction of sulphuric acid and graphite [OHar96]. Graphite intercalation compounds have remained a primary area of interest within this branch of chemistry, particularly with regard to superconductivity [Hann65, Well05, Kim07].

A wide variety of intercalated superconductors have been synthesized, since the guest species often perturbs the geometry or electronic structure of the host, which can have such effects as disrupting charge density waves or doping the material [OHar96]. The host can be either superconducting or non-superconducting before intercalation. Some examples of intercalated superconductors include:

- Graphite intercalation compounds, firstly with lighter alkali metals in the form C₈A (A = K, Rb, Cs) [Hann65], then later with heavy alkaline metals in the form C₆A (A = Ca, Sr, Yb) [Well05, Kim07]. \( (T_c \lesssim 12 \text{ K}) \)
- TaS₂, NbSe₂, NbS₂, SnSe₂, intercalated with organic groups such pyridine [OHar96]. \( (T_c \lesssim 6 \text{ K}) \)
- Li₀.₅ZrSe₂, Rb₀.₅MoS₂ [OHar96]. \( (T_c \lesssim 7 \text{ K}) \)
- Alkali doped fullerides \( A_3C_{60} \) (A = Na, K, Rb, Cs and variants) [Heba91, Ross95]. \( (T_c \lesssim 45 \text{ K}) \)
- Layered nitrides LiZrNCl [Yama96] and LiHfNCl [Yama98]. \( (T_c \lesssim 26 \text{ K}) \)
- Water-intercalated sodium cobaltate \( \text{Na}_x\text{CoO}_2 \cdot y\text{H}_2\text{O} \) [Taka03]. \( (T_c \lesssim 5 \text{ K}) \)

One could also consider molecular superconductors such as BETS and ET salts [Prat05] to be intercalated materials, since the anions lie between layers of the organic molecules.

Since the intercalated superconductors above are all low-temperature superconductors, and the high-temperature superconductors have a layered structure that suggests intercalation might be feasible, the challenge of intercalating a cuprate superconductor was soon pursued. The first success was reported by Xiang et al. [Xian90], with the intercalation of iodine into Bi₂212. They were able to increase the \( c \)-axis length by 23 % with iodine layers in between every superconducting block and maintain a critical temperature of \( T_c = 80 \text{ K} \), less than...
10 K below the $T_c$ of their pristine Bi2212 starting material. The Bi-Sr-Ca-Cu-O system is particularly suited to intercalation because there is a cleavage plane between double [Bi-O] planes. The next significant increase in the $c$-axis length in intercalated Bi2212 was achieved by Choy et al. [Choy94], with the intercalation of HgI$_2$. This increases the length of the $c$-axis by 47% and again causes only a slight decrease in $T_c$. The intercalation process is shown schematically in Figure 6.2.

Figure 6.2: Schematic diagram showing the intercalation process described in the text. The Bi-O planes are cleaved and then the intercalant, in this case HgI$_2$, is inserted between the recombined layers. After Ref. [Kwon05].

To increase the spacing between superconducting blocks further required the intercalation of larger guest species. This was achieved by Choy et al. [Choy98] by intercalating organic chains of the form ($\text{Py} - \text{C}_n\text{H}_{2n+1}$)$_2\text{HgI}_4$ into Bi2212 and Bi2201. Again, the guest species sits between each of the superconducting blocks, inclined at an angle of around 20° to the $c$-axis, and the average spacing between
CuO$_2$ planes can be increased by a factor of up to 3. It was shown that despite
the dramatic increase in the interlayer spacing, $T_c$ remained essentially constant.
Using X-ray diffraction and high-resolution electron microscopy it was shown that
the superconducting blocks remained pristine and were regularly spaced. The
samples are air-stable.

The starting materials for the synthesis were Bi$_2$Sr$_{1.6}$La$_{0.4}$CuO$_x$ (Bi2201) and
Bi$_2$Sr$_{1.5}$Ca$_{1.5}$Cu$_2$O$_y$ (Bi2212), where the Sr ion is partially substituted by the La
ion or Ca ion to obtain single-phase samples. To intercalate the organic chains
into these compounds the following synthesis was used [Choy98]. HgI$_2$ was inter-
calated into the starting materials by heating them together in a vacuum-sealed
Pyrex tube [Choy94]. The intercalation of the organic chains used a solvent-
mediated reaction between the HgI$_2$ intercalates and alkylpyridinium iodide (Py-
C$_n$H$_{2n+1}$I) ($n = 1$ & 8), obtained by reacting alkyliodide with 1 M equivalent of
pyridine in diethyl-ether solvent. The HgI$_2$ intercalates were mixed with two ex-
cess reactants of Py-C$_n$H$_{2n+1}$I, to which a small amount of dried acetone (0.5 ml
per 1 g of the mixture) was added. Each solvent-containing mixture was re-
acted in a closed ampoule at 40$^\circ$ C for 6 hours and washed with a solvent blend
of acetone and diethyl-ether (1 : 1 volumetric ratio) to remove the excess re-
actant of Py-C$_n$H$_{2n+1}$I. The resulting products were dried in vacuum. Electron
probe microanalysis and elemental analysis was used to determine chemical formu-
lae of [(Py-C$_n$H$_{2n+1}$)$_2$HgI$_4$]$_{0.35}$Bi$_2$Sr$_{1.6}$La$_{0.4}$CuO$_x$ [(Py-C$_n$H$_{2n+1}$)$_2$HgI$_4$-Bi2201] and
[(Py-C$_n$H$_{2n+1}$)$_2$HgI$_4$]$_{0.35}$Bi$_2$Sr$_{1.5}$Ca$_{1.5}$Cu$_2$O$_y$ [(Py-C$_n$H$_{2n+1}$)$_2$HgI$_4$-Bi2212]. These
are identical to the nominal compositions within the experimental error, showing
that the host lattice is not chemically modified after the intercalation [Choy98].

Once it had been demonstrated that organic compounds could be intercalated
into Bi2212, the next challenge was to intercalate guest species that might have
a functional effect on the superconductor. A system where evidence for such
an effect has been observed is the compound [(Me$_3$S)$_2$HgI$_4$]$_{0.34}$Bi$_2$Sr$_{1.5}$Ca$_{1.5}$Cu$_2$O$_y$
[(Me$_3$S)$_2$HgI$_4$-Bi2212] [Kwon02, Kwon04]. Trimethyl-sulfonium iodide, Me$_3$SI, is
a paramagnetic organic radical and from dc magnetic susceptibility and electron
paramagnetic resonance measurements it has been suggested [Kwon04] that this
has a magnetic transition at around 20 K. The synthesis route is similar to that
described above.

Despite their radically changed geometrical properties, relatively few char-
acterization measurements have been carried out on these samples beyond
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Table 6.1: Structural and superconducting properties of the samples investigated [Choy98, Kwon04]. The average CuO\(_2\) layer spacing is denoted by \(\bar{c}\) and the values of \(T_c\) will depend strongly on the doping of the samples.

<table>
<thead>
<tr>
<th>Compound</th>
<th>(\bar{c}) ((\text{Å}))</th>
<th>Expected (T_c) (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi2212</td>
<td>7.72</td>
<td>78</td>
</tr>
<tr>
<td>HgI(_2)-Bi2212</td>
<td>11.32</td>
<td>68</td>
</tr>
<tr>
<td>((Me(_3)S)(_2)HgI(_4))-Bi2212</td>
<td>14.02</td>
<td>82</td>
</tr>
<tr>
<td>(PyC(_1)H(_3)HgI(_4))-Bi2212</td>
<td>13.86</td>
<td>82</td>
</tr>
<tr>
<td>(PyC(_8)H(_17)HgI(_4))-Bi2212</td>
<td>19.17</td>
<td>82</td>
</tr>
<tr>
<td>Bi2201</td>
<td>13</td>
<td>26</td>
</tr>
<tr>
<td>HgI(_2)-Bi2201</td>
<td>20</td>
<td>22</td>
</tr>
<tr>
<td>(PyC(_1)H(_3)HgI(_4))-Bi2201</td>
<td>23</td>
<td>27</td>
</tr>
</tbody>
</table>

their structure, X-ray absorption spectra, and magnetic susceptibility [Choy98, Kwon02, Kwon04]. This therefore justifies making a systematic study of their superfluid density as a function of the spacing between the layers in both intercalated Bi2212 and Bi2201 specimens.

6.3 Experiments on intercalated superconductors

In this section I describe the experiments that were carried out on a variety of intercalated superconductors, probing possible magnetic ordering, muonic radical formation, superfluid density variation with layer spacing, and the behaviour of the magnetic vortex lattice. Before continuing to describe the details of the experiments that were carried out, I list the samples that were used and their properties measured by previous studies. The samples used were prepared by Drs S.-J. Kwon and S. J. Kim following the synthesis described in section 6.2 above, and their magnetic properties were consistent with the previous measurements published regarding these materials [Choy98, Kwon02, Kwon04]. The notional structural and superconducting properties are presented in Table 6.1. Slight variations from these \(T_c\) values are likely due to the possibility of producing differently doped specimens, but the structural properties should not be affected.

The remainder of this section is split up according to the type of experiment carried out and the form of the samples used. In section 6.3.1, I describe experiments carried out in the longitudinal geometry described in section 2.2, testing for magnetic ordering or organic radical states in ((Me\(_3\)S)\(_2\)HgI\(_4\))-Bi2212, since
this system offers the opportunity to test for the previously reported magnetism and also a reference organic intercalant to test for muonic radical states. Sections 6.3.2 and 6.3.3 discuss transverse field measurements (Section 2.2) of the superfluid density of this series of intercalated superconductors. The experimental methodology and data analysis is included in the respective sections.

6.3.1 Searching for magnetic order or radical states in intercalated superconductors

![Graph](image)

Figure 6.3: Zero-field data and longitudinal field data recorded at 15 K in the indicated longitudinal fields for \((\text{Me}_3\text{S})_2\text{HgI}_4\)-Bi2212. The fitted functions are Equations 6.6 and 6.7 described in the text.

Evidence for short range magnetic order is seen in a number of cuprate superconductors [Brew88, Weid89, Sann04, Savi05], but not Bi2212 [Savi05]. One of our samples of intercalated superconductor, \((\text{Me}_3\text{S})_2\text{HgI}_4\)-Bi2212, shows some evidence for a magnetic transition in SQUID measurements [Kwon05]. This could make a significant difference to the superconducting properties and/or the muon relaxation rate used to extract the superfluid density. In order to obtain useful results from TF measurements on this sample we need to exclude the possibility that magnetic ordering occurs in this sample. This can be done by making measurements of the muon relaxation rate in zero applied field (ZF) (Section 2.2).
Magnetic ordering would be seen in a significant change in the relaxation rate or initial and final asymmetries, or in muon precession. Another possible source of error in the TF measurements would be the formation of muonic radicals in the intercalated samples. These might produce a significant and complicated field dependence in the measured asymmetry, complicating the analysis of the TF data. This can be probed by examining how the muon relaxation changes as a function of an applied longitudinal field (LF) (Section 2.2). To examine these possibilities both ZF and LF measurements were carried out on samples of Bi2212 and ((Me₃S)₂HgI₄)-Bi2212. The former is a control sample, since it does not show evidence for magnetic ordering [Savi05] and has no organic radicals. ((Me₃S)₂HgI₄)-Bi2212 has a paramagnetic organic radical intercalant, and SQUID measurements suggested that this may have changed the magnetic properties at low temperature [Kwon05].

These experiments were carried out using the MuSR spectrometer at the ISIS pulsed muon facility in its longitudinal configuration (Section 2.2). For both samples the experimental procedure was similar: each sample was mounted on a silver plate and then cooled from well above the superconducting \( T_c \) to the base temperature of the CCR cryostat, around 15 K. A zero field run was taken at 15 K before the field scan at 15 K was recorded in increasing field values up to 0.2 T. The magnetic field was removed and zero applied field was returned using the compensation coils within the spectrometer. The zero field temperature scan then proceeded in steps up to temperatures well above \( T_c \). This was not an ideal experimental procedure, since the samples are superconducting, and some flux was trapped in the samples at low temperature. This was evident in a significantly increased relaxation rate in the \( \mu \)SR spectra at 15 K recorded after the field was removed. The effect persists up to around 50 K. Such runs are excluded from the analysis below. Despite this, the objective of these ZF experiments was still achieved, since we can still compare the first base temperature run against the zero field data well above \( T_c \), and the LF data is independent of this issue.

The fitting functions used for these data were Equation 6.6 for the ZF data and Equation 6.7 for the LF data. These are products of a Gaussian Kubo Toyabe function [Haya79], which should provide an adequate description of the static random nuclear dipole moments with a Gaussian distribution width \( \Delta/\gamma_\mu \), a longitudinal field at the muon site of \( B_L \), and an exponential relaxation, of rate \( \lambda \), modelling the dynamically fluctuating electronic moments. Using an exponen-
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tial relaxation in this way is rather crude compared to considering the effect of
dynamic fluctuations numerically, but since we are searching for changes in the
parameters as a function of temperature or field, this approach is sufficient. It
must also be noted that, as shown in Figure 6.3, these fitting functions provide
an excellent description of the raw data in modest fields.

\[ P_z(t) = \left[ \frac{1}{3} + \frac{2}{3}(1 - \Delta^2 t^2) \exp(-\Delta^2 t^2) \right] \exp(-\lambda t). \]  
\[ (6.6) \]

\[ P_z(t) = \left\{ 1 - \frac{\Delta}{\gamma_\mu B_L} j_1(\gamma_\mu B_L t) \exp(-\Delta t) - \left( \frac{\Delta}{\gamma_\mu B_L} \right)^2 \left[ j_0(\gamma_\mu B_L t) \exp(-\Delta t) - 1 \right] \right\} \exp(-\lambda t). \]  
\[ (6.7) \]

Comparing the relaxation rates shown in Figure 6.4(a) shows that there is a
significant difference in the absolute values of the relaxation rate, \( \lambda \), between the
two specimens, but neither shows a strong temperature dependence. That there
is little temperature dependence is good evidence for a lack of magnetic ordering
(as do the other fitting parameters), and the change in the absolute value could
either be due to different backgrounds because the quantity of sample was rather
different in the two cases (due to the relative difficulty of making intercalated sam-
pies), or perhaps because the paramagnetic organic radical marginally decreases
the characteristic timescale of the paramagnetic fluctuations. This effect should
be limited to slightly changing the background width observed in the TF mea-
surements described below. The width of the magnetic field distribution at muon
sites plotted in Figure 6.4(b) is almost identical in the two samples, and has a
weak temperature dependence. This suggests that the magnetic environment of
the muon stopping sites in these two samples is almost identical, meaning that
the TF measurements on different intercalates should generally have similar back-
ground widths. The lack of temperature dependence is further evidence against
any magnetic ordering. The values of the relaxing (\( A_r \)) and background (\( A_{bg} \))
asymmetries are shown in Figure 6.4(c). Neither of these changes significantly
with temperature and the values are similar in the two samples. For these pa-
rameters, differences are likely to be due to either difference amounts of sample
or organic radical states which will be tested for by the LF measurements. The
key result from these parameters is the lack of temperature dependence in either
parameter, which could have signalled magnetic ordering. From the zero field re-
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Figure 6.4: Parameters extracted from fitting Equation 6.6 to data recorded on Bi2212 and ((Me$_3$S)$_2$Hgl$_4$)-Bi2212 in zero magnetic field. (a) Relaxation rate $\lambda$. (b) Field distribution width $\Delta$. (c) Values of the asymmetry components, $A_r$ describing the relaxing component, and $A_{bg}$. 
results, we can conclude that the muon stopping sites are similar in the two samples and no magnetic ordering occurs. They strongly suggest that any effect of the paramagnetic radical on the TF results will be negligible.

The longitudinal field results shown in Figure 6.5 were measured in a series of fields at 15 K. Measurements were taken up to a field of 2000 G (0.2 T), but Equation 6.7 does not successfully describe the data above 200 G (20 mT), due to the lack of relaxing asymmetry to constrain the fitting parameters once the fluctuations are decoupled. The longitudinal field was found to be consistently less than the applied field, which fits with a diamagnetic response of the sample within the superconducting phase. Above 200 G (10 mT) an exponential relaxation of the form $A_0 \exp(-\lambda t) + A_{bg}$ proved sufficient to describe the data and the values of the initial asymmetry and the relaxation rate $\lambda$ shown in Figure 6.5 from these higher fields are from exponential fits.

The relaxation rate $\lambda$ rises gradually from the zero field value as the field is increased, probably describing the increased damping of the Kubo-Toyabe function as the field increases, and this is what prevents reliable fitting using Equation 6.7 at higher fields. Given this effect, useful information cannot be drawn from this parameter.

The width of the field distribution, $\Delta$, rises smoothly and a similar way for both compounds, showing once more that the magnetic environment at the muon stopping sites is quite similar in these two compounds. The rise is probably related to the changing magnetic field distribution in the superconductor vortex lattice and the widths are comparable to those observed in Figure 6.8 below. Beyond the fact that the behaviour is similar in the two compounds, little information can be extracted from this parameter. We may also be seeing effects due to $\lambda$ and $\Delta$ trading off in the fitting procedure.

While the size of the samples may have a small effect on the apparent initial asymmetry, the values of $\sim 30\%$ for Bi2212 and $\sim 20\%$ for (Me3S)2HgI4-Bi2212 show that we must include another, significant, contribution from rapid depolarization of muons implanted into the intercalant layers. This might be expected to rise with the intercalated volume fraction, and the variation of the initial asymmetries in TF measurements (section 6.3.2) bore this out. We can therefore think of two types of stopping sites, ones within the superconducting blocks which are likely to be very similar to those in any other cuprate material, and sites within the intercalant layers.
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Figure 6.5: Parameters derived from fitting Equation 6.7 to data recorded on Bi2212 and (Me₃S)₂HgI₄-Bi2212 at 15 K in the specified magnetic fields, up to 200 G. The relaxation rate and initial asymmetry values above 200 G were fitted to an exponential $A_0 \exp(-\lambda t)$ because Equation 6.7 did not satisfactorily describe the high field data, as discussed in the text. (a) Relaxation rate $\lambda$. (b) Field distribution width $\Delta$. (c) Initial asymmetry.
The next question we must address is what effect the muon sites within the intercalant layers will have in TF measurements. On the basis of the LF measurements, we can safely conclude that the answer is that there will be no effect, save for the reduced initial asymmetry. The reasoning for this is that there are no significant dips in the initial asymmetry as a function of applied field within the measured field range, as would signal resonant states formed by the muon in the organic intercalant [Rodu99], and also that the variation of \( \lambda \) and \( \Delta \) is similar in the two materials, hence the magnetic fields at the muon stopping sites in the superconducting blocks must be similar. Any second order effects are likely to be hidden within the systematic errors of the experiment, such as field dependence in \( \alpha \) or the background count rates. These will be excluded by the TF fitting procedure, and so we can carry out and interpret the TF measurements in the normal manner.

### 6.3.2 Transverse field experiments on polycrystalline intercalated Bi2212 and Bi2201

The primary aim of the measurements on these samples was to determine how the superfluid density of intercalated superconductors changes as a function of the changing layer spacing. To accomplish this it is necessary to carry out TF \( \mu \)SR measurements as a function of both temperature and applied magnetic field. Experiments were carried out using the MuSR spectrometer at ISIS and GPS at PSI. The former provides higher data rates and allows reliable measurements to be carried out in small magnetic fields, but the pulse width at ISIS (see section 2.2) limits the maximum transverse field that could be applied. Experiments using GPS verified a small proportion of the ISIS data and extended the data set to higher magnetic fields for a smaller number of samples.

For each data set presented below a high temperature background run was recorded after the magnet had stabilized to the desired field at a temperature more than 25% above the sample \( T_c \). This sets the initial amplitudes and phases of signals from each detector for use in the data analysis. After taking the high temperature background data set the sample was cooled to the lowest temperature required for the series of measurements in question, and then measurements were taken on warming, with a temperature stable to within 0.5 K for all measurements. The cryostats used depended on which spectrometer was being used,
and what temperature range was required. At GPS the standard He flow cryostat (section 2.2) was used for all of these measurements. The three detectors perpendicular to the initial muon spin polarization (Up, Down, and Right, since the spin rotator was used) were used in data analysis. At ISIS the MuSR CCR was used for all measurements on polycrystalline Bi2212-based samples and an Oxford Instruments Variox $^4$He cryostat was used for the Bi2201 measurements, since temperatures well below 20 K were required. The 64 detectors of the MuSR spectrometer were grouped into 8 opposing groups appropriate for the rotated operation of the spectrometer. Experiments were carried out in four separate batches. The first set of measurements were carried out on Bi2212, HgI$_2$-Bi2212, and (Me$_3$S)$_2$HgI$_4$-Bi2212, in June 2005 on the MuSR spectrometer at ISIS. Measurements on the PyC$_1$H$_3$HgI$_4$-Bi2212 and PyC$_8$H$_{17}$HgI$_4$-Bi2212 specimens were carried out using the GPS spectrometer at PSI in June 2006, together with further measurements on Bi2212. Measurements on the Bi2201 based samples were carried out at ISIS in September 2006, but problems with the particle accelerator reduced the available beamtime significantly. These measurements were repeated and completed at PSI in August 2007. Samples were prepared for each new set of experiments and where experiments were repeated, it was done using the previous samples of the required composition.

The primary method of data analysis [Pratt] was based on the approach taken by Weber et al. [Webe93], where the field distributions were calculated for magnetic fields applied at different angles relative to the CuO$_2$ planes, and a polycrystalline average of these distributions was taken to provide a field distribution that could be fitted numerically. The field distributions used were those calculated by Brandt [Bran03]. The distribution widths obtained were checked using Maximum Entropy methods [Rain94] and simpler Gaussian assumptions for the field distributions, as Uemura et al. [Uemu89] had used. The agreement between the different methods of analysis was generally very good. The effect on the transverse polarization, $P_x(t)$, of the implanted muons due to the distribution of magnetic fields within the vortex lattice, $p(B)$, takes the form:

$$P_x(t) = \int_0^\infty p(B) \cos(\gamma_\mu Bt + \phi) dB,$$

where $\phi$ is a phase offset due to the experimental geometry of a pair of detectors, which can be determined in the high-temperature phase.
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Figure 6.6: Examples of both high and low temperature transverse field data recorded on a polycrystalline sample of Bi2212 using the GPS spectrometer. The slight de-polarization in the high temperature data comes from randomly orientated nuclear magnetic moments, whereas the strong dephasing in the low temperature data results from the distribution of magnetic field in the Abrikosov vortex lattice.

Measurements were taken as a function of temperature in fixed fields, primarily 50 G (5 mT), and also as a function of field, with each point representing a separate field cooling at the indicated field to the base temperature of the cryostat used. Examples of the transverse field data are shown in Figure 6.6 with the high temperature 100 K data set showing a very small Gaussian damping of the oscillations and the low temperature 10 K data set showing the strong damping and dephasing effect of the distribution of magnetic fields within the vortex lattice.

Constant field results are shown in Figure 6.7 for constant fields of 50 G (5 mT). Figure 6.7 (a) shows the temperature dependence of the width of the field distribution $B_{\text{rms}}$ arising from superconducting vortex lattice and any background relaxation. Figure 6.7 (b) shows the shift of the peak frequency of the distribution from the applied field measured at high temperature in the normal state. Considering the polycrystalline field distributions calculated from the single crystal field distributions reported by Brandt [Bran03, Pratt], there should be no shift in polycrystalline samples. That one is observed in the samples prepared for the first set of experiments, and no others, suggests that the preparation of these sam-
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![Graph showing the transverse field results for both Bi2212 and Bi2201 samples.](image)

- **Figure 6.7**: Transverse field results for both Bi2212 and Bi2201 samples. (a) \( B_{\text{rms}} \) fitted using an assumption that the field distribution is that of a highly anisotropic polycrystalline superconductor. The lines are fits to Equation 6.9 over the ranges shown with the parameters shown in Table 6.2. (b) Shift of the peak frequency of the signal from the superconductor, \( B_{pk} \), from the applied field. Bi2212, and both Hgl\(_2\) and (Me\(_3\)S)\(_2\)Hgl\(_4\) intercalated samples show a significant diamagnetic shift, probably due to partial alignment of the crystallites in these samples. The shifts observed in the other samples are within the experimental resolution.
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Table 6.2: Fitted parameters extracted from the transverse field data shown in Figure 6.7 by fitting the temperature dependent $B_{\text{rms}}$ values to Equation 6.9. The fitting is done in quadrature. It is not possible to fit either the (PyC$_8$H$_{17}$HgI$_4$)-Bi2212 or the (PyC$_1$H$_3$HgI$_4$)-Bi2201 data in this way because of the vortex lattice breaking up well below $T_c$.

<table>
<thead>
<tr>
<th>Compound</th>
<th>$T_c$ (K)</th>
<th>$B_{\text{rms}}(0)$ (G)</th>
<th>$n$</th>
<th>$B_{bg}$ (G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi2212</td>
<td>82.4 ± 1.5</td>
<td>15.2 ± 0.5</td>
<td>4.6 ± 0.6</td>
<td>0.7 ± 0.2</td>
</tr>
<tr>
<td>HgI$_2$-Bi2212</td>
<td>80.6 ± 0.6</td>
<td>13.0 ± 0.3</td>
<td>5.7 ± 0.4</td>
<td>0.88 ± 0.08</td>
</tr>
<tr>
<td>((Me$_3$S)$_2$HgI$_4$)-Bi2212</td>
<td>88 ± 3</td>
<td>9.0 ± 0.6</td>
<td>2.1 ± 0.3</td>
<td>0.70 ± 0.09</td>
</tr>
<tr>
<td>(PyC$_1$H$_3$HgI$_4$)-Bi2212</td>
<td>79.0 ± 0.1</td>
<td>10.4 ± 0.1</td>
<td>2.60 ± 0.01</td>
<td>1.06 ± 0.01</td>
</tr>
<tr>
<td>(PyC$<em>8$H$</em>{17}$HgI$_4$)-Bi2212 *</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Bi2201</td>
<td>22.1 ± 0.2</td>
<td>9.8 ± 0.3</td>
<td>3.0 ± 0.2</td>
<td>0.06 ± 0.03</td>
</tr>
<tr>
<td>HgI$_2$-Bi2201</td>
<td>22.3 ± 0.5</td>
<td>6.3 ± 0.5</td>
<td>2.1 ± 0.3</td>
<td>0.5 ± 0.3</td>
</tr>
<tr>
<td>(PyC$_1$H$_3$HgI$_4$)-Bi2201 *</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

Samples is likely to have resulted in a partially aligned powder. This means that the field distributions calculated for the polycrystalline average will be a less successful approximation of the true distribution. Fourier transforms of the data using standard fast Fourier transform and maximum entropy approaches were used to verify the widths obtained from these time domain fits, and reasonable agreement was found at low field. (Complications found at higher fields will be discussed in conjunction with the field dependence results below.) The temperature dependence of $B_{\text{rms}}$ has contributions from the vortex lattice and also the background depolarization, largely due to Cu nuclear moments. These two contributions can be extracted from the temperature dependence of $B_{\text{rms}}$ using Equation 6.9. This form is based on the two-fluid model where $n = 4$, but allowing $n$ to vary allows the variety of temperature dependences observed in cuprates to be described consistently, and compared to literature values [Zimm95]. The fitting needs to be done in quadrature because this is how the convolution of the two distributions produces the observed width. These considerations leave us with the function:

$$B_{\text{rms}}^2(T) = B_{\text{rms}}^2(0)[1 - (T/T_c)^n]^2 + B_{bg}^2,$$

(6.9)

to describe the temperature dependence of $B_{\text{rms}}$ in constant field. The results of fitting this form to the data shown in Figure 6.7 are presented in Table 6.2. The parameter $n$ describing the curvature of the temperature dependence can be seen
to vary between 2 and 6, a slightly wider range than previous results on a variety of other polycrystalline cuprates [Zimm95], but remains well defined for all samples. That the background value $B_{bg}$ is around 1 G for all the Bi2212 specimens also agrees with previous results [Webe93, Zimm95], and fits in with the description that the relevant muon stopping sites in these intercalated specimens appear to be similar to those in unintercalated specimens, although not proving that they are the same, as suggested by the ZF and LF results (section 6.3.1). The parameter of greatest interest, $B_{rms}(0)$, decreases smoothly with increasing layer spacing in both the Bi2212 and Bi2201 series.

The exceptions to this well defined behaviour occur for the largest intercalant in each series, (PyC$_8$H$_{17}$HgI$_4$)-Bi2212 and (PyC$_1$H$_3$HgI$_4$)-Bi2201. Examining Figure 6.7, we see that the temperature dependence of $B_{rms}$ in both these samples does not follow the smooth power-law decrease observed in all the other samples. Both show a reasonable, compared with the other samples, value of $B_{rms}$ at the lowest temperature, but there is a sharp drop to slightly more than the background value at a temperature well below $T_c$. Such a sharp decrease in $B_{rms}$ has previously been observed in single crystal samples of Bi2212 [Lee93], but far closer to $T_c$. This drop is associated with the motional narrowing caused by thermal fluctuations of the vortex lattice at small superfluid densities close to $T_c$. For the large intercalate samples it seems likely that a similar mechanism is at work, since the superfluid density is lower anyway, and thermal fluctuations would become significant at a smaller fraction of $T_c$. Comparison of data taken on Bi2212, PyC$_1$H$_3$HgI$_4$-Bi2212, and PyC$_1$H$_3$HgI$_4$-Bi2212 in higher applied fields found no evidence of the temperature at which the drop occurred depending on the applied magnetic field, but this temperature decreased with increasing layer spacing. This may be because the measurements are in the high-field regime where the vortex lattice melting is field independent [Blat96]. I discuss why the vortex lattice of the samples with the largest layer spacing breaks up at such a low temperature in section 6.3.4 below.

The results of measurements of the linewidth $B_{rms}$ as a function of the applied field are shown in Figure 6.8. Each data point represents the difference between a high-temperature background measurement used to fix the relaxing amplitudes and phases of the signal, and a low-temperature measurement at the base temperature of 20 K for all Bi2212 samples, apart from (PyC$_8$H$_{17}$HgI$_4$)-Bi2212, where 5 K data were used, and 5 K for all Bi2201 samples. The counting statistics for both
Figure 6.8: $B_{\text{rms}}$ fitted using an assumption that the field distribution is that of a highly anisotropic polycrystalline superconductor as discussed in the text, except for the Bi2212 (red) and HgI$_2$-Bi2212 (blue) data, where Maximum Entropy analysis was used. The solid lines show the ranges used for the fitting to extract $\lambda$ and $\xi$, with dashed lines showing the extrapolation of this field dependence to lower field and dotted lines guiding the eye for the two compounds where fitting was not possible. The Bi2212 (black) data come from Ref. [Zimm95].
 runs are kept the same and it was ensured that the sample had cooled to a stable base temperature before the data analysed here were recorded. The background width \( B_{bg} \) has not been subtracted in the figure, but previous studies suggest that it will be independent of the applied field [Zimm95], so the background values obtained at 50 G and listed in Table 6.2 were used in analysis.

The Bi2212 data (black) from Ref. [Zimm95] were analysed using the assumption that the field distribution due to the vortex lattice is Gaussian. For the Bi2212 (red) and HgI\(_2\)-Bi2212 (blue) data the time-domain analysis described above showed anomalously large values of \( B_{rms} \), as was found in Fourier transforms of the data. Fitting using the Gaussian approximation and Maximum Entropy analysis showed more reasonable values, and the latter are shown in Figure 6.8.

We can use the field dependence of \( B_{rms} \) to extract values of \( \lambda \) and \( \xi \) following the method of Brandt [Bran03], adapted for the polycrystalline case. This is done by taking a polycrystalline average of the values expected for different orientations of the highly anisotropic superconducting crystallites. We can take the contribution to \( B_{rms} \) from crystallites with their CuO\(_2\) (\(ab\)) planes at angles \( \theta \) to the magnetic field direction as:

\[
B^2_{rms} \propto \frac{1}{\lambda^4} \propto \left( \cos^2 \theta + \frac{\sin^2 \theta}{\gamma^2} \right),
\]

(6.10)

where \( \gamma = \lambda_c/\lambda_{ab} \). Taking the angular average of this function leads to the expression:

\[
B^2_{rms} \propto \frac{1}{\lambda^4} \propto \left( \frac{2}{3} + \frac{1}{3\gamma^2} \right).
\]

(6.11)

It has previously been noted that Bi2212 crystals in the doping range considered here have a value of \( \gamma \gtrsim 55 \) [Mart92], so the contribution from the second term will be negligible, and therefore it has been neglected in further analysis.

The results of fitting the \( B_{rms} \) values to this form of the field dependence are shown in Figure 6.8, with the parameter values and fitting ranges shown in Table 6.3. It is immediately apparent that the expected field dependence only describes the high-field data adequately, and the low-field values decrease far more sharply than predicted. This is a particular problem for the samples that were only measured at ISIS, due to the pulse width limiting the upper measurement field (section 2.2). For these data, values of \( \xi \) were used from the more extensively measured samples with similar \( B_{rms} \) values, as shown in Table 6.3. It was found
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that the value of $\lambda$ depended weakly on the value of $\xi$ chosen, and this possibility is included in the error determined for $\lambda$. The peak value of $B_{\text{rms}}$ is known to take a value independent of $\xi$ [Bran03], so assuming the value of $\xi$ is similar to this, the conventional method used for analysing values of $B_{\text{rms}}$ when the field dependence is small or not fully explored. The breakdown of the model at low fields is disappointing in the context of the ISIS results. It is most likely to arise from the anisotropic magnetization and the distribution of demagnetizing factors in the differently aligned crystallites [Webe93]. This is a complex issue, and more information on the microscopic structure of the samples would be needed before a more conclusive approach to this low-field behaviour could be made. (Some progress in this direction has previously been attempted, e.g. [Webe93, Russ07].)

The $B_{\text{rms}}$ values of the (PyC$_8$H$_{17}$HgI$_4$)-Bi$_{2212}$ and (PyC$_1$H$_3$HgI$_4$)-Bi$_{2201}$ samples have a significantly different field dependence to those of the other samples, and also the model prediction. While obtaining quantitative information about the values of $\lambda$ and $\xi$ for these samples seems unlikely, due to the vortex lattice breakup, we can still consider the qualitative aspects of the observed field dependence of $B_{\text{rms}}$. Given the measurements were recorded only slightly below the breakup temperature, it is likely that they significantly underestimate $B_{\text{rms}}(T = 0)$. The sharp rise in $B_{\text{rms}}$ around 500 G may be due to the magnetic field breaking up the vortex lattice, in a similar manner to that observed in pristine Bi$_{2212}$ [Lee95].

Considering the $\lambda$ and $\xi$ values shown in Table 6.3, we see that the $\lambda$ values for the two pristine samples of Bi$_{2212}$ fall within the range found by other studies (see Ref. [Zimm95] and references therein), as does the value for Bi$_{2201}$ [Russ07]. The values of $\xi$ also seem within a reasonable range for values determined by $\mu$SR [Blat94, Soni98], although studies of $H_{c2}$ generally suggest smaller values (e.g. Ref. [Pals88]). More interesting is the trend in the values of $\lambda$, since we can compare this with the Uemura plots of $T_c$ against $n_s/m^* \propto \lambda^{-2}$ and $T_F \propto \bar{c}/\lambda^2$. We note that there is no systematic variation in $T_c$ with changing layer spacing and the random variation due to differing doping is small, so we can look for trends in $\lambda$ directly. Since $\lambda$ increases with increasing layer spacing $n_s/m^*$ is clearly falling, without any change in $T_c$, suggesting that the bulk superfluid density is not the parameter controlling $T_c$. The question now becomes one of finding how the superfluid density falls as the layer spacing increases. This is shown in Figure 6.11 (Left) A simple guess is to assume that the superfluid density in each
Table 6.3: Fitted parameters extracted from the transverse field data shown in Figure 6.8 by fitting the field dependent $B_{\text{rms}}$ values to the numerical model of Brandt [Bran03], corrected for the effects of polycrystalline averaging, over the indicated range. The fitting is done in quadrature. Values of $\xi$ marked $^\dagger$ were held fixed due to a lack of high-field data. The parameter $\bar{c}/\lambda^2$ gives a measure of the superfluid density within each plane and has units $10^{-6}$ \text{Å}^{-1}. It is not possible to fit either the (PyC$_8$H$_{17}$HgI$_4$)-Bi2212 or the (PyC$_1$H$_3$HgI$_4$)-Bi2201 data in this way because of the vortex lattice breaking up well below $T_c$.

<table>
<thead>
<tr>
<th>Compound</th>
<th>$B_{\text{bg}}$ (G)</th>
<th>Range (G)</th>
<th>$\lambda$ (Å)</th>
<th>$\xi$ (Å)</th>
<th>$\bar{c}/\lambda^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi2212 Pristine</td>
<td>0.7</td>
<td>200-400</td>
<td>2060 (70)</td>
<td>60$^\dagger$</td>
<td>1.82(6)</td>
</tr>
<tr>
<td>Bi2212 Pristine [Zimm95]</td>
<td>1.88</td>
<td>200-3500</td>
<td>2000 (60)</td>
<td>60 (10)</td>
<td>1.93(6)</td>
</tr>
<tr>
<td>Bi2212 HgI$_2$</td>
<td>0.88</td>
<td>400-4000</td>
<td>2300 (100)</td>
<td>60$^\dagger$</td>
<td>2.1(1)</td>
</tr>
<tr>
<td>Bi2212 (Me$_3$S)$_2$HgI$_4$</td>
<td>0.70</td>
<td>400-800</td>
<td>2700 (80)</td>
<td>30$^\dagger$</td>
<td>1.92(6)</td>
</tr>
<tr>
<td>Bi2212 (PyC$_1$H$_3$HgI$_4$)</td>
<td>1.06</td>
<td>300-4000</td>
<td>2710 (70)</td>
<td>30 (10)</td>
<td>1.89(5)</td>
</tr>
<tr>
<td>Bi2201 Pristine</td>
<td>0.06</td>
<td>100-800</td>
<td>2900 (80)</td>
<td>125 (25)</td>
<td>1.55(4)</td>
</tr>
<tr>
<td>Bi2201 HgI$_2$</td>
<td>0.5</td>
<td>100-800</td>
<td>3700 (100)</td>
<td>100 (20)</td>
<td>1.45(4)</td>
</tr>
</tbody>
</table>

CuO$_2$ layer is constant, which would make $\bar{c}/\lambda^2$ constant in each family. As can be seen in the right-hand column of Table 6.3, this is a reasonable description of the data. I will return to this matter and discuss the consequences of these results in section 6.4.2.

### 6.3.3 Experiments on single crystals of intercalated Bi2212

The distribution of magnetic fields in single crystals of pristine Bi2212 has been extensively studied using $\mu$SR [Hars93, Lee93, Lee95, Lee97, Aege98, Lee98a]. These studies have shown that the form of the magnetic field can be used to deduce not only the superfluid density, but also the ordering of the vortex lattice at different temperatures, magnetic fields, and under the effect of disorder. While techniques such as Small Angle Neutron Scattering (SANS) or flux decoration are well suited to investigating the structure of the vortex lattice, microscopic probes such as NMR or $\mu$SR allow the field distribution to be measured directly and microscopically [Bran88]. The advantage of measuring the field distribution at a microscopic level is that information about the disordered vortex liquid phase can be obtained [Lee93]. Bulk probes such as magnetization or ac susceptibility can
often give information about the boundary between phases with different ordering, but give little insight into the underlying microscopic processes. Of the possible microscopic techniques, μSR is more suitable than NMR for investigating the superconducting vortex lattice because the bulk of samples can be investigated, as well as the surface, allowing the use of much larger crystals which decreases the effect of pinning. The ordered vortex lattice gives an asymmetric distribution of magnetic fields [Bran88] and transitions between different ordered or disordered phases [Blat94] can be seen as changes in the width and/or asymmetry parameters of the field distribution (e.g. [Lee93]).

During the course of this work, small single crystals (< 3 × 2 mm²) of Bi2212 intercalated with either I₂ or HgI₂ became available. While in principle most of the single crystal studies described above could be repeated, the need to use a mosaic of crystallites with unknown homogeneity may limit how much information could be obtained. For this reason a more limited study was carried out. In terms of the polycrystalline data described in section 6.3.2, two pieces of information that could be obtained from single crystal data are of primary importance, namely the asymmetry of the line shape and the width of the field distribution at low temperature. The former tells us whether an ordered vortex lattice occurs at low temperature, justifying the assumption that the superfluid density can be obtained from the data, and the latter corroborates the fitting procedure used for the polycrystalline data. The sizes of the crystallites for the two intercalants was similar, so HgI₂ intercalated crystallites were chosen for the experiments because of their larger interlayer spacing, and also to give a direct comparison to the polycrystalline data.

Experiments were carried out using the MuSR spectrometer at ISIS for a temperature scan from 5–90 K in a magnetic field of 50 G (5 mT) and using GPS at PSI for a temperature scan from 10–100 K in a field of 400 G (40 mT). The mosaic of crystallites was laid out on their flat faces upon a leaf of silver foil (thickness 25 μm) using vacuum grease. The mosaic was realigned between experiments to optimise for the smaller beam spot at PSI. The form of the asymmetry data is similar to that shown in Figure 6.6, except that there is no angular averaging of the field distribution. To obtain the field distribution the Maximum Entropy procedure implemented in the WiMDA software package [Prat00] was used. A description of the methodology is given in Ref. [Rain94]. Deadtime correction is considered for the ISIS data and steady backgrounds are fitted for the PSI data.
(section 2.2). In both cases, the phases used for all data sets are fitted for the highest temperature data set, measured in the normal state, and an apodization time of 4.4 $\mu$s was used to decrease the weighting of the data at longer times, which are subject to a greater statistical error.

The results of the maximum entropy analysis are shown as a function of internal field and temperature in Figures 6.9 (50 G) and 6.10 (400 G). At high temperature we see that the field distributions are Gaussian, with a width of around 1 G due to nuclear moments, in excellent agreement with the polycrystalline data. The $T_c$ value in these crystallites should be around 80 K. At the lowest temperatures the distribution becomes more asymmetric, with more spectral weight below the applied field than above, as we would expect from the previous studies described above and the theoretical predictions (e.g. [Lee93, Bran03]). The width of the magnetic field distribution is normally found by evaluating the moments of the spectra resulting from the maximum entropy analysis. Analysing the 400 G data in this way gives $B_{\text{rms}} \sim 7.5$ G, far lower than the corresponding polycrystalline value of $B_{\text{rms}} \sim 18$ G. This simple analysis breaks down because the background forms a large part of the low temperature signal, due to the sample being mounted on silver rather than hematite. Fitting the maximum entropy spectra with two Gaussian functions showed that the width at low temperature was approximately 13 G, in reasonable agreement with the polycrystalline value. The single crystal value may be lower by $\sim 5$ G because of a smaller contribution to the width from pinning or the slightly different method of analysis used here. The value of $B_{\text{rms}}$ remains approximately constant up to around 40 K and then drops slightly before a sharp drop to around 2.8 G at 70 K and 1.4 G above 80 K. The sharp drop near 70 K and the more symmetric Gaussian like field distribution above this temperature strongly suggests that a vortex liquid phase forms just below $T_c$, as previous results would lead us to expect [Lee93]. At 50 G, the results are similar, with a low temperature width of around 10 G, slightly smaller than the polycrystalline value, and a similar temperature dependence.

Improving the data analysis to subtract and deconvolve the background signal would allow significantly more information to be drawn from the present data. The width and asymmetry of the lineshape could then be extracted in a similar way to previous studies (e.g. Ref. [Lee93]), allowing a more direct comparison with their results. Larger intercalated crystals would allow the experiments presented in this section to be extended significantly. This is a problem inherent in the preparation
Figure 6.9: Maximum entropy spectra for 50 G transverse field data in a HgI$_2$Bi$_2$2212 crystal mosaic recorded using the MuSR spectrometer at ISIS at a series of separate temperatures. All spectra have been normalized to their peak value. The applied field is shown by the dashed line.
Figure 6.10: Maximum entropy spectra for 400 G transverse field data in a HgI₂Bi₂212 crystal mosaic recorded using the GPS apparatus at PSI, for a series of separate temperatures. The applied field is shown by the dashed line.
of intercalated specimens, since the intercalation reaction relies on a large surface area of the host material. Nonetheless, the layer spacing is a particularly relevant parameter in the physics of the vortex lattice, and detailed measurements of the ordered and disordered vortex phases are likely to provide new and significant information about the interactions between the vortices. Sufficiently large intercalated single crystals might allow Small Angle Neutron Scattering measurements to directly measure the length scales of the vortex lattice, providing a check of these measurements, and possibly extending them.

6.3.4 Experimental conclusions

The experiments carried out in the longitudinal geometry conclusively excluded the possibility of intercalant induced magnetic order. They also demonstrated that while the intercalant does decrease the initial asymmetry of the precession signal, there are no resonances in the field range where experiments were carried out, so this is a field independent effect that will not affect the parameters of interest in the TF experiments. The measurements on the mosaic of small crystallites of HgI$_2$ intercalated Bi2212 showed that in both measured fields the low temperature field distributions took the asymmetric form expected for an ordered vortex lattice. This gives strong support to using the widths obtained from the polycrystalline measurements to extract a value of the superfluid density. There is also some evidence that the vortex lattice breaks up close to $T_c$, seen in a narrower and more symmetric lineshape.

Measuring the temperature dependence of each polycrystalline sample in the relatively small field of 50 G demonstrated that $B_{\text{rms}}$ in all bar two of our samples showed a conventional variation with temperature, further supporting the view that the vortex lattice is ordered at low temperature. We also see a steady decrease in $B_{\text{rms}}$ with increasing layer spacing. The two exceptions to this are the samples with the largest interplane spacing of the Bi2212 and Bi2201 series. For the samples where $B_{\text{rms}}$ followed the conventional temperature dependence, it was also possible to show that in higher fields the field dependence was also conventional, allowing $\lambda$ and $\xi$ to be deduced from the data, and estimates of $\lambda$ to be drawn from the lower field data. The lower field data suggests that the demagnetizing factors not included in the model become significant, and prevent the lowest field data points being compared with the model for the field dependence.
The values of $\lambda$ obtained show a remarkably consistent trend for both the Bi2212 and Bi2201 specimens, with the superfluid density in each CuO$_2$ layer remaining constant despite the significant change in the separation between the superconducting blocks. This will be compared with the behaviour seen in other superconductors in the next section. Using this result, we can now approach the question of why the temperature and field dependence of $B_{\text{rms}}$ in (PyC$_8$H$_{17}$HgI$_4$)-Bi2212 and (PyC$_1$H$_3$HgI$_4$)-Bi2201 is exceptional. Our first assumption is that the superfluid density in each CuO$_2$ layer remains similar to that in the other members of each series, and so we can take $\bar{c}/\lambda^2 \sim 1.95$ (Bi2212) and $\sim 1.5$ (Bi2201). We must then consider what the mechanisms coupling vortices will be, and previous results suggest that both electromagnetic coupling and Josephson coupling will be relevant [Blat96, Lee97]. Vortex lattice breakup due to thermal fluctuations overwhelming electromagnetic coupling should occur at a temperature [Clem91]:

$$T_{b}^{\text{em}} = \frac{\phi_0^2 \bar{c}}{32 k_B \mu_0 \pi^2 \lambda^2}$$

(6.12)

if Josephson coupling can be neglected. $\lambda$ is the in-plane value measured above and the constants have their usual meanings. Putting in the above values of $\bar{c}/\lambda^2$ gives $T_{b}^{\text{em}}(\text{Bi2212}) \approx 14$ K and $T_{b}^{\text{em}}(\text{Bi2201}) \approx 11$ K, in reasonably good agreement with the observed narrowing in the (PyC$_8$H$_{17}$HgI$_4$)-Bi2212 and (PyC$_1$H$_3$HgI$_4$)-Bi2201 samples. However, these temperatures would also be the relevant ones throughout each series of samples. This would suggest that Josephson coupling must be relevant in stabilizing the vortex lattice to higher temperature in samples with smaller interlayer spacings, which may explain the different power laws describing the temperature variation of $B_{\text{rms}}$, as thermal breakup would be less well defined in polycrystalline samples. From this we can conclude that the low temperature data points used for the field dependence measurements are representative of an ordered vortex lattice. The present data do not provide sufficient information to quantify the relative significances of electromagnetic and Josephson coupling in the samples with intermediate layer spacing. There is also some possibility that applying the magnetic field at all angles to the CuO$_2$ planes, because the samples are polycrystalline, complicates the issue further [Aege98]. Previous work on the pristine material has suggested that it is close to the point where Josephson coupling is no longer relevant [Lee95]. Our results are consistent with that. Despite the fact we can show that the breakup in the samples with the largest layer spac-
ing occurs above the temperature at which we measured $B_{\text{rms}}(B)$, we do not have sufficient information to model the unusual field dependences in these samples. This may be better addressed by measurements on single crystal samples.

In the following section I go on to describe the scaling relations that have previously been introduced to describe the trends in various superconducting parameters, allowing the trend observed in the penetration depth of these samples to be compared with previous data on a wide range of superconducting materials.

## 6.4 Scaling relations

### 6.4.1 Introduction to scaling relations

In many fields, ranging through all the natural sciences, a convenient means of testing theoretical models describing phenomena, particularly when the phenomena under investigation are complex, is to find trends relating different observed quantities. Examples of this are seen in seismology (the frequency and magnitude of earthquakes is related by the Gutenberg-Richter law [Gute41]), hydrology (Horton’s four laws relating the properties of drainage basins [Stra05]), allometries in biology (Kleiber’s Law relating metabolic rate to the mass of an organism $q \propto M^{0.75}$ [Schm84]), and within the critical region around continuous phase transitions [Binn92]. These laws take the form of power-laws between measured properties and provide initial tests for simplified theoretical descriptions of these phenomena. In simple terms, they generally arise from properties of the system in question being scale-invariant [Binn92], and often give insights into the processes underlying the observed behaviour, notably so with allometries in biology.

Scaling relations have provided a significant spur to theoretical work trying to ascertain the mechanism(s) underlying high-temperature superconductivity. Shortly after the advent of high-temperature superconductors, Uemura’s $\mu$SR group made measurements of the superfluid density in a large number of the newly synthesized compounds. Bringing these results together led to a scaling relation $T_c \propto n_s/m^*$ (assuming the proportionality between the muon relaxation rate $\sigma$ and the superfluid density $n_s/m^*$) [Uemu88, Uemu89]. This held for underdoped materials up to optimal doping, but for overdoped samples either $T_c$ saturates while $n_s/m^*$ increases in systems such as YBCO, or both $T_c$ and $n_s/m^*$ fall along a different line to the underdoped relation [Nied93]. The linear trend in
the underdoped samples is however suggestive that there is a common behaviour between different materials in this doping region. It was noted that the conventional weak-coupling limit description of superconductivity does not predict this and also $T_c \propto n_s/m^*$ implies that $T_c \propto n_{s2d}/m^*$, given the small range of interlayer spacings ($6 \pm 1$ Å) in the compounds studied [Uemu89]. Since these compounds are planar, $n_{s2d} \propto \epsilon_F$, where $\epsilon_F$ is the Fermi energy of a non-interacting Fermi gas (of electrons). The proportionality $T_c \propto \epsilon_F$ could originate from energy of the boson mediating the interaction being comparable to or higher than $\epsilon_F$ [Uemu89].

Exploring this further required more data, and in 1991 a further paper was published, considering a wider range of materials [Uemu91]. The resulting plot is shown in Figure 6.11 (Right). The scaling between $T_c$ and $\epsilon_F$ was demonstrated to occur in both quasi-2D and 3D compounds, and over a range of transition temperatures $0.5 < T_c < 130$ K and Fermi temperatures ($T_F = \epsilon_F/k_B$) $10 < T_F < 100000$ K derived from the µSR data. Data lie in a broad band along the linear trend $T_c \propto T_F$, about 10 times lower than the equivalent Bose-Einstein condensation temperature, assuming the Cooper pairs would undergo such a transition, or roughly 50 times smaller than the Fermi temperature [Uemu91]. Elemen-
tal superconductors such as Nb and Pb lie well to the right of the trend line, having a much larger carrier density and relatively low $T_c$ [Uemu91]. Emery and Kivelson derived a theoretical model for superconductors with small superfluid density, such as cuprates or molecular superconductors, where phase fluctuations of the order parameter determine $T_c$ [Emer95]. The energy scale in this model, which should be proportional to $T_c$, is proportional to the superfluid density $n_s/m^*$, multiplied by a length scale relevant to the phase fluctuations. In materials such as the cuprates and molecular superconductors this should correspond to the layer spacing, since this is larger than the in-plane coherence length. Doing so effectively gives the in-plane superfluid density $n_{s2d}/m^*$ so this prediction fits with the scaling behaviour observed by Uemura et al. [Uemu91]. More recent theoretical models have also been able to reproduce the Uemura scaling in certain limits, examples being Kopp and Chakravarty’s work on the implications of the doping dependent insulator-superconductor quantum phase transition [Kopp05] and Casas et al.’s study of the effect of phase fluctuations using a significantly different model to that of Emery and Kivelson [Casa02].

Recent work [Zuev05, Brou06] has shown departures from the linear Uemura scaling in underdoped Y123 in both thin-film and high-quality single-crystal samples. The most detailed study of strongly underdoped Y123 thin-films included data from both thick (∼ 40-unit-cell) and thin (2-unit-cell) samples [Hete07]. Thin samples showed both the 2D Kosterlitz-Thouless-Berezinski transition [Kost73], as a sharp drop in $\lambda^{-2}(T)$ and a linear scaling between $T_c$ and $\lambda^{-2}(0)$, in agreement with Uemura scaling. Thick samples showed the $T_c \propto \sqrt{\lambda^{-2}(0)}$ scaling previously seen in thicker films and high-quality single-crystals [Zuev05, Brou06]. Franz and Iyengar [Fran06] employed a $(3 + 1)XY$ model to calculate the superfluid density of strongly underdoped cuprates close to the quantum critical point between the superconducting and insulating phases. They were able to show that it fitted the experimentally derived $T_c \propto (n_s/m^*)^{1/2}$, as Casas et al. [Casa02] and Kopp and Chakravarty [Kopp05] had done using different models.

In 2004, Homes et al. [Home04] reported another, more general, scaling relation between the superfluid density and the product of the dc conductivity at $T_c$ and $T_c$; applying to both cuprates and elemental superconductors: $\rho_s \propto \sigma_{dc} T_c$. This applied to both the ab-plane and c-axis properties of the cuprate superconductors, independent of their doping. The proportionality constant was defined within about 20%, sufficient to include all the data presented. This success is startling, certainly
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compared to the variations seen in the Uemura plots. Since its publication, however, other authors have noted that the success of this scaling relation is less general than originally proposed. For a broader range of cuprates, particularly those which are significantly overdoped, Tallon et al. [Tall06] showed that the Homes relation broke down severely. They were also able to suggest four possible causes for the observed scaling behaviour: marginal Fermi-liquid behaviour, Josephson coupling, dirty-limit superconductivity, and unitary impurity scattering. One of the surprising successes of Uemura’s scaling relations [Uemu89, Uemu91] is their apparent applicability to a broad range of compounds. Pratt and Blundell considered whether Homes scaling encompasses molecular superconductors [Prat05]. They concluded that it did not. Molecular superconductors follow a supralinear trend on the Uemura plot and have a nearly constant product of $\sigma_{dc}$ and $T_c$, independent of $\rho_s$, and therefore lie on a vertical line in Homes’ plot [Prat05]. This simplicity could come from quite different physics in the molecular superconductors, possibly dominated by one parameter such as the ratio of intermolecular overlap $t$ to on-site correlation $U$ [Nam07].

In summary, scaling relations provide a simple means of comparing experimental data on a variety of topics, showing similarities or differences, and providing a foothold for theoretical modelling of the phenomena in question. I now go on to place the results of the $\mu$SR experiments described in this chapter in the context of the two scaling relations previously derived by Uemura and collaborators [Uemu89, Uemu91], showing that the structural tuning produced by intercalation leads to a straightforward change in the superconducting properties, as well as putting other recent results into a new context.

6.4.2 How results on intercalated superconductors fit into the picture

The extensive study of Type-II superconductors carried out using $\mu$SR over the last three decades provides a body of data with similar experimental systematics and errors. While the penetration depths derived from $\mu$SR measurements are generally considered a lower bound, since broadening of the frequency distribution due to effects such as pinning is not always considered, the way the experiments are carried out and data is analysed has been consistent over this period [Soni00]. (Motional narrowing of the vortex lattice due to thermal fluctuations or muon
hopping generally has a more identifiable effect on the data.) The experimental method is essentially that described above, although the layout of detectors and alignment of samples can vary. Data analysis for polycrystalline samples is normally done assuming that the distribution of fields is Gaussian (giving a damping of the precession signal \( \exp(-\sigma^2t^2/2) \)) [Soni00], which is a moderately successful description if only relative values of \( \lambda \) are of interest. This model breaks down severely in single crystals and its limits can even be detected in thorough measurements of polycrystalline samples. More recently, detailed analysis of the lineshape observed in single crystals has become commonplace, leading to better agreement in \( \lambda \) values between \( \mu \)SR and other techniques [Soni00].

The method used to analyse the data of section 6.3.2 is more similar to that used for single crystals, and we must therefore find a means of comparing our \( \lambda \) values, and those from single crystal measurements, with the \( \sigma \) values common for polycrystalline samples and used in Uemura’s scaling relations [Uemu89, Uemu91]. A commonly used approximation [Uemu91], following after the work of Pincus et al. [Pinc64], is to take:

\[
\sigma = \left( \frac{2700 \text{ Å}}{\lambda} \right)^2 \text{MHz}.
\] (6.13)

Using a Gaussian relaxation envelope without the factor of 1/2 leads to a correspondingly different value of \( \sigma \), which has been corrected for below. Where studies have given values of \( \sigma \) and its definition, those values have been used directly; those studies where \( \lambda \) values have been given have been included using Equation 6.13. For pristine Bi2212, Equation 6.13 leads to a value of \( \sigma = 1.72 \) MHz for our \( \lambda \) value of 2000 Å, almost within the statistical error of the value of 1.84 MHz obtained from direct fitting. The situation in Bi2201 is less satisfactory, since the value of \( \sigma \) expected from Equation 6.13 is nearly twice as large as that derived from direct fitting. This would suggest that the Gaussian envelope truncates some of the field distribution (probably on the high-field side [Soni00]).

A number of studies have collated \( \mu \)SR results on cuprate and other forms of Type-II superconductors in the past, primarily Refs. [Uemu89, Uemu91, Hars92, Prat05, Uemu06], and their results have largely been included below. For further compounds a literature search was carried out. Structural information needed to produce Figure 6.13 was gained from papers reporting \( \mu \)SR results, references on the sample preparation cited within those papers, tables of structural data [Pool00], or from works on the structure of material with similar composi-
Table 6.4: Sources of $\mu$SR data for the compounds included in the scaling analysis.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Source(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi$_{2212}$</td>
<td>[Uemu89, Zimm95]</td>
</tr>
<tr>
<td>Tl$_{1212}$</td>
<td>[Uemu89]</td>
</tr>
<tr>
<td>Y$_{124}$</td>
<td>[Shen98]</td>
</tr>
<tr>
<td>Y$_{123}$</td>
<td>[Hars92, Bern96]</td>
</tr>
<tr>
<td>Hg$_{1212}$</td>
<td>[Fabr99]</td>
</tr>
<tr>
<td>($\text{Tl}<em>{2/3}\text{Bi}</em>{1/3}$)$_{212}$</td>
<td>[Aoua98]</td>
</tr>
<tr>
<td>La$_{2-x}$Sr$_x$CuO$_4$</td>
<td>[Hars92, Pana99]</td>
</tr>
<tr>
<td>Hg$_{1201}$</td>
<td>[Uemu97]</td>
</tr>
<tr>
<td>Bi$_{2201}$</td>
<td>[Webe91, Russ07]</td>
</tr>
<tr>
<td>Tl$_{2201}$</td>
<td>[Nied93]</td>
</tr>
<tr>
<td>Na$_x$CoO$_2 \cdot y$H$_2$O</td>
<td>[Hige04, Kani04]</td>
</tr>
<tr>
<td>Li$_x$(Zr/Hf)(THF)NCl</td>
<td>[Ito04]</td>
</tr>
<tr>
<td>Molecular Superconductors (MS)</td>
<td>[Prat05]</td>
</tr>
<tr>
<td>MgB$_2$</td>
<td>[Serv04, Serv06]</td>
</tr>
</tbody>
</table>

The sources of $\mu$SR data are shown in Table 6.4.

The Uemura plot shown in Figure 6.12 plots the critical temperatures of a broad range of superconductors against the Gaussian damping rate $\sigma$ defined above. Since this is a plot of two measured parameters, no assumptions other than consistent methodology are required to make this plot. For the Bi$_{2212}$ samples the value of $\sigma$ comes from Equation 6.13 and the $\lambda$ values in Table 6.3, and these give reasonable agreement with the direct fitting. For (PyC$_8$H$_{17}$HgI$_4$)-Bi$_{2212}$, where the field dependence could not be fitted, the $\sigma$ value comes from fitting the 400 G dataset with two Gaussian damped precession components. In Bi$_{2201}$, the truncation of the field distribution due to the Gaussian approximation appears to be significant, so values from direct fitting were used for all three points. The trend in the $\lambda$ values is very similar, as can be seen in Figure 6.11 (Left), but the effective $\sigma$ values are approximately twice as large.

The primary result of this Uemura plot was the trend line shown in Figure 6.12. It is clear that our samples depart from this trend in a consistent and systematic way as the average layer spacing increases. This result is quite independent of the absolute value of $\sigma$ or $\lambda^{-2}$, since it is also repeated when considering the latter, as the right-hand column of Table 6.3 effectively shows. To make any comment on the physics that can be drawn from this plot, we must consider what $\sigma$ corresponds
Figure 6.12: Uemura plot of $T_c$ vs. $\sigma \propto n_s/m^*$ showing the position of the results from section 6.3.2 on samples of pristine and intercalated Bi2212 (squares) and Bi2201 (circles). The colours are chosen to match those in Figures 6.7 and 6.8. The figure is drawn after Refs. [Uemu89, Uemu06].
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to. The naïve assumption would be:

$$\sigma \propto B_{\text{rms}} \propto n_s/m^*.$$  \hspace{1cm} (6.14)

This assumes the clean limit, where the mean free path $l$ is much greater than the coherence length $\xi$, which has been found to be an excellent description in high-$T_c$ materials. Correcting for the effects of a shorter mean free path (the dirty limit) Equation 6.14 reads:

$$\sigma \propto B_{\text{rms}} \propto n_s/m^* \frac{1}{1 + \xi/l}.$$  \hspace{1cm} (6.15)

The structural regularity of the intercalated materials seen in electron micrographs [Choy98] would suggest we are in the clean limit, as do the near constant values of $\bar{c}/\lambda^2$, which would require a fortuitous change in $\xi/l$ as $\bar{c}$ increases. However, neither of these can be considered conclusive. There is, unfortunately, a paucity of transport data on intercalated high-$T_c$ materials, but the two studies that have been carried out, on I$_2$ and HgI$_2$ intercalated samples, suggest that the low-temperature properties of the CuO$_2$ layers are unaffected [Xian92, Lee98b]. Together these justify analysing the results shown in Figure 6.12 in terms of the clean limit, as for other high-$T_c$ materials.

The original interpretation of the $T_c \propto n_s/m^*$ trend [Uemu89] was that it signalled the strong two-dimensionality of the cuprate superconductors, with $T_c \propto \epsilon_F$. If this is true, then the deviation from the trend shown by our samples is entirely expected, but with the ability to change the layer spacing in these samples we can separate two-dimensional from three-dimensional behaviour. Doing this shows that the correlation between bulk superfluid density, $n_s/m^*$, and $T_c$ breaks down if the layer spacing is changed, so it cannot be the parameter controlling $T_c$. One might consider the possibility of the 3D superfluid density within each superconducting block being the relevant parameter, but this would still leave 2D physics dominant.

To find out whether the density of superconducting carriers related to each CuO$_2$ plane gives a clearer trend in $T_c$, I now relate the results from intercalated superconductors to the second trend Uemura identified, between $T_c$ and $n_{s\text{2D}}/m^*$ [Uemu91]. These parameters are plotted for a wide range of layered superconductors in Figure 6.13, together with certain power laws that seem effective in describing certain groups of compounds. To maintain a consistent methodology with previous results, the $\lambda$ value derived from the Gaussian depolarization
Figure 6.13: Uemura plot of $T_c$ vs. $n_{s2d}/m^*$ for a variety of layered superconductors. $n_{s2d}/m^*$ is proportional to the Fermi energy for these quasi-two-dimensional systems. The derivation of $n_{s2d}/m^*$ and sources for the data are discussed in the text. The red, blue, and black lines are fits to bilayer cuprate, molecular superconductor, and MgB$_2$ data, respectively. The grey line is a guide to the eye. A version of this plot in terms of the Fermi temperature, which covers a broader range of samples and a larger parameter range, is presented in Figure 6.11(Left) [Uemu91, Uemu06].
rate \sigma \text{ was used in calculating the superfluid density in each layer, } n_{s2D}/m^*. \text{ For this analysis I have limited myself to compounds which have a layered structure, since the comparison between the layered compounds and more three-dimensional materials has been widely discussed [Uemu91, Uemu06] and we have a more direct comparison with the intercalated specimens. A rough trend of } T_c \propto n_{s2D}/m^* \text{ is shown as a broad grey line in Figure 6.13. This line runs through the maximum } T_c(n_{s2D}/m^*) \text{ values for all the families of superconductors considered, except MgB}_2. \text{ The most comprehensively studied family of compounds in this plot are the bilayer cuprates, particularly Y123. Because of the large number of data points in this family, it is possible to fit a power law: }

\[ T_c \propto \left( \frac{n_{s2D}}{m^*} \right)^y, \]

\text{to these points. The value of } y = 0.44(3) \text{ is obtained fitting over all the bilayer cuprate values. A similar power law dependence, albeit for } n_s/m^*, \text{ has been found in experiments on Y123 thin films } (y = 0.43(7)) \text{ [Zuev05]. It is also possible to fit all the quasi-2D molecular superconductors with a single power law, } y = 1.5(1) \text{ as observed previously for } n_s/m^* \text{ [Prat05]. Plotting the MgB}_2 \text{ values on this graph shows that they occupy a different region of the plot to the cuprates, high superfluid density but low critical temperature, as might be expected from their other properties. It is apparent that they also show a power law scaling between these parameters, which fitting determined to be } y = 0.31(3), \text{ as opposed to the } y = 1/2 \text{ previously proposed for } n_s/m^* \text{ [Schn07]. The behaviour seen in the overdoped cuprates does not clearly fit on a single power law, neither do similar power laws describe the overdoped cuprates in each family. The behaviour within this doping range has received less attention in \mu\text{SR studies so it is not possible to draw conclusions on the scaling behaviour for overdoped materials.}

\section*{6.4.3 Conclusions that can be drawn from new scaling plots}

In the two scaling plots, Figures 6.12 and 6.13, we see that no single trend is sufficient to describe all the data. Limits to both general trends had been identified in the past, so this merely confirms those observations. That a particular scaling trend does not describe all available data should not be seen as a failure, since distinguishing different mechanisms underlying the phenomena under investigation can rely on this. The significant feature is the way in which the data
6.4 Scaling relations

departs from the general trends. In Figure 6.11 (Left) we see that the bulk superfluid density, \( n_s/m^* \), of the intercalated samples falls linearly with the increased layer spacing. We also demonstrated that there are no significant changes in \( T_c \) as the layer spacing changes. The trend \( T_c \propto n_s/m^* \) therefore cannot adequately describe our data. In fact, we can make the stronger statement that the bulk superfluid density \( n_s/m^* \) cannot be the only parameter controlling \( T_c \). Moving our attention to Figure 6.13, certain patterns emerge that include the data from the intercalated samples. We can describe these patterns in terms of power laws in the form of Equation 6.16 as described above. It is interesting to note that the values of the power \( y \) are close to ratios of small integers (\( y = 1, 1/2, 1/3, 3/2 \)). The sublinear \( T_c \propto (n_{s2D}/m^*)^{1/2} \) trend seems to repeat for underdoped materials in the single and bi-layer cuprate families, and is also consistent with the underdoped Na\(_x\)CoO\(_2\)·yH\(_2\)O data. This would strongly suggest that the mechanisms of superconductivity in each of these families have strong similarities. The highest \( T_c \) values observed in each family lie close to a common \( T_c \propto n_{s2D}/m^* \) trend, except MgB\(_2\), which shows an entirely separate \( T_c \propto (n_{s2D}/m^*)^{1/3} \) trend. I now identify some theoretical models which have predicted appropriate trends in the superfluid density and may offer some insight into the mechanism underlying the superconductivity.

The linear \( T_c \propto n_{s2D}/m^* \) trend was the first to be identified [Uemu89, Uemu91], and has therefore received the most theoretical attention. Emery and Kivelson [Emer95] suggested that thermal fluctuations of the phase of the superconducting order parameter would account for this. They derived an equation for the temperature, \( T_{\theta}^{\max} \), at which thermal fluctuations would break up superconducting phase coherence:

\[
T_{\theta}^{\max} = A \frac{\epsilon_0 c^2 a}{4 \epsilon^2} \frac{n_s}{m^*},
\]

(6.17)

where \( A \) is a coupling constant and \( a \) is a length scale characterizing the size of the fluctuating region, identified with the interlayer spacing for organics and cuprates. The parameter \( A \) was suggested to be within the range 0.9 (vanishingly small interlayer coupling) and 2.2 (isotropic 3D). If the length scale \( a \) is identified with the interlayer spacing \( \bar{c} \) [Emer95], the grey trend line plotted in Figure 6.13 is approximately \( T_{\theta}^{\max}/T_c = 2.7 \). \( T_{\theta}^{\max}/T_c \) was found to be in the range 0.7-\( \sim 4 \) [Emer95], consistent with the appearance of fluctuating superconductivity above \( T_c \), the pseudogap region [Xu00, Nam07]. An alternative means of deriving
6. Effect of tuning the interlayer spacing of high-$T_c$ superconductors

A linear relationship between $T_c$ and $n_s$ for a two-dimensional system relies on the scaling of these parameters near a doping-dependent Quantum Critical Point (QCP) [Kopp05, Fran06]:

$$T_c \propto n_s(0)^{z/(z+d-2)},$$

where $z$ is the quantum dynamical critical exponent [Hohe77] (quite different from its thermal equivalent) and $d$ is the spatial dimensionality. If $d = 2$, we have the desired linear relation for an effectively two-dimensional superfluid density.

The three dimensional case of Equation 6.18, where $z$ will be between 1 and 2, gives a power $1/2 \leq y \leq 2/3$, close to the observed power law $y = 0.44(3)$. Schneider [Schn07] suggested an alternative origin for a square root power law, based on BCS scaling. It was further suggested that the hyperscaling relation of Equation 6.18 would not be appropriate for modelling 3D quantum superconductor-metal phase transitions, since the upper critical dimension is $d = 2$. It is puzzling that these methods predict a power law for the scaling between $T_c$ and the bulk superfluid density matching the observed power law describing the scaling between the superfluid density in each layer and $T_c$. Since the results in intercalated superconductors show that the superfluid density within each superconducting block is the constant parameter, rather than the bulk superfluid density, it is difficult to reconcile these results. One possibility may be that there is a bulk superfluid density within the blocks, and this appears similar to the superfluid density in each layer as the layer spacing changes. The thin-film results on 2 unit cell thick Y123 [Hete07] suggest that the physics is two-dimensional in this case, so this description is probably unhelpful. Alternatively, it may be necessary to reinterpret the superfluid density considered in these scaling relations.

The two groups of compounds that do not fall within the theoretical framework above are MgB$_2$, where $y \sim 1/3$, and the molecular superconductors, where $y = 1.5(1)$. Kopp and Chakravarty suggested that $y$ might be larger than one in overdoped superconductors, and it is possible that the molecular superconductors might have some similarity in their superconducting mechanism that causes this agreement [Kopp05]. A model offering a consistent framework that could include all the power laws observed in Figure 6.13 was proposed by Casas et al. [Casa02]. They considered a gas of pre-formed Cooper pairs as bosons that condensed at $T_c$. The $N_B$ bosons have a mass $m_B$ and an dispersion relation $\epsilon(K) = C_s K^s$ with $s > 0$ and $C_s$ a constant. The system has a dimensionality $d$ such that
$n_B = N_B/L^d$. Their simpler model, excluding the effects of the background fermions (unpaired electrons) predicts:

$$T_c \propto (n_B)^{s/d},$$

where the constant of proportionality can be derived in terms of numerical and physical constants, and $T = 0$ for $s > d$. If the dispersion relation is linear then we would get appropriate power laws for the quasi-two-dimensional underdoped cuprates and hydrated NaCoO$_2$, and also for the quasi-three-dimensional MgB$_2$. This model cannot predict any power law with $y > 1$, so cannot describe the molecular superconductors. The full model, including the unpaired electrons, does not lead to such a simple power law scaling, but does give $T_c$ values of the correct magnitude for the underdoped cuprates [Casa02]. While having certain promising characteristics, this model does not currently provide sufficient information to allow a satisfactory test against experiment.

Although certain trends relating the two-dimensional superfluid density within each layer to $T_c$ can be identified, it is not currently possible to unambiguously relate these trends to a theoretical model that can clearly identify more than the characteristics of the mechanism underlying the superconductivity in these materials. Nonetheless, these trends are well defined, and including results from intercalated superconductors strongly justifies thinking in terms of the physics of the layers. It is hoped that this interpretation may provide an alternative means of considering previously identified scaling trends and a grouping of different superconducting families helpful in elucidating their superconducting mechanisms.

6.5 Conclusion

The detailed conclusions of this chapter are contained in sections 6.3.4 and 6.4.3. It remains to note here that the experiments on intercalated superconductors verified that reliable results could be obtained for the superfluid density of these materials as the interlayer spacing was increased by a factor of around 2. These results clearly demonstrated that the previously identified trend relating $T_c$ and the bulk superfluid density $n_s/m^*$ did not offer a plausible description of intercalated specimens, where the bulk superfluid density fell proportionately to the increase in the interlayer spacing but $T_c$ was unchanged. Considering the super-
fluid density to be constant within each layer and proportional, in some way, to $T_c$ gives a satisfactory description of the intercalated superconductors. Plotting the $T_c$ values for a broad range of samples against their two-dimensional superfluid density leads to a number of power laws appropriate for different families of compounds, and to distinguishing underdoped and overdoped materials in each family. It is not possible to conclusively assign theoretical explanations for these power laws, although similar power laws have been derived from a number of models.

While the variation of the bulk superfluid density as a function of layer spacing has clearly been established by this work, this trend could be verified using other techniques, such as microwave measurements or Small Angle Neutron Scattering (SANS). The difficulty in doing such experiments, as with most possible extensions to this work, lies in the preparation of larger intercalated single crystals, particularly for SANS. With such samples, $\mu$SR experiments could make a far more detailed study of the order-disorder transitions in the vortex lattice. Since our results on polycrystalline samples with the largest layer spacings strongly suggest that Josephson coupling between vortices is no longer relevant, it is conceivable that suitable intercalated single crystal specimens might allow measurements of vortex lattice behaviour in a situation where electromagnetic coupling completely dominates Josephson coupling. There are certain experimental systematics in polycrystalline samples, particularly the effect of demagnetizing factors on the width of the field distribution in low magnetic fields, that were too complicated to be dealt with in this work. A detailed study of the microscopic structure of intercalated polycrystallites using neutron scattering might be a first step towards treating this problem quantitatively, since the angular distribution of crystallites could be measured directly.

This chapter has reported a detailed study of the effect of a geometrical change to the structure of high-$T_c$ superconductors without strongly affecting the properties of the cuprate layers. Intercalation chemistry is notable for its flexibility in tuning the properties of materials. The possibility of intercalating a guest species that would have a functional effect on the cuprate layers remains an enticing prospect. While we were able to exclude that for the paramagnetic radical described above, the possibility remains that functional nanostructures including superconducting cuprate layers could be produced in future. The properties of such materials could provide an even richer combination of physical phenomena than those materials described in the present investigation.
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