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Abstract

Patients with both depression and anxiety show an increased tendency to deploy attention towards negative information. Cognitive models of the illnesses predict that these negative attentional biases are causally related to the symptoms of the disorders. Consistent with this, modifying attentional bias using either antidepressant medication or simple, computer based training tasks has previously been associated with altered symptomatology in both non-clinical and clinical populations. The current thesis aimed to investigate the mechanisms by which attentional bias training tasks alter attention. The investigations were conducted within an experimental neuroscience framework which has previously been successfully deployed in studies of antidepressant medication. The thesis then sought to use these initial results to improve the basic understanding of attentional control processes and, ultimately, guide the development of novel treatment strategies.

The initial studies of the thesis characterised the behavioural and neural effects of attentional bias training. Behaviourally, a high degree of generalisation of the training effect was found across a range of emotional stimuli. Neurally, training was found to alter activity in a network of prefrontal regions known to be involved in the control of attention. Further analysis, utilising a computational learning model, suggested that the attentional control systems identified in this study could be understood in terms of expectation based processes. These studies therefore indicated that, in contrast to the predominately limbic effects of antidepressant medication, training initially altered the response of frontal control circuitry.

The later studies of the thesis investigated possible strategies for extending the use of attentional bias training. Firstly, combining training with antidepressant medication was found to produce an interference effect on emotional memory suggesting that administering both interventions concurrently is likely to erode their cognitive impact. Lastly, attentional bias training was found not to alter attention in patients with bipolar disorder, with the results of the study indicating that standard assessments of attentional bias in this clinical population are likely to be unreliable. Overall, these studies indicate that attentional bias training may be used to alter the top-down control of attention to emotional information and suggest that such effects may interfere with the bottom-up effects of antidepressant drugs. More generally the work demonstrates the utility of using a cognitive-neuroscientific framework to explore the mechanisms and impact of novel therapeutic strategies.
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Chapter One


Chapters Two and Three

Abbreviations and Glossary

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACC</td>
<td>Anterior Cingulate Cortex</td>
</tr>
<tr>
<td>ANOVA</td>
<td>Analysis of Variance</td>
</tr>
<tr>
<td>BDI</td>
<td>Beck Depression Inventory</td>
</tr>
<tr>
<td>BIS/BAS</td>
<td>Behavioural Inhibition Scale/Behavioural Activation Scale</td>
</tr>
<tr>
<td>BOLD</td>
<td>Blood Oxygenation Level Dependent; an MRI based signal which is used to infer local neural activation during fMRI</td>
</tr>
<tr>
<td>CBMa</td>
<td>Cognitive Bias Modification of Attention; the targeted alteration of habitual attentional deployment, referred to as attentional bias training in this thesis</td>
</tr>
<tr>
<td>CBMi</td>
<td>Cognitive Bias Modification of Interpretation; similar to CBMa although it aims to alter biases in interpretation rather than attention</td>
</tr>
<tr>
<td>CBT</td>
<td>Cognitive Behavioural Therapy</td>
</tr>
<tr>
<td>dACC</td>
<td>Dorsal Anterior Cingulate Cortex</td>
</tr>
<tr>
<td>EPI</td>
<td>Echo Planar Imaging; a form of MRI data acquisition often used in fMRI</td>
</tr>
<tr>
<td>ERP</td>
<td>Event Related Potential</td>
</tr>
<tr>
<td>FEAT</td>
<td>fMRI Experts Analysis Tool; an fMRI image analysis programme provided as part of the Functional Magnetic Resonance Imaging of the Brain (FMRIB)'s Software Library</td>
</tr>
<tr>
<td>FFA</td>
<td>Fusiform Face Area</td>
</tr>
<tr>
<td>fMRI</td>
<td>Functional Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>IPFC</td>
<td>Lateral Prefrontal Cortex</td>
</tr>
<tr>
<td>MNI</td>
<td>Montreal Neurological Institute</td>
</tr>
<tr>
<td>MPRAGE</td>
<td>A MRI pulse sequence often used for the rapid acquisition of structural images</td>
</tr>
<tr>
<td>NHS</td>
<td>National Health Service</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
</tr>
<tr>
<td>NICE</td>
<td>National Institute for Health and Clinical Excellence</td>
</tr>
<tr>
<td>OFC</td>
<td>Orbitofrontal Cortex</td>
</tr>
<tr>
<td>PPI</td>
<td>Psychophysiological Interaction; a form of fMRI analysis which examines the changes in functional connectivity between brain areas which are associated with altering task demands</td>
</tr>
<tr>
<td>PTSD</td>
<td>Post Traumatic Stress Disorder</td>
</tr>
<tr>
<td>rACC</td>
<td>Rostral Anterior Cingulate Cortex</td>
</tr>
<tr>
<td>ROI</td>
<td>Region of Interest</td>
</tr>
<tr>
<td>SD</td>
<td>Standard Deviation</td>
</tr>
<tr>
<td>SEM</td>
<td>Standard Error of the Mean</td>
</tr>
<tr>
<td>SSRI</td>
<td>Selective Serotonin Reuptake Inhibitors</td>
</tr>
<tr>
<td>STAI</td>
<td>Spielberger State-Trait Anxiety Inventory</td>
</tr>
<tr>
<td>TD</td>
<td>Tryptophan Depletion</td>
</tr>
<tr>
<td>TE</td>
<td>Echo Time; MRI acquisition parameter in spin echo sequences which corresponds to the time in ms between application of the 90° radiofrequency pulse and acquisition of the imaging data</td>
</tr>
<tr>
<td>TR</td>
<td>Repetition Time; MRI acquisition parameter corresponding to the time between successive pulse sequences being applied to the same slice</td>
</tr>
<tr>
<td>VAS</td>
<td>Visual Analogue Scale</td>
</tr>
<tr>
<td>Vigilance Score</td>
<td>A derived measure used in visual probe tasks as an estimate of attentional bias.</td>
</tr>
</tbody>
</table>
CHAPTER 1

Research Background

1.1. General Introduction

A wealth of data from behavioural, neuroimaging, pharmacological and genetic studies has served to highlight the centrality of attentional processes in our understanding of anxiety and depression. Aberrant deployment of attention, particularly towards emotional information, occupies a pivotal position in many of the contemporary models of these disorders in which it is considered a causally relevant, proximal illness process. This view suggests that interventions which modify the habitual deployment of attention to emotional information should impact upon illness expression. Consistent with this proposal, both the pharmacological and psychological evidence based treatments of the emotional disorders have been shown to alter attentional function. More recently, the experimental modification of attention using “cognitive bias training” tasks\(^1\) has been demonstrated to impact both mood and anxiety. These findings provide the foundation of the current thesis which has two broad aims; firstly, to investigate the mechanisms by which cognitive bias training tasks alter attention to emotional information and secondly, to use these initial results to improve our understanding of how the brain controls attention and to guide the development of novel

\(^1\) These are sometimes referred to as “Cognitive Bias Modification of Attention” or CBMa tasks.
treatment strategies. This introductory chapter introduces the clinical and neuroanatomical models which seek to explain how attention to emotional information is controlled and then reviews the methods by which this control may be modified. The chapter concludes by highlighting the outstanding gaps in knowledge as well as summarising the implications of the literature, including an assessment of the opportunities for improving our aetiological understanding of the emotional disorders and developing novel treatment strategies. In the following chapters behavioural and neuroimaging studies that attempt to answer some of these outstanding questions and capitalise on the opportunities will be described.

1.2. What is attention?
Attention is the process by which cognitive resources are allocated preferentially towards or away from particular “objects or trains of thought” (James 1890). The fundamental nature of attention in cognition has resulted in numerous approaches and techniques being used to investigate it, the great majority of which are beyond the scope of this thesis. Instead, the focus of the work presented in the following chapters will be on the tendency for individuals to direct their attention towards, or away from certain types of emotional information; a habit that has been termed “attentional bias” (Mathews and MacLeod 2005). The great majority of work on attentional bias, including the studies in the current thesis, describe the covert (i.e. without requiring the redirection of the sense organs) deployment of attention to specific stimuli. Unless otherwise stated therefore, this is the sense in which the term attention will be used in the following chapters.

1.3. How is attentional bias measured?
A large range of behavioural tasks designed to measure the deployment of attention to emotional information have been described. Generally, target detection accuracy or reaction time are used in these tasks to infer attentional function as such measures are widely considered to be more reliable than the self-report of internal states (Nisbett and Wilson 1977). In the following section the rationale behind the most common of these tasks are summarised.

1.3.1. Emotional Stroop tasks
During standard emotional Stroop tasks (Figure 1.1A) participants are required to ignore the emotional content of a word stimulus while reporting its font colour, the rationale being that the emotional aspect of the stimulus interferes with the required behaviour and therefore slows response times. The demonstration of a specific slowing of response times to emotional stimuli is argued to demonstrate that more processing resources (i.e. attention) have been captured by the emotional dimension of the stimuli (Williams, Mathews et al. 1996) although this interpretation has been disputed (Algom, Chajut et al. 2004; Larsen, Mercer et al. 2006). Emotional Stroop tasks are insensitive to the timing of attentional effects, instead they provide a general indication that task interference has occurred at some point. A possible exception to this is when masked stimuli are presented; in this case the relevant stimulus is briefly presented and followed by a non-emotional mask which prevents explicit identification of the stimulus. In such cases it seems reasonable to assume that early stimulus appraisal processes lead to the task interference.

1.3.2. Visual probe tasks
Controversy in the interpretation of Stroop data has led to the increased popularity of visual probe tasks (Figure 1.1B). Based on paradigms developed by Posner and colleagues (Posner and Petersen 1990) these have been argued to provide a purer estimate of spatial attention. The most common variety of this task involves the brief presentation of emotional and neutral stimuli followed by a probe, to which the participant must respond, in the location of one of the stimuli (MacLeod, Mathews et al. 1986). It is assumed that reaction time is improved if attention is focused at the location in which the probe appears, that is if the stimulus previously found at that location had drawn attention. An estimate of attentional bias for emotional stimuli is calculated by comparing reaction times when the probe is found in the location of emotional stimuli compared to when it is found elsewhere. An advantage of visual probe tasks is that they provide information on the temporal characteristics of attention, specifically they have been described as providing an estimate of attentional deployment at the time the probe is presented (Cooper and Langton 2006). Recently, an alternative version of the visual probe task has been adapted to study visual attention (Fox, Russo et al. 2001). In this task a single emotional or neutral stimulus is used, with the probe appearing either in the same location as the stimulus or in an “uncued” (Posner 1980) location. It has been suggested that this paradigm is able to discriminate between the initial orientating and later disengagement phases of attention (Posner and Petersen 1990; Fox, Russo et al. 2001; Koster, Crombez et al. 2007; Baert, De Raedt et al. 2010).

1.3.3. Other tasks
Although the above tasks are the most commonly used in the attentional bias literature, a large number of other measures of attention have been described. These include tasks which
assess attention in other modalities than vision, such as the dichotic listening task (Sander, Grandjean et al. 2005), tasks which measure the temporal rather than spatial deployment of attention such as the attentional blink task (Anderson 2005; Fox, Russo et al. 2005; De Martino, Strange et al. 2008) and tasks which have been used to differentiate the early, parallel from later, serial phases of attentional filtering, such as visual search (Hansen and Hansen 1988; Dandeneau, Baldwin et al. 2007). Finally the overt deployment of attention, during which the relevant sensory organs are redirected, can also be measured directly using techniques such as infrared eye tracking (Derakshan, Salt et al. 2009).

1.4. What evidence links abnormalities of emotional attention and the emotional disorders?

1.4.1. Anxiety and depression
Both depression and anxiety have been associated with biases in the processing of emotional information; patients with these disorders habitually interpret, attend to and/or remember information in a more negative manner than non-clinical control participants (Mathews and MacLeod 2005). Cognitive theorists suggest that these habits of thought are causal factors in the aetiology and maintenance of the disorders (Beck 1976; Williams, Watts et al. 1997; Mathews and Mackintosh 1998; Mogg and Bradley 1998; Mathews and MacLeod 2005). Anxiety has particularly been associated with negative attentional biases (see Section 1.2 and Figure 1.1 for a summary of the common tasks used to assess attentional bias), with a number of studies demonstrating an association between anxiety and negative attentional biases in both clinical and non-clinical groups across a range of stimuli and measures of attention (Mathews and MacLeod 1985; Williams, Mathews et al. 1996; Fox, Russo et al. 2001; MacLeod, Campbell et al. 2004; Fox, Russo et al. 2005).

In depression the most consistent cognitive abnormalities were initially described in measures of memory (Williams, Watts et al. 1997; Gilboa-Schechtman, Erhard-Weiss et al. 2002; Ridout, Astell et al. 2003; Mathews and MacLeod 2005), however there has been increasing interest in the possibility that attentional biases may exist in this disorder as well. Specifically, depression has been shown to be associated with a tendency to attend to the spatial location of negative words (Mogg, Bradley et al. 1995; Bradley, Mogg et al. 1997; Donaldson, Lam et al. 2007) and faces (Gotlib, Kasch et al. 2004; Gotlib, Krasnoperova et al. 2004; Joormann and Gotlib 2007; Leyman, De Raedt et al. 2007). Negative attentional biases are also demonstrable in previously depressed, currently euthymic patients (Joormann and
Gotlib 2007) lending support to the proposal that they are involved in the vulnerability to depression rather than solely reflecting a state marker or symptom of the illness.

Although depression and anxiety have both been associated with attentional bias towards negative stimuli there are some differences in how this bias manifests between the disorders. Most obviously there appears to be a variation in how long a stimulus must be presented before the bias becomes evident; whereas anxiety is associated with an attentional bias occurring from 10 to 500 ms after stimulus presentation, in depression the bias seems to occur at around 1000 ms (note that these timings refer to the duration of stimulus presentation rather than to neuronal latencies; Gotlib, Kasch et al. 2004). These timing effects are consistent with dual process accounts of brain organization which describe the existence of two distinct information processing streams; an automatic stream which processes information in a rapid but inflexible manner and a strategic stream which provides slower, more flexible processing (see Carver, Johnson et al. 2008 for a recent review of the dual process models relevant to the emotional disorders). It has been suggested (Mathews and MacLeod 2005) that anxiety is associated with abnormalities in the early, automatic processing of information and depression with abnormalities in later processing stages. Despite the differences seen in experimental paradigms, it is notable that individuals very often experience both anxious and depressive symptoms concurrently (Maser and Cloninger 1990; Mineka, Watson et al. 1998) and that there is a large overlap in the evidence based treatments for these disorders (NICE 2007; NICE 2009). Thus while there are some differences in the expression of attentional biases in anxiety and depression there remains a strong possibility that these disorders share at least some pathological processes.
1.4.2. The causal role of attentional bias in the emotional disorders
As the studies described above are uniformly observational they provide relatively weak
evidence that negative attentional biases are causally related to the emotional disorders.
However, alternative study designs which are more able to directly address questions of
causality have also been completed. Firstly, in a longitudinal study (MacLeod and Hagan
1992) it was demonstrated that attentional bias towards threat as measured by an emotional
Stroop task predicted anxiety symptoms provoked by a subsequent naturalistic stressor
(receiving worrying results following cervical colposcopy) suggesting that the negative
attentional biases temporally precede the associated anxiety symptoms. Most convincing
however is a recent body of work, described in detail later in this chapter (section 1.9.2),
which has employed simple computer based tasks in order to experimentally induce
attentional biases in non-clinical populations. These experimental studies provide more direct
support for a causal role of attention in the emotional disorders by demonstrating that
inducing a negative attentional bias can lead to symptoms of anxiety and depression in non-
clinical participants.

1.4.3. Other disorders
Attentional biases are not limited to the emotional disorders; across a range of other
diagnoses attentional biases have been described to stimuli which are salient for the particular
population being studied, such as painful stimuli in chronic pain (Van Damme, Legrain et al.
2010) or food related stimuli in the eating disorders (Lee and Shafran 2004). Similarly,
attentional biases towards negative emotional material are not limited to individuals with
diagnoses of anxiety or depression; rather they increase as a function of anxious and
depressive symptoms, even in non-clinical participants (Bradley, Mogg et al. 1997; Fox, Russo et al. 2001; Koster, Crombez et al. 2006). This observation suggests that negative attentional biases may be related to mood and anxiety symptoms regardless of diagnoses (Harvey, Watkins et al. 2004). If true this would suggest that the symptoms of anxiety and depression found in other axis I disorders, such as Bipolar Disorder (Simon, Otto et al. 2004; McIntyre and Keck 2006), are also related to attentional function. However, empirical evidence for a causal relationship between emotional symptoms and attentional bias in such disorders is currently lacking.

1.4.4. Summary
In summary, there is evidence that an increased tendency to direct attention towards negative information leads to increased symptoms of depression and anxiety. Indirect evidence suggests that the emotional symptoms found in other patient groups may also arise as a consequence of attentional biases although direct evidence for this is currently lacking. Differences in the timing of the attentional biases found in depression and anxiety can be accounted for by dual process models which postulate the existence of temporally separable attention control processes.

1.5. What neural processes control the deployment of attention to emotional information?
The control of attention to emotional information is often conceptualised within a biased competition framework (Desimone and Duncan 1995; Mathews and Mackintosh 1998; Pessoa and Ungerleider 2005; Vuilleumier 2005; Bishop 2007). Broadly, this suggests that
neural representations of stimuli compete for processing resources; success in securing these resources is seen as a neural marker of attention to the stimulus. Support for this view comes from both single cell recording in non-human primates and neuroimaging studies in human populations in which the sensory cortical response to a stimulus is increased when it is attended (Luck, Chelazzi et al. 1997; Hopfinger, Buonocore et al. 2000; Driver 2001). The competition for processing resources is influenced by biasing signals which act to favour or penalise specific representations and thus to encourage the focus of attention towards or away from particular stimuli. Two neural systems have been implicated in generating signals of particular relevance to emotional stimuli.

1.5.1. Amygdala

An amygdala based system is thought to produce a fast, relatively automatic signal which promotes the deployment of attention towards salient stimuli (Adolphs, Tranel et al. 1995; Whalen, Rauch et al. 1998; Pessoa, Padmala et al. 2005; Lim, Padmala et al. 2009). While some authors suggest that the amygdala response to emotional stimuli is fundamentally automatic, occurring regardless of the perceptual or cognitive load in which it is presented (Öhman 2002), others suggest that, in line with recent accounts of attentional selection (Lavie 2005), the amygdala is not immune to these considerations (Pessoa, Padmala et al. 2005; Bishop, Jenkins et al. 2007; Lim, Padmala et al. 2009). However, regardless of whether amygdala activity is strictly automatic, there is general agreement that it provides a fast signal which reflects stimuli salience.

1.5.2. Frontal control
A more flexible and strategic response is associated with a second signal, originating in areas of the prefrontal cortex including both the anterior cingulate cortex (ACC) and the lateral prefrontal cortex (LPFC). These regions are conceptualised as providing top-down control of cognition which allows attention to be maintained on relevant stimuli, even in the presence of distraction. Prefrontal control impacts a broad range of cognitive processes (e.g. Duncan and Owen 2000; Monsell 2003), including the deployment of attention to both emotional and non-emotional stimuli (MacDonald, Cohen et al. 2000; Bishop, Duncan et al. 2004a; Etkin, Egner et al. 2006). While there appears to be a degree of overlap in the systems involved in the control of attention to emotional and non-emotional stimuli, there is evidence of a functional distinction within the ACC. Specifically, it has been suggested (Bush, Luu et al. 2000) that the rostral portion of the ACC (rACC), which lies anterior to the genu of the corpus callosum is sensitive to emotional dimensions of sensory information, whereas the more dorsal portion (dACC) responds to non-emotional information. This distinction appears to hold for emotional attention, with the majority of studies reporting results specifically from the rACC (Bishop, Duncan et al. 2004a; Etkin, Egner et al. 2006).

1.5.2.1. Conflict
One of the most influential attempts to delineate the specific functions of the ACC and LPFC suggests that these areas are concerned with the identification of and response to “conflict” (Botvinick, Cohen et al. 2004). Conflict was initially defined as arising when the representations of incompatible responses were simultaneously activated (Botvinick, Braver et al. 2001). It was suggested that the ACC acts primarily to detect conflict which triggers the recruitment of control regions such as the LPFC in order to constrain processing and thus to
reduce subsequent conflict (MacDonald, Cohen et al. 2000). However, it has proven difficult to account for all experimental observations using this initial formulation (Jones, Cho et al. 2002; Nachev, Rees et al. 2005; Botvinick 2007; Egner 2007); for example, both behavioural interference and ACC activity in response to a distractor is greater if the distractor occurs infrequently (Jones, Cho et al. 2002; Bishop, Duncan et al. 2004a). Conversely, frequent distractors result in decreased interference, and when sufficiently common may even be associated with less interference than trials in which they are absent (Logan and Zbrodoff 1979; Sturmer, Leuthold et al. 2002) a finding not easily explained by the conflict model. This observation has lead some authors to suggest that the conflict construct should be expanded to take into account recent stimulus history (Jones, Cho et al. 2002), however alternative accounts of PFC function may provide a more natural explanation for such results (Egner 2007).

1.5.2.2. Expectation
An alternative model of cognitive control describes the process as generating and tracking “expectancies” (Logan and Zbrodoff 1979; Egner 2007); for example, with regard to the stimulus frequency effect described above, participants generate an expectation of the stimuli which are likely to occur and adapt their processing accordingly, the increased interference provoked by an infrequent distractor arises because, in that context, the distractor is unexpected. A number of recent accounts incorporate insights from both the associative (Rescorla and Wagner 1972) and machine learning literatures (Sutton and Barto 1998), to highlight the role of the PFC in generating and tracking such expectancies (Rushworth, Mars et al. 2009). These models suggest that expectations (sometimes called predictions) are
updated using a derived parameter, the prediction error, which is computed as the difference between current predictions and reality. The literature is most developed with regard to reward prediction with evidence that the values of actions and stimuli (the expected reward associated with actions or stimuli) are encoded in medial and orbital frontal cortex (Rudebeck, Behrens et al. 2008; Walton, Behrens et al. 2010) and that the reward prediction error is encoded in the phasic firing of dopaminergic neurons originating in the ventral tegmental area (Schultz, Dayan et al. 1997). However, it has been proposed that the updating of predictions by prediction errors may provide a more general account of cortical organisation (Friston, Kilner et al. 2006) and thus explain a greater range of behaviour and brain activity than just that associated with reward. Supporting this assertion, recent evidence suggests that such prediction error signals occur in unrewarded, stimulus-stimulus associative learning (den Ouden, Friston et al. 2009) and that both prediction and prediction error signals are apparent in the visual cortex during perceptual tasks (Summerfield and Koechlin 2008).

Although no neuroimaging studies have specifically investigated expectancy mechanisms in attentional tasks a behavioural study indicates that attention is deployed preferentially towards visually surprising stimuli (i.e. those with a large prediction error; Itti and Baldi 2009).

1.5.3. Summary

In summary, activity of sensory and related association cortices provides a neural marker of the deployment of attention to a stimulus. Attention to emotional stimuli is particularly influenced by an amygdala based signal which reflects the salience of the stimuli and by a frontal signal which facilitates a more flexible deployment of attention. The specific roles of
the various frontal regions involved in attentional control is disputed although both conflict
and expectancy based models have empirical support.

1.6. Is the function of attentional control mechanisms altered in
the emotional disorders?

The above neuroanatomical model predicts that the negative attentional biases characteristic
of emotional disorders may arise from perturbation of either of the amygdala or frontal
control systems. Supporting this contention, experimental studies report increased amygdala
activity to negative stimuli in both depression (Sheline, Barch et al. 2001; Siegle, Steinhauer
et al. 2002; Fu, Williams et al. 2004; Fales, Barch et al. 2008) and anxiety (Schneider, Weiss
et al. 1999; Tillfors, Furmark et al. 2002; Bishop, Duncan et al. 2004b; Shin, Rauch et al.
2006; Straube, Mentzel et al. 2006) whereas frontal activation to the same stimuli has been
found to be decreased in both disorders (Mayberg, Liotti et al. 1999; Shin, Whalen et al.
2001; Tillfors, Furmark et al. 2002; Bishop, Duncan et al. 2004a; although see also Straube,
Mentzel et al. 2006; Fales, Barch et al. 2008). A notable discrepancy arises when comparing
this data to the behavioural literature; whereas differences in the temporal characteristics of
the biases associated with anxiety and depression are evident when assessed behaviourally
(see section 1.4.1), neuroimaging studies do not seem to reliably differentiate the disorders.
This may be due to constraints on the temporal resolution of functional imaging techniques or
the fact that neuroimaging studies have tended to simply present emotional stimuli without
manipulating participants’ attention (notable exceptions to this rule being; Bishop, Duncan et
al. 2004a; Etkin, Egner et al. 2006). Such manipulations allow the effects of attention to be
isolated from those due simply to the emotional properties of a stimulus. Nevertheless, the
temporal specificity of the attentional effect demonstrated in the behavioural studies of anxiety versus depression remains unexplained by current neuroimaging data.

Generally however, the neuroimaging data compliment the behavioural findings in that the most commonly reported neuroimaging abnormalities in the emotional disorders would be expected to lead to negative attentional biases. These abnormalities, increased amygdala and decreased frontal activation in response to attended negative stimuli, are evident in both depression and anxiety. This leads to the prediction that interventions which alter the function of either one or both of these systems will influence emotional attention and, in turn, current anxious and depressive symptoms.

1.7. Can the effects of treatment on cognition be disentangled from the effects of mood?

The interpretation of studies which investigate the effects of treatments on cognition can, paradoxically, be hampered when the treatment is effective. The problem is particularly acute in studies of clinical populations in which treatments are expected to improve clinical state (e.g. Mathews, Mogg et al. 1995; Kennedy, Evans et al. 2001; Fu, Williams et al. 2004; Fales, Barch et al. 2009). These studies inevitably compare groups which differ on two accounts; exposure to treatment (e.g. administration of antidepressant vs. placebo) and current levels of psychopathology (e.g. mood). While such studies are essential to examine the effects of a treatment on the relevant population, it is difficult to be certain whether any differences observed in behaviour or neural activity reflect the direct action of the intervention or are general effects of clinical status. The influence of this confounding factor
can be reduced by studying non-clinical populations who generally do not experience profound changes of mood and who can thus provide important complementary data to the clinical studies. As the critical issue in the following sections concerns the mechanisms by which interventions may alter attentional function both studies of clinical populations and those solely involving non-clinical participants will be reviewed.

1.8. Pharmacological Methods of Modulating Attention to Emotional Information

Neurochemical probes have been used to examine how neurotransmitter function may modulate attentional bias both in healthy volunteers and patients. One key strategy has been to see whether biases apparent in depression and anxiety can be mimicked by depletion of the neurochemicals known to be involved in these disorders.

1.8.1. Tryptophan depletion
The synthesis of serotonin in the brain is dependent on the availability of its precursor amino acid, tryptophan, from plasma. Acute administration of an amino acid mixture that selectively lacks tryptophan is effective in decreasing availability of tryptophan to the brain through processes of increased protein synthesis (lowering plasma tryptophan levels) and increased competition for transport across the blood-brain barrier (Reilly, McTavish et al. 1997).

Tryptophan depletion (TD) transiently lowers mood in recovered depressed patients, although there is no consistent effect on mood in healthy volunteers (Ruhe, Mason et al. 2007). Recently, however, TD has been used as an experimental tool to examine the role of serotonin in the processing of emotional information in healthy volunteers (Booij, Van der
Does et al. 2003). That TD is seen to affect cognition in non-clinical participants without altering mood suggests that cognitive measures, such as the attentional tasks examined in this chapter, provide a more proximal or, at least, more sensitive marker of the effects of this intervention than mood measures. A number of studies (see Table 1.1) have suggested that reduction of serotonergic function using TD increases the interference associated with negative words in emotional Stroop tasks, both in never (Evers, van der Veen et al. 2006) and previously depressed populations (Hayward, Goodwin et al. 2005; Munafò, Hayward et al. 2006). Interestingly, a study in which participants took tryptophan supplementation, an intervention predicted to increase serotonergic function, suggested that attention towards negative words was decreased in females (Murphy, Longhitano et al. 2006). However, other studies have produced inconsistent results. First, in previously depressed participants TD was found to slow responses in the emotional Stroop task to positive words, suggesting increased attentional interference from these positive cues (Booij, Van der Does et al. 2005). A further study found no effect of TD on a visual-probe task involving threat related words (Merens, Booij et al. 2008). Thus, while TD demonstrably influences the processing of emotional information, there is a degree of inconsistency to this effect.

Two neuroimaging studies have investigated the effects of TD on tasks in which emotional valence was manipulated, although neither explicitly manipulated attention. Both reported increased amygdala activation in response to negative stimuli following TD, although this effect was qualified by participant characteristics, which may explain some of the variance in the behavioural data. Thus in a non-clinical sample TD increased amygdala activity to fearful vs. happy faces but only in those with high scores on the behavioural inhibition
subscale of the BIS/BAS measure (Carver and White 1994; Cools, Calder et al. 2005).

Similarly, a second study reported increased amygdala activation following TD in a group of healthy women, but only those with a family history of depression (van der Veen, Evers et al. 2007).

Taken as a whole, these findings suggest that TD increases attention to negative emotional information and that its effect is associated with alteration of amygdala function; however, as has been noted using non-attentional measures of cognition (Robinson, Cools et al. 2009), this effect is qualified by individual differences in the participants.

1.8.2. Antidepressant administration

An alternative strategy in the investigation of the effects of neurotransmitter function on attentional bias is to characterise the effects of the pharmacological treatments of the emotional disorders. Serotonergic function can be potentiated using antidepressant medications which specifically block the reuptake of serotonin from the synapse, a strategy recommended in the treatment of both depression and anxiety (Nutt 2002; NICE 2007; NICE 2009). A number of experimental studies have assessed the influence of these serotonergic antidepressants on emotional attention in non-clinical groups (see Table 1.1). A single dose of the antidepressant citalopram was associated with an increased bias towards positive words in a visual-probe task (Browning, Reid et al. 2007), whereas seven days of citalopram decreased attention to briefly presented fearful faces, an effect not seen with the norepinephric antidepressant reboxetine (Murphy, Yiend et al. 2009). As predicted and contrary to the effects of TD, serotonergic antidepressants decrease amygdala activation to
negative stimuli in both clinical (Sheline, Barch et al. 2001; Fu, Williams et al. 2004) and non-clinical populations (Del-Ben, Deakin et al. 2005; Harmer, Mackay et al. 2006; Arce, Simmons et al. 2008; Murphy, Norbury et al. 2009). There is less evidence that antidepressants alter activity in frontal control regions, two studies report such an effect (Kennedy, Evans et al. 2001; Fales, Barch et al. 2009) although both of these involve clinical populations indicating that the findings may be secondary to improved clinical status rather than treatment effect. An event related potential (ERP) study has examined the effects of citalopram and reboxetine on the processing of emotional information in healthy volunteers (Kerestes, Labuschagne et al. 2009). The high temporal acuity of ERP allowed the authors to demonstrate that both antidepressants influenced processing relatively shortly after stimulus presentation (250ms) with the effect being found in a component of the ERP known to be sensitive to spatial attention (Eimer, Holmes et al. 2003). The neuroimaging findings are thus consistent with an initial effect of antidepressants on the amygdala, with alteration of frontal control regions occurring later on in treatment and potentially reflecting improvement in clinical status. Interestingly, a single study has demonstrated that reboxetine also reduces amygdala activity to negative stimuli (Norbury, Mackay et al. 2007) despite apparently having no effect on spatial attention to threat (Murphy, Yiend et al. 2009). A possible explanation of this discrepancy is provided by recent models of norepinephric function which suggest that it acts specifically as a temporal filter in the control of attention (Aston-Jones and Cohen 2005). Thus the behavioural effects of norepinephric manipulation may best be assessed using measures of the deployment of attention in time rather than space. De Martino and colleagues (De Martino, Strange et al. 2008) report a series of three studies which
examine the influence of the beta-blocker propranolol and reboxetine on an emotional version of the attentional blink task, which specifically assesses the deployment of attention in time. The authors report a generally deleterious effect of propranolol on attentional function in that it caused poorer task performance regardless of stimuli salience. Reboxetine was found to improve task performance, although only in trials involving negative emotional stimuli. No positive stimuli were used in the study limiting conclusions as to the specificity of reboxetine’s effect although they would be in keeping with its effect on attention being primarily evident in the temporal domain.

Together these studies indicate that serotonergic antidepressants alter attention to emotional information by encouraging a relatively more positive bias. Again these effects are associated with an effect of the medication on amygdala function.

1.8.3. Alternative pharmacological strategies

Based on clinical findings suggesting that acute administration of glucocorticoids reduce the symptoms of Post Traumatic Stress Disorder (PTSD) (Schelling, Roozendaal et al. 2004), Putman and colleagues (Putman, Hermans et al. 2007) used an emotional Stroop task to demonstrate that a single dose of the glucocorticoid cortisol reduced interference from masked negative stimuli (fearful faces) in healthy men. The same group had previously reported a similar effect when a single dose of testosterone, which has antidepressant activity (Pope, Cohane et al. 2003), was administered to females (van Honk, Peper et al. 2005). Lastly a single dose of the benzodiazepine diazepam, which has acute anxiolytic effects, has been found to increase attentional bias towards masked happy faces in a non-clinical population.
(Murphy, Downham et al. 2008) with a complementary effect of reduced amygdala activation to emotional stimuli being reported for another benzodiazepine, lorazepam (Paulus, Feinstein et al. 2005).

1.8.4. Summary
A number of pharmacological interventions have been shown to alter attention to emotional stimuli. Taken as a whole the behavioural data suggest that interventions which improve anxiety or depression (tryptophan supplementation, antidepressant medication, steroids, benzodiazepines) tend to result in attention being directed away from negative and towards positive stimuli. Tryptophan depletion, which leads to a worsening of symptoms in vulnerable individuals, tends to have the opposite effect on attention. As can be seen from Table 1.1, the majority of these effects are seen early on in the deployment of attention, with a number of studies demonstrating an effect with masked stimuli. The timing of the attentional effects suggests that these interventions are altering the function of the bottom-up, stimulus appraisal system; a conclusion supported by the neuroimaging studies in which altered amygdala activity in response to negative stimuli is the most common finding.
Table 1.1: Studies Which Have Reported the Effects of Pharmacological Manipulations on Measures of Attention to Emotional Information.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Intervention</th>
<th>Population Studied *</th>
<th>Attentional Task</th>
<th>Type and Duration of Stimulus</th>
<th>Duration of Stimulus b</th>
<th>Result</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Evers, van der Veen et al. 2006)</td>
<td>Tryptophan depletion</td>
<td>Non-clinical females (n=19 using a within subject design)</td>
<td>Emotional Stroop</td>
<td>Positive, negative and neutral words</td>
<td>200ms</td>
<td>Increased interference of negative words after TD</td>
<td>Result derived from error rate. No effect for reaction time</td>
</tr>
<tr>
<td>(Booij, Van der Does et al. 2005)</td>
<td>Tryptophan depletion</td>
<td>Patients in complete or partial remission from depression who were still taking SSRI medication (n=20 using a within subject design)</td>
<td>Emotional Stroop</td>
<td>Positive, negative and neutral words</td>
<td>Up to 1500mms</td>
<td>Increased interference from positive words</td>
<td>Complex experimental design with participants completing cognitive tests on four separate occasions</td>
</tr>
<tr>
<td>(Hayward, Goodwin et al. 2005)</td>
<td>Tryptophan depletion</td>
<td>Patients (n=24) with a history of depression who no longer met diagnostic criteria and healthy controls (n=24)</td>
<td>Emotional Stroop</td>
<td>Negative and neutral words</td>
<td>400ms</td>
<td>Increased interference from negative words</td>
<td>Effect seen in both clinical and control group. Counting version of the emotional Stroop task used.</td>
</tr>
<tr>
<td>(Munafò, Hayward et al. 2006)</td>
<td>Tryptophan depletion</td>
<td>Patients with previous depression who were on antidepressant medication (n=24), no medication</td>
<td>Emotional Stroop</td>
<td>Negative and neutral words</td>
<td>Unmasked (until response) or masked (14ms)</td>
<td>Increased interference from negative words in both masked and</td>
<td>Effect only seen in previously depressed group who were still taking medication</td>
</tr>
<tr>
<td>Study (Author(s))</td>
<td>Intervention</td>
<td>Participants</td>
<td>Task</td>
<td>Stimuli</td>
<td>Presentation</td>
<td>Outcome(s)</td>
<td>Notes</td>
</tr>
<tr>
<td>------------------</td>
<td>--------------</td>
<td>--------------</td>
<td>------</td>
<td>---------</td>
<td>--------------</td>
<td>------------</td>
<td>-------</td>
</tr>
<tr>
<td>(Merens, Booij et al. 2008)</td>
<td>Tryptophan depletion</td>
<td>Patients (n=16 using a within subject design) in complete or partial remission from depression who were still taking antidepressant medication</td>
<td>Visual probe</td>
<td>Neutral vs. threat words and depression relevant vs. positive words.</td>
<td>500ms</td>
<td>No significant effects.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tryptophan Supplementation</td>
<td>Non-clinical females (n=19 per group)</td>
<td>Visual probe</td>
<td>Positive, negative and neutral words.</td>
<td></td>
<td>Decreased attention to negative words in unmasked condition</td>
<td>Result derived from error rate. No effect for males.</td>
</tr>
<tr>
<td>(Browning, Reid et al. 2007)</td>
<td>Single dose of citalopram or placebo</td>
<td>Non-clinical group (n=15 per group)</td>
<td>Visual probe</td>
<td>Positive, negative and neutral words.</td>
<td></td>
<td>Increased attention to positive words in both masked and unmasked conditions</td>
<td></td>
</tr>
<tr>
<td>(Murphy, Yiend et al.)</td>
<td>Seven days of citalopram, reboxetine or</td>
<td>Non-clinical group (n=14 per group)</td>
<td>Visual probe</td>
<td>Happy, fearful or neutral facial</td>
<td></td>
<td>Citalopram reduced attention to fearful face in unmasked conditions</td>
<td>Effect seen only for citalopram, no effect of reboxetine</td>
</tr>
<tr>
<td>2009) (Putman, Hermans et al. 2007)</td>
<td>placebo</td>
<td>Cortisol or placebo</td>
<td>Emotional Stroop</td>
<td>Fearful or neutral facial expressions</td>
<td>Masked (14ms) presentation</td>
<td>Decreased interference from fearful faces</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>(van Honk, Peper et al. 2005)</td>
<td>Testosterone or placebo</td>
<td>Non-clinical females (n=16 using a within subject design)</td>
<td>Emotional Stroop</td>
<td>Fearful, happy or neutral facial expression</td>
<td>Masked (14ms) presentation</td>
<td>Decreased interference from fearful faces</td>
<td></td>
</tr>
<tr>
<td>(Murphy, Downham et al. 2008)</td>
<td>Diazepam or placebo</td>
<td>Non-clinical volunteers (n=12 per group)</td>
<td>Visual Probe</td>
<td>Fearful, happy or neutral facial expressions</td>
<td>Unmasked (100ms) or masked (14ms) presentation</td>
<td>Increased attention towards happy in masked condition</td>
<td></td>
</tr>
</tbody>
</table>

\[a\] Unless otherwise stated studies used a between subjects design.

\[b\] Certain task designs (see figure one) allow inference as to the timing of the temporal effects of an intervention on attention. In studies which employ such a design and report significant findings the relevant duration is presented in bold.
1.9. Psychological Methods of Modulating Attention to Emotional Information

1.9.1. Cognitive Behavioural Therapy
Cognitive Behavioural Therapy (CBT) is a complex psychological intervention which has been developed specifically to change the patterns of thinking and behaviour which impact on how an individual interacts with the environment and their resulting emotional state (Hollon, Stewart et al. 2006). CBT is recommended as a first line treatment for both depression and anxiety (NICE 2007; NICE 2009). A single study examining the effect of CBT on attentional function in anxiety disorder suggests that it reduces the negative attentional bias found pre-treatment (Mathews, Mogg et al. 1995). However, as discussed above, such a finding may be attributed to non-specific effects of clinical status rather than as necessarily a direct effect of treatment. The same observation applies to the neuroimaging studies of psychological therapies all of which have recruited clinical groups. These studies report changes of activation primarily in frontal regions (Brody, Saxena et al. 2001; Paquette, Levesque et al. 2003; Goldapple, Segal et al. 2004; Straube, Mentzel et al. 2006; Schienle, Schafer et al. 2007; Fu, Williams et al. 2008), but also in the amygdala (Fu, Williams et al. 2008) and basal ganglia (Martin, Martin et al. 2001).

1.9.2. Attentional bias training
Unfortunately, the complexity and variability of CBT can limit the extent to which it may be applied in controlled experimental trials. Perhaps because CBT is difficult to administer in
experimental studies, there has been an increasing interest in developing simpler cognitive
tasks which target the key hypothesized emotional processes and which lend themselves to
controlled experimentation. While many of these tasks involve the explicit and effortful
control of emotion (Ochsner and Gross 2005; Phan, Fitzgerald et al. 2005; McRae, Hughes et
al. 2009), a number of techniques have been developed recently to specifically alter the
habitual deployment of attention to emotional information (MacLeod, Rutherford et al. 2002;
Dandeneau, Baldwin et al. 2007; Baert, De Raedt et al. 2010). The most commonly used
technique (MacLeod, Rutherford et al. 2002) employs a variant of the visual probe task (see
Figure 1.1.1) in which the location of the probe is constrained such that it always replaces the
neutral (for “avoid-threat” training) or negative (for “attend-threat” training) word. The task
involves many experimental trials over the course of which participants learn to direct
attention towards the type of stimuli which predict the probe location; e.g. if the probe always
replaces negative stimuli participants develop the habit of attending to negative stimuli
generally, a negative attentional bias.

Importantly there is increasing evidence that using such tasks to encourage a positive
attentional bias (“avoid-threat” training) in clinical populations results in improvement in
symptoms (Dandeneau, Baldwin et al. 2007; Eldara, Ricona et al. 2008; Hazen, Vasey et al.
2008; Amir, Beard et al. 2009; Schmidt, Richey et al. 2009). A number of studies have
assessed the effects of these so called “attentional bias training” tasks on measures of
emotional attention (see Table 1.2) in both clinical and non-clinical populations. Generally
the tasks are seen to influence attention in the manner expected although, as can be seen from
Table 1.2, they have only ever been shown to influence attention to unmasked stimuli
presented for 500 ms or longer. A caveat to this observation is that the training tasks themselves generally involve a version of the visual probe task in which stimuli are presented for 500 ms, raising the possibility that earlier effects on attention may be observed if the training task was altered to present stimuli for a shorter time. However, the published data to date differ from those involving pharmacological manipulations in which effects are reported during earlier stages of information processing. If this behavioural observation is valid it would suggest that cognitive and pharmacological interventions may alter distinct mechanisms of attentional control, a hypothesis that has previously been raised by a number of authors (DeRubeis, Siegle et al. 2008; Harmer 2008). Assessing the effects of attentional bias training on neural activity would directly test this hypothesis, although to date, no such studies have been performed.

1.9.3. Summary
Cognitive training tasks have been shown to alter both attention to emotional information and clinical status in a predictable manner, though further studies deploying the experimental tasks in clinical populations are needed. The extant results suggest that this effect occurs later in the deployment of attention than that found with pharmacological manipulations raising the possibility that different attentional control mechanisms are targeted by psychological and pharmacological interventions.
Table 1.2: Studies which have reported the effects of psychological manipulations on measures of attention to emotional information.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Intervention</th>
<th>Population studied</th>
<th>Attentional task</th>
<th>Type of stimulus</th>
<th>Duration of stimulus</th>
<th>Result</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Mathews, Mogg et al. 1995)</td>
<td>Seven session group CBT for anxiety management</td>
<td>Patients with GAD (n=24) were compared to non-clinical controls (n=23) both before and after treatment</td>
<td>Emotional Stroop and visual search</td>
<td>Negative and neutral words</td>
<td>Until response</td>
<td>Borderline significant reduction of negative attentional bias in the anxious group using emotional Stroop (p=0.06) and visual search (p=0.07)</td>
<td>Emotional Stroop task used cards rather than computer to present stimuli.</td>
</tr>
<tr>
<td>(MacLeod, Rutherford et al. 2002)</td>
<td>Single session of attend-threat or avoid-threat training</td>
<td>Non-clinical (n=32 per group)</td>
<td>Visual probe</td>
<td>Negative and neutral words</td>
<td>Unmasked (500ms) and masked (20ms)</td>
<td>Training influenced attention in unmasked condition</td>
<td>Two studies performed, both demonstrating similar effect.</td>
</tr>
<tr>
<td>(Hazen, Vasey et al. 2008)</td>
<td>Five sessions of avoid-threat or sham attentional bias training</td>
<td>Non-clinical (n=12 per group) sample with high score on worry scale (includes participants who would meet diagnostic criteria for GAD)</td>
<td>Visual Probe</td>
<td>Negative and neutral words</td>
<td>500ms</td>
<td>Avoid-threat training reduced attention to negative words</td>
<td></td>
</tr>
<tr>
<td>(Eldara, Ricona et al. 2008)</td>
<td>Single session of attend-threat or avoid-threat attentional bias</td>
<td>Non-clinical (n=13 per group) children aged 7-12</td>
<td>Visual probe</td>
<td>Angry and neutral faces</td>
<td>700ms</td>
<td>Attend-threat training influenced attention</td>
<td>This effect was only significant for the faces used in training itself—no generalization to novel faces.</td>
</tr>
<tr>
<td>Study</td>
<td>Training Details</td>
<td>Participants Details</td>
<td>Methodology Details</td>
<td>Outcome Details</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------</td>
<td>---------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Wadlinger and Isaacowitz 2008)</td>
<td>Single session of attend-positive or avoid-positive training</td>
<td>Non-clinical volunteers (approx n=22 per group)</td>
<td>Eye tracking</td>
<td>Positive and neutral words 8000ms</td>
<td>Positive training caused decreased fixation on negative areas of images</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Li, Tan et al. 2008)</td>
<td>7 sessions of daily avoid-threat/attend-happy or sham training</td>
<td>Non-clinical volunteers with high score on a social anxiety scale (n=12 per group)</td>
<td>Visual probe</td>
<td>Threatening and happy faces 500ms</td>
<td>Active training caused significant decrease in negative bias</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(See, Macleod et al. 2009)</td>
<td>14 sessions of daily avoid-threat or sham training</td>
<td>Non-clinical volunteers (approx n=19 per group)</td>
<td>Visual probe</td>
<td>Negative and neutral words 500ms</td>
<td>Avoid-threat training caused significant decrease in negative bias</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Amir, Beard et al. 2009)</td>
<td>8 sessions of avoid-threat or sham training over 4 weeks</td>
<td>Patients with GAD (approx n=14 per group)</td>
<td>Visual probe</td>
<td>Negative and neutral words 500ms</td>
<td>Avoid-threat training caused significant decrease in negative bias</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Significant differences in measures of anxiety between groups at end of training may confound interpretation of attentional effects.

The negative pictures were selected as being “threatening” rather than displaying a specific emotion. As the threatening pictures were paired with positive pictures these results could also be interpreted as showing an increase in positive attentional bias.

Significant differences in trait and state anxiety between groups at end of training may confound interpretation of attentional effects.
<table>
<thead>
<tr>
<th>Study (Author(s))</th>
<th>Training Details</th>
<th>Group Details</th>
<th>Task Details</th>
<th>Attentional Effect</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wells and Beevers 2009</td>
<td>4 sessions of avoid-threat or sham training over 2 weeks</td>
<td>Non-clinical volunteers with BDI &gt; 8 (n=17 per group)</td>
<td>Visual probe</td>
<td>Negative and neutral faces and pictures</td>
<td>Faces were presented for 3000ms, pictures for 4500ms</td>
</tr>
<tr>
<td>Amir, Beard et al. 2009</td>
<td>8 sessions of avoid-threat or control training over 4 weeks</td>
<td>Patients with generalised social phobia (n=22 per group)</td>
<td>Emotional version of Posner cueing task</td>
<td>Social threat and neutral words</td>
<td>600ms</td>
</tr>
<tr>
<td>Hayes, Hirsch et al. 2010</td>
<td>Single session of avoid-threat or control training</td>
<td>Non-clinical group (n=24 per group) with high levels of worry (PSQW &gt; 56)</td>
<td>Visual probe and dichotic listening task</td>
<td>Threatening and neutral words, worry related and neutral texts</td>
<td>750ms (for visual probe task)</td>
</tr>
<tr>
<td>Krebs, Hirsch et al. 2010</td>
<td>Single session of avoid-threat or attend-threat training</td>
<td>Non-clinical group (n=32 per group) with low levels of worry (PSQW &lt; 56)</td>
<td>Visual probe</td>
<td>Threatening and neutral words</td>
<td>750ms</td>
</tr>
<tr>
<td>Study</td>
<td>Design Description</td>
<td>Participant Details</td>
<td>Condition Details</td>
<td>Procedure</td>
<td>Outcome</td>
</tr>
<tr>
<td>--------------------------------------------</td>
<td>--------------------</td>
<td>---------------------</td>
<td>-------------------</td>
<td>-----------</td>
<td>---------</td>
</tr>
<tr>
<td>(Najmi and Amir 2010)</td>
<td>Single session of avoid-threat or control training</td>
<td>Non-clinical participants (n=26 per group) with contamination concerns</td>
<td>Visual probe</td>
<td>Contamination relevant or neutral words</td>
<td>500 ms</td>
</tr>
<tr>
<td>(Reese, McNally et al. 2010)</td>
<td>Single session of avoid-threat or control training</td>
<td>Non-clinical participants (n=20 per group) reporting fear of spiders.</td>
<td>Visual probe</td>
<td>Pictures of spiders or cows/birds</td>
<td>500 ms</td>
</tr>
<tr>
<td>(Dandeneau, Baldwin et al. 2007)</td>
<td>Single session of positive visual search or control training</td>
<td>Non-clinical group (n=76/147 per study in two studies). For analysis the groups were further divided into high and low self-esteem (see note)</td>
<td>Emotional Stroop (study 2a) and visual probe (study 2b)</td>
<td>Negative, positive and neutral words (Stroop task), Happy, angry, neutral faces (visual probe task)</td>
<td>1200ms for Stroop task. During visual probe task stimuli presented for 500ms</td>
</tr>
<tr>
<td>(Dandeneau and Baldwin 2004)</td>
<td>Single session of positive visual search or control training</td>
<td>Non-clinical group (n=49 in total). For analysis the groups were further divided into high and low self-esteem by a median split</td>
<td>Emotional Stroop</td>
<td>Negative, positive and neutral words</td>
<td>1200ms</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Study</th>
<th>Intervention Details</th>
<th>Task Design</th>
<th>Duration</th>
<th>Effect Size</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Baert, De Raedt et al. 2010)</td>
<td>10 sessions of avoid-threat/attend-positive vs. neutral training over 10 days</td>
<td>Emotional Posner cueing task</td>
<td>Negative and positive words</td>
<td>1500ms</td>
<td>No significant effect of training in either study These studies employed a novel training intervention which did not appear to work</td>
</tr>
<tr>
<td>Dysphoric, non-clinical group (n=23 per group) for study 1 and clinically depressed (n= 15 per group) for study 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

BDI = Beck Depression Inventory, CBT = Cognitive Behavioural Therapy, GAD = Generalised Anxiety Disorder, PSWQ=Penn State Worry Questionnaire

\( ^a \) Unless otherwise stated studies used a between subjects design.

\( ^b \) Certain task designs (see figure one) allow inference as to the timing of the temporal effects of an intervention on attention. In studies which employ such a design and report significant findings the relevant duration is presented in bold.
1.10. **Synthesis**

A variety of techniques have been shown to alter emotional attention in clinical and non-clinical populations. Across all of these methodologies, interventions which improve anxiety and depression also cause attention to be preferentially deployed away from negative and towards positive information. These findings are consistent with the modification of attentional bias mediating the beneficial treatments effects of both pharmacological and cognitive interventions. The greatest amount of data is available for the pharmacological manipulation of the serotonergic system and for the use of cognitive attention training tasks. Characterisation of the attentional effects of these interventions suggests that they may target different components of the attentional control system. Specifically pharmacological modifications alter the initial deployment of attention, via an effect on the amygdala based appraisal system whereas cognitive training interventions influence attention some time later, possibly via an effect on frontal control regions.

1.10.1. **Outstanding questions**

The review presented in the previous sections identifies a number of outstanding questions concerning the mechanisms by which attentional bias may be modified. Most obviously, the neural systems altered by psychological interventions remain obscure. Where the pharmacological literature has studied the effects of interventions in a wide range of both clinical and non-clinical groups, all the neuroimaging studies of psychological interventions have been restricted to the examination of treatment effects in clinical populations.
Consequently it is not obvious whether the alterations of neural function reported in these studies result from the treatments administered or from differences in clinical status between groups (see section 1.7). Secondly, unlike the behavioural literature, the neuroimaging studies of both pharmacological and psychological interventions have tended to simply assess neural response to the presentation of emotional stimuli rather than investigating specific cognitive processes such as attention. It is thus unclear from this literature whether any of the neuroimaging effects reported can firmly be associated with alterations of attentional control per se. Lastly, if the hypothesis that psychological interventions alter attentional function primarily via an effect on frontal control systems (DeRubeis, Siegle et al. 2008; Harmer 2008) is borne out it remains unclear whether this is best conceptualised within a conflict or expectancy (see section 1.5.2) based framework.

1.10.2. Implications for treatment
Even in the controlled context of treatment studies neither pharmacological nor cognitive treatments of the emotional disorders produce high levels of clinical remission (for example in a large, high quality RCT DeRubeis, Hollon et al. 2005 report remission rates of 40-50%). An obvious response to these moderate remission rates is to examine the combination of psychotherapy and antidepressant medication, although studies which have done so have produced mixed results (Foa, Franklin et al. 2002; Pampallona, Bollini et al. 2004; Furukawa, Watanabe et al. 2007; Cuijpers, van Straten et al. 2009). However, all of these studies have used complex psychotherapeutic interventions rather than procedures designed to target specific cognitive systems, such as attentional bias training. An intriguing question raised by the hypothesis that antidepressant medication and attentional bias training influence distinct
attentional control systems is; how would the two treatments interact? That is, if combined, would they produce an additive effect on attention and emotion or would they interfere with each other? The behavioural and neural measures of cognition reviewed in this chapter would provide a relatively straightforward model in which this question could be addressed in a controlled, experimental manner.

Lastly, as noted above (section 1.4.3), the utility of modifying attention to emotional information may not be limited to the depressive and anxious diagnoses. There is a pressing requirement for novel treatment approaches to the symptoms of anxiety and depression in other diagnoses. This is particularly acute in the case of bipolar disorder in which symptoms of both anxiety and depression are extremely common (Kessler 1999; McIntyre and Keck 2006), but the ability to use antidepressant medication is constrained by concerns that they may induce episodes of mania (Keck, Strawn et al. 2006). Theoretically at least, attentional bias training may be a particularly useful strategy in such disorders, although direct evidence for this is lacking. A practical first step in addressing this issue would be to determine whether bipolar disorder is associated with an attentional bias to threat and whether this bias is modifiable in a controlled, experimental setting.

1.10.3. Conclusion
The aims of this thesis are to investigate the mechanisms by which cognitive training tasks alter attention to emotional information and to use these initial results to improve our understanding of attentional control and to guide the development of novel treatment strategies. These aims are addressed in the following chapters in which neuroimaging and
behavioural data are collected in a series of studies of both non-clinical and clinical participants. Chapter Two describes two experiments in which the extent of the attentional biases induced by different methods of training are assessed behaviourally in a non-clinical population. In Chapter Three the neural effects of attentional bias training are assessed using a task which specifically probes attention to emotional information. Chapter Four builds on the insights from this study by using a computational model to test whether expectancy based processes can predict the behavioural and neural responses to emotional stimuli. Chapter Five describes an experiment which examines the effects of combining antidepressant medication and attentional bias training on both cognitive function and emotional reactivity. Finally, Chapter Six describes a clinical study in which baseline attentional bias towards threat in a group of patients with bipolar disorder is characterised and an attempt is made to use attentional bias training to modify this bias.
Chapter 2

Characterising the Generalisation of Attentional Bias Training

2.1. Introduction

Cognitive models of anxiety and depression suggest that abnormalities in the processing of emotional information play a causal role in the aetiology of the disorders (Williams, Watts et al. 1997; Mathews and Mackintosh 1998; Mogg and Bradley 1998; Mathews and MacLeod 2005). There has been particular interest in the role of attention with a substantial body of work demonstrating an association between the emotional disorders and a tendency to deploy attention towards negative stimuli (MacLeod, Mathews et al. 1986; Williams, Mathews et al. 1996; Gotlib, Kasch et al. 2004; Gotlib, Krasnoperova et al. 2004; Fox, Russo et al. 2005; Joormann and Gotlib 2007). However, these cognitive models assert that attentional biases are more than mere correlates of anxiety and depression; rather negative attentional bias is causally implicated in the development and maintenance of the disorders (see Chapter One). There has thus been increasing interest in developing experimental procedures which specifically modulate attentional processes; so called attentional bias training tasks (Mathews and MacLeod 2002; Dandeneau and Baldwin 2004; MacLeod, Koster et al. 2009; Baert, De Raedt et al. 2010). While research using such tasks has demonstrated their utility both as an experimental tool (MacLeod, Rutherford et al. 2002) and a clinically useful intervention in their own right (Amir,
Beard et al. 2009; Schmidt, Richey et al. 2009; Wells and Beevers 2009), a number of outstanding questions on the nature of the induced biases remain. The first question concerns the degree to which induced attentional biases generalise. For example, although MacLeod and colleagues (2002) confirmed that a training task altered attentional bias, assessment of attention was limited to a word based visual probe task. Since the training procedure employed in this study was itself a word based visual probe task this leaves open the possibility that the attentional effect of training may be limited only to the same stimulus type as that used in the induction task. Clearly, if it is to be argued that training alters the generalised attentional bias found in the emotional disorders (Mathews and MacLeod 1985; Bradley, Mogg et al. 1997; Bradley, Mogg et al. 1997; Yiend and Mathews 2001; Gotlib, Kasch et al. 2004), rather than simply altering the response to a limited set of stimuli, it is necessary to demonstrate that any effect of training is not confined only to the exact training material. That is, demonstration of generalisation to a novel (in this case, non-word) emotional stimulus type is required. A second, directly practical question, concerns the relative efficacy of the various training regimes; put simply, some attentional bias training paradigms fail to produce reliable alterations of attentional function. For example, in two large studies Baert and colleagues describe a novel training paradigm based on Posner’s spatial cueing task (Posner 1980) which failed to alter attentional function in either a non-clinical group or a group of depressed patients (Baert, De Raedt et al. 2010). The obvious conclusion from these results is that it cannot be assumed that every training intervention will be effective.
The essential requirement of the current chapter was therefore to ensure that an effective version of the training task was developed which demonstrably altered the deployment of attention to emotional information. In order to achieve this two studies were performed which assessed the behavioural effects of a word based and a face based training paradigm in non-clinical populations. The studies also sought to characterise the nature of any induced biases by assessing the extent of bias generalisation in two dimensions; firstly, as described above, the studies tested whether a bias induced using one stimuli type (such as words) would alter attention to another type of stimuli, secondly, the generalisation of the training effect across time was assessed by measuring the deployment of attention both at the same duration as training (500 ms) and at a shorter duration (100 ms) which has more commonly been associated with the effect of pharmacological manipulations (see Chapter One).

The key prediction of the current studies was that attentional bias training would induce a bias of attention to emotional stimuli when assessed using the same stimuli type, that is the central finding of MacLeod at al. (2002) would be replicated. A second prediction was that the effects of attentional bias training would generalise to influence measures which used different types of stimuli and those in which the stimuli were presented for shorter durations.

2.2. General Methodology

2.2.1. General Overview
Two randomised experimental studies were performed which compared the behavioural effects of “attend-negative” with “avoid-negative” attentional bias
training (see Figure 2.1 and sections 2.3.1.2 and 2.4.1.2 for descriptions of the training tasks). Attend-negative training was designed to encourage participants to preferentially deploy attention towards threatening stimuli where avoid-negative training was designed to have the opposite effect. The studies were identical in structure except that in study one a word based training procedure was used whereas study two employed a face based task. In both studies, following randomisation into either the attend-negative or avoid-negative conditions, participants completed the attentional bias training regime. Participants then undertook a test of attentional deployment using a standard visual probe task which displayed stimuli of the same type as the training task. (i.e. words were used after word training and faces after face training). Participants then completed a “booster” session of training and finally a second test visual probe task, this time using the opposite type of stimuli (i.e. faces after word training and vice versa). In both studies the training stimuli were presented for 500 ms whereas attentional bias was assessed at both 500 and 100 ms.

Figure 2.1: Two example trials from the “avoid-negative” version of the word based training task. The task is based on the visual probe paradigm, described in chapter one, except that the position of the probe is controlled. In each trial a negative and neutral word are presented. A probe, to which the participant must respond, follows the words. In the avoid-negative condition (shown) the probe always replaces the neutral word. The attend-negative condition is identical in every respect except that the probe is found in the location of the negative word. Over the course of many trials participants are thought to develop the habit of attending to the stimulus type which predicts the probe location.
2.2.2. Participants
Participants were 24 healthy individuals per study (48 in total) recruited from the local community. Inclusion criteria were age 18-60 and speaking English as a first language; exclusion criteria included current neurological illness and the use of any medication other than the hormonal contraceptive pill. In addition, all participants were screened to exclude current or past axis I psychiatric illness or alcohol/substance misuse using the Structured Clinical Interview for the DSM-IV (SCID; Spitzer et al. 2002). The studies were reviewed and approved by the Central University Research Ethics Committee of the University of Oxford. Written informed consent was obtained from all participants.

2.3. Study 1

2.3.1. Methods
2.3.1.1. Self report mood and anxiety measures
Baseline measures of depressive symptoms were obtained using the Beck Depression Inventory (BDI; Beck, Ward et al. 1961), an extensively used 21 item self report measure which categorises the severity of depressive symptoms over the previous week. The severity of each symptom (e.g. feelings of guilt) is rated 0-3, with the summary statistic being the sum of all individual items, resulting in a minimum total score of 0 and a maximum, indicating high levels of depressive symptoms, of 63. Anxious symptoms were assessed using the trait subscale of the Spielberger State-Trait Anxiety Inventory (trait-STAI; Spielberger, Gorsuch et al. 1983). This self report measure asks participants to indicate the extent to which 20 anxiety related
statements (such as “I have disturbing thoughts”) describes the way they feel generally. Participants answer using a four point scale (anchored at “not at all” and “very much”) resulting in a minimum score for each item of 1 and maximum of 4. The scale is scored (after accounting for reversed items) by summing across the individual items resulting in a minimum score of 20 and a maximum score, reflecting high levels of anxiety, of 80. The direct effect of training on momentary mood was assessed using visual analogue scales (VAS) measuring “happy” and “sad” (each anchored at “not at all” and “very”) as well as the state version of the STAI (state-STAI) which is of an identical structure to the trait-STAI with the exception that it assesses how participants feel at that point in time rather than generally. All momentary mood measures were completed immediately before and after training.

2.3.1.2. Word based attentional bias training task
The training task (see Figure 2.1) was designed to replicate that published by MacLeod et al. (2002) and used identical materials. It is based on the standard visual probe task in which two words are presented concurrently. One of the words is negative (e.g. “coffin”) and the other neutral (e.g. “edited”). Both words then disappear and are replaced by a probe (one or two dots) in the location of one of the words. In the attend-negative group the probe is always in the position of the negative word whereas in the avoid-negative group the probe is always in the position of the neutral word. The rationale behind the training task is that by repeating the procedure over more than 500 trials a habit is formed such that participants begin to automatically and consistently attend to the stimulus type where the probe is found (Hertel and Brozovich 2010). Thus the attend-negative group, in which the probe replaces the negative word, are believed to develop a tendency to attend to negative
stimuli generally (a negative attentional bias) whereas the avoid-negative group, in which the probe replaces the neutral word, develop a tendency to direct their attention away from negative stimuli generally (a relatively positive attentional bias).

The task was presented on a computer running Eprime software (Version 1.2.1.68; Psychological Software Tools, Pittsburgh, PA). Each trial began with a central fixation cross for 1000 ms followed immediately by a word pair. One word was presented above and one below the previously presented fixation cross (each word subtended a vertical visual angle of ≈1.6º, the words were separated by ≈2.5º). The word pairs used were identical to those used by Macleod et al. (see appendix of MacLeod, Rutherford et al. 2002) comprising two sets of 48 word pairs; in each pair one word is negative, the other neutral. Training for any particular individual used words from only one set, counterbalanced between participants (the other set, which the individual had not seen was then used in the test visual probe task later on). Words were presented for 500 ms and were then immediately replaced by a probe (either “.” or “..”). The negative words were presented in the upper and lower locations with equal frequency. Participants responded by button press to indicate the probe type. The task consisted of 576 trials presented in pseudorandom order with three rest periods which occurred every 150 trials.

2.3.1.3. Word visual probe; assessment of the induced attentional bias.

In the word visual probe task, participants were presented with a set of word pairs to which they had had no prior exposure. The spatial arrangement of the word stimuli was identical to the training task although the probes were now equally likely to replace either the negative or the neutral word thereby allowing assessment of the
induced bias. Word pairs were presented for either 100 ms or 500 ms in two blocks of 60 trials each (order of blocks was counterbalanced between participants). That is, each participant viewed one block in which the words were presented for 500 ms and one block in which they were presented for 100 ms. The visual probe has been described as providing a “snap-shot” of attention at the instant the words disappear (Cooper and Langton 2006), thus presenting the words for two different durations was intended to allow analysis of attentional deployment at these two time points.

2.3.1.4. Booster training
The booster session consisted of a subset of 144 trials of the training task. The rationale for the booster was that in the preceding visual probe task the contingency between emotional word and probe location was necessarily removed, possibly eroding any induced bias. It was hoped to ameliorate this by using a brief refresher training session prior to the next assessment task.

2.3.1.5. Face visual probe; assessment of generalisation of the induced attentional bias.
Stimuli were 16 different characters (8 female) taken from two previously validated sources (Matsumoto and Ekman 1988; Lundqvist, Flykt et al. 1998). Each character displayed either a fearful or neutral expression. Faces were presented in pairs with each pair consisting of one neutral and one fearful face. The pictures were displayed subtending a vertical visual angle of ≈3.7° and were separated by ≈0.7°. The timings of stimuli presentation were identical to the word based visual probe task in that the stimuli were presented in two blocks with faces being displayed for 100 ms or 500 ms within a block. However, as it has been suggested that pictures of facial affect can provide a more salient and intense emotional stimulus than words (Mogg and Bradley
1998), it was conceivable that any induced bias may be overwhelmed by existing attentional biases which have previously been demonstrated even in non-anxious participants using face stimuli (Mogg and Bradley 1998; Cooper and Langton 2006). Morphing software was therefore used to create a range of intensities of fearful faces with the aim of improving the sensitivity of the task to detect an induced bias; a strategy supported by the finding that attentional response to emotional faces depends on the intensity of the expression displayed (Wilson and MacLeod 2003). Stimuli were created at 25% increments along the continuum from 100% fearful to 100% neutral (i.e. 100%, 75%, 50%, 25%, 0% fearful). Each intensity was presented 20 times giving a total of 100 trials per block; and 200 trials in the overall task.

2.3.1.6. Statistical analysis
As in MacLeod et al. (2002) median reaction times (RT) from correct trials were used as the measure of central tendency because of its resistance to the effect of outliers. Thus median RTs were entered into a mixed model analyses of variance (ANOVA) with the between-subjects factor of group (attend-negative vs. avoid-negative), and within-subjects factors of probe validity (probe replaces negative word vs. probe replaces neutral word) and duration (100 ms vs. 500 ms). For analysis of the faces visual probe task, intensity of fearful face (4 levels 25-100%) was added as a within-subjects factor. In order to graphically demonstrate results a “vigilance score” was calculated (Wilson and MacLeod 2003) by subtracting RT when the probe replaces the negative stimuli from RT when the probe replaces the neutral stimuli [i.e. $RT_{(neut)} - RT_{(neg)}$]. Derived thus, a higher positive vigilance score reflects a bias towards the negative stimuli, and a more negative score reflects bias away from the negative stimuli. Differences between groups for the baseline questionnaire and demographic
measures were assessed using independent t-tests, with differences in gender being assessed using a Chi-Square test. Changes in momentary mood were analysed using split model ANOVAs in which time (before training, after training) was a within subject factor and group (avoid-negative, attend-negative training) a between subject factor. For the VAS analysis a difference score (“sad”-“happy”) was used as an index of depressive symptoms.

2.3.2. Results

2.3.2.1. Demographics

As can be seen from Table 2.1, there was no significant differences between experimental groups in terms of age, gender, trait anxiety (trait-STAI), BDI or initial anxiety (state-STAI) or depressive symptoms (VAS).

Table 2.1: Demographic details and baseline measures for the participants in both studies.

<table>
<thead>
<tr>
<th></th>
<th>Study 1</th>
<th></th>
<th>Study 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avoid-negative training (n=12)</td>
<td>Attend-negative training (n=12)</td>
<td>p</td>
<td>Avoid-negative training (n=12)</td>
</tr>
<tr>
<td>Age</td>
<td>21.4 (2.9)</td>
<td>24.3 (6.3)</td>
<td>0.2</td>
<td>25.9 (12.3)</td>
</tr>
<tr>
<td>mean (sd)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female:Male</td>
<td>8:4</td>
<td>7:5</td>
<td>0.7</td>
<td>6:6</td>
</tr>
<tr>
<td>Trait anxiety</td>
<td>31.2 (7.1)</td>
<td>31.9 (5.1)</td>
<td>0.8</td>
<td>33 (6.7)</td>
</tr>
<tr>
<td>mean (sd)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BDI</td>
<td>2.8 (3.1)</td>
<td>2.6 (1.4)</td>
<td>0.9</td>
<td>3.1 (3.9)</td>
</tr>
<tr>
<td>mean (sd)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>State Anxiety</td>
<td>27.1 (5.2)</td>
<td>28.8 (4.9)</td>
<td>0.4</td>
<td>31.4 (4.9)</td>
</tr>
<tr>
<td>mean (sd)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.3.2.2. Did the word training task induce an attentional bias to novel words?

A mixed model ANOVA of the word visual probe data (see Figure 2.2a and Table 2.3a) revealed a significant three way interaction of group x duration x validity $[F(1,22) = 6.1, p = 0.02]$. As illustrated in Figure 2.2a this interaction was driven by a significant effect for the 500 ms exposure $[F(1,22) = 4.2, p = 0.05]$, with no effect at 100 ms $[F(1,22) < 1, p = 0.3]$. Specifically, the effect at 500 ms was in the direction predicted by group, such that the negative group showed a greater attentional bias towards the negative words than did the neutral group. This result replicates that reported by MacLeod and colleagues (2002) in that the bias induction procedure was effective at the longer exposures and that it altered attention to novel words.

<table>
<thead>
<tr>
<th>VAS (sad-happy)</th>
<th>-6.3 (1.3)</th>
<th>-5.3 (1.8)</th>
<th>0.2</th>
<th>-5.6 (1.6)</th>
<th>-6.5 (2.1)</th>
<th>0.3</th>
</tr>
</thead>
</table>

* Comparison between groups conducted using Chi-Square test, all other comparisons used independent t-tests.
2.3.2.3. *Did the attentional bias, induced using words, generalise to faces?*

A mixed model ANOVA of the face visual probe (Table 2.3a) revealed a significant group x duration x intensity x validity interaction \([F(3,66) = 3.3, p = 0.03]\).

Decomposition of this finding revealed a significant group x intensity x validity interaction at 500 ms \([F(3,66) = 3.2, p = 0.03]\). The interaction at 100 ms did not
reach significance \( F(3,66) = 2.3, p = 0.09 \). Figure 2.2b displays the findings at 500 ms and indicates that the effect was driven by a significant difference between groups at the most intense level of fearful expression \( F(1,22) = 8.6, p = 0.03 \) (Bonferroni corrected for multiple comparisons)]. The effect of training at other intensities was not significant [all corrected \( p 's > 0.5 \)] and there were no significant differences at any intensity when the faces were presented for 100 ms [all corrected \( p 's > 0.1 \)]. Again, the effect of attentional bias training found at 500 ms was in the expected direction with the negative group displaying an increased attentional bias for fearful faces. This finding suggests that the effects of word based training generalised to a faces measure, although the effect of training was only evident when prototypical pictures of fear were presented for 500 ms.

<table>
<thead>
<tr>
<th></th>
<th>Avoid-negative training</th>
<th>Attend-negative training</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>State-STAI pre training</strong></td>
<td>27.2 (5.2)</td>
<td>28.8 (4.9)</td>
</tr>
<tr>
<td><strong>State-STAI post training</strong></td>
<td>33.8 (6.6)</td>
<td>32.1 (6.4)</td>
</tr>
<tr>
<td><strong>Sad-Happy VAS pre training</strong></td>
<td>-6.3 (1.3)</td>
<td>-5.3 (1.8)</td>
</tr>
<tr>
<td><strong>Sad-Happy VAS post training</strong></td>
<td>-5.8 (2.4)</td>
<td>-4.6 (2.3)</td>
</tr>
</tbody>
</table>

STAI= Spielberger State-Trait Anxiety Inventory. VAS= Visual Analogue Scale

2.3.2.4. Did word training differentially influence state anxiety or mood?

Although, by design, the training task is intended to directly alter attentional function, an alternative interpretation of these effects is that training acts as a form of mood induction (e.g. Velten 1968) with the altered mood state leading to the observed
attentional effects. This interpretation was tested by comparing the effects of training on changes in the mood VAS and the state-STAI across training (see Table 2.2). In both groups state anxiety increased across training \([F(1,22) = 20.6, p < 0.001;\) increase in avoid-negative group = 6.6; attend-negative group = 3.3]. However, this effect was not significantly influenced by group membership \([F(1,22) = 2.4, p = 0.13]\) and, contrary to the mood induction hypothesis, was numerically greater in the avoid-negative group. Although there was a tendency for depressive symptoms, as measured by the sad-happy VAS measures, to increase across training (change in avoid-threat training = 0.5; attend-threat training = 0.7), this increase was not significant \([F(1,22) = 2.4, p = 0.12]\) and there was no time x group interaction \([F(1,22) < 1, p = 0.8]\). These results are consistent with the findings reported by MacLeod and colleagues (2002) and suggest that the influence of training on attention cannot be accounted for by a simple mood induction effect.
Table 2.3: Raw group reaction times from Study One (a) and Study Two (b). Mean (standard deviations) are reported for each trial type (e.g. the reaction time for neutral words gives the results for those trials in which the probe replaced the neutral word) and each group to the nearest millisecond

a.

<table>
<thead>
<tr>
<th>Duration of Stimuli</th>
<th>Avoid-negative training</th>
<th>100</th>
<th>500</th>
<th>100</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral Words</td>
<td></td>
<td>458 (51)</td>
<td>431 (49)</td>
<td>468 (41)</td>
<td>464 (55)</td>
</tr>
<tr>
<td>Negative Words</td>
<td></td>
<td>453 (48)</td>
<td>439 (60)</td>
<td>472 (44)</td>
<td>453 (54)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Intensity of Negative Face (% fear)</th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral Faces</td>
<td>505 (77)</td>
<td>519 (91)</td>
<td>503 (70)</td>
<td>512 (57)</td>
<td>512 (118)</td>
<td>527 (114)</td>
<td>519 (96)</td>
<td>526 (107)</td>
</tr>
<tr>
<td>Negative Faces</td>
<td>509 (82)</td>
<td>502 (78)</td>
<td>519 (96)</td>
<td>510 (79)</td>
<td>513 (120)</td>
<td>521 (116)</td>
<td>496 (108)</td>
<td>535 (105)</td>
</tr>
</tbody>
</table>
b.

<table>
<thead>
<tr>
<th>Duration of Stimuli</th>
<th>Avoid-negative training</th>
<th>Attend-negative training</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100</td>
<td>500</td>
</tr>
<tr>
<td>Neutral Words</td>
<td>517 (86)</td>
<td>504 (124)</td>
</tr>
<tr>
<td>Negative Words</td>
<td>512 (79)</td>
<td>492 (123)</td>
</tr>
<tr>
<td>Intensity of Negative Face (% fear)</td>
<td>25</td>
<td>50</td>
</tr>
<tr>
<td>Neutral Faces</td>
<td>496 (60)</td>
<td>493 (63)</td>
</tr>
<tr>
<td>Negative Faces</td>
<td>495 (53)</td>
<td>487 (71)</td>
</tr>
</tbody>
</table>
2.3.3. Summary
The key results reported above are that a word based training task induced the expected bias of attention to novel words in a group of non-clinical participants and that this bias generalised to the extent that it remained apparent when attention to prototypical fearful faces was assessed. In contrast, the induced bias appears only to manifest at the longer duration (500 ms) with no significant effect of training being found at the shorter (100 ms) duration. The bias is unlikely to be accounted for by a mood induction effect of training as no differences between the groups were found on measures of anxiety or depressive symptoms.

In study two a similar assessment is made of a face based training task.

2.4. Study 2

2.4.1. Methods
2.4.1.1. Overview
The design and analysis of this study replicated that described above in almost all aspects. The essential change made in the current study is that a face based training paradigm was used in place of the word based training assessed in study one. Additional differences in the task parameters are summarised below.

2.4.1.2. Face based attentional bias training task
The structure, duration and procedure of this task were identical to the word based training. The stimuli used in the task were identical to those used in the previous faces visual probe assessment task; although stimuli were split into two groups (of 8 characters each) with one group of stimuli being used in training and the other in testing. Only the prototypical faces
(i.e. 100% fearful) were used in training although the full range of morphed faces was used in testing.

2.4.1.3. Assessment tasks
The assessment visual probes were identical to that described for study one with the exception that their order was reversed (the faces visual probe was performed first) and that pictures of only 8 characters were used in the faces task as the remaining 8 characters had been used in training.

2.4.2. Results
2.4.2.1. Demographics
As can again be seen from Table 2.1, there was no significant differences between experimental groups in terms of age, gender, trait anxiety, BDI or initial anxiety or depressive symptoms.

2.4.2.2. Did the face training task induce an attentional bias to novel faces?
Omnibus ANOVA of the faces data (see Figure 2.3 and Table 2.3b) revealed a significant interaction of group x intensity x validity \([F (3,66) = 3.6, p = 0.04]\), which was not further qualified by an interaction with duration \([F (3,66) < 1, p = 0.6]\). Post hoc tests indicated a trend effect of group, only at the lowest intensity of fearful face (25%) \([F (1,22) = 5.8, p = 0.08 \text{(corrected for multiple comparisons)}]\) with the other differences being non-significant. Again this effect is in the predicted direction with the negative group displaying a more marked attentional bias to fearful faces.
2.4.2.3. Did the attentional bias, induced using faces, generalise to words?
There was no effect of group on attention to words (all $F$'s $< 1$) and thus no evidence that the attentional bias induced by faces generalised to words (Table 2.3b).

2.4.2.4. Did face based training differentially influence state anxiety or mood?
There was a tendency for state anxiety (see Table 2.4) to increase across face training [$F(1,22) = 3.8, p = 0.06$; increase in avoid-negative group = 1; attend-negative group = 2.8], however this was not modified by group [$F(1,22) < 1, p = 0.4$]. There was no significant change in depressive symptoms across training [$F(1,22) = 1.4, p = 0.25$; change in avoid-negative training = -0.9; attend-negative training = -1.2] and no group x time interaction [$F(1,22) < 1, p = 0.66$] confirming that no mood induction-like effects occurred during training.
Table 2.4: Changes in anxious (state-STAI) and depressive (sad-happy VAS) symptoms across training in study two. All figures are presented as mean (standard deviation)

<table>
<thead>
<tr>
<th></th>
<th>Avoid-negative training</th>
<th>Attend-negative training</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>State-STAI pre training</strong></td>
<td>31.4 (4.9)</td>
<td>28.4 (5.4)</td>
</tr>
<tr>
<td><strong>State-STAI post training</strong></td>
<td>32.4 (5.3)</td>
<td>31.2 (6.3)</td>
</tr>
<tr>
<td><strong>Sad-Happy VAS pre training</strong></td>
<td>-5.6 (1.6)</td>
<td>-5.1 (3)</td>
</tr>
<tr>
<td><strong>Sad-Happy VAS post training</strong></td>
<td>-6.5 (2.1)</td>
<td>-6.3 (2)</td>
</tr>
</tbody>
</table>

STAI=Spielberger State-Trait Anxiety Inventory. VAS=Visual Analogue Scale

2.4.3. Summary
The effect of face based training on emotional attention was marginal. An effect of training on attention to novel faces was found which was modified by the intensity of the negative face (but not by the duration for which the faces were presented). This appears to have resulted from an effect of training which was evident at the lowest stimulus intensity, although when correcting for multiple comparisons this effect survived only at a trend level. Further there was no evidence that the effect of face training generalised to words.

2.5. Discussion
The studies in the current chapter successfully replicate the pivotal finding of MacLeod at al. (2002), demonstrating that word based attend-negative versus avoid-negative training contingencies differentially modulate attentional bias to novel word stimuli. Further, by analysing the generalisation of training the current studies provide a more fine grained assessment of the induced attentional effects than previously reported. Critically, the effects of word based training were not limited just to other words but were also apparent using a test of attention to face stimuli.
2.5.1. The basic attentional bias training effect
The central task of the current chapter was to ensure that the basic attentional bias training effect could be replicated in the current laboratory. The results from study one provide assurance on this as the word based attentional bias training task produced clear effects on the deployment of attention when assayed using two different measures of attention (effect size when comparing mean vigilance scores of the attend-threat and avoid-threat groups for words presented for 500 ms; \( d = 1.3 \)). In contrast, the effects of the face based training were less impressive; there was no evidence for the generalisation of the training effect to words and, while there was some evidence that it did alter attention to novel faces, even here the effect was not as clear cut as that found following word based training as no post hoc test survived correction for multiple comparisons. While a number of previous studies have demonstrated that attentional function may be modified using face based tasks (Dandeneau, Baldwin et al. 2007; Li, Tan et al. 2008; Amir, Beard et al. 2009), others have either not reported any attentional effects (Schmidt, Richey et al. 2009) or have found limited (Eldara, Ricona et al. 2008) or no effect (Baert, De Raedt et al. 2010). In contrast, all previously reported word based training studies (MacLeod, Rutherford et al. 2002; Hazen, Vasey et al. 2008; Wadlinger and Isaacowitz 2008; Amir, Beard et al. 2009; See, Macleod et al. 2009) report significant effects of training. Thus, while it would seem to be possible to use faces to induce attentional biases the inconsistency in the training effect appears to be greater than when word stimuli are used.

2.5.2. The generalisation of attentional bias training effects
The negative attentional biases reported in clinical anxiety and depression deploy across word, face and picture stimuli (Mathews and MacLeod 1985; Bradley, Mogg et al. 1997;
Yiend and Mathews 2001; Gotlib, Kasch et al. 2004). Similarly, the bias induced by word based training in study one affected more than one stimulus type, and critically a type not involved in the training procedure. As argued in the introduction, demonstration of such generalisation is crucial to support the proposal that training alters attention to the emotional content of stimuli rather than producing a limited effect simply on a single class of stimulus. Interestingly, the effects of word based training did not seem to generalise across stimulus duration; while the deployment of attention was assessed at both relatively early (100 ms) and late (500 ms) durations (Cooper and Langton 2006) an effect of word based training was only found at the longer duration. As reviewed in Chapter One, this finding is consistent with the other published effects of training which, when compared to pharmacological interventions, appear to alter the later deployment of attention. However, interpretation of this result is constrained by the fact that the training tasks used in the current studies presented stimuli for 500 ms -- thus the later onset of the attentional bias may simply reflect this timing parameter of the training task. It is possible that if the training task had been performed using a 100 ms presentation of stimuli an early effect would manifest at testing.

2.5.3. Limitations
In Chapter One it was suggested that attentional bias training may provide a model of at least one of the mechanisms involved in more complex psychological interventions such as CBT. However, the current study compared avoid-negative training and attend-negative training, either or both of which may actively influence attentional function. While this design provides the most sensitive measure of the behavioural consequences of attentional bias training, it cannot discriminate whether the observed affects result from the attend-negative training, the avoid-negative training or both together. Separation of these possibilities would
require an extra, control group to be administered a neutral form of training. As the avoid-
negative training is predicted to be therapeutic in anxiety and depression (Amir, Beard et al.
Wells and Beevers 2009) an interesting next step would be to assess the effects of this form
of training in comparison to such a neutral control condition.

There are several further limitations to these studies. Firstly, attentional bias to the spatial
locations of only word and face stimuli was assessed. However, there is also evidence
linking the emotional disorders to negative attentional biases towards the location of non-
visual stimuli (e.g. using the dichotic listening task; Mathews and MacLeod 1986; Hayes,
Hirsch et al. 2010) and when using non-spatial measures of attention (e.g the attentional
blink; Fox, Russo et al. 2005) as well as when using other types of visual stimuli (e.g
emotional scenes; Yiend and Mathews 2001). It would therefore be interesting to explore the
generalisation of induced biases in all of these other domains. Secondly, the current studies
used only a single experimental session of training. It is possible that the attentional effects
of repeated training may be more pronounced than that found following a single sessions; in
particular the equivocal effects of face training found in the current study may have been
more pronounced had training been repeated. However, the finding that word based training
did produce a clear alteration of attentional function within session indicates that single
session studies do provide a useful tool for probing the acute effects of training. A related
concern is that the negative results from the face-based training study may be a consequence
of the study not being sufficiently powered to detect the relevant effects. Thus, while an
identical sample size was sufficient to detect the impact of word training, future studies, with
larger sample sizes, may be able to provide a more complete assessment of the effects of face-based training.

2.5.4. Conclusion
In conclusion, the current chapter has demonstrated that a single session of word based training can modify attentional bias to two types of emotional stimuli in a non-clinical population. These results form the basis for the study reported in the following chapter which investigates the neural mechanisms underlying the training effect. Specifically, an identical word based training procedure is deployed in a non-clinical population and the effects of training on neural activity are then assessed using a task in which pictures of facial affect are presented.
Chapter 3

Can Alteration of Prefrontal Function Account for the Effects of Attentional Bias training? An fMRI Study

3.1. Introduction

As reviewed in Chapter One, a range of evidence indicates that negative attentional biases are causally linked to anxious and depressive symptoms and that these biases may be modified using either pharmacological or psychological strategies.

Neural models (Desimone and Duncan 1995; Pessoa and Ungerleider 2005; Vuilleumier 2005; Bishop 2007) of attentional control suggest that two biasing signals influence the deployment of attention to emotional stimuli. An amygdala based system produces a signal which promotes the deployment of attention towards salient stimuli (Whalen, Rauch et al. 1998; Davis and Whalen 2001; Pessoa, Padmala et al. 2005; Phelps and Le Doux 2005; Lim, Padmala et al. 2009), whereas a more flexible response is associated with a second signal, originating in areas of the prefrontal cortex (including the rostral anterior cingulate cortex [rACC] and the lateral prefrontal cortex [lPFC]; MacDonald, Cohen et al. 2000; Bishop, Duncan et al. 2004a; Etkin, Egner et al. 2006). The prefrontal control signal is believed to play a particularly important role when conflicting demands are made on attention. Both
kinds of biasing signal are thought to harness processing resources in favour of their preferred, and at the expense of their less preferred, stimuli. In neural terms, increased attention to a stimulus, generated by either the amygdala or prefrontal cortical systems, is associated with increased activation of the relevant sensory and association cortices in response to that stimulus (Vuilleumier and Driver 2007). Interventions which modify emotional attention may thus plausibly be mediated by alteration of the function of either the amygdala or the prefrontal biasing signals; the effects of the interventions on attention would be predicted to be reflected in altered sensory and association cortex activation to emotional stimuli.

Direct experimental evidence indicates that antidepressant medications reduce amygdala activation to threatening stimuli (Sheline, Barch et al. 2001; Fu, Williams et al. 2004; Del-Ben, Deakin et al. 2005; Harmer, Mackay et al. 2006; Murphy, Norbury et al. 2009) and increase visual association cortex response to positive stimuli (Norbury, Mackay et al. 2007), suggesting that these drugs may alter attentional habit via an effect on stimulus appraisal rather than on higher order control processes. It has been suggested that psychological treatments, in contrast, are likely to work through changes in the frontal control systems (DeRubeis, Siegle et al. 2008; Harmer 2008). While this seems plausible, the complexity and variability of formal evidence-based psychotherapies such as cognitive behavioural therapy (CBT) complicate the interpretation of their effects in controlled experimental trials. It appears more logical to study experimentally the mechanisms of their component procedures. Using this approach explicit methods of emotional reappraisal have been demonstrated to be associated with alteration in prefrontal function (Ochsner, Ray et al. 2004). However, there is little evidence regarding the mechanisms by which habitual attentional bias may be
influenced. Accordingly, the current chapter investigates the mechanisms by which cognitive training (Mathews and MacLeod 2002) alters attentional control functions as reflected by BOLD fMRI signal. An identical training procedure was used to the word based training described in Chapter Two which demonstrably altered a behavioural measure of attentional function. The primary hypothesis was that the neural mechanism by which training leads to changes in attentional bias is alteration of rACC and lPFC function (DeRubeis, Siegle et al. 2008; Harmer 2008). A related prediction was that these changes in frontal function would be associated with secondary changes in visual sensory association cortex which provide a neural measure of attention (Vuilleumier 2005).

3.2. Methods and Materials

3.2.1. Participants
A total of 29, right-handed, native English speaking, healthy participants recruited by advertisement from the general population were randomly assigned to either “attend-negative” or “avoid-negative” training conditions (see section 3.2.3). Participants were screened to exclude current or previous axis I psychiatric disorder or alcohol/substance misuse using the Structured Clinical Interview for the DSM-IV (Spitzer, Williams et al. 2002). Participants were also excluded if they were taking any psychoactive medication, had any significant neurological condition, were familiar with any of the tasks or stimuli used in the study or had any contraindication to undertaking an MRI scan. All participants provided written informed consent to the study which had been approved by an Oxfordshire Research Ethics Committee. Immediately following the attentional bias training task (attend-negative=14, avoid-negative =15) the effects of the training procedure was assessed using an fMRI paradigm.
3.2.2. Questionnaire Measures
Participants completed questionnaire assessments of depressive (Beck Depression Inventory [BDI]; Beck, Ward et al. 1961) and anxious symptoms (Trait subscale of the State-Trait Anxiety Inventory (trait-STAI); Spielberger, Gorsuch et al. 1983) before scanning. State anxiety and mood were also assessed before and after completion of the training task (using both state-STAI and visual analogue scales (VAS) measuring “happy” and “sad”) to monitor whether the training task induced any changes in mood.

3.2.3. Attentional Bias training Task
The attentional bias training task was identical to the word based training described in Chapter Two, study one. Briefly, this involved 576 trials in which a negative and neutral word were presented for 500 ms. The word pair was then followed by a probe to which the participant had to respond. For the avoid-negative group the probe was always in the location of the neutral word, whereas for the attend-negative group the probe was always in the position of the negative word (Figure 2.1). Before training all participants completed a practice version of the imaging task (see section 3.2.4).

3.2.4. Imaging Task
Immediately following the training session, the effects of training on neural activity was assessed with a task (see Figure 3.1) which was adapted from Pessoa and colleagues (Pessoa, Padmala et al. 2005). This task was selected as it allows the influence of both the emotional content of stimuli and the direction of attention to be discriminated. Further, as the task presents only one emotional image at a time it was felt likely that behavioural performance on the task would not be affected by the attentional bias training undertaken; using a behaviourally insensitive task allows a more straightforward assessment of the imaging
results as it removes possible behavioural confounds. Following a centrally presented fixation cross a picture of a face (Ekman and Friesen 1976; Matsumoto and Ekman 1988; Lundqvist, Flykt et al. 1998; Tottenham, Tanaka et al. 2009) flanked by two bars (vertical visual angle of face picture $\approx 4^\circ$, eccentricity of bars $\approx 6^\circ$) was presented for 200 ms. Manipulation of the affective quality of the stimuli was achieved by presenting either fearful or neutral faces (NB only 100% fearful faces were used in scanning as it was only at this intensity that a behavioural effect of training was found in Chapter Two). The direction of attention of participants was manipulated using sequential blocks of twenty trials during which participants were instructed to respond by button press to either the gender of the face (i.e. requiring that attention is focused on the face) or to whether the flanking bars were aligned (i.e. requiring that attention is directed away from the face).

![Photograph of face with fearful expression - removed from this version of the thesis.]

**Figure 3.1** Behavioural task completed during the scan, example trial (Pessoa, Padmala et al. 2005). On each trial a central face was presented flanked by two bars for 200 ms. The face displayed either a fearful (shown) or neutral expression. Participants were instructed to report either the gender of the face (i.e. requiring attention to be focussed on the face) or whether the flanking bars were aligned (i.e. requiring attention to be directed away from the face).

The overall structure of the task was thus factorial with two levels of emotion (fear and neutral) and two levels of attention (towards and away from the faces). Participants had a
maximum of 4 seconds to make a response after which there was a jittered intertrial interval (jitter was created using an exponential function resulting in an ISI ranging from a minimum of 6 seconds to a maximum of 12 seconds). In total eight blocks were completed per subject leading to 160 trials. The task took approximately 20 minutes to complete. 50% of the facial stimuli were female, and for both male and female faces the bars were aligned on 50% of trial ensuring that the required responses were balanced between the right and left buttons and that the gender of the face was orthogonal to the alignment of the bars. The practice version of the task completed before training (see section 3.2.3) presented neutral faces not used in the main task. The practice task continued until participants had responded correctly to four sequential gender trials and four sequential bars trials.

3.2.5. Image acquisition
A blood oxygenation level dependent (BOLD) contrast signal was acquired using echo planar imaging (EPI) on a 3T Siemens TIM Trio System. A total of 45 slices were acquired using a voxel resolution of 3x3x3 mm$^3$, TR = 3 s, TE = 30 ms, Flip angle = 87°. The slice angle was set to 30° (Deichmann, Gottfried et al. 2003). T1-weighted structural images were acquired for subject alignment using an MPRAGE sequence with the following parameters: Voxel resolution 1x1x1 mm$^3$, Echo TE = 4.7 ms, Repetition time TR = 2040 ms.

3.2.6. Data Analysis
3.2.6.1. Questionnaire Data
Baseline measures were compared between groups using independent t-tests for continuous data and chi-square tests for categorical data. Change in anxious and depressive symptoms over time was assessed using a (2 x 2) mixed model analysis of variance (ANOVA) with the
between subject factor of training group and the within subject factor of time of assessment (i.e. before or after training).

3.2.6.2. Image analysis

Functional magnetic resonance imaging analysis was carried out using FEAT (FMRI Expert Analysis Tool) Version 5.91 (part of the Functional Magnetic Resonance Imaging of the Brain (FMRIB)’s Software Library, www.fmrib.ox.ac.uk/fsl). Data were pre-processed using FEAT default options: motion correction was applied using rigid body registration to the central volume; Gaussian spatial smoothing was applied with a full width half maximum of 5 mm; brain matter was segmented from non-brain using a mesh deformation approach; high pass temporal filtering was applied with a cut off of 100 s. Each of the four trial types of interest were modelled (NB fearful or neutral faces which could be either attended or unattended) as 0.2 second events coincident with the stimulus presentation which were then convolved with a canonical haemodynamic response function. In addition the temporal derivates of these regressors were included as were two nuisance regressors; one reflecting trials in which participants made errors, the second representing periods when the participants were reading instructions (a four second period at the start of each block). All regressors were included in a general linear model applied voxel wise to the pre-processed, pre-whitened imaging data.

As the primary hypothesis was that the training effect would be mediated by alteration of frontal function, the initial analysis identified regions in which activity was greatest when the task conflicted with the training participants had received. Activity in these regions should be highest in the “avoid-negative” group when they were attending towards the fearful or away from the neutral face (as their training had encouraged the opposite tendency). Activity in the
“attend-negative” group should mirror this as exactly the opposite trials would conflict with their training. This pattern of activity is captured by an interaction contrast (emotion x attention) which was constructed from the four basic regressors and was registered to the MNI 152 template using affine transformation. Individual contrast images were combined at the group level in a random effects analysis allowing comparison between groups. Results from this analysis were corrected for multiple comparisons across the whole brain again using the Feat default options. Specifically a cluster based correction (Worsley, Evans et al. 1992) with an initial threshold of $Z=2.3$ followed by correction over the whole brain using a significance level of $p < 0.05$ was used. All activations are reported using MNI coordinates.

3.2.6.3. Region of interest definitions
As described in the introduction and Chapter One, a network of brain regions including both amygdale and the rostral anterior cingulate are believed to be involved in the control of attention to emotional information. This prior work motivated a complementary region of interest (ROI) analysis. Regions of interest were therefore defined using the following anatomical criteria: the rACC ROI included all voxels which had a greater than 50% probability of lying in the ACC according to the Harvard-Oxford cortical atlas (included in the FSL package) and which had a $y$ co-ordinate of $>30$ (Bush, Luu et al. 2000). The amygdale ROIs were defined simply as those voxels with a $>50\%$ probability of lying within the amygdale using the same atlas.

3.2.7. Connectivity analysis
3.2.7.1. Overview
Having identified potential control regions in the main analysis, a connectivity analysis was used to test whether these regions did indeed influence a neural measure of attention; activity
in face selective visual sensory association cortex (the fusiform face area; Kanwisher, McDermott et al. 1997). This was achieved using a targeted psychophysiological interaction (PPI) analysis (Friston, Buechel et al. 1997) to assesses the connectivity between control and sensory regions. Briefly, as the “attend-negative” training increases negative attentional bias (see Chapter Two), control regions should act to increase the sensory response to fearful faces in this group, whereas following the “avoid-negative” training the control regions should favour neutral faces (Vuilleumier 2005). It was therefore assessed whether the observed connectivity between control and sensory regions would produce this effect. The analysis resulted in four estimates of connectivity per participant; one each for the links between both left and right sided attentional control regions with left and right sided sensory target regions. These data were entered into a (2 x 2 x 2) split plot ANOVA with training group as a between subject factor and control region (left vs. right) and target region (left vs. right) as within subject factors.

3.2.7.2. Psychophysiological interaction analysis, details
The PPI analyses (Friston, Buechel et al. 1997) examined the pattern of correlation between activity in the attentional control regions (i.e. IPFC clusters) identified in the main analysis and face selective visual sensory cortex (see section 3.2.7.4 for description of the localiser analysis used to identify face selective cortex). Separate analyses were used for the right and left IPFC clusters. In both of these analyses three regressors were included: the timeseries of the peak voxel from the lateral frontal cluster of the participant’s fMRI data (the “physiological” regressor), a regressor coding for whether each block of 20 trials was attended or unattended (the “psychological” regressor) and a final regressor reflecting the interaction of the two (the “interaction” regressor). The interaction regressor provides a measure of how the correlation between activity in the IPFC and sensory cortex differs
between the two task demands. The mean value of this interaction regressor was extracted from each participant’s left and right fusiform face area masks, for both PPI analyses, resulting in four data points per participant.

3.2.7.3. Predicted Connectivity
The question addressed in the PPI analysis is whether the pattern of connectivity between the identified LPFC clusters and the visual cortex is consistent with the hypothesis that LPFC activity controls attentional resources. The specific prediction tested here is based on two pieces of information: a) the pattern of activity in the LPFC as confirmed in the main analysis and b) the predicted effect of training on sensory activity—increased attention to particular stimuli (such as fearful faces) as a result of training should increase the activity associated with those stimuli (Vuilleumier 2005). In short, the analysis tests whether the connectivity is such that a) would lead to b). As illustrated in Figure 3.2, the predicted effect emerges if there is a relatively more positive correlation between the control and sensory regions during unattended as compared to attended blocks. It is important to note that while the main analysis demonstrates that frontal activity differs between groups, the connectivity should not differ. In other words, the LPFC is expected to influence activity of the visual sensory cortex in the same way in both groups, with the attentional differences arising because the LPFC reacts to different stimuli in the two groups.
3.2.7.4. Localiser Procedure

The PPI analysis examined connectivity between the frontal regions identified in the main analysis and face selective sensory cortex. A localiser procedure (Kanwisher, McDermott et al. 1997) was used to identify the face selective regions separately in each participant. This
was achieved by contrasting all trials in the faces task with all trials in a word based task which participants also completed in the same scanning session. The word task was of similar structure to the faces task (i.e., a centrally presented word was flanked by bars and presented for 200 ms) and allowed a separate localiser analysis to be performed for each participant. Specifically, the peak voxel for the contrast of all faces > all words within both the left and right fusiform cortices (determined as > 50% probability of lying within the fusiform cortex using the Harvard-Oxford cortical atlas provided with FSL) was identified. Individual fusiform masks of 8 mm diameter were then created, centred on these coordinates.

3.3. Results

3.3.1. Questionnaire measures
There were no significant differences between groups on any of the baseline measures, indicating that randomisation had been successful (see Table 3.1). Further, there were no between group differences on measures of anxiety or mood across training, indicating that the effects of the training cannot be attributed to a mood induction effect [all $p$‘s $> 0.13$].

<table>
<thead>
<tr>
<th></th>
<th>Avoid-negative Training</th>
<th>Attend-negative Training</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>20.3 (1.6)</td>
<td>20.5 (1.9)</td>
<td>0.64</td>
</tr>
<tr>
<td>Female:Male</td>
<td>10:5</td>
<td>8:6</td>
<td>0.64*</td>
</tr>
<tr>
<td>STAI-Trait</td>
<td>35.1 (5.7)</td>
<td>33.2 (5.7)</td>
<td>0.39</td>
</tr>
<tr>
<td>BDI</td>
<td>3.3 (2.3)</td>
<td>3.0 (2.7)</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>pre training</td>
<td>post training</td>
<td>p-value</td>
</tr>
<tr>
<td>------------------------</td>
<td>--------------</td>
<td>--------------</td>
<td>---------</td>
</tr>
<tr>
<td><strong>STAI-State</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean (sd)</td>
<td>31.5 (7.6)</td>
<td>28.1 (6.4)</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>33.8 (8.3)</td>
<td>29 (7.9)</td>
<td>0.12</td>
</tr>
<tr>
<td><strong>VAS (sad –happy)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean (sd)</td>
<td>-5.4 (3)</td>
<td>-5.5 (2)</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>-4.8 (3.6)</td>
<td>-4.6 (2.5)</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 3.1: Demographic details for participants. BDI= Beck Depression Inventory. STAI-Trait and STAI-State are the trait and state subscales of the State-Trait Anxiety Inventory. VAS=Visual Analogue Scales. * = Chi-Square test was used to test null hypothesis of no difference between groups. For all other measures independent t-tests were used.

3.3.2. Whole brain analysis

Consistent with the proposal that the attentional effects of training are mediated by alteration of frontal function, whole brain analysis comparing the emotion x attention contrast between groups revealed bilateral lPFC clusters, including dorsolateral [x y z = 36 54 16, Z-max = 3.22, p-corrected = 0.049] and ventrolateral PFC [x y z = 30 24 -2, Z-max = 3.4, p-corrected = < 0.0001] on the right and dorsolateral PFC [x y z = -30 54 10, Z-max = 3.27, p-corrected = 0.03] on the left (see Figure 3.3A). Importantly these clusters included voxels which lie within the regions of interest identified in previous studies of attentional control (Bishop, Duncan et al. 2004a). Additionally, clusters were found bilaterally in the striatum [Left; x y z = -20 6 0, Z-max = 3.55, p-corrected = 0.0002: Right; x y z = 28 8 4, Z-max = 3.85, p-corrected = < 0.0001].
Figure 3.3 Effect of attentional bias training on BOLD signal. (a) Whole brain, cluster corrected (Z-threshold = 2.3, p < 0.05) analysis demonstrating bilateral frontal and striatal regions in which activity corresponded to the effects of attentional bias training on the emotion x attention interaction. The activation map has been rendered onto the standard MNI brain. (b) The mean (SEM) percent signal change associated with the fear vs. neutral face contrast extracted from the right lPFC cluster (other clusters show an identical pattern). Estimates for the fearful face-neutral face contrast are displayed separately for trials in which participants had to attend to the location of the face (face attended) or to the location of the bars (bars attended). In all clusters activation is greatest when participants direct their attention contrary to their training; thus the avoid-negative training group (white bars), who have been trained to look away from negative and towards neutral stimuli, show increased activation when looking towards negative and away from neutral stimuli. The attend-negative training group (gray bars) show the opposite pattern of activation. As these clusters had been identified using an interaction contrast the nature of the interaction was then characterised by extracting individual estimates of the average signal change associated with fearful vs. neutral stimuli separately for trials in which attention was directed towards or away from the face. All clusters revealed an identical pattern of activation (Figure 3.3B); results from the extensive right lPFC cluster which spanned both dorsolateral and ventrolateral PFC are reported to illustrate this pattern. As predicted, across both training
groups and all experimental trials activity in these control regions is greatest when the direction of participants’ attention conflicts with their training. Considering first the trials in which participants’ attention is directed towards the faces (away from the bars): the attend-negative group has been trained to look towards negative stimuli and lPFC activation increases when they do the opposite; that is look towards the neutral faces [compared with fearful; \( t(13) = 2.34, p = 0.036 \)]. In contrast the avoid-negative group, whose training induced the opposite tendency, show greater activation to the fearful faces \([t(14) = 5.25, p < 0.001]\). During the trials in which participants look away from the faces (towards the bars), the attend-negative group, who have been trained to look away from neutral stimuli, show greater activity when the face is fearful [compared with neutral; \( t(13) = 4.04, p = 0.001 \)]. Again, the avoid-negative group display the opposite pattern of response with greater activation when neutral faces are to be avoided \([t(14) = 3.32, p = 0.005]\). Thus lPFC activity is determined by two factors; the behaviour of participants (as reflected in the type of information they are attending to) and the type of training undertaken. Across all trials and both training groups lPFC activity is greatest when the participants behave contrary to their training condition.

3.3.3. Connectivity Analysis
If, as predicted, the lPFC is mediating the attentional effects of training then activity in the identified frontal regions should influence activation of the face selective visual sensory cortex (Vuilleumier 2005). Specifically, in the avoid-negative group lPFC activity should favour the sensory representation of the neutral faces whereas in the attend-threat group the fearful faces should be favoured. This prediction was tested using a PPI analysis (see Figure 3.4); specifically the analysis assessed whether the observed pattern of connectivity between
the lateral frontal clusters and face selective visual sensory cortex would result in this effect. The expected pattern of connectivity was seen across both groups of participants \(F(1,27) = 2.45, p = 0.045\). This was not modified by group, control region (left or right lPFC), target region (left or right sensory cortex) or any interaction of these factors [all \(p > 0.12\)]. These results are therefore consistent with the hypothesis that the information coded in lPFC activity is used in the control of attention to the facial stimuli. No further clusters of activation were identified in analyses of the PPI regressors across the whole brain and there were no significant interactions between lPFC and the amygdala when using a ROI approach.

![Figure 3.4: Mean (SEM) estimate of the signal change associated with the PPI regressors in the left and right fusiform cortex. Connectivity between the left (blue bars) and right (red bars) lPFC and left and right fusiform cortex was assessed using PPI analyses. The analyses were coded such that a positive PPI indicates a more positive correlation during faces trials whereas a negative value indicates a more positive correlation during bars trials—the hypothesised pattern. Although the results are more prominent within the right fusiform ROI, statistical analysis revealed a general negative value across all measures and did not justify separate analyses of left and right fusiform ROIs.](image)

3.3.4. Region of interest analysis

3.3.4.1. Rostral ACC
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Although the rACC had also been predicted to be involved in mediating the effects of training, no activation was apparent on whole brain analysis. However, a small cluster was found in the rACC when a region of interest (ROI) approach was used (x y z = 0 32 8, Z-max = 2.91, p-corrected = 0.04). This cluster displayed an identical pattern of activation to that found in the IPFC and striatal clusters of the whole brain analysis.

3.3.4.2. Amygdala
Consistent with the prediction that attentional bias training would primarily be driven by alteration of frontal function no such effect was apparent in the amygdale, even when using an ROI analysis.

3.3.4.3. Fusiform face area
In the PPI analysis, the connectivity between IPFC and individually defined fusiform regions of interest was examined. When these ROIs were applied to the standard analysis there was evidence of greater activity during trials in which attention was directed towards the faces vs. those when attention was directed towards the bars \( F(1,27) = 6.7, p = 0.015 \) as would be expected from face selective sensory cortex. However, there were no significant effects of training on gross activity [all \( p 's > 0.31 \)].

3.3.5. Behavioural analysis
As intended, the groups did not differ on performance of the task in the scanner, with equivalent reaction times and error rates [all \( p 's > 0.10 \)].

3.4. Discussion
The current study provides the first experimental evidence that attentional bias training can modify neural systems known to be involved in the control of attention to emotional stimuli
Specifically, lPFC activity depended on the type of attentional bias training undertaken (“attend-negative” or “avoid-negative”) and, across all participants, was greatest when the direction of participants’ attention was contrary to their training. Connectivity between the identified lPFC clusters and face selective sensory cortex was consistent with that predicted by the behavioural effects of training and current models of selective attention (Desimone and Duncan 1995; Pessoa and Ungerleider 2005; Vuilleumier 2005; Bishop 2007). These results are in line with the prediction (DeRubeis, Siegle et al. 2008; Harmer 2008) that pharmacological (Sheline, Barch et al. 2001; Fu, Williams et al. 2004; Del-Ben, Deakin et al. 2005; Harmer, Mackay et al. 2006; Murphy, Norbury et al. 2009) and psychological interventions which alter attentional function are mechanistically distinct.

3.4.1. Does the lPFC mediate the attentional bias training effect?
While the main analysis reported above showed that attentional bias training modulated activity in the lPFC in an attentional task, it could not directly test whether these regions were actually involved in attentional control. It is conceivable, for example, that the training effect is encoded elsewhere in the brain and that the increased lPFC activity observed when the training rules were violated arise because behaving contrary to training is less practiced and thus more effortful; in essence, a form of tasking switching effect (Monsell 2003). By this interpretation altered lPFC activity results as a consequence of training rather than mediating its effect. This concern prompted the analysis of the pattern of connectivity between the identified lPFC regions and face selective visual sensory association cortex. In this analysis it was reasoned that, if the lPFC was controlling attention to the emotional faces as had been hypothesised, there should be evidence of a functional link between the control areas and the
visual sensory association cortex (Vuilleumier 2005) and, critically, this link should be such that the demonstrated activity in the IPFC would lead to the predicted activity in the sensory regions. The demonstrated pattern of connectivity is consistent with the hypothesis that the IPFC regions identified in the main analysis are indeed influencing attention. Clearly, however, a PPI analysis alone cannot prove that the IPFC controls activity in the fusiform cortex; the observed pattern of connectivity could equally well be produced by the fusiform controlling activity in the IPFC. However, the initial interpretation is in line with both the models of attentional control (Desimone and Duncan 1995; Pessoa and Ungerleider 2005; Vuilleumier 2005; Bishop 2007) and the more general understanding of the IPFC as providing a supervisory role in cognition (Duncan and Owen 2000).

Although the predicted pattern of connectivity between IPFC and sensory cortex was demonstrated, attentional bias training did not alter the gross activity of the face selective fusiform cortex (see section 3.3.4.3) which would have strengthened the interpretation of the results. Thus a single training session appears insufficient to individually demonstrate the effects of the intervention on all nodes of the attention circuit. Future studies using longer or more frequent training regimes may be able to show such an effect.

3.4.2. Involvement of other regions in the training effect
Against predictions, the rostral anterior cingulate cortex was not identified in the whole brain analysis. However, using a region of interest approach (see section 3.3.4.1) a small region of the rACC was found to display the same pattern of activity as the IPFC. Thus it seems likely that the IPFC regions identified in the main analysis are one node of a larger control circuit which incorporates the rACC. It may also include the striatum, because the whole brain analysis revealed bilateral striatal activity with a similar pattern of activity. Striatal
involvement in the training effect had not been predicted, so interpretation must be cautious; however the striatum is a component of a well described circuit which includes the IPFC (Seger 2006) and thus the striatal activity may reflect the efferent or afferent connections with the PFC.

3.4.3. Is the prefrontal cortex responding to conflict or to the violation of an expectation?
An interesting question is to consider whether the current results may offer any insight into the normal functioning of the prefrontal cortex. As reviewed in Chapter One, a number of alternative accounts of prefrontal function exist. A particularly influential account (Botvinick, Braver et al. 2001), which has informed the majority of previous investigations into the prefrontal control of emotional attention (Bishop, Duncan et al. 2004a; Etkin, Egner et al. 2006) describes the ACC and IPFC as detecting and responding to conflict. In the case of emotional stimuli conflict is often considered to arise as a consequence of the emotional dimension of the stimulus interfering with other, task related processing. In this light threatening stimuli are argued to produce greater emotional conflict than neutral stimuli (Bishop, Duncan et al. 2004a). However, this particular formulation of conflict cannot account for the current results as the fearful faces did not produce greater overall frontal activation than the neutral faces. In fact, the “conflict” seen in the current study arises when participants’ behaviour violates the rules learned during the training procedure. While some authors have attempted to incorporate facets of learning into conflict models (Jones, Cho et al. 2002), an alternative possibility which may more naturally incorporate the role of learning is provided by expectancy based accounts of prefrontal function (Egner 2007; Rushworth, Mars et al. 2009). Specifically, the current results may be consistent with attentional bias
training generating a behavioural expectation (for example, the expectation that negative stimuli will be attended following attend-negative training) with the activity of the lPFC reflecting the violation of these expectancies; that is encoding a prediction error response. In the following chapter this hypothesis will be investigated by reanalysing the current data set in order to assess whether the expectancy and prediction error signals generated by a simple computational learning algorithm can predict the behavioural and neuroimaging measure of attention to negative stimuli.

3.4.4. Conclusion
In summary, the current study demonstrates that lPFC activity to emotional stimuli may be modified by a simple cognitive intervention known to alter attentional bias. This supports the proposal that modification of PFC function contributes to the effects of psychological interventions which target attentional processes (e.g. CBT) and suggests that such interventions are mechanistically distinct from pharmacological approaches. In the following chapters the consequences of these results will be explored using novel neuroimaging analyses (Chapter Four) and by directly testing the effects of combining pharmacological and cognitive manipulations of attentional function (Chapter Five).
Chapter Four

Threat Expectation and Surprise Predict
Behavioural and Neural Measures of Attention to Emotional Stimuli

4.1. Introduction
In the preceding chapter the influence of attentional bias training on prefrontal activation was assessed using functional magnetic resonance imaging (fMRI). Activity of the lateral prefrontal cortex (lPFC) and striatum was found to be increased when participants behaved contrary to the training that they had previously completed. It was suggested that this pattern of activity may be understood as a form of prediction error signal; that is, a signal which quantifies the difference between a previously generated prediction and actual experience (Rescorla and Wagner 1972; Sutton and Barto 1998).

The notion of prediction and prediction error arise from the field of reinforcement learning (Sutton and Barto 1998), a computational framework which informs some of the most influential models of reward guided behaviour (Rescorla and Wagner 1972). In its simplest form, reinforcement learning suggests that stimulus-reward (or action-reward) associations are represented by the expected reward associated with the stimulus, also known as the stimulus’ “value”. This value is updated whenever the stimulus is encountered using the “Rescorla-Wagner rule” (Rescorla and Wagner 1972):

\[ V_{t+1} = V_t + \lambda (R_t - V_t) \]
Where $V_t$ is the value of the stimulus at time $t$, $R_t$ is the reward delivered at time $t$ and $\lambda$ is the learning rate (a parameter which determines the extent to which experience is used to update predictions). The final term in the equation, $(R_t - V_t)$ is the reward prediction error, the difference between the reward received and that expected. The absolute value of the prediction error (i.e. regardless of the sign of prediction error) is a measure of how “surprising” an event is (den Ouden, Friston et al. 2009).

The use of expectancy based models, such as that described above, has been stimulated by work in non-human primates which suggests that dopaminergic neurons originating in the ventral tegmental area encode reward prediction errors (Schultz, Dayan et al. 1997). More recently, evidence for reward expectancy (value) signals have been found in medial and orbital prefrontal cortex (Ostlund and Balleine 2007; Rudebeck, Behrens et al. 2008; Glascher, Hampton et al. 2009; Rushworth, Mars et al. 2009; Walton, Behrens et al. 2010). However, while the use of expectancy based models to describe reward guided behaviour has proved particularly fruitful, there is no particular reason why the validity of these models should be limited to reward processing. Indeed, the updating of predictions by prediction errors has been proposed as an organising principle for the entire cortex (Friston, Kilner et al. 2006). Consistent with the more general application of expectancy processes, surprise signals (i.e. unsigned prediction errors) have been described during non-reward based stimulus-stimulus learning (den Ouden, Friston et al. 2009) and both expectancy and surprise signals are apparent in the visual cortex during perceptual tasks (Summerfield and Koechlin 2008). Indeed, even higher order parameters, such as expectations about how others will behave, seem to be updated using similar processes (Behrens, Hunt et al. 2008; Hampton, Bossaerts et al. 2008). While such approaches have yet to be applied directly to attentional control, an
eye-tracking experiment indicates that participants tend to orientate attention towards the visually surprising aspects of a scene (Itti and Baldi 2009). Thus there is increasing evidence, across a range of paradigms, that both behaviour and neural activity may be successfully modelled by expectancy based processes.

The current chapter explores the novel proposal that the deployment of attention is influenced by expectations about the emotional content of stimuli. Specifically, it was hypothesised that attention would be directed towards a) stimuli that are expected to be threatening and b) stimuli that are surprising, regardless of their valence. In order to test these hypotheses a simple computational learning model (Behrens, Woolrich et al. 2007) was used to generate “threat-expectancy” and associated surprise signals; the ability of these signals to explain the trial-by-trial allocation of attentional resources to emotional stimuli, as measured by both reaction time (Posner and Petersen 1990) and blood oxygen level dependent (BOLD) signal in the visual cortex (Vuilleumier 2005), was then assessed. Having identified the presence of these model derived signals in both the reaction time and visual cortical data, the broader network of cortical regions presumed to be involved in generating the signals was explored. Lastly, as it has been suggested that the emotional disorders are associated with decreased control of attention to negative stimuli (Bishop 2007; De Raedt and Koster 2010), the association between the use of expectancy to control attention and individual differences in trait anxiety and depressive symptoms was examined.

4.2. Methods

4.2.1. Overview
The critical issue explored in the current chapter is whether an expectancy based model of attentional control can explain the trial-by-trial variability in attention to emotional information throughout the course of the imaging task (see section 4.2.2). This is achieved using a within subject measure of alteration of attentional function, which is in contrast to the analysis described in Chapter Three where the general effect of training across the whole imaging task was assessed using a between subject analysis. The current study therefore does not examine the effects of training. Consequently, all participants are analysed as a single group rather than being split by training group.

The current chapter describes a reanalysis of the study presented in Chapter Three. Details of participant characteristics, task structure and imaging parameters can be found in the methods section of that chapter. Relevant aspects of the procedure and analysis which were not described in Chapter Three are included below.

4.2.2. Imaging Task
As described in the previous chapter (Figure 3.1), the faces-bars task presented stimuli in blocks of 20 trials each. For a particular block the participant had to either report on the gender of the centrally presented face or whether the flanking bars were aligned. An aspect of the task which is central to the current analysis, but was not covered previously is that the frequency of fearful faces within a block was not constant (see Figure 4.1), that is blocks with relatively high and low proportions of fearful vs. neutral faces were presented (high-threat and low-threat blocks respectively). This modification to the task was based on the design described by Bishop and colleagues (Bishop, Duncan et al. 2004a) and allows assessment of whether the relative frequency of an emotional stimulus alters the deployment of attention. The sequence of trials within a block was such that the first three trials were always of the
same valence (fear in a high-threat block and neutral in a low-threat block), following this the majority (10 out of 17) of subsequent trials also displayed the dominant expression. Thus, at the start of a block, an expectation of a particular level of threat is developed and this expectation is largely maintained throughout the rest of the block. All blocks, regardless of the task completed during the block (i.e. identifying the gender of the face or alignment of the bars) could be high or low-threat. The specific sequence of trials within a block was selected from 8 predetermined pseudorandom schedules which conformed to the above rules. These schedules were randomly selected within the constraints that for a given participant there were two blocks each of the four possible block types (i.e. high-threat face-attended, low-threat face-attended, high-threat bars attended, low-threat bars attended) and that the task required of participants (gender of face or orientation of bars) alternated in successive blocks.

4.2.3. Computational Model
The computational model used was initially developed by Behrens and colleagues to explore the role of the prefrontal cortex in tracking the variability of reward (Behrens, Woolrich et al. 2007). The model achieves this by implementing a Bayesian version of the simple Rescorla-
Wagner rule described above. In the current study, the model was provided with information about whether a threatening (fearful) or neutral face was presented on each trial of the task. The model then used this information to update a single parameter, it’s expectation that a threatening face would be presented on the following trial. The output from the model was thus in the form of a single vector of numbers between the values of 0 and 1 which represented the model’s belief at any given trial that the following trial would display a threatening face (i.e. 0= the model is certain the following trial will be neutral and 1=certain it will be threatening). The model began each block with no bias about which face would be presented; that is, the initial expectation was 0.5. The expectation data provided by the model was used to derive the surprise signal which was defined as the absolute difference between the model’s prediction about what face would be displayed and the face that was actually displayed (i.e. the unsigned prediction error)\(^2\). Model derived expectation and surprise regressors were created for each individual participant in the study, using the particular sequence of trials displayed to that participant (see Figure 4.2 for example of model derived information).

\(^2\) In information theory “surprise” has a formal definition (MacKay 2003);

\[-\ln (p(data|model))\]

That is, the negative logarithm of the conditional probability of the data given the model. In fact, this definition results in a regressor encoding essentially identical information to that derived using the simple unsigned prediction error formula described above (correlation between the unsigned prediction error and surprise regressors; \(r = 0.99, p = 8 \times 10^{-78}\)).
A key advantage of the Bayesian approach employed in the current model is that it requires no free parameters. Free parameters are used to tune a model to a particular individual’s behaviour, for example, in the simple Rescorla-Wagner updating rule described above there is a single free parameter, the learning rate ($\lambda$). The value of this parameter is not specified by the environment or by the model, beyond the fact that it must lie between 0 and 1, and thus has to be chosen by the researcher. This is often done by selecting the value of the parameter which results in the model providing the best description of an individual’s data (e.g. by using a maximum likelihood procedure; den Ouden, Friston et al. 2009). However, a concern with this approach is that it may overestimate the ability of the model to explain the data, as the fitting process entails a post hoc tailoring of the model to that particular series of data (and its associated noise). The model used in the current study infers a statistically...
appropriate value for the learning rate from the data it is presented with and thus requires no parameter fitting (a full description of the mathematics by which these values are inferred can be found in; Behrens, Woolrich et al. 2007). Consequently the ability of the model to explain participants’ behaviour or neural activity cannot be accounted for by tailoring of the model to a particular set of data.

4.2.4. Data analysis
Similar analysis strategies were employed for both the behavioural and neuroimaging data. Initially, a series of first level analyses were performed, one for each participant, in which a general linear model was used to assess the ability of the individualised expectancy and surprise regressors (as well as relevant nuisance regressors) to explain that participant’s data. Following this, the results of the first level analyses were combined using a random effects analysis to assess whether the expectancy and surprise regressors were able to predict the behavioural and neural data, across the population of participants.

4.2.4.1. Behavioural data
In order to assess whether the model derived signals predicted a behavioural measure of attention, reaction time data from the faces-bars task was analysed. The logic of this analysis follows that employed in the Posner-like measures of selective spatial attention (MacLeod, Mathews et al. 1986; Posner and Petersen 1990). It was assumed that reaction time to identify the gender of the face would be reduced if attention was focussed on the face, whereas focussing attention on the face would increase reaction time for the bars task. Thus, increased attention towards the facial stimuli should be accompanied by increased reaction time on the bars task and decreased on the gender task (see Figure 4.1a for example trial from the task). As the intention was to assess the influence of trial-by-trial changes in expectation
and prediction error, the reaction times for individual trials were used as the dependent variable in a series of general linear models, with one analysis being performed for each participant in the study (see; Behrens, Hunt et al. 2008 for a similar analysis of model derived data). The positive skew of the reaction time distributions (Hogg, McKeen et al. 2005) was reduced by removing extreme responses (less than 200 or greater than 1400 ms; mean data loss 7%) and log transforming the data before performing the analysis. The explanatory variables used in these first-level analyses coded for all the relevant model and task derived information; thus individual regressors for a) the emotion of the face (fear or neutral), b) the task being performed (gender identification or bars aligned), c) the model derived expectancy and d) surprise signals and e) whether the participant made an error on that trial were entered. Three further interaction regressors were also included; these coded for the interaction between the task performed and: f) the emotion of the face, g) the expectancy and h) the surprise signals. As explained above, the critical explanatory variables in these analyses were the interactions between the task performed and both the expectancy and surprise signals as these assess whether the model significantly predicts the deployment of attention towards the faces. In order to allow the inclusion of interaction regressors all of the basic explanatory variables (with the exception of the constant term) were demeaned before entry into the analysis (Friston, Buechel et al. 1997).

The individual regression analyses resulted in estimates of the regression coefficients for each explanatory variable, for each participant. These were then tested using one sample t-tests (two tailed) in a second level analysis to assess whether they significantly differed from zero and whether this difference was in the predicted direction. Analysis was performed using the statistical toolbox of Matlab (R2009a; The Mathworks Inc., Natick, MA).
4.2.4.2. Imaging Analysis

Functional magnetic resonance imaging analysis was carried out using FEAT (FMRI Expert Analysis Tool) Version 5.91 (part of the Functional Magnetic Resonance Imaging of the Brain (FMRIB)’s Software Library, www.fmrib.ox.ac.uk/fsl). As in the previous chapter, image pre-processing employed the default options for FEAT.

The first level model employed in the current analysis included individual regressors coding for each of the four trial types (fear attended, fear unattended, neutral attended, neutral unattended) as well as for trials where an error was made. Additionally, the demeaned regressors of the model derived expectancy and surprise signals were entered. These regressors were timelocked to the onset of the appropriate face stimuli; the events coded by the expectancy regressor had a duration of 4 seconds (as threat expectancy is the only information the model carries from trial to trial), the events coded by the surprise regressor had the same duration as the faces presented (0.2s; as a prediction error response is a transient updating of the expectancy). In this case, demeaning the model derived regressors ensures that neural activity attributable to the simple presentation of facial stimuli is captured by the basic task regressors (e.g. fear attended regressor) and that the model derived regressors can only account for activity over and above this.

A random effect analysis was employed at the group level to assess for regions in which the BOLD signal covaried with the model derived regressors across all participants. Trait anxiety (using the trait-STAI; Spielberger, Gorsuch et al. 1983) was added as a covariate in this analysis to assess whether varying levels of trait anxiety were associated with varying use of expectancy and surprise to control attention. A supplementary analysis was also performed using depressive symptoms (using the BDI; Beck, Ward et al. 1961) as the covariate. As per
Chapter Three, the FEAT default options for the group level analysis were used; cluster
correction using a Z-threshold of 2.3 and correction over the whole brain using $p < 0.05$. For
the identified clusters, MNI co-ordinates provide the location of the peak voxel.

4.3. Results

4.3.1. Behavioural Data
Both the model derived expectancy and surprise signals had the predicted effect on the
deployment of attention as assessed using reaction times. Specifically, reaction times were
increased in the bars relative to the gender task on trials in which the model expected the face
to be threatening [expectation x task; $t(28) = 2.25, p = 0.03$] and on trials in which the face
presented was surprising [surprise x task; $t(28) = 2.14, p = 0.04$]. As can be seen from Figure
4.3, participants were also generally slower on trials in which they made an error [$t(28) = 5.0,
$ $p < 0.001$] and when completing the bars rather than the faces task [$t(28) = 2.3, p = 0.03$].
The attentional effects of threat-expectancy and surprise did not seem to be driven
specifically by either the faces or bars trials as, when considering the faces trials separately,
both threat-expectancy and surprise were associated with a reduction in reaction time and,
although there was a trend level effect for threat-expectancy, neither difference achieved
statistical significance [threat-expectancy; $t(28) = 1.94, p = 0.06$. surprise; $t(28) = 1.1, p =
0.27$]. For the bars trials both threat-expectancy and surprise produced similar, non-
significant increases in reaction time [$t(28) = 1.50, p = 0.14$ and $t(28) = 1.67, p = 0.10$]. There
was no correlation between levels of trait anxiety and either the threat-expectation x task
[r(29) = -0.14, $p = 0.5$] or surprise x task regressors [r(29) = 0.06, $p = 0.75$].
4.3.2. Imaging data

4.3.2.1. Threat expectation

Consistent with the behavioural analysis, a neuroimaging measure of the deployment of attention, activity in the visual cortex, was increased when threat-expectation was high (Figure 4.4a). A cluster in which activity covaried with the expectancy regressor was identified extending throughout the left ventral visual processing stream from occipital pole to temporal fusiform cortex \( [x \ y \ z = -8 \ -80 \ -2, \ Z\text{-max} = 3.93, \ p\text{-corrected} < 0.001] \). Although the cluster extended to the lingual gyrus on the right, it did not include the right fusiform cortex. The whole brain analysis also identified a number of attentional control regions in which activity also covaried with the threat-expectation signal. These included bilateral orbitofrontal cortex [OFC; \( x \ y \ z = 12 \ 46 \ -16, \ Z\text{-max} = 3.66, \ p\text{-corrected} = 0.001] \) and a left sided fronto-temporal cluster \( [x \ y \ z = -8 \ -80 \ -2, \ Z\text{-max} = 3.93, \ p\text{-corrected} < 0.001] \) which extended into the left amygdala. Additionally a posterior parietal cluster was identified,
although this was on the left hand side $[x \ y \ z = -36 \ -50 \ 28, \ Z\text{-max} = 3.91, \ p\text{-corrected} = 0.004]$. 

Figure 4.4: Results of whole brain analyses showing activity associated with a) the threat-expectation and b) surprise regressors. a) threat-expectation was found to covary with activity in the left ventral visual stream and with attentional control regions including the OFC and left amygdala. b) surprise was associated with activation of the visual cortex and a network of frontal regions including the ACC, dlPFC and ventral striatum (not shown). Average activations maps across all participants have been rendered over the standard MNI brain.

4.3.2.2. Surprise
An extensive network of regions was found to covary with the surprise regressor (Figure 4.4b). This included large volumes of both the left and right visual areas including both occipital fusiform cortices $[x \ y \ z = -14 \ -88 \ -12, \ Z\text{-max} = 4.46, \ p\text{-corrected} < 0.001]$, an
extensive frontal midline cluster incorporating both dorsal and rostral ACC \([x \ y \ z = -2 \ 20 \ 28, Z-\text{max} = 3.63, p\text{-corrected} < 0.001]\), left sided dIPFC \([x \ y \ z = -16 \ 66 \ 2, Z-\text{max} = 4.01, p\text{-corrected} < 0.001]\) and vlPFC \([x \ y \ z = -48 \ 16 \ -16, Z-\text{max} = 3.82, p\text{-corrected} = 0.02]\) and bilateral striatum \([x \ y \ z = -6 \ 8 \ -14, Z-\text{max} = 3.77, p\text{-corrected} = 0.03]\). These regions overlapped the left dIPFC and bilateral striatal clusters identified in the previous chapter as being activated when participants behaved contrary to their training contingencies (see Chapter Three).

4.3.2.3. *Are the visual cortex activations face specific?*

Although the visual cortical activation associated with threat-expectation incorporated the left temporal-occipital fusiform cortex, the influence of both the threat-expectancy and surprise signals was much more marked in posterior regions of the visual cortex which would not be expected to be face specific. Consistent with this, when analysis was limited to the individually identified fusiform face area (FFA) regions of interest (ROI) described in Chapter Three the effects of threat-expectancy and surprise, while in the right direction, did not reach significance \([F(1,28) = 2.86, p = 0.10]\). However, as the face stimuli are much more complex than the bars, attending to the face stimuli would be predicted to increase activation even in lower order visual areas. An alternative analysis suggests that the observed increase in lower order visual cortical activity found with both threat-expectancy and surprise is indeed associated with the processing of the faces: As described in the previous chapter, the demands of the task, to identify the gender of the face or report on the alignment of the bars, cause attention to be directed towards or away from the faces (consistent with this activity in the FFA ROIs was found to be greater during the faces task than the bars task). When comparing the effect of these task instruction across the whole brain (using the same multiple correction parameters as described above) a single cluster was found to be more active during
the faces task than the bars task, this cluster is located in the occipital pole \( [x\ y\ z = -18\ -104\ 0, \ Z_{\text{max}} = 3.38, \ p_{\text{corrected}} = 0.02] \) and, in a conjunction analysis, overlaps with both the threat-expectation and surprise related visual cortical clusters. Thus it seems likely that the increased visual cortical activity identified in the above analysis is indeed associated with increased attention to the faces.

4.3.2.4. Is trait anxiety associated with the use of expectation and surprise to control attention?

A number of regions displayed a negative correlation between trait anxiety and utilisation of the threat-expectancy signal, suggesting that participants with higher general levels of anxiety were less likely to use threat-expectancy to guide attention. These included large areas of the right posterior parietal and lateral occipital cortex \( [x\ y\ z = 32\ -68\ 52, \ Z_{\text{max}} = 3.79, \ p_{\text{corrected}} < 0.01] \), right side dlPFC \( [x\ y\ z = 50\ 8\ 18, \ Z_{\text{max}} = 3.66, \ p_{\text{corrected}} < 0.01] \), right \( [x\ y\ z = 32\ 16\ -10, \ Z_{\text{max}} = 3.84, \ p_{\text{corrected}} < 0.01] \) and left vlPFC \( [x\ y\ z = -34\ 24\ -6, \ Z_{\text{max}} = 3.78, \ p_{\text{corrected}} < 0.01] \), medial PFC including the dorsal and rostral ACC \( [x\ y\ z = 4\ 42\ 28, \ Z_{\text{max}} = 4.15, \ p_{\text{corrected}} < 0.01] \) and the posterior cingulate/precuneous \( [x\ y\ z = 8\ -34\ -26, \ Z_{\text{max}} = 3.59, \ p_{\text{corrected}} = 0.02] \). These regions overlapped with those identified as responding to threat-expectancy generally in the right \( (32\ 26\ -10) \) and left vlPFC \( (-16\ 14\ -20) \), left temporal lobe abutting the amygdala \( (-32\ -8\ -18) \) and precuneous \( (10\ -56\ 16) \). A similar negative correlation was found when analysis was limited to the visual cortical cluster, identified in the conjunction analysis reported above (section 4.3.2.3) as being activated by both the expectation and surprise regressors \( [r(29) = -0.37, \ p = 0.05] \). No regions displayed a positive correlation with trait anxiety.
Consistent with the decreased use of expectancy to guide attention in high levels of anxiety, trait anxiety was found to correlate positively with surprise in a single cluster in the left superior temporal gyrus \([x \ y \ z = -52 -44 4, \ Z\text{-max} = 3.80, \ p\text{-corrected} = 0.01]\) with no regions displaying a negative correlation. However, interpretation of this finding is limited by the fact that this region was not identified in the initial analysis as responding to either expectancy or surprise.

4.3.2.5. *Can the effects of trait anxiety be differentiated from the effects of depressive symptoms?*

While the above analysis demonstrates that the correlation between neural activity in attentional control areas and threat expectation is influenced by trait anxiety, it does not provide evidence that this effect is specific to symptoms of anxiety. As reviewed in Chapter One there is increasing evidence that depression is also associated with abnormalities in the deployment of attention and therefore it is reasonable to ask whether a similar effect is seen for symptoms of depression. In fact, in the current, non-clinical sample trait anxiety, as measured by trait-STAI, and depressive symptoms, as measured by the BDI, were strongly positively correlated with each other \([r(29) = 0.53, \ p = 0.003]\). This is consistent with the proposal that such scales tend to provide general measures of negative affectivity (Teasdale and Dent 1987) and that fractionating the effects of depression and anxiety will be challenging in the current population. Consistent with this, using BDI as a covariate in the group level analysis produced a less extensive, but similar, pattern of activation to that found with trait-STAI. Specifically, when analysing threat expectancy clusters were identified in the right posterior parietal/superior temporal lobe \([x \ y \ z = 62 -26 28, \ Z\text{-max} = 3.62, \ p\text{-corrected} < 0.01]\), the right lateral occipital lobe \([x \ y \ z = 20 -70 54, \ Z\text{-max} = 3.3, \ p\text{-corrected} < 0.01]\) and the rostral anterior cingulate cortex \([x \ y \ z = -12 26 12, \ Z\text{-max} = 3.22, \ p\text{-corrected} = 0.01]\). No
regions were identified when surprise was analysed. Thus, the degree to which threat expectation predicts neural activity in the current study appears to be a function of negative affectivity rather than specifically anxious symptoms.

4.4. Discussion

The current study demonstrates that a simple expectancy based model is able to account for a significant amount of variance in both the behavioural and neural signatures of attention to emotional information. Specifically, participants’ directed their attention towards the facial stimuli when the computational model expected the stimuli to be threatening or when it found the emotional content of the stimuli surprising. The predictive validity demonstrated by the computational model in the current study suggests that similar expectancy based calculations may be instantiated by neural systems in order to influence the deployment of attention to threat. The degree to which individuals employ threat expectancy to control attention may vary as a function of negative affectivity as increased levels of self-reported trait anxiety and depressive symptoms was associated with a decreased correlation between the model derived threat-expectancy signal and neural activity in a number of attentional control regions. However, this relationship was not observed in the behavioural data. Lastly, the current results cannot be accounted for by task or stimulus related confounding factors such as the valence of the presented stimuli as both the behavioural and neuroimaging analyses performed were careful to control for such factors.

4.4.1. The generation of threat expectation in the brain

As well as demonstrating the predicted influence of threat-expectation and surprise in the visual cortex the current study was able to assess other regions of the brain which may be involved in generating and tracking such expectancies. The threat expectation signal itself
was found in bilateral OFC and the amygdala on the left. Interestingly, it has been suggested that both the OFC (O'Doherty, Kringelbach et al. 2001; Rolls 2004; Kringelbach 2005; Rudebeck, Behrens et al. 2008) and the amygdala (Murray 2007; Adolphs 2010) code for the value of stimuli in reward guided paradigms. Value is defined as the reward-expectation associated with a stimulus and, although the current study does not assess value, threat-expectation fulfils a similar role in the computational model as value does in reward learning. Thus the OFC and amygdala may perform a similar role in generating and tracking this different form of expectancy. Such a conclusion would be consistent with the observations that both these areas respond to salient negative as well as positive events (Kringelbach and Rolls 2004; Adolphs 2010).

The surprise signal was associated with activation across large areas of the midline of the brain including both the rostral and dorsal ACC, which have previously been described as reacting to “emotional conflict” (Bishop, Duncan et al. 2004a; Etkin, Egner et al. 2006). Importantly, the regions identified as responding to surprise in the current study include voxels which were part of the left sided dlPFC and striatal activations identified in the previous chapter, indicating that these regions may respond to violations of predictions regardless of whether the predictions relate to action-stimulus couplings, such as those encouraged by training, or recent stimulus history as in the current study. Consistent with this, prediction error activity has previously been reported in the (right) dlPFC and striatum during associative learning tasks (Corlett, Aitken et al. 2004; O'Doherty, Dayan et al. 2004).

4.4.2. Alternative models
The purpose of the current study was to test the novel hypothesis that expectancy based processes influence attentional control, rather than to evaluate the relative merits of a range of
possible models. It is therefore conceivable that alternative computational models would provide a more compelling description of attentional function. However, regardless of the specific structure of the model used, the demonstration that expectancy processes have a role in the control of attention provides useful insights into the existing literature. For example, Bishop and colleagues (Bishop, Duncan et al. 2004a) reported increased rACC activity in response to infrequent threat related distractors which they interpreted as reflecting the increased conflict caused by infrequent, but salient stimuli. The current study identified a network of regions, including voxels in the rACC mask used by Bishop et al., that responded to the violations of threat-expectations (i.e. the surprise signal, see section 4.3.2.2), and thus suggests that both results may be understood in terms of expectancy based processes. Similarly, Bishop et al. reported a reduced rACC and IPFC response to threatening stimuli in participants with high levels of trait anxiety, which they interpreted as demonstrating that anxious participants have particular difficulties in using previous threatening stimuli to trigger attentional control. In the current study we find a similar inverse correlation between anxiety and the use of expectancies but, critically, do so using an explicit model of how the expectancy was generated.

4.4.3. Does negative affectivity modulate attentional control?
As described above, a negative correlation was found between individual self reports of trait anxiety (and depressive symptoms) and the expectancy signal in a range of attentional control and visual cortical structures. There was also evidence of a positive correlation between trait anxiety and the surprise signal, although this was in an area which had not been identified in the main analysis (left superior temporal gyrus). While this may be consistent with those models which suggest decreased attentional control as a causal feature of the emotional
disorders (Bishop 2007; De Raedt and Koster 2010) there are some caveats to this interpretation which should be acknowledged. Firstly, in the current study there was no evidence that negative affectivity interacted with threat-expectancy when assessed using the behavioural measures of attention, which would have strengthened the interpretation of the expectancy signal effect. Secondly, the negative correlation between negative affectivity and the expectancy signal strictly only indicates that the computational model is less able to describe neural activity in participants with high negative affectivity, it does not tell us why this is the case. The possibility thus remains that participants with high negative affectivity are using expectancy information but that they are not updating the expectancies in a manner similar to the computational model used in the current chapter. Ideally this would be tested by developing a model of threat-expectation in anxious or depressed individuals and demonstrating that the new model better explains neural activity in these groups. Thus while the effect of negative emotional symptoms observed in the current study is consistent with certain models of attentional control in anxiety and depression, interpretation of these results must remain cautious.

4.4.4. Limitations to the interpretation of the model
The current study has described the influence of threat-expectation and surprise on the deployment of attention. It was possible to discriminate these signals as they vary independently from each other, allowing the construction of general linear models which can reliably partition variance between the signals. However, not all model derived signals may be discriminated. In particular, under the demeaning procedures required by the current analyses (see sections 4.2.4.1 and 4.2.4.2), the threat-expectation signal is strongly anti-correlated with “signed” prediction errors derived from the model (den Ouden, Friston et al.)
2009). As a consequence it is not possible to be certain whether the threat-expectation regions identified in the current study are involved in storing expectancies between trials, updating them using the signed prediction error information or both of these processes together. Thus, while the current analysis identifies the regions which are generally involved in the process of updating expectancies using prediction errors, it cannot delineate the specific roles played by these areas in this process. A similar limitation prevents the current study from discriminating the effects of anxiety from those of depression (see sections 4.3.2.4 and 4.3.2.5); that is, the high correlation between the measures of depressive and anxious symptoms in the population of participants recruited for the study results in an inability to separate the effects of these two symptom types. Future studies may overcome these problems by using alternative experimental designs in which threat expectation and the signed prediction error are not highly correlated or which specifically recruit populations in which symptoms of anxiety do not covary with symptoms of depression. In fact, the design discussed in the following section (4.4.5), which assesses the direct effects of bias training, would be well suited to the first of these challenges.

4.4.5. Modelling the effects of attentional training

In the current study participants completed a single session of attentional bias training before entering the scanner which precluded using the computational model to capture the changes in attention induced by training. However, there is no a priori reason why the direct effects of training could not be captured by a learning model; indeed doing so may provide valuable insights into the processes involved in training. Future studies in which imaging data is acquired while participants complete the training task would allow assessment of whether the alterations induced by training may be usefully captured by such learning models.
4.4.6. Conclusion
In the current chapter, the internal parameters of a computational model of threat-expectancy were used to predict the behaviour and neural activity of non-clinical participants who were presented with emotional stimuli. The results of the study support one of the implications raised by Chapter Three; that expectancy based mechanisms are involved in the control of attention to emotional information. In the following chapters some of the practical implications of Chapter Three are investigated, firstly by assessing the interaction between attentional training and antidepressant medication (Chapter Five) and then by assessing and modifying attentional function in a group of patients with bipolar disorder (Chapter Six).
Chapter Five

Exploring the Interaction between Pharmacological and Cognitive Strategies for Altering Attentional Bias

5.1. Introduction
In Chapter One, the evidence that pharmacological and psychological interventions may be used to alter attentional bias in both clinical and non-clinical cohorts was reviewed. In the review it was suggested that a) modifications of attentional function may be one route by which the interventions exert their beneficial clinical effects and b) behavioural and neuroimaging studies indicate that these two modes of intervention may target distinct attentional control systems; a hypothesis which was supported by the neuroimaging data reported in Chapter Three. The current chapter continues the investigation into the mechanisms underlying psychological and pharmacological alterations of attentional function by assessing the interaction between the two when they are administered concurrently. Specifically, a factorial experimental design (see Figure 5.1) was employed in which non-clinical participants were administered seven days of the antidepressant medication citalopram or a placebo while also completing seven days of positive attentional bias training or a neutral training task. The effects of the interventions were then assessed using a range of behavioural measures of cognitive bias, self reported mood and anxiety and finally by
measuring the effect of external “emotional challenges” on depressive and anxious symptoms.

While no previous studies have examined the combination of attentional bias training and antidepressant medication, a number have characterised the cognitive effects of the interventions administered separately. The selective serotonin reuptake inhibitor (SSRI) citalopram, when administered over seven days, has been demonstrated to induce a range of relatively positive cognitive biases in non-clinical populations including reduced attentional bias to threatening faces (Murphy, Yiend et al. 2009), decreased recognition of fearful and angry facial expressions and increased memory for positive relative to negative words (Harmer, Shelley et al. 2004). The choice of seven days administration of the antidepressant in such studies is based on clinical evidence which suggests that treatment response occurs after longer durations (Blier and de Montigny 1994; Duman 2004; NICE 2009); the finding of altered cognitive function after only seven days is therefore argued to be consistent with these cognitive effects mediating the later treatment effects (Harmer 2008). Consistent with this, in depressed patients, the increased recognition of happy faces induced by two weeks of citalopram was found to predict treatment response at six weeks (Tranter, Bell et al. 2009). Thus citalopram has been found to induce relatively positive biases across a range of cognitive functions in both clinical and non-clinical populations, with these cognitive effects occurring quickly after initiation of the antidepressant and possibly mediating the later treatment effects.
A number of studies have demonstrated that “positive” attentional bias training regimes, when compared to neutral versions of the task\(^3\), produce the intended positive attentional bias in both clinical and non-clinical populations (see Chapter One for review). However, there has been very little work examining the effects of attentional bias training on other cognitive processes such as memory or interpretation. While this focus on the alteration of attention is unsurprising, given that it is the explicit goal of the training regimes, attention plays a fundamental role in a wide range of other cognitive processes, including memory and interpretation, suggesting that interventions which alter attentional bias may well produce changes in the function of these systems. Consequently, the current study aimed to extend the assessment of the cognitive effects of attentional bias training to include measures of the interpretation and memory of emotional information which have been widely used in the psychopharmacological literature.

In contrast to the work described above, the psychopharmacological literature is less developed than that for attentional bias training in assessing the impact of the interventions on emotional reactivity. Emotional reactivity is generally assessed (e.g. MacLeod, Rutherford et al. 2002) using “emotional challenge tasks” in which the change in subjective mood in response to a “challenge” (for example attempting to complete insoluble anagrams under time pressure) is measured. Conceptually challenge tasks are well suited to studies investigating the alteration of cognitive bias as it is argued (Mathews and MacLeod 2002; Mathews and MacLeod 2005; MacLeod, Koster et al. 2009) that the effect of such alterations is not to directly induce a positive mood but rather to alter underlying cognitive function, with

---

\(^3\) Positive attentional bias training includes any regime that induces a relatively positive bias; either by reducing bias towards negative information or increasing bias towards positive information. Neutral training is designed not to alter attentional bias and therefore may be conceptualised as providing a neutral control to the “active” intervention of positive training (c.f. Chapters Two and Three).
changes in mood or anxiety only occurring when subsequent, emotionally salient, information is experienced through the filter of the bias (Harmer 2008). Inducing a positive bias with either pharmacological or cognitive interventions should not, therefore, lead directly to improved mood or anxiety following the intervention. Rather, it is hypothesised, the positive bias will confer a greater resilience to the effects of external negative events; in the laboratory this is expected to manifest as a reduction of the negative affect provoked by placing the participant in a stressful or depressogenic situation. While a number of studies have demonstrated that attentional bias training alters the emotional impact of such challenge tasks (MacLeod, Rutherford et al. 2002; Krebs, Hirsch et al. 2010; Reese, McNally et al. 2010), the effects of pharmacological interventions have not been examined using such paradigms. A second aim of the current study was therefore to assess the impact of both attentional bias training and antidepressant medication on the same emotional challenge tasks.

From first principles, pharmacological and cognitive interventions may interact in three distinct ways: Firstly, they may interact positively, producing a greater effect when combined than the sum of each administered separately, secondly they may interfere with each other such that combined administration is less effective than the sum of the individual effects and lastly, they may be independent with the effect of combined administration being equivalent to the sum of both interventions administered separately. As no previous studies have examined the combination of attentional bias training and antidepressant medication, it is difficult to form strong hypotheses about the effects of combination administration. However, indirect evidence may be gleaned from the clinical efficacy literature in which it has been shown that both more complex cognitive interventions, such as cognitive behavioural therapy
(CBT), and antidepressant medications are individually effective in the treatment of anxiety and depression (NICE 2007; NICE 2009), whereas the results of studies assessing combined psychological and pharmacological treatments have been mixed with meta-analyses revealing only a small advantage for depression (Pampallona, Bollini et al. 2004; Cuijpers, van Straten et al. 2009) and none for anxiety (Foa, Franklin et al. 2002). These rather disappointing results from the clinical literature are difficult to reconcile with a positive treatment interaction and suggest either independent or interfering treatment effects are likely to occur, at least when complex cognitive treatments such as CBT are combined with antidepressant medication. While attentional bias training is obviously a much more restricted intervention than CBT, it has been suggested that alteration of cognitive bias may mediate the treatment effects of both CBT and pharmacological treatments for the emotional disorders (see Chapter One and; Harmer 2008). If true, this would suggest that the cognitive effects of the combined interventions investigated in the current study should show the same interaction suggested by the clinical results; either a negative interaction or independence.

The predictions for the current study reflect both the pre-clinical and clinical research evidence described above: both active interventions (positive attentional bias training and antidepressant medication) are predicted, when compared to the neutral interventions (neutral attentional bias training and placebo) to induce relatively positive biases in cognition and to reduce negative emotional reactivity to external challenge, however the combination of the two interventions is predicted to produce either no additional benefit or an interference effect. In keeping with previous studies using non-clinical volunteers (MacLeod, Rutherford et al. 2002; Harmer, Shelley et al. 2004; Browning, Reid et al. 2007), neither intervention is predicted to alter baseline measures of subjective mood or anxiety.
5.2. Methods

5.2.1. Summary of methodological changes in the current study
As discussed in the introduction, the major methodological alteration employed in the current study is the inclusion of an antidepressant treatment group. However, based on the findings reported in earlier chapters, a number of further modifications were made to the training and assessment tasks used. Firstly, participants were required to complete multiple training sessions over seven days, rather than a single session, in order to produce a more robust training effect (see Chapter Two). Secondly, with a view to increasing the generalisation of the training effect, the training task was modified (see section 2.5.2) so that a broader range of stimuli (i.e. positive, negative and neutral faces) were presented for both longer and shorter durations. Thirdly, positive training was compared to a “neutral” rather than negative (see Chapters Two and Three) task allowing comparison between active and placebo-like training interventions. Fourthly, as discussed above, a broader range of assessment tasks, drawn from previous studies of the effects of antidepressant medication (Harmer, Hill et al. 2003; Harmer, Shelley et al. 2004; Browning, Reid et al. 2007) and the attentional training literature (MacLeod, Rutherford et al. 2002; Krebs, Hirsch et al. 2010; Reese, McNally et al. 2010), were employed to assess for the generalisation of the induced emotional biases across a range of cognitive functions and to measures of emotional reactivity. The following sections provide a detailed description of the methodology employed in the current study.

5.2.2. Overview
The structure of the study is displayed in Figure 5.1a. Participants were randomly assigned to receive one of four intervention regimes (see Figure 5.1b); placebo with neutral training (placebo_neutral), placebo with positive training (placebo_positive), citalopram with neutral...
training (citalopram_neutral) or citalopram with positive training (citalopram_positive). Each of the four regimes was administered over seven days. Participants attended assessment sessions immediately before starting and following completion of the treatment regimes. During the initial assessment, baseline measures of attentional bias were recorded as were trait and state measures of mood and anxiety symptoms. During the post-treatment session these same measures were repeated and were supplemented by assessment of cognitive bias in the categorisation of emotional stimuli (both words and faces) and emotional memory. The post-treatment session also included an assessment of participants’ emotional reactivity to external emotional challenge. The extended measures of cognitive bias and the challenge tasks were not administered in the initial session as repeated use of these tasks in previous studies has resulted in marked learning effects which reduced their sensitivity to detect the influence of experimental interventions (unpublished observation).
Figure 5.1: a) Structure of study. Participants completed an assessment session both before and after undertaking the interventions. The specific measures employed in each assessment visit are listed. b) Randomisation to the four intervention groups. Participants were randomised to either active or control versions of both the pharmacological (columns; active=citalopram, control=placebo) and cognitive (rows; active=positive training, control=neutral training) interventions. Each of the four combinations of interventions were administered for seven days. The numbers of participants who completed the study in each of the four groups are shown.

5.2.3. Participants

A total of 64, fluent English speaking participants who were judged to be healthy on the basis of a medical screen and brief physical examination were recruited. Participants were also screened to exclude current or previous axis I psychiatric disorder or alcohol/substance misuse using the Structured Clinical Interview for the DSM-IV (Spitzer, Williams et al. 2002). Other exclusion criteria included; taking any psychoactive medication, any significant neurological condition, familiarity with any of the tasks or stimuli used in the study or any contraindication to taking selective serotonergic reuptake inhibitor (SSRI) medication. All participants provided written informed consent to the study which had been approved by a Local NHS Research Ethics Committee. Two participants in the citalopram group experienced side effects (1 nausea, 1 insomnia) which prevented completion of the study and resulted in data being available for 62 participants.
5.2.4. Questionnaire measures
Participants completed questionnaire assessments of depressive (Beck Depression Inventory [BDI]; Beck, Ward et al. 1961) and anxious symptoms (Trait subscale of the State-Trait Anxiety Inventory [trait-STAI]; Spielberger, Gorsuch et al. 1983) as well as state measures of anxiety (state-STAI) and mood (Positive and Negative Affect Scale [PANAS]; Watson, Clark et al. 1988) both before and after treatment. In addition participants completed pre and post-treatment visual analogue scale (VAS) measures of a range of side effects associated with citalopram. These assessed participants’ current levels of; nausea, dizziness, dry mouth, headache, alertness, agitation and sexual difficulties and were anchored at “absent” and “severe”.

5.2.5. Experimental Interventions
5.2.5.1. Antidepressant medication
Following the completion of the initial assessment session all participants were provided with seven days supply of either citalopram 20 mg or lactose placebo capsules. The capsules were identical in appearance and participants were instructed to take them every morning, starting on the following morning and including the day of the post-treatment assessment.

5.2.5.2. Attentional bias training
The attentional bias training task used was a face based visual-probe training, similar to that described in Chapter Two. The decision to use faces rather than words during training was based on the recent publication of studies in which repeated face based training was found to be effective (Amir, Beard et al. 2009; Amir, Beard et al. 2009). The training task employed a total of 96 trials which were split into two blocks of 48 trials each. The blocks differed in the duration of time the stimuli were presented (500 ms or 1000 ms). The facial stimuli used in
training were taken from a range of sources (Matsumoto and Ekman 1988; Lundqvist, Flykt et al. 1998; Tottenham, Tanaka et al. 2009) and were split into two sets of images; for a given participant, one set was used in the initial assessment and the following training sessions with the second set being used for the final assessment session (sets were allocated at random). The stimuli displayed positive (happy), neutral or negative (fearful and angry) expressions. This resulted in three possible face pair types; positive-neutral, positive-negative, negative-neutral. Equal numbers of these pair-types were presented in each block. Images subtended a vertical visual angle of ≈11° and were separated by ≈3.5°. Following the initial assessment session, participants completed a single training session, under the supervision of an experimenter to ensure that the requirements of the task were understood. All participants then went on to complete the training sessions twice daily at home using a laptop computer which was supplied to them for the duration of the study. Administration of cognitive bias training at home as opposed to in the laboratory was selected as twice daily visits to the laboratory were felt likely to be unacceptable to participants and home based training has been demonstrated to be effective in a number of previous studies (See, Macleod et al. 2009; Blackwell and Holmes 2010).

In the positive training condition the probes were presented in the location of the relatively more positive face on 87.5% of trials (the probe was presented at the alternative location on the remaining 12.5% of trials allowing assessment of attentional bias during the training task itself). In the control training task, the location of the probe was random, that is there was no relationship between the expression of the face and the location of the probe (the control task therefore should not encourage either a positive or negative bias).

5.2.5.3. Participant compliance
Participant compliance with both the interventions (i.e. training and medication) was encouraged during the initial assessment session by explicitly planning the times at which training would be completed and medication taken. Further, the experimenters contacted all participants on two occasions during the treatment week to ensure that training sessions had been completed and medication taken. It was stressed to participants that completion of training would be recorded by the laptop and that a blood test would be taken following treatment to measure drug levels.

5.2.6. Assessment tasks

5.2.6.1. Visual-probe tasks; assessing attentional bias (MacLeod, Mathews et al. 1986)
Word and face based visual-probe tasks were used to assess attentional bias before and after treatment. The tasks were similar to the training task in that attention to positive, negative and neutral stimuli were assessed. The word stimuli were taken from a range of previously published sources (Mathews, Mogg et al. 1989; Dozois and Dobson 2001; Dudley, O'Brien et al. 2002; Taghavi, Dalgleish et al. 2003; Lim and Kim 2005; Dannlowski, Kersting et al. 2006; Grant and Beck 2006) and, as described above, were split into two sets with one set being used for each testing session. In both tasks, the probe location was balanced between negative and positive stimuli and deployment of attention was assessed using blocks of trials in which the stimuli were presented for either 100 ms, or for the durations used in training (500 and 1000ms). This resulted in a total of 144 trials per task.

5.2.6.2. Emotional word categorisation task; assessing emotional bias for self referential information (Harmer, Shelley et al. 2004)
Sixty personality characteristics selected to be extremely disagreeable (e.g. domineering, untidy, hostile) or agreeable (cheerful, honest, optimistic) (taken from Anderson 1968) were presented on the computer screen for 500 ms. These words were matched in terms of word
length, ratings of frequency and meaningfulness (Harmer, Shelley et al. 2004). Volunteers were asked to categorise these personality traits as likable or dislikeable as quickly and as accurately as possible. Specifically, they were asked to imagine whether they would be pleased or upset if they overheard someone else referring to them as possessing this characteristic, so that the judgment was in part self-referring. Reaction times for correct identifications were computed for this task.

5.2.6.3. Emotional memory task; assessing memory bias (Harmer, Shelley et al. 2004)
Participants were asked to recall as many of the personality trait words from the emotional word categorisation task above as possible (Harmer, et al., 2004). This task, therefore, allows the assessment of incidental memory for positive and negative characteristics (number of items correctly recalled for the likeable and dislikeable word conditions). Recognition memory was then assessed by asking volunteers to indicate whether they recognised the word for each item on a list containing the 60 targets along with 60 matched distractors (30 likeable, 30 dislikeable), providing an alternative assay of emotional memory. The relevant outcome from these tasks is the number of positive and negative words correctly recalled or recognised.

5.2.6.4. Facial expression categorisation task; assessing interpretative bias (Harmer, Shelley et al. 2004)
The facial expression recognition task features six basic emotions (happiness, surprise, sadness, fear, anger and disgust) taken from the Pictures of Affect Series (Ekman and Friesen 1976), which have been morphed between each prototype and neutral (Young, Rowland et al. 1997). These stimuli had not been used in the training task. Four examples of each emotion, at each intensity, were presented (total of 10 characters). Each face was also given in a neutral expression, giving a total of 250 stimuli presentations. The facial stimuli were
presented on a computer screen (in a random order) for 500 ms and replaced by a blank
screen. Participants were required to identify the emotional expression on the face by
pressing a labelled key on the keyboard. The outcome for this task is the accuracy when
identifying the various emotions. Each participant was asked to respond as quickly and as
accurately as possible.

5.2.6.5. Emotional challenge tasks; assessing emotional reactivity to external events (Clark
1983; Moberly and Watkins 2006)
In order to assess emotional reactivity to external events participants were required to
complete both a mood induction task (Velten 1968; Clark 1983) and, separately, a social
failure task (Moberly and Watkins 2006). During the mood induction task (Holmes, Lang et
al. 2009), participants were required to listen to sad music (Russia under the Mongolian Yoke
by Prokofiev played at 50% normal speed) while reading depressive statements on the
computer screen (“It seems such an effort to do anything”). Such procedures have been
reliably shown to produce increased depressive symptoms in non-clinical groups (Clark
1983) and to be sensitive to the effects of modification of interpretative bias (Holmes, Lang et
al. 2009). During the failure task (Moberly and Watkins 2006) participants are required to
identify a fourth word which is semantically linked to three other words which are presented
on the screen. They are informed that the task measures “creative intelligence” and, following
the task, their responses are marked and their overall score is fed back to them by the
experimenter. The task is extremely difficult resulting in participants performing more poorly
than expected and causing a reliable increase in negative symptoms (McFarlin and
Blascovich 1984; Moberly and Watkins 2006). All participants completed the mood
induction followed by the failure task. State measures of negative mood (negative-PANAS)
and anxiety (state-STAI) were taken before and after each task with the critical outcome being the change in these scores induced by the tasks.

5.2.7. Statistical Analysis
In order to test the competing hypotheses regarding the interaction of interventions on task outcomes, mixed model ANOVAs were constructed with the between subject factors of medication (citalopram, placebo) and training (positive, neutral). This resulted in estimates of the effect of each active interventions (i.e. main effects of training or medication) and, critically, an interaction term (medication x training) which assess for the presence of positive or negative interactions. The within subject factors differed between the tasks analysed. For the visual-probe tasks these were time (before treatment, after treatment), stimulus pair-type (positive-neutral, positive-negative, negative-neutral) and probe duration (100 ms, 500 ms, 1000 ms). The face categorisation task had a single within subject factor, face valence (fear, anger, surprise, happy, disgust, sad). Both the emotional word categorisation and memory tasks required a single within subject factor, word valence (positive, negative). Baseline questionnaire and demographic measures were analysed using univariate ANOVAs. Changes in self report scales (including both the changes occurring across the week of treatment and changes in momentary mood measures induced by the emotional challenge tasks) were analysed using univariate ANCOVAs in which the difference scores of the appropriate scales were entered as the dependent variable with the preceding score for the same variable entered as an additional covariate to account for any baseline difference between groups. Separate analyses of the 7 possible side effects were conducted, with the results being corrected using the bonferroni method for multiple comparisons.
Vigilance scores were calculated for the visual-probe tasks (see Chapter Two) such that a more positive vigilance score indicates increased attention towards the relatively more positive stimulus in any given pair (e.g. for the faces visual-probe this would be the happy face in the positive-neutral and positive-negative trials or the neutral face during negative-neutral trials). For all reaction time data median reaction time for correct trials was used in order to reduce the influence of outliers (MacLeod, Rutherford et al. 2002 and Chapter Two). Interpretation of the visual probe data, which had been collected under laboratory conditions during the assessment sessions, was complemented by plotting the vigilance scores from each training session (see section 5.2.5.2) in order to produce a graphical representation of the change of attentional function across training.

5.3. Results

5.3.1. Demographic, compliance, side effect and baseline data

The groups were well matched in terms of age, gender and baseline scores on mood and anxiety measures (see Table 5.1) indicating that randomisation had been successful. Compliance with the training regime was high with no participant missing more than 3 (out of 15) sessions and no difference between groups on the number of sessions completed [all \( p > 0.13 \)]. There were no significant effects of group on changes in any of the side effects as measured by VAS [all corrected \( p > 0.6 \)].
Table 5.1: Summary of demographic and baseline data from all four groups

<table>
<thead>
<tr>
<th></th>
<th>Placebo with neutral training (n = 16)</th>
<th>Placebo with positive training (n = 15)</th>
<th>Citalopram with neutral training (n = 15)</th>
<th>Citalopram with positive training (n = 16)</th>
<th>p^a</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td>21.6 (2.4)</td>
<td>21.1 (1.8)</td>
<td>20.9 (2.6)</td>
<td>21.1 (2.4)</td>
<td>0.52</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F:M</td>
<td>8:8</td>
<td>8:7</td>
<td>8:7</td>
<td>8:8</td>
<td>0.80^b</td>
</tr>
<tr>
<td><strong>BDI</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>3.7 (2.9)</td>
<td>3.9 (5.2)</td>
<td>2.6 (2.7)</td>
<td>2.9 (2.4)</td>
<td>0.24</td>
</tr>
<tr>
<td><strong>Trait-STAI</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>39 (7.6)</td>
<td>35 (8)</td>
<td>34.3 (6)</td>
<td>35.7 (7.7)</td>
<td>0.19</td>
</tr>
<tr>
<td><strong>Neg-PANAS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>13 (3.2)</td>
<td>12.8 (6)</td>
<td>11.9 (1.6)</td>
<td>11.7 (2.3)</td>
<td>0.23</td>
</tr>
<tr>
<td><strong>Pos-PANAS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>32.5 (7.3)</td>
<td>33.1 (5.9)</td>
<td>34.4 (6.9)</td>
<td>34.1 (6.6)</td>
<td>0.40</td>
</tr>
<tr>
<td><strong>State-STAI</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>29.6 (6.9)</td>
<td>29.8 (10.1)</td>
<td>29.2 (7)</td>
<td>29.4 (6.1)</td>
<td>0.80</td>
</tr>
</tbody>
</table>

^a The p value reported is the lowest from either of the main effects (medication, training) or the interaction term (medication x training)

^b Analysis performed using logistic regression model. All other analysis performed using univariate ANOVA.

BDI=Beck Depression Inventory, STAI=Spielberger State-Trait Anxiety Inventory, PANAS=Positive and Negative Affect Scale

5.3.2. Did the interventions alter attentional function?

5.3.2.1. Attention to faces

As expected, positive attentional bias training, when compared to neutral training, lead to a general increase in attentional bias towards positive faces [see Figure 5.2a and Table 5.2. Main effect of training condition; $F(1,58) = 4.6, p = 0.04$]. This effect was not modified by the duration at which the stimuli were presented (100 ms, 500 ms, 1000 ms), the face pair types which were presented (positive-neutral, positive-negative, negative-neutral) or any
interaction of these factors [all $p > 0.3$]. These results indicate that the training induced a
generalised positive bias to novel faces, which was also evident specifically within the 100
ms trials which were not included in training [$F(1,58) = 4.0, p = 0.05$]. In contrast to the
effect of attentional training, no effect of medication group was found on attentional bias to
faces [main effect of medication; $F(1,58) = 0.36, p = 0.55$] and there was no evidence of an
interaction between the medication and attentional training [$F(1,58) = 0.6, p = 0.44$].
Inspection of the vigilance scores obtained during the training task itself (see section 5.2.5.2
for a description of the task) reveals a similar effect of the interventions, with a clear training
effect emerging over time only for the groups who undertook positive training (Figure 5.2b).

Figure 5.2: Effect of the interventions on attention to faces. a) change in vigilance as measured using the faces visual-
probe task in the two assessment sessions. Analysis (see section 5.3.2.1) reveals a main effect of training group only.
Bars represent mean (SEM) change in the vigilance scores. * = $p < 0.05$. b) Change in vigilance as measured during the
training task (see section 5.2.5.2). Each training session is represented on the x axis. Data have been smoothed using a
sliding average of two sessions. Vigilance is calculated such that a more positive number indicates vigilance towards the
positive faces (see section 5.2.7).

5.3.2.2. Attention to words
There was no evidence for the generalisation of the training effect from faces to words (Table
5.2). Specifically the change in attentional bias towards word stimuli was not altered by bias
training [$F(1,58) = 0.45, p = 0.5$], medication [$F(1,58) = 1.6, p = 0.21$] or their interaction
[$F(1,58) = 0.2, p = 0.7$].
5.3.3. Did the interventions alter other measures of cognitive bias?

5.3.3.1. Emotional memory

Following the intervention phase, a positive memory bias was apparent across all participants in the emotional recognition task with a greater number of positive words being recognised than negative words \([F(1,58) = 165, p < 0.001]\). A training x medication interference effect, across both positive and negative words, was also observed for the accuracy data \([F(1,58) = 10.5, p = 0.002]\). Critically however, this interaction was modified by the emotion of the word \([\text{training x medication x emotion}; F(1,58) = 5.1, p = 0.03]\) such that each intervention administered singly produced a relatively positive bias in recognition whereas the combination of interventions did not (see Figure 5.3a and Table 5.3). This emotion specific memory effect was driven by a pronounced training x medication interaction for negative words \([F(1,58) = 12.6, p = 0.001]\), with a similar pattern being found to a significantly reduced extent for the recognition of positive words \([F(1,58) = 4.4, p = 0.04]\). As can be seen from Figure 5.3b each intervention on its own produced a significant reduction in the recognition of negative words \([\text{placebo_neutral vs. placebo_positive}; t(29) = 2.8, p = 0.01. \text{placebo_neutral vs. citalopramNeutral}; t(29) = 3.5, p = 0.001]\), whereas the combination of interventions produced no change from baseline \([\text{placeboNeutral vs. citalopramPositive}; t(30) = 1, p = 0.3]\). In fact, the combined intervention group displayed increased recognition memory for negative words when compared to the individual intervention groups \([\text{citalopramPositive vs. placeboPositive}; t(29) = 1.8, p = 0.09. \text{citalopramPositive vs. citalopramNeutral}; t(29) = 2.3, p = 0.03]\). In short, while the individual interventions of medication or training produced a positive bias in recognition memory, the combination of interventions produced an interference effect.
Analysis of the emotional recall task (Table 5.3) confirmed the general positive bias found across all participants \( F(1,58) = 11.9, p = 0.001 \) but found no effect of either treatment [main effect of training; \( F(1,58) = 0.77, p = 0.38 \). main effect of medication; \( F(1,58) = 0.03, p = 0.86 \)] or their interaction [\( F(1,58) = 0.14, p = 0.76 \)].

5.3.3.2. Emotional word categorisation

The relative speed with which participants classified positive and negative self referential words (Table 5.3) was influenced by a borderline significant interaction between the interventions [emotion of word x medication x training; \( F(1,58) = 3.8, p = 0.056 \)]. As can be seen from Figure 5.3c all groups responded to the positive word more quickly than the negative word [\( F(1,58) = 28.2, p < 0.001 \)]. When considering the individual differences between the placebo_neutral group and the singly administered interventions, the results did not reach statistical significance, although the effect of citalopram did reach trend level [placebo_neutral vs. placebo_positive; \( F(1,29) = 0.74, p = 0.35 \). placebo_neutral vs. citalopram_neutral; \( F(1,29) = 4.0, p = 0.055 \)]. There was no evidence that the initial interaction was driven specifically by either word valence as, when considering each valence separately, the medication x training interaction was non-significant [positive words; \( F(1,58) = 0.28, p = 0.6 \). negative words; \( F(1,58) = 0.15, p = 0.7 \)]. Thus the emotional categorisation task revealed a trend level interference effect which appeared similar in structure to that found in the recognition task.
Table 5.2: Raw group reaction times for trials from the visual-probe tasks. In order to limit the number of results displayed the reaction times have been averaged over the dimensions of the tasks which did not influence the results (i.e. the duration of stimuli presentation and the pair type presented). The results presented are the mean (standard deviation) of the median reaction times for each participant.

<table>
<thead>
<tr>
<th>Time</th>
<th>Placebo_ neutral</th>
<th>Placebo_ positive</th>
<th>Citalopram_ neutral</th>
<th>Citalopram_ positive</th>
<th>Placebo_ neutral</th>
<th>Placebo_ positive</th>
<th>Citalopram_ neutral</th>
<th>Citalopram_ positive</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Positive</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Words</td>
<td>497 (60)</td>
<td>519 (54)</td>
<td>504 (54)</td>
<td>496 (43)</td>
<td>442 (54)</td>
<td>474 (60)</td>
<td>439 (32)</td>
<td>452 (55)</td>
</tr>
<tr>
<td><strong>Negative</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Words</td>
<td>494 (54)</td>
<td>518 (51)</td>
<td>499 (50)</td>
<td>496 (43)</td>
<td>438 (48)</td>
<td>471 (43)</td>
<td>444 (32)</td>
<td>455 (52)</td>
</tr>
<tr>
<td>Faces</td>
<td>464 (49)</td>
<td>493 (45)</td>
<td>475 (52)</td>
<td>474 (54)</td>
<td>410 (43)</td>
<td>434 (35)</td>
<td>408 (33)</td>
<td>426 (58)</td>
</tr>
<tr>
<td><strong>Positive</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Faces</td>
<td>469 (51)</td>
<td>489 (47)</td>
<td>477 (50)</td>
<td>472 (58)</td>
<td>412 (44)</td>
<td>434 (34)</td>
<td>407 (35)</td>
<td>434 (61)</td>
</tr>
</tbody>
</table>

Table 5.3: Raw group data from the categorisation, recognition and recall tasks. For the categorisation tasks the mean (standard deviation) of the median reaction times are displayed. For the other two tasks the mean (standard deviation) of the number of correctly recognised or recalled words are displayed.

<table>
<thead>
<tr>
<th>Group</th>
<th>Placebo_ neutral</th>
<th>Placebo_ positive</th>
<th>Citalopram_ neutral</th>
<th>Citalopram_ positive</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Word Valence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>774 (147)</td>
<td>846 (142)</td>
<td>793 (128)</td>
<td>844 (125)</td>
</tr>
<tr>
<td>Negative</td>
<td>806 (211)</td>
<td>817 (185)</td>
<td>782 (140)</td>
<td>844 (123)</td>
</tr>
</tbody>
</table>
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Table 5.4: Data from the facial expression categorisation task. Results display the mean (standard deviation) of the proportion of faces correctly identified.

<table>
<thead>
<tr>
<th>Group</th>
<th>Placebo_</th>
<th>Placebo_</th>
<th>Citalopram_</th>
<th>Citalopram_</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>neutral</td>
<td>Positive</td>
<td>neutral</td>
<td>positive</td>
</tr>
<tr>
<td>Anger</td>
<td>0.54 (0.11)</td>
<td>0.49 (0.09)</td>
<td>0.50 (0.09)</td>
<td>0.47 (0.12)</td>
</tr>
<tr>
<td>Disgust</td>
<td>0.53 (0.17)</td>
<td>0.44 (0.18)</td>
<td>0.50 (0.15)</td>
<td>0.45 (0.15)</td>
</tr>
<tr>
<td>Fear</td>
<td>0.46 (0.15)</td>
<td>0.46 (0.14)</td>
<td>0.42 (0.07)</td>
<td>0.43 (0.12)</td>
</tr>
<tr>
<td>Happy</td>
<td>0.65 (0.09)</td>
<td>0.68 (0.10)</td>
<td>0.61 (0.11)</td>
<td>0.63 (0.12)</td>
</tr>
<tr>
<td>Sad</td>
<td>0.49 (0.12)</td>
<td>0.46 (0.10)</td>
<td>0.50 (0.15)</td>
<td>0.42 (0.14)</td>
</tr>
<tr>
<td>Surprise</td>
<td>0.56 (0.12)</td>
<td>0.46 (0.08)</td>
<td>0.50 (0.13)</td>
<td>0.50 (0.12)</td>
</tr>
<tr>
<td>Neutral</td>
<td>0.66 (0.17)</td>
<td>0.75 (0.22)</td>
<td>0.71 (0.18)</td>
<td>0.70 (0.18)</td>
</tr>
</tbody>
</table>
Table 5.5: Raw group data from the emotional challenge tasks. Numbers indicate the mean (standard deviation) of the relevant scale.

<table>
<thead>
<tr>
<th>Group</th>
<th>Placebo_ neutral</th>
<th>Placebo_ positive</th>
<th>Citalopram_ neutral</th>
<th>Citalopram_ positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time point</td>
<td>Before mood induction</td>
<td>Between mood induction and social failure task</td>
<td>After social failure task</td>
<td>Before mood induction</td>
</tr>
<tr>
<td>Negative-PANAS</td>
<td>12.6 (4.6)</td>
<td>14.6 (6.7)</td>
<td>14.6 (6.1)</td>
<td>12 (3.8)</td>
</tr>
<tr>
<td>State-STAI</td>
<td>32.9 (9.9)</td>
<td>36.4 (11.6)</td>
<td>36.9 (11.8)</td>
<td>30.3 (10.6)</td>
</tr>
</tbody>
</table>
Figure 5.3: Effects of experimental interventions on measures of cognitive bias. a) relative accuracy when remembering positive vs. negative words. An interference pattern is seen; both interventions, administered singly, produce a relative increase in positive memory bias, whereas the combination treatment does not. b) raw scores for number of negative words recognised. Both citalopram and positive training significantly decrease recognition of negative words whereas the combination of interventions has no effect. c) reaction time to classify negative vs. positive self-referential words. A trend towards a negative interference pattern is seen, with each intervention administered singly reducing the relative reaction time difference between negative and positive words whereas the combination of interventions again has very little effect. All graphs display mean (SEM). * = p < 0.05, ^ = p < 0.1.

5.3.3.3. Emotional face categorisation

There were no emotion specific effects of either treatment [training; $F(5,290) = 1.7$, $p = 0.14$. Medication; $F(5,290) = 0.26$, $p = 0.94$] or their interaction [$F(5,290) = 0.8$, $p = 0.55$] on accuracy when categorising the emotional faces (Table 5.4).

5.3.3.4. Are the categorisation and memory effects related?

The similarity between the interference effects found in the emotional recognition and words categorisation tasks suggests that these effects may be linked. Indeed, the word categorisation task may be considered the encoding phase of the memory task, as the latter
tests whether participants can recognise the words presented in the former. Consistent with this hypothesis, a significant correlation was found between the reaction time difference scores on the categorisation task (NB RT for negative words – RT for positive words) and memory for the negative words \( r(62) = 0.31, p = 0.01 \) and more specifically between reaction time for the negative words and subsequent memory for the same words \( r(62) = 0.32, p = 0.01 \), see Figure 5.4]. Thus the longer the participant took to categorise the negative words, the more likely they were to recognise them.

5.3.4. Did the interventions alter baseline measures of mood or anxiety?
Consistent with the assumption that the interventions do not act to directly alter mood or anxiety, there was no effect of either intervention or their interaction on change in any of the baseline measures listed in Table 5. [all \( p > 0.14 \)].

5.3.5. Did the interventions alter emotional reactivity to external stressors?
5.3.5.1. Mood induction task
The increase in depressive mood caused by the mood induction procedure was assessed using the negative-PANAS scale which was administered both before and after participants completed the mood induction (Table 5.5). This revealed a protective effect of citalopram, with participants who had taken citalopram experiencing a significantly smaller increase in negative mood than those who had received placebo [main effect of medication; \( F(1,57) = 6.0, p = 0.02 \)]. In contrast there was no effect of attentional bias training [main effect of training; \( F(1,57) = 1.0, p = 0.31 \)] and no interaction between the interventions [\( F(1,57) = 0.58, p = 0.45 \)]. Post hoc analyses of the significant medication effect revealed that there were no differences in negative mood between the groups receiving placebo and those receiving citalopram before the mood induction [(placebo_neutral + placebo_positive) vs. (citalopram_neutral + citalopram_positive); \( t(60) = 0.89, p = 0.38 \)] but those receiving citalopram reported lower levels of negative affect following the procedure [(placebo_neutral + placebo_positive) vs. (citalopram_neutral + citalopram_positive); \( t(60) = 2.2, p = 0.03 \)].

Similarly, across the procedure, participants receiving placebo reported a significant increase in negative symptoms [paired t-test, (placebo_neutral + placebo_positive); \( t(30) = 3.2, p = 0.004 \)], whereas those who received citalopram did not [paired t-test, (citalopram_neutral + citalopram_positive); \( t(30) = 0.26, p = 0.8 \)]. Analysis of anxiety symptoms using the state-STAI revealed a general increase in anxiety across all participants [\( F(1,57) = 7, p = 0.01 \)], with no effect of either treatment [main effect of training; \( F(1,57) = 0.5, p = 0.80 \), main effect of medication; \( F(1,57) = 1.2, p = 0.29 \)] or their interaction [\( F(1,57) = 0.04, p = 0.85 \)].

5.3.5.2. Social failure task
The failure task caused an increase in negative affect (Table 5.5) as assessed using the negative-PANAS across all participants [\( F(1,57) = 11.4, p = 0.001 \)]. This was modified by a trend level tendency for positive attentional training to protect against the increase of
negative mood [main effect of training; $F(1,57) = 3.9, p = 0.054$] with no effect of medication [main effect of medication; $F(1,57) = 1.15, p = 0.29$] or of the treatment interaction [$F(1,57) = 0.02, p = 0.89$]. Additionally the baseline measure of mood which, as described above, differed significantly between the medication groups, showed an inverse relationship to mood change [$F(1,57) = 11.4, p = 0.001$] such that the higher the level of pre-task negative symptoms, the smaller the increase in those symptoms. Continuing to control for this baseline difference, there was a significant increase in negative symptoms across the task for those participants who received neutral training [change in negative-PANAS in (placebo_neutral + citalopram_neutral) controlling for initial score; $F(1,28) = 5.8, p = 0.02$] whereas there was a small but significant reduction in negative affect for the positive training group [change in negative-PANAS in (placebo_positive + citalopram_positive) controlling for initial score; $F(1,28) = 6.1, p = 0.02$]. Similarly there was a trend towards the positive training group reporting lower negative affect after the task [(placebo_neutral + citalopram_neutral) vs. (placebo_positive + citalopram_positive) controlling for initial score; $F(1,57) = 3.9, p = 0.054$] (NB a controlled assessment of the pre-task scores is not possible as the same scores are used as the covariate).

The failure task induced a trend towards an increase in anxiety symptoms, as measured by the state-STAI, across all participants [$F(1,57) = 3.0, p = 0.09$] with no effect of either treatment [main effect of training; $F(1,57) = 0.01, p = 0.93$. main effect of medication; $F(1,57) = 0.58, p = 0.45$] or their interaction [$F(1,57) = 0.05, p = 0.82$] on this.

5.3.5.3. Are the protective effects of the interventions specific to a particular form of emotional challenge?
The analysis reported above indicates that citalopram was protective during the mood induction procedure but not the social failure task whereas positive bias training tended to have the opposite pattern of efficacy. In order to test whether there was statistical evidence for this specificity a repeated measures ANOVA was performed on the changes in the negative-PANAS scores for both tasks. A single within subject factor of type of emotional challenge was included (mood induction task, social failure task) as were the between subject factors of medication and training groups (NB it was not possible to control this analysis for both baseline measures as the change score over the mood induction task is equivalent to the difference between these baseline measures). This analysis revealed a significant task x medication interaction \( F(1,58) = 7.6, p = 0.008 \) and a trend towards a task x training interaction \( F(1,58) = 3.3, p = 0.075 \) indicating that the effects of medication were specific to the mood induction procedure whereas training tended to specifically influence mood across the social failure task.

5.3.6. Are the cognitive effects of the interventions related to their effects on emotional reactivity?

Cognitive models of treatment effects in the emotional disorders (Harmer 2008) suggest that altering the processing of emotional information should causally impact on the emotional experience of patients. This would predict that, within an active treatment group, the cognitive effects of an intervention should correlate with its effect on emotional reactivity. Consistent with this a significant positive correlation within the citalopram treated participants was found between the number of negative words recognised during the memory task and the subsequent increase in the negative-PANAS score induced by the mood induction \( r(31) = 0.44, p = 0.01 \). There was no correlation between memory task scores and
response to the social failure task \[ r(31) = -0.01, p = 0.94 \] and the positive attentional bias training group showed no correlation for either of the two challenge tasks [mood induction; \( r(31) = -0.29, p = 0.88 \), social failure task; \( r(31) = -0.01, p = 0.94 \)].

5.4. Discussion

The current study is the first to explore the interaction between attentional bias training and an antidepressant medication, citalopram, on both cognitive function and emotional reactivity to external challenge. Concurrent administration of the active interventions was found to produce an interference effect on a measure of emotional memory with a similar effect being found at a trend level during the encoding of the same words. However, assessment of emotional reactivity to external challenge did not reveal interference effects, in this case there was evidence for selective effects of the interventions in response to different forms of challenge; whereas citalopram protected participants against the negative mood induced by the mood induction procedure, positive attentional training tended to protect against worsening mood induced by a social failure task.

5.4.1. The effects of the interventions on emotional memory and interpretation

The finding that the citalopram_neutral group recognised fewer negative words than the placebo_neutral group is consistent with the previously reported positive effect of citalopram on emotional memory (Harmer, Shelley et al. 2004). The current study demonstrates that this cognitive effect is not specific to antidepressant medication however, as positive attentional bias training was found to have a similar effect in the same task. The importance of these findings is that they suggest that the emotional memory task may be used to assess the combination of drug and cognitive interventions within a single participant. Given this, the reduced memory effect demonstrated in the combined intervention group suggests that,
although the gross effects of each intervention in clinical populations appears similar (see Chapter One), they combine destructively at a cognitive level. In the introduction, the generally disappointing results from clinical meta-analyses of combination antidepressant and psychotherapy treatments (Foa, Franklin et al. 2002; Pampallona, Bollini et al. 2004; Cuijpers, van Straten et al. 2009) was reviewed. If it is assumed that attentional bias training mimics one facet of more complex psychotherapies (see Chapter One) then the results from the memory task raises the possibility that the poor performance of combination treatments may, at least in part, result from interference between cognitive and pharmacological interventions at the cognitive level.

The trend towards a similar pattern of interference in the categorisation task provides evidence on the component processes of the memory effect described above. Specifically, this finding suggests that the memory effect may be due to the influence of the interventions during encoding, a proposal supported by the positive correlation between reaction time during categorisation and the subsequent number of negative words recognised. A tempting interpretation of these results is that the time spent encoding provides a Stroop-like index of the attentional allocation to the stimuli; in other words the interventions influenced the attentional resources participants deployed to the positive vs. negative words, with increased allocation of attention allocated to the word being associated with an increased reaction time when categorising the word. If true, this would suggest that the observed memory effect arises as a direct consequence of the attentional effects of the interventions. However, this conclusion would seem to be at odds with the results from the visual-probe tasks, which directly assess the deployment of attention. In these tasks attentional bias training was found to influence attention to novel faces, whereas medication did not influence this measure and
neither treatment altered attentional bias to words. The lack of a medication effect on these measures was surprising given that a number of previous studies have demonstrated a relatively positive attentional effect of citalopram (Browning, Reid et al. 2007; Murphy, Yiend et al. 2009). The most obvious reason for the failure to replicate these results is that the training procedure completed by all participants in the current study involved repeated administration of a version of the visual-probe task and thus, by the time the effects of medication were assessed, repeated practice of the visual-probe procedure may have reduced the sensitivity of the tasks to detect the influence of the medication. This difficulty may be circumvented in future work by including an alternative assessment of attention (e.g. using a Stroop type task; Williams, Mathews et al. 1996) which participants had not practised.

The lack of effect of either intervention on the words visual-probe task is similar to the finding from Chapter Two in which a single episode of face training did not alter attention to words. It is difficult to argue that the training intervention in the current study was not effective or did not generalise, as it influenced performance on a measure of a distinct cognitive system, emotional memory (for word stimuli). Thus it may be that the difficulty in demonstrating attentional effects with word stimuli was due to the words themselves being less emotionally potent than pictures of faces (a similar suggestion is made by Mogg and Bradley 1998) and therefore less able to influence reaction time during completion of the visual-probe task.

Interestingly, while generalisation from faces to words was not demonstrated, there was evidence of generalisation of the training effect across stimulus duration (c.f. Chapter Two) as the training task itself presented stimuli for 500 and 1000 ms whereas the influence of training was found across both these durations and when stimuli were presented for 100 ms.
This is consistent with the proposal in Chapter Two that repeated training would lead to a more generalised attentional effect.

In summary, performance on the emotional memory task was sensitive to the individual effects of both antidepressant medication and attentional bias training. Combining the interventions was found to erode their individual effects. The influence of the interventions on memory function may have arisen consequent to their attentional effects, a proposal which may be tested in future studies using convergent measures of attentional deployment.

5.4.2. The effects of the interventions on emotional reactivity to external challenge
In contrast to the interference between the interventions found in the emotional memory task, the results from the emotional challenge tasks suggested that the interventions displayed distinct protective effects when participants were faced with challenging situations. Interestingly the effects of the interventions were not simply independent; in other words, there was no evidence of non-interacting treatment effects on a single outcome measure. Rather, the different interventions appeared to be specifically beneficial in response to particular forms of external challenge. Citalopram reduced the negative response to the mood induction procedure but had no effect on the social failure task whereas positive attentional bias training tended to be protective across the social failure task without influencing the response to mood induction.

The finding that positive attentional bias training tended to protect against the negative affect induced by social failure is consistent with previous studies which have demonstrated a similar effect using a range of training tasks (MacLeod, Rutherford et al. 2002; Watkins, Moberly et al. 2008; Amir, Beard et al. 2009; Krebs, Hirsch et al. 2010). The observation that
citalopram protects against the effect of negative mood induction is novel. While previous studies do suggest that serotonergic manipulation may influence mood; for example, tryptophan depletion has been reported to increase negative mood in previously depressed patients (Smith, Fairburn et al. 1997), there has been no previous demonstration of a treatment-like protective effect of antidepressant medication on evoked mood.

It is not obvious why the protection afforded by the different interventions appeared to be specific to particular forms of external challenge. One possible explanation may be found in the very different nature of the two challenge tasks; the mood induction procedure encourages a generally negative affect by playing negative music and asking participants to simply read negative statements whereas the social failure task invokes a more complex response by setting up a tendency for participants to perform worse than they anticipate in a social situation. It may be, therefore, that citalopram protects against the type of non-specific negative experience evoked by the mood induction procedure, conceivably by altering the function of amygdala based circuitry (see Chapter One) in such situations whereas the positive attentional bias training is effective at reducing more nuanced reactions to complex situations, consistent with its influence on frontal function (Chapter Three). Regardless of the mechanisms underlying this specificity, the current results raise the intriguing clinical possibility that the treatment efficacy of pharmacological and cognitive interventions may be partly determined by the type of ongoing stressors experienced by patients.

5.4.3. Are the cognitive and emotional findings linked?
The rationale for the current study was based on cognitive models of the emotional disorders (Mathews and MacLeod 2005) and their treatments (Harmer 2008) which suggest that alteration in the processing of emotional information mediates the efficacy of the treatments.
In the context of the current study these models predict that the cognitive and emotional effects of the interventions should be correlated. The evidence in support of these predictions is somewhat mixed. Thus, while the finding of a positive correlation in the citalopram group, between the number of negative words recognised and the subsequent increase in negative affect induced by the mood induction, are consistent with the cognitive effects of the drug mediating its effect on mood, other results are more difficult to explain. In particular, a clear interference effect was found on the memory task with no evidence of interference on the emotional reactivity of participants. This discrepancy, when considered together with the effects of the interventions on specific external stressors discussed above, suggests that environmental factors may modify the expression of the cognitive biases induced by treatment interventions. Future modifications of the cognitive model of treatment mechanisms may therefore benefit from incorporating the effects of such treatment x environment interactions.

5.4.4. Limitations
A number of limitations to the current study must be considered. Firstly, it is not clear that mood induction effects in non-clinical populations can be straightforwardly extrapolated to clinical groups (Polivy and Doyle 1980). It would therefore be helpful to assess the effect of treatment interactions in further studies of clinical groups. Secondly, the current study has not replicated all the effects of citalopram reported in previous studies. In particular, the emotional face categorisation task has previously been found to be influenced by the medication (Harmer, Bhagwagar et al. 2003; Harmer, Shelley et al. 2004; Browning, Reid et al. 2007), although no effects were found in the current study. The reason for this
inconsistency is unclear, although it is possible that participants’ response to the facial expressions were altered by the repeated exposure to facial stimuli during the training task.

5.4.5. Alternative treatment combinations
From a pragmatic perspective the current study has clearly been unable to demonstrate any evidence for what would have been the most promising clinical finding; a positive interaction between treatments. Given this it would be interesting to deploy the factorial design of the current study, which is particularly powerful when investigating treatment interactions, to other combinations of pharmaco and psychotherapies. For example, there is some evidence that D-Cycloserine is able to improve outcome in exposure based psychotherapies (Kushner, Kim et al. 2007; Storch, Merlo et al. 2007; Norberg, Krystal et al. 2008; Wilhelm, Buhlmann et al. 2008) suggesting that this pharmacotherapy may improve learning in other forms of psychotherapy such as attentional bias training. Alternatively, antidepressant medication may interact more constructively with alternative cognitive interventions, such as interpretative bias training (Mathews and MacLeod 2002; Blackwell and Holmes 2010) which encourages a more explicit bias alteration than that used in the current study.

5.4.6. Conclusion
Having investigated the mechanisms underlying attentional bias training in previous chapters, the current study explored the clinically relevant question of how this intervention interacts with a serotonergic antidepressant medication. The results indicate that the two forms of treatment interacted destructively on measures of cognitive function while producing distinct effects on emotional reactivity. In the following chapter a second clinically relevant question is addressed; do patients with bipolar disorder display attentional biases to emotional information and can attentional function in this clinical group be altered by training?
Chapter 6

Attentional Bias and its Modification in Patients with Bipolar Disorder

6.1. Introduction

In previous chapters the neural and behavioural effects of attentional bias training have been investigated in non-clinical populations. In the final data chapter of this thesis the behavioural effects of a single session of attentional bias training are assessed in a group of patients with a serious mental illness; bipolar disorder.

While the diagnosis of bipolar disorder requires episodes of raised mood (mania or hypomania) and is generally associated with episodes of depression (APA 1994), a range of other symptoms are commonly associated with the diagnosis. A striking example of this is the finding that anxiety disorders occur particularly frequently in patients with bipolar disorder, with the lifetime prevalence of any anxiety disorder having being estimated to be as high as 92% (Kessler 1999; McIntyre, Soczynska et al. 2006). Furthermore, the presence of a comorbid anxiety disorder is associated with a greater severity of bipolar illness, greater functional impairment and, in particular, with increased suicidality (Simon, Otto et al. 2004; McIntyre, Soczynska et al. 2006; Otto, Simon et al. 2006; Simon, Zalta et al. 2007). Importantly, the anxiety symptoms experienced by patients with bipolar disorder may often present outside the episodes of mania or depression (McIntyre, Soczynska et al. 2006) and thus, in theory, may be amenable to treatment when patients are “euthymic”. Overall, these
results suggest that the reduction of anxiety may be a reasonable target for treatment in bipolar disorder. Such observations motivate the current study which provides an initial assessment of the utility of attentional bias training, which has previously been shown to reduce anxiety in other clinical groups (Amir, Beard et al. 2009; Amir, Beard et al. 2009; Schmidt, Richey et al. 2009).

Bipolar disorder has been repeatedly shown to be associated with neuropsychological deficits across a range of cognitive tests (Robinson, Thompson et al. 2006; Torres, Boudreau et al. 2007), with executive function, sustained attention and verbal memory appearing to be particularly affected (Clark and Sahakian 2006). In contrast, the evidence for varieties of emotional bias has been inconsistent. Considering specifically attention to emotional information, studies using the emotional Stroop task have tended to find either interference with the naming of depression relevant words, indicating attentional bias towards negative information (Bentall and Thompson 1990; French, Richards et al. 1996; Lyon, Startup et al. 1999; NB the first two studies recruited non-clinical, analogue populations), or simply a generalised slowing in response (Kerr, Scott et al. 2005). Studies utilising the visual-probe task have reported both a general avoidance of emotional words (Jongen, Smulders et al. 2007) and a bias towards threatening faces in children with dual diagnoses of bipolar disorder and an anxiety disorder (Brotman, Rich et al. 2007). Thus while there is some evidence for disturbance of attentional deployment to emotional stimuli in bipolar disorder the nature of the disturbance is not clear. One possible explanation for these inconsistent findings is provided by the study by Brotman and colleagues (2007) which reported a threat related attentional bias in bipolar children, but only when there was a comorbid anxiety disorder. These findings suggest that negative attentional bias in bipolar disorder may be associated
with the levels of anxiety experienced by patients rather than being a fundamental component of the illness itself. As the majority of previous studies have examined attentional bias towards “mania relevant” or “depression relevant” stimuli rather than the threatening stimuli which evoke attentional bias in anxious participants (see Chapter One), this anxiety-linked attentional bias may have been missed. The initial aim of the current study is therefore to assesses whether adult patients with bipolar disorder, when compared to healthy controls, display a similar attentional bias to that found in the anxiety disorders; that is, a bias towards briefly presented, threatening information, and whether attentional function is influenced by the levels of anxiety of the patients.

To date little work has examined treatment strategies specifically aimed at improving anxiety symptoms in bipolar disorder (McIntyre and Keck 2006; Kauer-Sant'Anna, Kapczinski et al. 2009). Treatment decisions are further complicated by concerns that antidepressant medication, a mainstay of the treatment of primary anxiety disorders (NICE 2007), may induce mania in bipolar patients (Keck, Strawn et al. 2006) and by the generally poor performance of psychotherapy in patients with the disorder (Colom, Vieta et al. 2003; Miklowitz, George et al. 2003; Lam, Hayward et al. 2005; Scott, Paykel et al. 2006; Lynch, Laws et al. 2010). Accordingly, the second aim of the current study was to provide an initial assessment of the effects of attentional bias training on a sample of patients with bipolar disorder. This was achieved by randomly assigning patients to either a single session of positive or neutral attentional bias training and then assessing the effects of training on both attentional function and, as in Chapter Five, emotional reactivity to external challenge.

Based on the epidemiological evidence linking anxiety to bipolar disorder it was predicted that patients with bipolar disorder would report greater levels of anxiety symptoms than non-
clinical controls. It was also predicted that attentional bias towards negative stimuli would be increased in the bipolar group when compared to the non-clinical controls, particularly those with a comorbid anxiety disorder. Lastly it was predicted that positive attentional bias training would decrease attentional bias to threat and would reduce the negative emotional reactivity to an external emotional challenge.

6.2. Methods

6.2.1. Overview of study
The study consists of two phases (see Figure 6.1); an initial case-control phase in which the baseline attentional biases of a group of patients with bipolar disorder was compared to a group of healthy controls which had been matched to the patient group in terms of average age, gender and years of education. This was followed by a second, randomised phase, in which the group of patients were randomly assigned to either a positive or neutral attentional bias training regime. Attentional bias to both words and faces presented for 100 ms and 500 ms was assessed at baseline. Following training attentional bias was reassessed to words and faces at 500 ms and emotional reactivity to an external emotional challenge was assessed. The order of testing (words vs. faces and 100 ms vs. 500 ms) was counterbalanced between participants. A booster session of training was completed between the two post training assessment tasks with a second booster session being completed before the emotional challenge task.
6.2.2. Participants

6.2.2.1. Patient group

A total of 25 patients with a diagnosis of either bipolar I or II were recruited via liaison with local psychiatric teams. Patients were provided information on the study by their psychiatric teams if they were older than 18, were not taking regular hypnotic medication [atypical antipsychotic medications, which are commonly used as a treatment in bipolar disorder (NICE 2006), were permitted], were not sufficiently unwell to warrant in-patient or day patient care and were judged by their clinical team to be able to complete a single, two hour, assessment. Patients who met these criteria were invited to attend the Department of Psychiatry for a
single session which included a clinical assessment and completion of the testing and training tasks. During the clinical assessment the Structured Clinical Interview for the DSM-IV (SCID; Spitzer, Williams et al. 2002) was completed to confirm the diagnosis of bipolar disorder (the diagnosis was confirmed in all patients) and to screen for comorbid axis I diagnoses. One patient who was recruited and randomised was unable to complete the study due to eyesight problems resulting in data being available for 24 patients.

6.2.2.2. Control group
Participants in the control group (n=21) were recruited via advertisement in the local community. Participants were screened to exclude any current or previous axis I or alcohol misuse disorder using the SCID. Participants were also excluded if they were taking any psychoactive medication (other than hormonal contraceptives) or if they had any familiarity with the tasks or stimuli used during the study. Control participants were also selected on the basis of their age, gender and years of education to ensure that these variables were matched to the bipolar patients at a group level.

6.2.3. Questionnaire assessment
6.2.3.1. Self assessment measures
All participants completed initial self report measures of trait mood (Beck Depression Inventory [BDI]; Beck, Ward et al. 1961), anxiety symptoms (trait subscale of the State-Trait anxiety Inventory [trait-STAI]; Spielberger, Gorsuch et al. 1983), as well as state measures of affect (Positive and Negative Affect Scale [PANAS]; Watson, Clark et al. 1988) and anxiety (state subscale of the STAI [state-STAI]). The state measures were repeated before and after the external stressor task. These were supplemented by a commonly used subjective measure of attentional control (Attentional Control Scale [ACS]; Derryberry and Reed 2002) which
assesses the frequency of 20 different everyday situations which index lapses in attentional control (e.g. “It’s very hard for me to concentrate on a difficult task when there are noises around”). Each situation is rated 0-4 with a lower mark indexing more frequent attentional lapses (min 20, max 80). Participants were also asked to complete a standardised measure of previous suicidality (Beck Scale for Suicide ideation, worst ever [BSS-we]; Beck, Brown et al. 1997) which assess 19 different markers of the severity of suicidal intent (e.g. degree of preparation for suicide attempt) during the period of time identified by the participant as being “the most depressed I have ever been”. Each marker is scored 0-2 with the total score providing an index of suicidal severity (min 0, max 38).

6.2.3.2. Clinician assessment measures
Standard and well validated observer ratings of depressive (Hamilton Depression Rating Scale [HAM-D]; Hamilton 1960) and manic (Young Mania Rating Scale [YMRS]; Young, Biggs et al. 1978) symptoms were taken for the patient group during the clinical assessment. The HAM-D assesses the severity of 14 different subjective depressive symptoms over the previous 7 days as well as 3 objective measures assessed during the interview itself. Each item is scored and the total score calculated, a lower number indicates lower levels of depressive symptoms (min 0, max 52). The YMRS assesses the subjective and objective extent of 11 symptoms of mania. The total score reflects the severity of manic symptoms with a lower score indicating fewer symptoms (min 0, max 60).

6.2.4. Attentional bias training
Attentional bias training was achieved using a word based visual-probe which was largely similar to that employed in Chapter Two. This involved the presentation of word pairs consisting of negative and neutral words for 500 ms. The specific word pairs presented in the
training task included both the negative-neutral pairs used in Chapter Two (taken from; MacLeod, Rutherford et al. 2002) as well as 124 extra negative-neutral word pairs which were drawn from a range of published sources (Hope, Rapee et al. 1990; Mattia, Heimberg et al. 1993; Asmundson and Stein 1994; Boyer, Compas et al. 2006; Munafo, Hayward et al. 2006; Murphy 2007). The rationale for expanding the number of word pairs used was that the original set of words contained predominantly physically rather than socially threatening negative words. Previous work has demonstrated that attentional biases in clinical disorders tend to be more evident when the stimuli used in the assessment tasks are tailored to the specific concerns of the patient group (Mathews and MacLeod 1985; Becker, Rinck et al. 2001). It was expected that socially threatening stimuli would be more closely linked to anxiety than physically threatening stimuli for patients with bipolar disorder as they are more likely to describe the previous negative emotional experiences commonly encountered by patients (e.g. “die” is an example of a physically threatening word whereas “cry” is an example of a socially threatening word). As it was expected that a clinical group would find extended training more difficult to complete, a shorter training paradigm with two booster sessions was administered; the initial training consisted of 220 trials with a single rest session, booster sessions contained 110 trials with no rest session (in Chapter Two the initial session consisted of 576 trials and the single booster session consisted of 144 trials). Lastly, as the current study focussed on the possible therapeutic potential of training, the two training conditions used were; a positive training regime (probes always replace the neutral word) and a neutral regime (probes randomly replace either word; see Chapter Five). Word pairs were divided into two sets with one set being used for all training sessions and the other set being used for the testing sessions.
6.2.5. Assessment of attentional bias

6.2.5.1. Word visual-probe
The word visual-probe presented the set of word stimuli not used in training. Baseline assessment included a block of 48 trials in which the stimuli were presented for 100 ms and a block in which they were presented for 500 ms. These relatively brief durations were selected as they have previously been associated with symptoms of anxiety (see Chapter One). After training attention was assessed at 500 ms only (NB the same presentation time as training) in order to reduce the duration of the testing session.

6.2.5.2. Face visual-probe
Face stimuli from a range of sources (Ekman and Friesen 1976; Lundqvist, Flykt et al. 1998; Tottenham, Tanaka et al. 2009) displaying neutral faces were paired with faces displaying either anger or fearful faces. Images subtended a vertical visual angle of ≈11° and were separated by ≈3.5°. The timings and number of trials used in the face visual-probe task were identical to those used in the word task.

6.2.6. Emotional challenge task
The emotional challenge task used was the social failure task described in Chapter Five. The selection of this task was again motivated by the predication that anxiety in bipolar disorder would be closely linked to the socially threatening dimension of situations (see Section 6.2.4). During the task participants are required to identify a fourth word which is semantically linked to three other words which are presented on the screen. They are informed that the task measures “creative intelligence” and, following the task, their responses are marked and their overall score is fed back to them by the experimenter. The task is extremely difficult resulting in participants performing more poorly than expected and
causing a reliable increase in negative emotions (McFarlin and Blascovich 1984; Moberly and Watkins 2006). Importantly, the increase in negative symptoms experienced by non-clinical participants in response to this task was found to be influenced, at a trend level, by attentional bias training in Chapter Five. State measures of mood (negative-PANAS) and anxiety (state-STAI) were collected before and after completion of the task.

6.2.7. Statistical analysis
Chi-squared or t-tests were used to assess baseline demographic differences between groups. Consistent with previous chapters, median reaction times of accurate trials were used in the analyses. These were then entered into mixed model ANOVAs to test both baseline differences and the effects of training within the patient group. For the baseline assessment a between subject factor of clinical status (non-clinical control, patient) and a within subject factors of stimuli duration (100 ms, 500 ms) and probe location (probe replaces negative stimuli, probe replaces neutral stimuli) was used. The effect of anxiety on baseline biases was assessed both by restricting the analysis to clinical participants with a comorbid anxiety disorder (Brotman, Rich et al. 2007) and by correlating vigilance scores with subjective anxiety symptoms (measured using the trait-STAI) in the clinical group. In order to assess the effects of training, a mixed model ANOVA with a between subject factor of attentional training group (positive training, neutral training) and within subject factors of time (before training, after training) and probe location (probe replaces negative stimuli, probe replaces neutral stimuli) was used. Changes in self report mood and anxiety across the challenge task were assessed in the same fashion as Chapter Five; the difference scores for the relevant measure were entered into a univariate ANCOVA which included training group (positive,
neutral) as a between subject factor and the baseline mood or anxiety score entered as a covariate.

A supplementary analysis of the data was performed to assess the influence of medication status in the patient group. A “medication load” score was calculated for each participant following the procedure outlined by Almeida and colleagues (Almeida, Versace et al. 2010). The score is derived by assigning a value (0=absent, 1=low dose, 2=high dose) to each psychotropic medication a patient is taking, with the total score for the patient reflecting their overall “medication load”. The medication load score was correlated against baseline questionnaire and vigilance scores for the patient group and added as a covariate when analysing the effects of training. As in Chapter Two, the vigilance score was calculated for the visual probe tasks such that a more positive value indicated greater attentional bias towards the threatening stimuli.

6.3. Results

6.3.1. Demographic data and baseline anxiety
Table 6.1 displays the baseline demographic and questionnaire measurements from all groups. As predicted, the patient group reported significantly more anxious and depressive symptoms than the control group. Further, mean scores of the self report scales of trait anxiety (trait-STAI), depression (BDI) and previous suicidality (BSS-we) as well as the clinical rating of depressive (HAM-D) and manic (YMRS) symptoms were comparable with previous studies of euthymic bipolar patients (Clark, Iversen et al. 2002; Jones, Scott et al. 2005; Simon, Zalta et al. 2007; Chandler, Wakeley et al. 2009). Interestingly, the patient group reported significantly lower levels of attentional control (ACS), a previously
unreported subjective effect. A significant negative correlation was found between trait anxiety (trait-STAI) and attentional control (ACS) in the patient group [$r(24) = -0.53, p = 0.008$] suggesting that the increased levels of anxiety found in the patient group may be partially attributable to difficulties in attentional control (Eysenck, Derakshan et al. 2007).

None of the baseline variables were significantly correlated with medication load within the patient group [all $p > 0.28$].

The randomisation procedure within the patient group was largely successful in that the positive and neutral training groups were well matched for most baseline characteristics. The single exception to this was for years of education which was greater for the positive than neutral training group.

6.3.2. Patient characteristics

The symptomatology and medication status of the patient group are summarised in Table 6.2. As can be seen, the majority of patients had a diagnosis of Bipolar I disorder, there was a high rate of comorbidity and the majority of patients were medicated. 15 of the 24 patients (62%) had a comorbid anxiety disorder.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Patient groups</th>
<th>$p$ value for difference between training groups</th>
<th>Control group (n=21)</th>
<th>$p$ value for difference between control and patient groups</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive Training (n=12)</td>
<td>Neutral Training (n=12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>40 (13.4)</td>
<td>37.3 (14.8)</td>
<td>0.65</td>
<td>33.8 (11.3)</td>
</tr>
<tr>
<td>Gender</td>
<td>6:6</td>
<td>6:6</td>
<td>1.0</td>
<td>11:10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td></td>
<td>16.1</td>
<td>13.5</td>
<td>0.04</td>
<td>15.6</td>
</tr>
<tr>
<td>Years of education</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAM-D</td>
<td>5.8</td>
<td>4.4</td>
<td>0.44</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>YMRS</td>
<td>2.2</td>
<td>2.5</td>
<td>0.76</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BDI</td>
<td>13.3</td>
<td>11.8</td>
<td>0.68</td>
<td>4.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>trait-STAI</td>
<td>47</td>
<td>47.5</td>
<td>0.94</td>
<td>32.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACS</td>
<td>46.9</td>
<td>49.9</td>
<td>0.44</td>
<td>59.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BSS-we</td>
<td>14.1</td>
<td>14.7</td>
<td>0.91</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pos-PANAS</td>
<td>29.3</td>
<td>29.9</td>
<td>0.86</td>
<td>34.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>neg-PANAS</td>
<td>14.2</td>
<td>12.2</td>
<td>0.25</td>
<td>11.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>state-STAI</td>
<td>35.5</td>
<td>33.6</td>
<td>0.59</td>
<td>28.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

HAM-D= Hamilton Depression Rating Scale; YMRS=Young Mania Rating Scale; BDI=Beck Depression Inventory; STAI=State-Trait Anxiety Inventory; ACS=Attentional Control Scale; BSS-we=Beck Scale for Suicide Ideation- worst ever; PANAS=Positive and Negative Affect Scale.
### Table 6.2: Clinical summary of patients

<table>
<thead>
<tr>
<th>Number</th>
<th>Gender</th>
<th>Age</th>
<th>Bipolar Diagnosis (Bipolar I or II)a</th>
<th>HAM-D</th>
<th>YMRS</th>
<th>Time (years) and type of last mood episode</th>
<th>Comorbid Diagnosis</th>
<th>Psychotropic Medication (total daily dose)</th>
<th>Medication Loadb</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>M</td>
<td>63</td>
<td>I</td>
<td>0</td>
<td>1</td>
<td>2.5 Mania</td>
<td>Nil</td>
<td>Carbamazepine 800mg</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>F</td>
<td>44</td>
<td>I</td>
<td>8</td>
<td>2</td>
<td>9 Depression</td>
<td>Panic disorder and agoraphobia</td>
<td>Lithium 200mg. Valproate 125mg</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>F</td>
<td>53</td>
<td>II</td>
<td>2</td>
<td>0</td>
<td>3 Depression</td>
<td>Social phobia</td>
<td>Sertraline 200mg. Amisulpiride 50mg</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>M</td>
<td>46</td>
<td>I</td>
<td>1</td>
<td>1</td>
<td>0.17 Mania</td>
<td>Nil</td>
<td>Carbamazepine 1000mg. Risperidone 1mg. Lamotrigine 1000mg</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>F</td>
<td>60</td>
<td>II</td>
<td>9</td>
<td>0</td>
<td>1 Depression</td>
<td>Nil</td>
<td>Nil</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>M</td>
<td>40</td>
<td>II</td>
<td>12</td>
<td>1</td>
<td>8 Depression</td>
<td>Hypochondrias</td>
<td>Valproate 1.5g. Lamotrigine 300mg. Citalopram 30mg</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>M</td>
<td>27</td>
<td>I</td>
<td>0</td>
<td>0</td>
<td>3 Depression</td>
<td>Harmful drug use (previous)</td>
<td>Lithium 400mg. Melatonin 6mg. Risperidone 4mg. Valproate 750mg</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>M</td>
<td>37</td>
<td>I</td>
<td>5</td>
<td>1</td>
<td>2 Depression</td>
<td>Generalised anxiety disorder. Drug dependency (currently in remission)</td>
<td>Valproate 1000mg</td>
<td>2</td>
</tr>
<tr>
<td>No.</td>
<td>Sex</td>
<td>Age</td>
<td>Marital Status</td>
<td>Employment Status</td>
<td>Hypomania</td>
<td>Bulimia</td>
<td>Depression</td>
<td>Other Disorders</td>
<td>Medications</td>
</tr>
<tr>
<td>-----</td>
<td>------</td>
<td>-----</td>
<td>----------------</td>
<td>-------------------</td>
<td>-----------</td>
<td>---------</td>
<td>------------</td>
<td>----------------</td>
<td>-------------</td>
</tr>
<tr>
<td>10</td>
<td>F</td>
<td>21</td>
<td>I</td>
<td>2</td>
<td>0.25</td>
<td>Nil</td>
<td>Depression</td>
<td>Panic disorder without agoraphobia. Harmful alcohol use (current)</td>
<td>Valproate 300mg</td>
</tr>
<tr>
<td>11</td>
<td>M</td>
<td>44</td>
<td>I</td>
<td>15</td>
<td>0.75</td>
<td>Generalised anxiety disorder</td>
<td>Citalopram 20mg, Valproate 1.2g</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>F</td>
<td>22</td>
<td>I</td>
<td>3</td>
<td>0.17</td>
<td>Mania</td>
<td>Depression</td>
<td>Panic disorder with agoraphobia</td>
<td>Nil</td>
</tr>
<tr>
<td>13</td>
<td>M</td>
<td>32</td>
<td>I</td>
<td>7</td>
<td>0.17</td>
<td>Generalised anxiety disorder</td>
<td>Lithium 1g, Amisulpiride 800mg, Olanzapine 15mg.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>M</td>
<td>51</td>
<td>I</td>
<td>8</td>
<td>0.04</td>
<td>Mania</td>
<td>Nil</td>
<td>Quetiapine 50mg</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>M</td>
<td>39</td>
<td>II</td>
<td>3</td>
<td>1</td>
<td>Depression</td>
<td>Harmful alcohol use (previous)</td>
<td>Quetiapine 300mg, Valproate 500mg</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>F</td>
<td>27</td>
<td>I</td>
<td>2</td>
<td>0.67</td>
<td>Depression</td>
<td>Harmful alcohol use (previous)</td>
<td>Quetiapine 200mg, Lamotrigine (on trial so may not be taking)</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>F</td>
<td>36</td>
<td>I</td>
<td>3</td>
<td>6</td>
<td>Depression</td>
<td>Harmful drug use (previous). Panic disorder with agoraphobia. OCD.</td>
<td>Fluoxetine 20mg, Quetiapine 300mg, Valproate 1.5g</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>M</td>
<td>25</td>
<td>II</td>
<td>12</td>
<td>0.17</td>
<td>Depression</td>
<td>Panic disorder with agoraphobia, OCD, generalised anxiety disorder</td>
<td>Citalopram 10mg</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>M</td>
<td>32</td>
<td>I</td>
<td>1</td>
<td>0.33</td>
<td>Depression</td>
<td>Panic disorder with agoraphobia, OCD, alcohol dependence (currently in remission). Harmful drug use (previous)</td>
<td>Lithium 1.2g, Quetiapine 50mg</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>Gender</td>
<td>Duration</td>
<td>Course</td>
<td>Illness</td>
<td>Medications</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>--------</td>
<td>----------</td>
<td>--------</td>
<td>---------</td>
<td>-------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>F</td>
<td>25</td>
<td>I</td>
<td>11</td>
<td>5</td>
<td>0.67 Mania</td>
<td>Alcohol and drug dependence (currently in remission). Generalised anxiety disorder. Panic disorder with agoraphobia</td>
<td>Nil</td>
<td>0</td>
</tr>
<tr>
<td>21</td>
<td>F</td>
<td>19</td>
<td>I</td>
<td>2</td>
<td>1</td>
<td>0.67 Depression</td>
<td>Panic disorder with agoraphobia. Bulimia.</td>
<td>Aripiprazole 20mg, Fluoxetine 10mg, Lamotrigine 200mg</td>
<td>5</td>
</tr>
<tr>
<td>22</td>
<td>F</td>
<td>53</td>
<td>I</td>
<td>0</td>
<td>0</td>
<td>8 Depression</td>
<td>Anorexia</td>
<td>Olanzapine 1.25mg</td>
<td>1</td>
</tr>
<tr>
<td>23</td>
<td>M</td>
<td>48</td>
<td>I</td>
<td>7</td>
<td>3</td>
<td>1.5 Mania</td>
<td>Panic disorder and agoraphobia</td>
<td>Valproate 1.25g</td>
<td>2</td>
</tr>
<tr>
<td>24</td>
<td>F</td>
<td>63</td>
<td>II</td>
<td>6</td>
<td>3</td>
<td>0.17 Depression</td>
<td>Panic disorder and agoraphobia</td>
<td>Lithium 600mg, Fluoxetine 60mg</td>
<td>3</td>
</tr>
</tbody>
</table>

* Using DSM-IV criteria, a diagnosis of bipolar I disorder requires episodes of mania, which significantly impact on an individual’s functioning whereas a diagnosis of bipolar II disorder is made if episodes of depression occur interspersed with more mild episodes of hypomania. Medication Load provides a summary statistic incorporating the number and relative dosages of psychotropic medication (Almeida, Versace et al. 2010). OCD=Obsessive Compulsive Disorder
6.3.3. Baseline attentional biases

Analysis of the baseline data from the faces visual-probe task (Figure 6.2a and Table 6.3) revealed a significant group x stimulus duration x probe location interaction \[ F(1,43) = 4.6, p = 0.04 \], indicating that the groups displayed different baseline attentional biases to the threatening faces, but that this depended on the duration of stimuli presentation. Analysing the 100 ms and 500 ms trials separately revealed that, while numerically the patient group showed a greater attentional bias towards threat at 500 ms and a smaller bias at 100 ms, neither effect was significant [100 ms; \( F(1,43) = 1.6, p = 0.21 \). 500 ms; \( F(1,43) = 2.4, p = 0.13 \)]. There was no evidence for baseline differences in attentional bias during the words task \[ F(1,43) = 0.48, p = 0.49 \]. These results did not change when analysis was restricted to the subgroup of patients with a comorbid anxiety disorder (c.f.; Brotman, Rich et al. 2007) and, within the patient group, levels of anxiety as measured by the trait subscale of the STAI did not covary with mean attentional bias [all \( p '\) s > 0.26]. However, analysis of both tasks also revealed that the patient group was significantly slower on average when responding than the control group, regardless of the trial type [words; \( F(1,43) = 4.3, p = 0.04 \). faces; \( F(1,43) = 5.5, p = 0.02 \)].

In order to further investigate the influence of the reaction time differences between groups, an index of average reaction time was calculated by taking the average reaction time from all four trial types (see Table 6.3) for each participant, separately for the faces and words tasks. This variable was then used in subsequent analyses of the vigilance scores from the visual probe tasks. Entering this variable as a covariate into the analysis of the faces task did not change the pattern of results reported above, with the exception that the difference between the groups at 100 ms was rendered significant [greater attentional bias to threatening faces in
the control group at 100 ms; $F(1,42) = 7.1, p = 0.01$. Additionally however, across both groups and both stimulus durations, participants’ average reaction time was found to significantly covary with their vigilance towards the threatening faces [$F(1,42) = 8.8, p = 0.005$] such that the longer the average reaction time, the greater the attentional bias to threat at both durations (Figure 6.2b). The relationship between vigilance and average reaction time was independently apparent in the patient group [$r(24) = 0.43, p = 0.04$] and present at a trend level in the control group [$r(21) = 0.40, p = 0.07$]. Adding average reaction time as a covariate for the words task produced no significant changes to the analyses.

Figure 6.2: Data from the faces visual-probe task. a) baseline differences in attentional bias in the patient group (red bars) and control group (blue bars). Although the overall group x stimulus duration interaction was significant, there was no significant effect of group at either 100 ms or 500 ms. Bars represent mean (SEM) of vigilance scores. b) Positive correlation between average reaction time on all trials and the estimated vigilance for threatening faces. Patient group = green circles, control group = blue circles. A regression line (incorporating all participants) has been superimposed.

6.3.4. Effect of training on attentional bias within the patient group

---

4 This unexpected finding, of a trend positive correlation between average reaction time and vigilance score in the control group, prompted a reanalysis of the behavioural data from earlier chapters (Two and Five) to assess whether a similar relationship between these variables was apparent in these studies. However, no significant correlation was found between average reaction time and attentional bias in any of the tasks reported in these studies.
There was no evidence that training altered attentional bias (Table 6.3). This was true when change in bias across training was considered \( F(1,22) = 0.96, p = 0.32 \). faces; \( F(1,22) = 0.87, p = 0.36 \) and when restricting analysis to the post training assessment, as was done in Chapter Two \( t(22) = 0.65, p = 0.52 \). faces; \( t(22) = 1.15, p = 0.26 \]. Adding the number of years of education completed by each participant (NB as described in section 6.3.1 the training groups differed on this measure) or the average reaction time (which did not differ between the groups; \( t(22) = 0.15, p = 0.88 \)) as covariates did not alter these results. The results were also not changed by restricting analyses to those patients with a comorbid anxiety diagnosis.

6.3.5. Effect of training on emotional reactivity within the patient group
The emotional challenge task (Table 6.4) caused an increase in the state-STAI scores \( F(1,21) = 9.7, p = 0.005 \) but not the neg-PANAS \( F(1,21) = 0.1, p = 0.75 \). The training completed did not modify either of these effects [state-STAI; \( F(1,21) = 0.001, p = 0.98 \). neg-PANAS; \( F(1,21) = 0.5, p = 0.48 \)]. Adding years of education or average reaction time as covariates or restricting analyses to patient with comorbid anxiety did not alter these findings.

6.3.6. Effects of medication
The psychotropic medication taken by patients, as measured by the “medication load” (see section 6.2.7), had little effect on any of the outcome measures. Specifically, there was no correlation between medication load and baseline vigilance scores within the patient group for either the words or faces task [all \( p’s > 0.11 \)]. Medication load also did not significantly impact on the effects of training on either the attention tasks [all \( p’s > 0.4 \) or emotional
reactivity [all $p$’s > 0.15]. There was a weak trend for medication load to positively correlate with average reaction time [$r(24) = 0.34, p = 0.1$].
Table 6.3: Raw group reaction time data from visual-probe tasks. All reaction times are displayed as mean (standard deviation) to the nearest ms.

<table>
<thead>
<tr>
<th>Time</th>
<th>Before Training</th>
<th>After Training</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
<td>Positive Training</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>500</td>
</tr>
<tr>
<td>Stimuli Duration (ms)</td>
<td>100</td>
<td>500</td>
</tr>
<tr>
<td>Neutral Words</td>
<td>682 (106)</td>
<td>692 (154)</td>
</tr>
<tr>
<td>Negative Words</td>
<td>699 (100)</td>
<td>699 (154)</td>
</tr>
<tr>
<td>Neutral Faces</td>
<td>656 (132)</td>
<td>638 (115)</td>
</tr>
<tr>
<td>Negative Faces</td>
<td>644 (105)</td>
<td>653 (114)</td>
</tr>
</tbody>
</table>

Table 6.4: Raw group data from the social failure task. Numbers indicate the mean (standard deviation) from the relevant scales.

<table>
<thead>
<tr>
<th>Group</th>
<th>Positive Training</th>
<th>Neutral Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>Before Stressor</td>
<td>After Stressor</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative-PANAS</td>
<td>13.7 (4.0)</td>
<td>19.1 (9.9)</td>
</tr>
<tr>
<td>State-STAI</td>
<td>37.8 (12.1)</td>
<td>47.4 (12.9)</td>
</tr>
</tbody>
</table>

Negative-PANAS = negative subscale of the Positive and Negative Affect Scale. State-STAI = state subscale of the Spielberger State-Trait Anxiety Inventory
6.4. Discussion

In the current chapter attentional function and its malleability were assessed in a group of patients with bipolar disorder. While the predicted baseline differences in anxious symptoms between the patient and control groups were demonstrated, the predicted differences in attentional bias were not. Further, the single session of attention training, completed by the patient group, did not influence either the measures of attentional function or emotional reactivity. Most importantly, however, the current analysis suggested that the estimate of attentional bias derived from the visual-probe task was contaminated by significant average reaction time differences between the clinical and control groups. These results suggest that this commonly used behavioural measure of attentional bias may be unreliable when comparing clinical and control groups which differ on average reaction time.

6.4.1. Baseline attentional bias

As reviewed in the introduction, previous attempts to characterise attentional bias in bipolar disorder have produced mixed results (Bentall and Thompson 1990; Lyon, Startup et al. 1999; Kerr, Scott et al. 2005; Brotman, Rich et al. 2007; Jongen, Smulders et al. 2007). However, while there has been little consistency in the attentional biases reported in bipolar disorder, one finding has been replicated; in all patient studies in which the relevant analysis was reported (Lyon, Startup et al. 1999; Kerr, Scott et al. 2005; Jongen, Smulders et al. 2007) the patient group was found to have a significantly slower average reaction time than the control group. The current study replicates this finding and, additionally, demonstrates that the average time participants took to respond significantly predicted their estimated attentional vigilance to the threatening faces. The critical importance of this finding is that it violates the assumptions underlying the interpretation of the visual probe task. Specifically,
the task estimates the spatial deployment of attention as the relative reaction times of trials in which the probe replaces the emotional stimuli compared to those when it replace the neutral stimuli (i.e. the vigilance score, see Chapter One; MacLeod, Mathews et al. 1986). Relative reaction time scores are used to account for inter-individual differences in gross reaction time which are considered to be unrelated to the spatial deployment of participants’ attention. This assumption predicts that vigilance scores and mean reaction times should be unrelated and is plainly violated by the current results where the two measures were found to strongly covary. While it is possible to statistically control for differences in average reaction time, as done in the current study, the very finding that increased average reaction time is associated with increased vigilance towards threatening information implies the existence of some extra process, which influences the vigilance score and is not modelled by the task design, and thus raises doubts about how best to interpret the data. In summary, the demonstrated relationship between average reaction time and vigilance score in the faces visual-probe task suggests that the estimates of attentional bias derived from the task may be unreliable.

The significant correlation between average reaction time and attentional bias must therefore cast doubt on the interpretation of the difference in attentional deployment identified between the patient and control groups in the current study; an interaction between group and stimulus duration was found such that the control group demonstrated greater attentional bias to threatening faces at 100 ms and less at 500 ms. Given the concerns with interpretation of these results described above, it is unclear whether this unpredicted finding accurately represents the difference in attentional function between the two groups. Alternative measures of attentional deployment, which do not depend on reaction time outcomes, such as
that obtained from eye-tracking technologies, may provide a more reliable assay of attentional function in this group of patients in future studies.

Given the frequency with which increased reaction times have been reported in previous studies of bipolar patients, the current results raise doubts about the interpretation of the attentional bias data from those studies which have utilised the visual probe task without accounting for gross reaction time differences (Brotman, Rich et al. 2007; Jongen, Smulders et al. 2007). Indeed, the results may also be relevant to interpretation of emotional Stroop data (Lyon, Startup et al. 1999; Kerr, Scott et al. 2005), which also relies on reaction time differences to infer attentional bias although, conceptually at least, this task measures a distinct attentional effect (response interference as opposed to selective spatial attention; see Chapter One) and therefore may be less affected.

The current study is unable to specify the mechanism by which average reaction time is associated with the estimates of threat vigilance generated by the visual probe task. The trend level positive correlation between medication load and average reaction time in the patient group raises the possibility that some of the variance in reaction time may be attributed to the effects of medication. However, even if one assumes the significance of this finding, it does not account for the observed relationship between reaction time and vigilance. One interesting, if speculative, possibility is that participants’ average reaction time indexes an interference effect generated by the context of the experiment, such that the more participants’ attention is captured by the experimental context, the slower they are in performing the task itself. This would suggest that the correlation between the visual probe derived vigilance score and average reaction time demonstrated in the current study arises as a consequence of these measures assessing similar attentional effects; the spatial deployment
of attention towards threatening stimuli and general task interference induced by the (presumably threatening) task context. This possibility may be explored in future studies by employing additional measures which are thought to be sensitive to the threatening effects of task context, such as the emotional startle (Grillon and Baas 2003). However, a number of other explanations may account for this finding and, as indicated above, the current study is unable to adjudicate between these.

6.4.2. Effects of attentional training
As the effect of attentional bias training was assessed using within subject changes in vigilance score, this analysis was less susceptible to the confounding effects of average reaction time (which did not differ between the training groups). Despite this no effect of training was found on either the measures of attentional deployment or emotional reactivity. A number of differences between the methodologies used in the current study and those employed in previous chapters may account for the failure to replicate the basic training effect. Most obviously, recruitment of a sample of patients with significant mental ill health and well documented difficulties with sustained attention (Torres, Boudreau et al. 2007) may have decreased the impact of a single session of training. Alternatively, alterations to the training regime used in the current study may be responsible. The training regime employed was significantly shorter (440 vs. 720 trials) than that used in Chapters Two and Three and used neutral (rather than negative) training as the control condition. Both of these factors may have reduced the size of any training effect and have lead to the observed negative results. The decision to use a truncated training regime was prompted by concerns that the patient group would find a longer session difficult, and thus future studies assessing the impact of attentional training in bipolar disorder may benefit from using multiple, shorter training
episodes as was done in Chapter Five. An associated methodological limitation to the current study was that the control group did not complete the training task. Had they done so, discrimination between the various patient-based and task-based explanations for the negative results described above may have been facilitated as demonstration that training was effective in the control group would give confidence that the training task itself worked as expected.

6.4.3. Attentional control in bipolar disorder
Analysis of the baseline self report measures in the patient and control groups revealed increased difficulties with attentional control, as measured by the ACS, in the patient group. Although analysis of these data was not a primary goal of the current study, difficulties with attentional control have previously been proposed as a causal mechanism underlying anxiety (Eysenck, Derakshan et al. 2007) and therefore the low levels of this measure found in the patient group may account for some of the anxiety symptoms reported by this group. Consistent with this proposal a significant negative correlation was found between trait anxiety (trait-STAI) and attentional control (ACS) in the patient group. Characterisation of the relationship between attentional control and anxiety symptoms in bipolar patients may be enhanced by the use of non-self report measures of attentional control, such as the antisaccade task (Derakshan, Salt et al. 2009), in future studies.

6.4.4. Limitations
The current study has a number of further limitations which should be acknowledged. Firstly, the sample sizes used were relatively small. While a patient group of 24 compares favourably with other published studies (Bentall and Thompson 1990; Kerr, Scott et al. 2005; Brotman, Rich et al. 2007) it may be that a larger sample size would have led to the detection of significant differences between the patient and control groups. Secondly, patients with
comorbid diagnoses and a range of different medications were recruited. It is conceivable that stricter recruitment criteria would have resulted in a more homogenous patient sample and a more accurate estimate of attentional function. However, the use of strict inclusion criteria tends to also reduce the clinical validity of studies by excluding many of the patients who are routinely encountered in clinical practice; for example, the majority of patients with bipolar disorder would be excluded from most published treatment trials of the disorder (Storosum, Fouwels et al. 2004) raising questions about whether the results of the studies can be generalised to the patients seen in practice. As the current study sought to assess the influence of anxiety on bipolar disorder, excluding comorbid diagnoses was inappropriate although excluding patients who were taking the more sedative antipsychotic medications (e.g. Quetiapine, Olanzapine) or those more likely to cause Parkinsonism (e.g. Risperidone) may have improved the sensitivity of the cognitive measures by reducing patient sedation and improving motor function respectively.

6.4.5. Conclusion
In conclusion, the current study was unable to find convincing evidence for biased attentional function using a visual-probe task in a clinically representative group of patients with bipolar disorder and was unable to demonstrate any effect of a single episode of attentional training. Importantly, analysis indicated that differences in average reaction time between the clinical and control groups significantly impacted the estimates of attentional function derived from a visual-probe task. These findings cast doubt on the interpretation of previous studies which have employed similar methodologies in this clinical group.
Chapter 7

General Discussion

7.1. Summary of findings

This thesis aimed to investigate the mechanisms by which attentional bias training alters the habitual deployment of attention. The thesis then sought to use these initial results to improve the understanding of attentional control processes and, ultimately, to guide the development of novel treatment strategies. In order to do this a series of experimental studies were completed which characterised the behavioural and neural effects of training, explored the nature of the attentional control processes elicited by training, assessed the impact of training when combined with antidepressant medication and finally, assessed the possible utility of training in patients with bipolar disorder.

In the first experiments (Chapter Two), the behavioural effects of word and faced based training were assessed in a non-clinical population. These studies confirmed that the training procedures employed in the thesis produced the expected basic effect; alteration of attentional deployment to subsequently presented affective stimuli. Crucially, however, it was also found that these effects generalised to a novel type of stimuli not used in the training task, with word based training leading to an alteration of attention to emotional faces (Figure 7.1). These results suggest that training regimes can alter attentional function to emotional stimuli generally (see also, Chapter Five and section 7.2.1), and that they therefore may be able to influence the general attentional biases found in the emotional disorders (MacLeod and
The results from Chapter Two were used as the basis for a subsequent investigation of the neural effects of training (Chapter Three). In this study, attentional bias training was found, as predicted (DeRubeis, Siegle et al. 2008; Harmer 2008), to tune the activity of prefrontal control systems in response to emotionally valenced facial stimuli. Specifically, following a single episode of either avoid-negative or attend-negative attentional training, activity in the lateral prefrontal (lPFC) and rostral anterior cingulate (rACC) cortices increased when participants were required to violate the rules which had governed their training (Figure 7.2). Further, the observed connectivity between the lPFC control areas and face specific visual association cortex was consistent with the frontal areas acting to control attention to the stimuli. Comparison of these results with previous studies which demonstrated an effect of antidepressant medication on amygdala function (Sheline, Barch et al. 2001; Fu, Williams et al. 2004; Harmer, Mackay et al. 2006; Murphy, Norbury et al. 2009) supports the proposal made in Chapter One that pharmacological and cognitive manipulations target different attentional control systems.
pattern). Estimates for the fearful face-neutral face contrast are displayed separately for trials in which participants had to attend to the location of the face (face attended) or to the location of the bars (bars attended). In all clusters activation is greatest when participants direct their attention contrary to their training; thus the avoid-negative training group (white bars), who have been trained to look away from negative and towards neutral stimuli, show increased activation when looking towards negative and away from neutral stimuli. The attend-negative training group (gray bars) show the opposite pattern of activation.

It was suggested that the activity in the frontal control areas elicited by attentional bias training was similar to the prediction error signals described in reinforcement learning paradigms (Sutton and Barto 1998). This observation prompted a novel analysis of the imaging data (Chapter Four) with the aim of assessing whether an expectancy based computational model could predict the trial-by-trial alterations of attention to emotional stimuli. Two key model derived parameters, threat expectancy and surprise (prediction error magnitude), significantly predicted both behavioural and neural indices of attention to the emotional stimuli (Figure 7.3). By demonstrating that participants continuously track threat-expectancy and use it to influence the deployment of attention these results confirmed the novel proposal that expectancy based processes are involved in the control of attention to emotional stimuli.
The final two data chapters of the thesis were designed to address clinically relevant questions relating to the use of attentional bias training. The first study (Chapter Five) investigated the effect of combining attentional training with antidepressant medication on a range of behavioural measures of emotional processing and on emotional reactivity to two forms of external challenge. The results of the study suggest that the interventions interfered with each other at a cognitive level, with combined administration producing a smaller effect on emotional memory than either intervention on its own (Figure 7.4).

![Figure 7.3: Results of whole brain, cluster corrected (Z-threshold = 2.3, p < 0.05) analyses, taken from Chapter Four, showing activity associated with a) the threat-expectation and b) surprise regressors. a) threat-expectation was found to covary with activity in the left ventral visual stream and with attentional control regions including the OFC and left amygdala. b) surprise was associated with activation of the visual cortex and a network of frontal regions including the ACC, dIPFC and ventral striatum (not shown). Average activations maps across all participants have been rendered over the standard MNI brain.](image1)

![Figure 7.4: Effects of antidepressant medication, attentional training and their interaction on recognition of negative words, taken from Chapter Five. Both citalopram and training significantly decrease recognition of negative words whereas the combination treatment has no effect. All graphs display mean (SEM). * = p < 0.05, ^ = p < 0.1.](image2)
However, this interference effect was not evident in the emotional reactivity of participants; in this case the two treatments were found to have distinct and specific effects, with each one protecting against the negative mood induced by a particular emotional challenge. These results raise the interesting possibility that the emotional impact of interventions which modify emotional biases (such as antidepressant medication or attentional bias training) may be contingent on the particular form of external stress subsequently experienced. More generally however, these results demonstrate that healthy volunteer models (Harmer, Hill et al. 2003; Harmer, Shelley et al. 2004; Browning, Reid et al. 2007; Murphy, Yiend et al. 2009) may be used to examine complex, but clinically relevant treatment interactions.

The final study of the thesis assessed attentional function and its malleability in a clinically representative sample of patients with bipolar disorder (Chapter Six). The study was unable to identify a convincing baseline attentional bias in the clinical group, despite that group showing significantly raised levels of anxiety, and was unable to detect any effect of the attentional training regime. Further analysis (Figure 7.5) of the results suggested that the estimates of attentional function derived from visual-probe tasks may be unreliable when comparing groups, such as the patient and control groups in the current study, with grossly different reaction times. This suggests that tasks which do not rely on speeded reaction times may provide a more reliable measure of attentional function in certain clinical groups.
7.2. The mechanisms of action of attentional training

Cognitive models of the emotional disorders suggest that abnormalities in the processing of emotional information may cause and maintain the illnesses (Mathews and MacLeod 2005). The most commonly reported abnormality is a tendency for patients with an emotional disorder to preferentially attend to, remember or interpret information in a negative manner; a phenomenon which has been termed “negative emotional bias” (Williams, Watts et al. 1997; Mathews and MacLeod 2005). One of the most convincing demonstrations of the causal role of such biases in the emotional disorders comes from previous work which demonstrated that training healthy individuals to adopt a negative attentional bias increased the depressive and anxious symptoms experienced by those individuals in response to external stress (MacLeod, Rutherford et al. 2002). This seminal work was followed by a series of studies, using a variety of methodologies, which reported that training regimes could also be used to reduce negative attentional biases in clinical populations with primary anxiety disorders (Dandeneau, Baldwin et al. 2007; Hazen, Vasey et al. 2008; Amir, Beard et al. 2009; Amir, Beard et al. 2009).
2009; Schmidt, Richey et al. 2009), and non-clinical samples with high rates of depressive symptoms (Wells and Beevers 2009), to beneficial effect. Thus, studies utilising attentional bias training paradigms were able to demonstrate both the causal role of negative attentional bias in the emotional disorders and the possible utility of the training regimes as a treatment in clinical groups with depression and anxiety. The current thesis sought initially to investigate the mechanisms by which this attentional training effect occurred.

7.2.1. The level of the attentional training effect
The first question addressed concerned the generalisation of the training effect; in other words, what does attentional training actually train? The answers to this question may be considered along a continuum from specific to general. At the most specific, attentional training may simply influence subsequent attention to the exact stimuli presented in exactly the same manner as the training task. At its most general, attentional bias training may influence the processing of all forms of emotional information, regardless of type or mode of presentation. As the emotional disorders are associated with biased attention, memory and interpretation of a broad range of stimuli type (MacLeod, Mathews et al. 1986; Williams, Watts et al. 1997; Yiend and Mathews 2001; Dandeneau and Baldwin 2004; Gotlib, Krasnoperova et al. 2004; Fox, Russo et al. 2005; Mathews and MacLeod 2005), it seems reasonable to assume that the more general the induced bias, the more likely it is to be clinically relevant. A number of lines of evidence presented in the preceding chapters demonstrate instances in which the training effect was found to generalise. Firstly, the stimuli used in all the assessment tasks consisted of novel exemplars not used in training indicating that the training effect generalises beyond the specific stimuli set used in training (N.B. replicating the finding reported in; MacLeod, Rutherford et al. 2002). Secondly, the effect of
word based training was found to generalise across stimuli type to influence both the
behavioural (Chapter Two) and neural (Chapter Three) responses to faces suggesting that the
training effect is not limited to the stimuli type used in training. Lastly the effect of repeated,
face based training was found to generalise across stimulus duration in Chapter Five and
further, to influence alternative cognitive measures such as memory for word stimuli. In all of
these examples the direction of effect was congruent with the training received, such that the
positive training regimes led to positive biases when compared to negative (Chapters Two
and Three) or neutral (Chapter Five) regimes. Overall, these results indicate that training is
able to alter the processing of emotional stimuli at a relatively high level, that is training
seems to occur to the emotional nature of the stimuli rather than solely to lower level features
such as stimuli type.

An alternative approach to assessing the ability of training to alter attention to the emotional
dimension of stimuli, not used in the current thesis, would involve modifying the training task
such that participants are able to train to a range of different stimuli dimensions. For example,
a face based training task could be administered such that the positive face was always
female, whereas the negative face was always male. In such a task participants could
therefore learn to direct their attention relative to either the emotion, or gender (or both) of
the faces. The extent to which each dimension was used to direct attention could then be
demonstrated in a follow up task in which the gender and emotion of the faces were no longer
confounded. Such a task would provide a within subject measure of the extent to which
training occurs to the emotional relative to non-emotional dimensions of stimuli. From a
clinical perspective this within subject “emotional preference” measure may provide a useful
tool by which future studies may explore individual differences in the tendency to develop attentional biases (see section 7.2.3 below).

7.2.2. Do psychological and pharmacological manipulations of attentional function target distinct control processes?
In Chapter One it was observed that all previous training studies had described the attentional effects (i.e. the outcomes of tasks specifically designed to assess attentional bias) occurring 500 ms or more after stimulus presentation whereas many pharmacological studies had observed attentional effects at shorter durations (including 100 ms; Murphy, Yiend et al. 2009). This was used as evidence to support the proposal that the psychological and pharmacological manipulations of attentional function targeted different processes and, in particular, that antidepressant medication altered the bottom-up, stimulus appraisal system whereas psychological interventions altered the top-down, control systems (Chapter One and; DeRubeis, Siegle et al. 2008; Harmer 2008). This hypothesis was supported by the behavioural findings reported in Chapter Two in which a single episode of training altered the later (500 ms) but not earlier (100 ms) deployment of attention, and by the neuroimaging results from Chapter Three in which a single episode of training was found to alter prefrontal but not amygdala activity. However, the results reported in Chapter Five indicated that the behavioural effects of repeated training did generalise across stimulus duration; in this study training stimuli were presented for relatively long (500 or 1000 ms) durations, but the effect of training was to produce a general alteration in attentional deployment, including a significant effect at a shorter (100 ms) duration. Thus while the influence of a single session of training was limited to longer stimuli durations, repeated training altered attention at earlier durations. This pattern of results is consistent with the initial effect of training being
on top-down control processes but with a transfer to more automatised, bottom-up processes occurring with repeated practice of the training regime. A corollary of this proposal which is amenable to testing in future studies is that the neural effects of a repeated training regime should be detectable across a wider network of regions, including the amygdala.

7.2.3. The nature of attentional biases in the emotional disorders
The studies reported in this thesis attest to the flexibility of the attentional control systems. Attentional deployment was found to quickly adapt to both the regularities of training (Chapters Two, Three and Five) and to the recent probabilities with which emotional stimuli were presented (Chapter Four). This reactive flexibility raises interesting questions about the nature of the negative attentional biases which are associated with both depression and anxiety (Williams, Watts et al. 1997; Mathews and MacLeod 2005). For example, why, when faced with the relatively non-threatening stimuli used in previous studies (e.g. unpleasant words), do anxious individuals not adapt as non-anxious individual do by directing attention away from the threatening information? It is not that attentional function in anxiety lacks flexibility as previous training studies have demonstrated this not to be the case (Amir, Beard et al. 2009; Amir, Beard et al. 2009; See, Macleod et al. 2009). Rather, it may be that these individuals are more likely to react to certain environments by deploying a negative attentional bias. In this light, the critical measure of attentional function in the emotional disorders may be the readiness with which individuals alter their attentional function in response to environmental information rather than the static, cross-sectional measures of attention deployment generally reported in the literature. Indeed an elegant study by Clarke and colleagues (Clarke, MacLeod et al. 2008) provides experimental support for this proposal by demonstrating that the change in attentional function induced by a single episode of
training predicted the increase in anxiety in response to a subsequent naturalistic stressor. The apparent predictive validity of this dynamic measure of attentional function suggests that it may provide an interesting tool for future studies, for example, as an alternative measure of the influence of pharmacological interventions on attention.

7.2.3.1. Expectation and emotional attention
The results reported in Chapter Four suggest a novel conceptual framework for approaching the dynamics of attentional deployment to emotional information in anxiety. In Chapter Four the deployment of participants’ attention was found to be influenced by a constantly updated assessment of the probability of threat and by the surprise elicited by the violation of this expectation. Applying this insight to the clinical literature suggests two possible routes by which the negative attentional biases found in anxiety (Mathews and MacLeod 2005) may be generated: either patients with anxiety have a greater expectation of threat, or they are more surprised when threatening stimuli appear. Although the former explanation concurs with the clinical presentation of the disorders and is therefore intuitively appealing, the analysis described in Chapter Four suggested that levels of trait anxiety were negatively correlated with utilisation of the threat expectancy signal in the orbitofrontal cortex (OFC) and amygdala and positively correlated with surprise in the left temporal lobe suggesting that anxiety was associated with the inefficient tracking of threat expectancy and thus with greater surprise in response to the stimuli. Although speculative, a possible resolution to this apparent conflict is suggested by previous work indicating the importance of the predictability of the environment to anxiety (Grillon 2002; Mineka and Oehlberg 2008). Specifically, anxiety is reliably generated by exposing organisms to unpredictable environments (Mineka and Oehlberg 2008). Grillon suggests a mechanism for this finding; when threatening stimuli are cued, conditioning occurs to that cue leading to specific fear
learning, whereas in unpredictable environments the lack of predictive cues leads to fear conditioning occurring to the context itself which, in turn, produces anxiety (Grillon 2002).

Considering this in terms of the results from Chapter Four described above, anxious individuals may be less able to use the statistical regularities of the environment to predict the occurrence of threatening stimuli. This would lead, in effect, to anxious individuals being chronically exposed to unpredictable environments in which the threatening stimuli are surprising. The increased surprise will lead to persistently increased threat-expectation and, as suggested by Grillon (2002), this will be associated with the general context rather than recent environmental cues. In other words, patients’ inability to accurately predict when threatening events are likely to occur in their environment leads them to learn that the environment itself is threatening. As an experimental test of this proposal it would be interesting to assess whether increased use of threat-expectancy to control attention, measured either behaviourally or neurally, reduced the symptoms of anxiety provoked by a subsequent stressor.

7.3. Clinical Implications
The second broad goal of the current thesis was to investigate some of the possible clinical implications of attentional bias training.

7.3.1. Attentional bias training as a treatment
As reviewed in Chapter One, a number of small scale studies have suggested that positive attentional bias training may reduce the symptoms of anxiety and depression in both clinical and analogue populations (Amir, Beard et al. 2009; Amir, Beard et al. 2009; Schmidt, Richey et al. 2009; See, Macleod et al. 2009; Wells and Beevers 2009). However, not all training regimes are effective (Baert, De Raedt et al. 2010) highlighting the importance of
understanding how it may most effectively be implemented. An advantage of bias modification procedures such as attentional training, over more complex interventions such as CBT, is their suitability for use in controlled experimental studies. This facet of attentional training was utilised in Chapter Five in which the effects of one possible treatment regime, the combination of attentional bias training and antidepressant medication, was assessed. The results of this study did not demonstrate strong support for the particular treatment combination tested, however the study itself provided initial evidence that the use of controlled experimental study designs may be able to complement the standard clinical trial and meta-analytic approaches generally employed to address such questions (Foa, Franklin et al. 2002; Pampallona, Bollini et al. 2004; Cuijpers, van Straten et al. 2009). A second aspect of this study which warrants mention is the demonstration that the training regime itself need not be uniform: In the study participants were presented with a range of emotional stimuli (positive, neutral and negative faces), in a range of combinations (positive/neutral, positive/negative, negative/neutral) for a range of different durations (500 or 1000 ms) whereas the majority of previous training studies have presented a much more restricted range of trials (e.g. neutral and negative words presented for 500 ms; MacLeod, Rutherford et al. 2002). The observation that a training effect was produced in this study, and critically, that this effect generalised over all of the different stimuli and timing parameters indicates that more varied regimes are effective at producing general alterations of attentional function. At a pragmatic level, participants frequently report that attentional training is tedious to complete, indicating that its acceptability as a possible future treatment is likely to be increased if it could be made more engaging. One method of doing this would be to increase the variability of the regime; the current results provide reassurance that it is possible to do so while maintaining the basic training effect.
7.3.2. The challenge of translational studies in clinical populations
The second clinically relevant question addressed in the current thesis was whether attentional bias training, which has demonstrable effect on both attentional function and emotional reactivity in individuals with high levels of anxiety or depression (Amir, Beard et al. 2009; Amir, Beard et al. 2009; Schmidt, Richey et al. 2009; See, Macleod et al. 2009; Wells and Beevers 2009), could be usefully deployed in patients with bipolar disorder (Chapter Six). The study demonstrated some of the difficulties in translating experimental techniques, such as the assessment of emotional attention, to patients with serious mental illness. Specifically, the patient group displayed a generally altered performance on the visual-probe task, which was reflected in a greater overall reaction time. As discussed in the chapter, the interpretation of data from this task depends on a number of assumptions and it is not clear that these were being met. Thus, while cognitive models of brain function provide a particularly promising framework for the exploration of aetiological processes in clinical groups, considerable care and some ingenuity is required to ensure that a given task measures the same processes in clinical groups as it does in non-clinical groups.

7.4. Limitations
In the penultimate section of this chapter some of the methodological limitations of the thesis are discussed.

7.4.1. The assessment of attentional function
The visual-probe task was used as the behavioural measure of attentional deployment in the current thesis. However, as reviewed in Chapter One, there are a large number of other measures of attentional deployment described in the literature. The interpretation of the effects of training on attentional function reported in this thesis may have been strengthened
by the use of some of these complementary measures, such as eye-tracking technology which provides a direct assay of overt attention and has been demonstrated to be sensitive to training interventions (Wadlinger and Isaacowitz 2008). This limitation was particularly apparent in Chapter Five in which participants completed a large number of training sessions, all of which were based on the visual-probe task. In this chapter it seems likely that the sensitivity of the post-training assessment of attentional deployment was reduced by practice effects and that the use of a novel assay of attention would have been particularly useful. Thus future training studies may benefit from using a range of assessments of attentional deployment, ideally including measures which are procedurally distinct from the training task.

7.4.2. The use of healthy volunteers in treatment studies
A second concern regarding the studies reported in the current thesis is that they largely involved non-clinical samples, raising the possibility that the results are not applicable to clinical populations. While the central importance of studying the effects of treatment in the appropriate clinical population is beyond contention, healthy volunteer models have been successful in describing the effects of pharmacological (Harmer, Hill et al. 2003; Harmer, Shelley et al. 2004; Browning, Reid et al. 2007) and psychological (MacLeod, Rutherford et al. 2002; Lang, Moulds et al. 2009) interventions and, critically, have produced similar results to those observed in clinical populations (Harmer, O'Sullivan et al. 2009; Steel, Wykes et al. 2010). Thus, assessing the impact of treatments on cognitive measures in non-clinical populations would seem to be an efficient strategy for exploring the mechanisms underlying the treatments. Further, as discussed in Chapter One, an advantage of non-clinical participants is that, in contrast to clinical populations, the treatments tend not to alter baseline
mood or anxiety which may confound the interpretation of the treatment effect. Thus the use of healthy volunteers may provide important complementary data on treatment mechanisms which can be used in the early stages of treatment design.

7.4.3. Inferring causality using associational designs
As a central concern of the current thesis has been to assess the mechanisms by which attentional training works, it is important to note the limitations to the inferences which may be drawn from the methodologies used. The majority of the studies in the thesis have used a randomised controlled design with participants being allocated at random to a particular treatment group, thus it is reasonable to infer that the neural and behavioural effects reported arise as a consequence of the specific intervention assigned to their group. However, it is not possible to be certain as to the specific roles of the cognitive systems identified. As an example, Chapter Three described alterations of lateral prefrontal activity as a consequence of training; the design of the study allows confidence that training led to these changes, but it provides only weak evidence that alteration of prefrontal function is causally important to the training effect. These concerns motivated the connectivity analysis reported in the same chapter, and while the results of this analysis support the predictions regarding causality they do not provide unequivocal evidence. Ultimately, the causal role of the lateral prefrontal cortices (or any other neural or cognitive system) in the training effect would most convincingly be demonstrated by showing that the targeted disruption of the function of these areas leads to abolition of the training effect. Interestingly, early data has been published indicating that it may be possible to use transcranial magnetic stimulation (TMS) techniques to alter both lateral prefrontal function and attentional control to threat (Leyman, De Raedt et
al. 2009), suggesting that a similar approach may be feasible in testing the role of these areas in the attentional training effect.

7.5. Future Directions

This thesis has investigated the mechanisms underlying some of the treatments of the emotional disorders using an experimental cognitive neuroscience approach. A number of novel lines of inquiry are suggested by the studies reported, many of which may be amenable to testing using similar methodologies. In this final section, some of these possibilities are discussed.

The most straightforward extension to the work described in the thesis would involve characterisation of the neural effects of both single and multisession training regimes in clinical groups, such as patients with anxiety disorders. A related approach would be to assess whether other forms of bias training are mediated by similar mechanisms. For example, is interpretative bias training (Mathews and MacLeod 2002; Holmes, Lang et al. 2009), which encourages individuals to habitually interpret ambiguous information in a particular manner (e.g. the glass is half full rather than half empty), mediated by similar or distinct processes to those recruited in attentional bias training? And, if different, does this translate into a differing pattern of clinical efficacy or interactions with other treatments? The ultimate attraction of both of these lines of enquiry is that a fuller characterisation of the effects of the various cognitive (and pharmacological) interventions available is likely to be an essential step if the neurocognitive model of treatment effect described in this thesis is to be developed to the point that it is able to predict clinically useful outcomes such as treatment efficacy in a clinical group or even, conceivably, an individual.
Lastly, it would be interesting to extend the approach documented in Chapter Five, where the interaction between attentional bias training and antidepressant medication was assessed, to incorporate other determinants of clinical outcome. This may include testing different forms of training or medication, as discussed in Chapter Five, but it could also test the impact of other factors such as genetic risk alleles. For example, a widely studied polymorphism of the promoter region of the serotonin transporter protein has been found to be associated with altered attentional deployment to emotional information (Fox, Ridgewell et al. 2009) as well as increased risk of depression in those who have experienced significant external stress (Caspi, Sugden et al. 2003; although see also, Risch, Herrell et al. 2009). It is possible that attentional bias training could be used to investigate this interaction in an experimental setting. Initially this may involve testing for a genotype x training interaction using similar cognitive and emotional outcomes as described in Chapter Five.

7.6. Conclusion

The current thesis has utilised a novel cognitive intervention, attentional bias training, to probe the neural and cognitive systems which control attention to threatening information and to assess novel treatment strategies in both clinical and non-clinical populations. The results indicate that the flexible nature of the attentional control systems may be co-opted by simple computerised tasks and that this initially involves alteration of prefrontal control functions. From a treatment perspective, antidepressant medication was found to interfere with the cognitive effects of attentional training and an initial study found no evidence to support the use of attentional training in bipolar disorder. More broadly the work completed in this thesis demonstrates the utility of using a cognitive-neuroscientific framework to explore the mechanisms of psychiatric treatments and to assess the impact of novel therapeutic strategies.
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