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Abstract

We present a time-domain impulsive vibrational spectroscopy (IVS) setup capable of recording background- and baseline-free Raman spectra of excited electronic states in condensed-phase molecular systems. The setup records vibrational Raman spectra from 50-3000 cm\(^{-1}\) and is readily extended to follow spectral evolutions with a time resolution of <20 fs, opening up the possibility for multi-dimensional Raman spectroscopy. Based on the setup, we explore a wide range of photochemical reactions aimed at gaining fundamental insights in the chemistry of excited electronic states.

In rhodopsin, we investigate the consequences of vibrational wavepacket motion through a conical intersection. We identify the C\(_{11}\)-H hydrogen out-of-plane mode as a coupling mode and devise a general model of how vibrational coherences can be used to obtain otherwise inaccessible structural information. In a second experiment, we determine the photoproduct distribution and dynamics upon isotopic substitution of selected hydrogen atoms along the retinal backbone. The results suggest a re-definition of the traditional Jablonski diagram for ultrafast photoreactions, which proceed faster than vibrational relaxation.

In channelrhodopsin-1, we structurally characterise the primary photoproduct in the photocycle to be of 13-cis character. The study highlights the capabilities of IVS to obtain structural information for short-lived intermediate structures which are otherwise challenging to obtain.

For the green fluorescent protein and all-trans retinal protonated Schiff base, we identify key excited-state (intermediate) structures and complement the studies with multi-dimensional Raman spectroscopy. The results provide a first picture of the structural origin of energy flow directly after photoexcitation.

This thesis emphasises the capabilities of IVS beyond a proof-of-principle experiment and outlines the high potential of time-domain vibrational spectroscopy to reveal detailed structural information on ultrafast processes with high temporal resolution and sensitivity.
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Chapter 1
Introduction

The interaction of light with matter is at the core of some of the most important reactions occurring in everyday life. Amongst the most important are light harvesting and photosynthesis, the process of vision and more recently optogenetic and nanoplasmic applications. In particular biologically relevant processes operate in a rather complex sequence of steps. For example, the process of dim light vision in the human eye starts by illumination of the retina, composed of millions of rod cells which each contain numerous photoreceptive pigments, called rhodopsin. Embedded in rhodopsin is the chromophore 11-cis retinal, which absorbs the incident light and undergoes a structural change to all-trans retinal. This in turn triggers a larger conformational change of rhodopsin causing a cascade of biochemical steps which are coupled to synaptic excitation. Despite its complexity, the fundamental primary step in vision involves the absorption of a photon by the molecular chromophore 11-cis retinal. To understand such processes, it is imperative to be able to observe the corresponding molecular changes in real time after exposing the molecules to light, ideally by ‘recording a molecular movie’. The size dimensions of typical molecules of interest, however, rarely exceed a couple of nanometers while the time scale of molecular changes is on the order of tens to hundreds of femtoseconds, preventing the use of conventional imaging techniques. Instead, indirect highly time-resolved spectroscopic methods with pulsed laser sources have to be employed to deduce the structural properties of the molecules in action.

The most widely used techniques to date involve measuring transient electronic absorption spectra as a function of time after photoexcitation by a short pulse. The dynamic processes involving multiple excited electronic states can be resolved with typical effective time resolutions of ~20 fs, greatly aiding
the understanding of photochemical reactions. In addition, multi-dimensional implementations to investigate the coupling between electronic states have recently emerged.\textsuperscript{29–31}

A structurally sensitive analogue to transient absorption (TA) spectroscopy forms transient time-resolved infrared (TRIR) spectroscopy.\textsuperscript{32–34} Here, a short pulse excites the system and an IR absorption spectrum is recorded as a function of time. The technique provides mode-specific dynamics with temporal resolutions typically down to $\sim100$ fs and requires IR-allowed transitions making it insensitive to the low-frequency vibrational spectrum ($<500$ cm$^{-1}$). Recently, TRIR spectroscopy has been further developed into multi-dimensional techniques (2D- and 3D-IR) with sub-picosecond time-resolution, which provide an enormous amount of information about the chemical dynamics of a system by resolving vibrational mode couplings and anharmonicities.\textsuperscript{35–39}

Spectral information in the low-frequency region, or more generally beyond IR accessible modes over the full vibrational manifold (50-3500 cm$^{-1}$) can be obtained using Raman spectroscopy, which is based on detecting frequency-shifted photons scattered by the sample after irradiation. The corresponding cross sections are, however, much smaller compared to IR or TA spectroscopy, making it necessary to employ stimulated or resonantly enhanced conditions.\textsuperscript{40} Typical excited-state Raman spectroscopy implementations like time-resolved resonance Raman (TR$^3$),\textsuperscript{40,41} coherent anti-Stokes Raman (CARS)\textsuperscript{42,43} or more recently femtosecond stimulated Raman (FSRS)\textsuperscript{44–46} detect the signal in the frequency-domain and achieve time resolutions in the signal generating step down to $\sim20$ fs. Similar information can, in theory, be achieved with time-domain techniques like impulsive stimulated Raman scattering (ISRS) or impulsive vibrational spectroscopy (IVS), in which the full vibrational response of the system induced by a short pump pulse is recorded in real time.\textsuperscript{47,48} The spectral information is then obtained after Fourier transformation of the time-domain signal. Despite numerous advantages, technical difficulties mainly associated with the generation of sufficiently short pulses and sensitivity levels have frequently limited the use of IVS for complex molecular systems in the condensed phase.\textsuperscript{49,50}

In this work, we demonstrate the key principles in designing an ultrafast IVS setup capable of producing time-resolved excited-state Raman spectra over the full vibrational manifold (50-3000 cm$^{-1}$). In addition, we present for the
Introduction

first time a two-dimensional extension of excited-state Raman spectroscopy based on IVS. The work is outlined as follows:

In chapter 2, we briefly discuss the fundamentals of linear and nonlinear optics required for different pulse generation schemes forming the basis of the experimental implementations. In addition, we provide a short overview of the theoretical description of linear and nonlinear spectroscopy in the form of the density matrix formalism to account for different signals encountered in the experimental data.

Chapter 3 elaborates on the experimental realisation of a highly time-resolved (<10 fs) and sensitive (∼µOD) IVS setup. To this end we explain in detail the pulse generation schemes and highlight important design aspects. The second part of the chapter describes the experimental techniques employed in this work and illustrates the basic concepts with a suitable example.

In chapter 4 we apply IVS to the primary step in vision, the 11-cis to all-trans photoisomerisation in the protein rhodopsin. By using resonant and off-resonant IVS, we characterise the behaviour of different vibrational modes during the isomerisation reaction and reveal for the first time experimentally the identity of a coupling mode of a conical intersection.

We continue to explore rhodopsin in chapter 5 by isotopically labelling specific hydrogen sites around the isomerising 11-cis bond. Combining high time-resolution TA spectroscopy with independent quantum yield measurements shows that ultrafast reactions shorter than the vibrational relaxation time are phase-space dependent.

Chapter 6 studies the photodynamics of channelrhodopsin-1, a protein frequently used in optogenetic applications. We provide an extended TA map from 500-900 nm and characterise the coherence transfer to the first intermediate in the photocycle. The results are complemented by low-temperature resonance Raman spectroscopy and IVS, providing the first structural evidence for a sub-picosecond photoisomerisation from all-trans to 13-cis retinal.

In chapter 7, we investigate the ultrafast dynamics of the green fluorescent protein, wt-GFP. We provide time-resolved IVS Raman spectra illustrating the appearance of the fluorescent state and structurally characterise the initial and fluorescent states. In addition, we show for the first time highly time-resolved Raman spectra (<20 fs) over the first picosecond and derive a 2D excited-state Raman map. A preliminary discussion of 2D Raman is presented and potential implications for the system are discussed.
Chapter 8 investigates all-trans retinal protonated Schiff base in methanol solution. We fully characterise the excited-state dynamics over the full excited-state lifetime using IVS, including a brief discussion of the corresponding 2D excited-state Raman map. Mechanistic effects are discussed and their implications for the chromophore in bacteriorhodopsin are highlighted.

The final chapter 9 provides a short summary over the contents of this thesis and concludes with an outlook.
Chapter 2

Theoretical Background

At this point we introduce the basic concepts of nonlinear optics and nonlinear spectroscopy. This chapter is intended as a very brief summary of the most important equations and their origins but does not aim to be complete. For a more detailed description on nonlinear optics we refer to the books by Weiner,\textsuperscript{51} Boyd\textsuperscript{52} and Rullière,\textsuperscript{53} while the topic of nonlinear spectroscopy is covered in depth by Mukamel\textsuperscript{54} and Hamm.\textsuperscript{35,55}

2.1 Nonlinear Optics

2.1.1 Pulsed Electric Fields

Light can be described according to Maxwell’s equations as an oscillating electric field at frequency $\omega_0$

$$E(t) = \Re \left( E_0 e^{i(\omega_0 t)} \right). \quad (2.1)$$

In the limit of pulsed electromagnetic radiation this equation becomes

$$E(t) = \Re \left( E_0 e^{-\Gamma t^2} e^{i(\omega_0 t)} \right) \quad (2.2)$$

$$= \Re \left( E_0(t) e^{i(\omega_0 t)} \right), \quad (2.3)$$

with the pulse-width parameter $\Gamma$. For a Gaussian pulse, the corresponding spectrum is obtained by Fourier transformation

$$E(\omega) \propto e^{-\frac{(\omega-\omega_0)^2}{4\Gamma}}. \quad (2.4)$$

Pulses that can be represented by equation 2.3 are called transform-limited (TL) since all frequency components are in-phase. We account for possible
deviations in this behaviour by adding an additional temporal phase parameter, \( \phi(t) \). The pulse in the time domain is then described as

\[
E(t) = \Re \left( E_0(t) e^{i(\omega_0 t + \phi(t))} \right),
\]

with a corresponding spectrum in the frequency domain given as

\[
E(\omega) \propto e^{-\frac{(\omega - \omega_0)^2}{4\Gamma}} e^{i\phi(\omega - \omega_0)}. \tag{2.6}
\]

A pulse travelling in a medium will accumulate a frequency-dependent phase term since different frequencies of the pulse travel at different velocities

\[
v(\omega) = \frac{c}{n(\omega)}, \tag{2.7}
\]

with the refractive index \( n \). The spectral phase \( \phi(\omega) \) is in this case commonly written as a Taylor expansion around \( \omega_0 \)

\[
\phi(\omega) = \phi(\omega_0) + (\omega - \omega_0) \left( \frac{\partial \phi}{\partial \omega} \right)_{\omega=\omega_0} + \frac{1}{2} (\omega - \omega_0)^2 \left( \frac{\partial^2 \phi}{\partial \omega^2} \right)_{\omega=\omega_0}
\]

\[
+ \frac{1}{6} (\omega - \omega_0)^3 \left( \frac{\partial^3 \phi}{\partial \omega^3} \right)_{\omega=\omega_0} + \cdots \tag{2.8}
\]

\[
= \phi_0 + (\omega - \omega_0) \phi_1 + \frac{1}{2} (\omega - \omega_0)^2 \phi_2 + \frac{1}{6} (\omega - \omega_0)^3 \phi_3 + \cdots. \tag{2.9}
\]

To understand the physical implications of the terms, it is useful to re-write the phase as

\[
\phi(\omega) = -\beta(\omega)L, \tag{2.10}
\]

where \( \beta(\omega) = \frac{\omega n(\omega)}{c} \) is the propagation constant in the medium of length \( L \).

We can express the propagation constant also in terms of a Taylor expansion

\[
\beta(\omega) = \beta(\omega_0) + (\omega - \omega_0) \left( \frac{\partial \beta}{\partial \omega} \right)_{\omega=\omega_0} + \frac{1}{2} (\omega - \omega_0)^2 \left( \frac{\partial^2 \beta}{\partial \omega^2} \right)_{\omega=\omega_0}
\]

\[
+ \frac{1}{6} (\omega - \omega_0)^3 \left( \frac{\partial^3 \beta}{\partial \omega^3} \right)_{\omega=\omega_0} + \cdots \tag{2.11}
\]

\[
= \beta_0 + (\omega - \omega_0) \beta_1 + \frac{1}{2} (\omega - \omega_0)^2 \beta_2 + \frac{1}{6} (\omega - \omega_0)^3 \beta_3 + \cdots. \tag{2.12}
\]

The pulse after the medium can then be expressed as

\[
E_{\text{out}}(t) = \Re \left( e^{i(\omega_0 t - \beta_0 L)} A_{\text{out}}(t) \right). \tag{2.13}
\]
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with the output amplitude, \( A \), given by an inverse Fourier transformation as

\[
A_{\text{out}}(t) = \frac{1}{2\pi} \int d\tilde{\omega} A(\tilde{\omega}) e^{i[\tilde{\omega}t - L(\beta_1 \tilde{\omega} + \frac{\beta_2}{2} \tilde{\omega}^2 + \frac{\beta_3}{3} \tilde{\omega}^3 + \cdots)]},
\]

(2.14)

where we set \( \tilde{\omega} = (\omega - \omega_0) \). The electric field is a product of a main carrier term dependent on \( \beta_0 \) and a pulse-envelope function \( A_{\text{out}}(t) \). The amplitude is thus not affected by a constant phase offset, \( \phi_0 \).

Adding a linear phase of the form \( \beta = \beta_0 + \beta_1 \tilde{\omega} \) yields

\[
A_{\text{out}}(t) = \frac{1}{2\pi} \int d\tilde{\omega} A(\tilde{\omega}) e^{i\tilde{\omega}(t - L\beta_1)}
\]

(2.15)

\[
= A_{\text{in}}(t - \beta_1 L).
\]

(2.16)

The second term in equation 2.9 therefore also does not affect the shape of the pulse but leads instead to an overall delay of the pulse at the so-called group-velocity, \( v_g \), defined as

\[
v_g = \beta_1^{-1} = \left( \frac{\partial \beta}{\partial \omega} \right)^{-1} \bigg|_{\omega = \omega_0}.
\]

(2.17)

The third and fourth terms in equation 2.9, on the other hand, affect the temporal shape of the pulse and are referred to as group-velocity dispersion (GVD) and third-order dispersion (TOD). GVD arises from a quadratic spectral phase leading to a linear variation in time as a function of frequency, while TOD leads to a quadratic variation in time with frequency. Together with the refractive index variation of the spectral phase given as

\[
\phi(\omega) = -\beta(\omega)L = -\frac{\omega n(\omega)L}{c},
\]

(2.18)

where \( c \) denotes the speed of light, it can be shown that GVD and TOD can be expressed as

\[
\phi_2(\omega) = -\beta_2 L = -\frac{L}{c} \left[ 2 \frac{dn}{d\omega} + \omega \frac{d^2 n}{d\omega^2} \right]
\]

(2.19)

\[
\phi_3(\omega) = -\beta_3 L = -\frac{L}{c} \left[ 3 \frac{d^2 n}{d\omega^2} + \omega \frac{d^3 n}{d\omega^3} \right],
\]

(2.20)

It is essential to be aware of and appropriately compensate for such phase effects at least up to third order to obtain \(<10 \text{ fs, near-TL pulses.}\)

We note that the propagation constant, \( \beta \), intrinsically accounts for the spatial directionality of the electric field. In this context, it is often also referred
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to as wave vector, $k$. Within this convention, a pulse travelling along the vector $r$ is expressed as

$$E(t) = \Re \left( E_0(t)e^{i(\omega_0 t - kr)} \right).$$ (2.21)

The wave vector is related to the momentum vector, $p$, via de Broglie’s relation $p = \hbar k$. In nonlinear processes involving more than one electric field interaction, the wave vector thus ensures momentum conservation and defines the direction of the generated (nonlinear) signal.

2.1.2 Nonlinear Effects in a Medium

Macroscopic Polarisation

After introducing the theoretical description of a pulse, we now turn to interactions of pulses with a medium giving rise to nonlinear signals. If an electric field interacts with a medium, it will induce a macroscopic polarisation, $P(t)$, given as

$$P(t) = \epsilon_0 \chi^{(1)} E(t),$$ (2.22)

where $\epsilon_0$ is the vacuum permittivity and $\chi^{(1)}$ the linear susceptibility of the medium. For pulsed electric fields, the incident field strengths can become so high that the polarisation has to be expanded as a power series to accommodate nonlinear effects

$$P(t) = \epsilon_0 (\chi^{(1)} E(t) + \chi^{(2)} E(t)E(t) + \chi^{(3)} E(t)E(t)E(t) + \cdots)$$ (2.23)

$$= \epsilon_0 \sum_{n} \chi^{(n)} E^n(t)$$ (2.24)

$$= \sum_{n} P^{(n)}(t),$$ (2.25)

with the $n^{th}$-order susceptibility $\chi^{(n)}$.

Second-Order Nonlinear Effects

Second-order nonlinear effects are, by symmetry, only observed in non-centrosymmetric media. Possible pathways can be obtained by expressing the interaction of two pulsed electric fields of frequency $\omega_0$ and $\omega_1$ in a medium as the
second-order polarization

\[ P^{(2)}(t) = \varepsilon_0 \chi^{(2)} \left( E_0 e^{i(\omega_0 t - k_0 r_0)} + E_1 e^{i(\omega_1 t - k_1 r_1)} \right)^2 \]  
(2.26)

\[ = \varepsilon_0 \chi^{(2)} \left( E_0^2 e^{i(2\omega_0 t - 2k_0 r)} + E_1^2 e^{i(2\omega_1 t - 2k_1 r)} \right) + \varepsilon_0 \chi^{(2)} \left( 2E_0 E_1 e^{i((\omega_0 + \omega_1) t - (k_0 + k_1) r)} \right) + \varepsilon_0 \chi^{(2)} \left( 2E_0^* E_1^* e^{i((\omega_0 - \omega_1) t - (k_0 - k_1) r)} \right) + \varepsilon_0 \chi^{(2)} \left( E_0^* E_0 + E_1^* E_1 \right), \]  
(2.27)

where we have restricted ourselves to TL pulses with \( \phi = 0 \) and a collinear arrangement such that \( r_0 = r_1 = r \) and \( k_i = k_i \), for clarity.

The last term in equation 2.27 is the only frequency-independent contribution and refers to optical rectification (OR) generating a direct current (DC) polarization in the sample.$^{56}$ Among the remaining three frequency-dependent contributions (Figure 2.1), the first term occurs at twice the initial frequency (2\( \omega_0 \) and 2\( \omega_1 \)), corresponding to second-harmonic generation (SHG) of the individual electric fields.$^{57,58}$ The wave vector of the second harmonic yields \( k_0 + k_0 = 2k_0 = k_s \), requiring two photons from the fundamental to be destroyed to generate one second-harmonic photon (Figure 2.1, left). The second term corresponds to a signal at the sum of the initial frequencies (\( \omega_0 + \omega_1 \)), termed sum-frequency generation (SFG).$^{59}$ The SFG wave vector states \( k_0 + k_1 = k_s \), requiring the destruction of one photon from each pulse (Figure 2.1, middle). The third term describes a signal at the difference of the fundamental frequencies (\( \omega_0 - \omega_1 \), referred to as difference-frequency generation (DFG). The wave vector of \( k_0 - k_1 = k_s \) requires the destruction of the higher frequency photon (\( \omega_0 \)) and the generation of the lower frequency photon (\( \omega_1 \)) to generate the signal (Figure 2.1, right). The lower frequency field is said to be parametrically amplified, a concept which is extensively employed in the design of non-collinear optical parametric amplifiers (NOPA)$^{60}$

Efficient signal conversion is only possible, if the generated signals at every point within the medium are in-phase, leading to constructive interference (Figure 2.2). This property is referred to as phase-matching. The correct phase-matching settings distinguish between competing signal pathways, depend on the medium used to generate the signal, and are frequency dependent.

To illustrate the above concepts, we will focus on the process of SHG.
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![Figure 2.1: Overview of frequency-dependent second-order nonlinear effects. Left: Second-harmonic generation (SHG), Centre: Sum-frequency generation (SFG), Right: Difference-frequency generation (DFG). Vertical arrows denote electric field interactions at their respective frequencies ($\omega$). Orange - incident field, blue - signal field.](image)

For example, to frequency-double the full bandwidth of <15 fs pulses a crystal thickness of $\leq 25 \mu m$ should be chosen.
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Figure 2.2: Principle of phase-matching in SHG. An incident electric field drives a polarisation in each atom (lattice point) within the crystal, leading to emission of a signal field at twice the frequency. If the medium is birefringent, both fields can travel at the same velocity leading to constructive interference between the signal fields and thus efficient conversion.

Third-Order Effects

Third-order polarisations defined as

\[ P^{(3)}(t) = \chi^{(3)} E^3(t), \]  

occur in a wide range of materials and require three interactions of the medium with the incident electric field. As a consequence, 44 possible signals can emerge at various frequencies depending on the corresponding input fields. To simplify this expression, we assume a monochromatic electric field given as

\[ E(t) = E_0 \cos(\omega t), \]  

which gives rise to a third-order polarisation of the form

\[ P^{(3)}(t) = \frac{1}{4} \epsilon_0 \chi^{(3)} \left( E_0^3 \cos(3\omega t) + 3 E_0^3 \cos(\omega t) \right). \]  

The first term in this equation represents a polarisation at thrice the fundamental frequency called third-harmonic generation (THG), while the second term represents an intensity dependent refractive index. The latter can be derived expressing the total macroscopic polarisation as

\[ P(t) = \epsilon_0 \chi^{(1)} E_0 \cos(\omega t) + \frac{3}{4} \epsilon_0 \chi^{(3)} E_0^3 \cos(\omega t) \]  

\[ = \epsilon_0 E_0 \cos(\omega t) \left( \chi^{(1)} + \frac{3}{4} \chi^{(3)} E_0^2 \right) \]  

\[ = \epsilon_0 E_0 \cos(\omega t) \chi, \]  

and combining the expression with the susceptibility dependence of the refrac-
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tive index

\[ n = (1 + \chi)^{\frac{1}{2}} \]  
\[ = \left(1 + \chi^{(1)} + \frac{3}{4} \chi^{(3)} E_0^2 \right)^{\frac{1}{2}} \]  
\[ = n_0 \left(1 + \frac{3I}{4n_0^2} \chi^{(3)} \right)^{\frac{1}{2}} \]  
\[ \approx n_0 \left(1 + \frac{3I}{24n_0^2} \chi^{(3)} \right) \]  
\[ = n_0 + n_2 I, \]  

(2.37) \hspace{1cm} (2.38) \hspace{1cm} (2.39) \hspace{1cm} (2.40) \hspace{1cm} (2.41)

where we used \( n_0 \ll \chi^{(3)} \) and \( I = E_0^2 \). A non-centrosymmetric medium can therefore act as a lens (optical Kerr effect) under the influence of an intense electric field leading to self-focussing of the input beam, an important first step for continuum generation. Equation 2.41 also gives rise to self-phase modulation

\[ \omega(t) = \frac{\partial}{\partial t}(\omega_0 t - kr) \]  
\[ = \omega_0 - \frac{\omega_0 r}{c} \frac{\partial n(t)}{\partial t}, \]  

(2.42) \hspace{1cm} (2.43)

providing new frequencies at

\[ \delta \omega = \omega(t) - \omega_0 = -\frac{\omega_0 n_2 r}{c} \frac{\partial I(t)}{\partial t}. \]  

(2.44)

In addition, another effect called self-steepening can also be traced back to equation 2.41. The propagation of a pulse through a medium leads to a distorted intensity profile as a consequence of the intensity-dependent velocity of the pulse \( (v \propto n \propto I) \). This results in a steep concentration gradient at one end of the temporal profile and is believed to lead together with self-phase modulation to the generation of very broad continua.\(^{61-63}\)
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Nonlinear spectroscopy aims to understand the interaction of electric fields with a system. This is quantified by the nonlinear response function, $R(t)$, which contains all information of the temporal evolution of the system under the action of an electric field. So far, we only considered crystalline systems without resonant electric field transitions. In the following section, we introduce the density matrix formalism to understand the ensemble properties arising in the condensed phase. Subsequently, we discuss linear spectroscopy and higher-order techniques used in this work.

2.2.1 Density Matrix Formalism

General Definitions

We define the density operator, $\rho$, of a pure quantum state described by the wavefunction, $|\psi\rangle$, according to

$$\rho \equiv |\psi\rangle \langle \psi|.$$  \hfill (2.45)

The time evolution of the density operator can be derived from the time-dependent Schrödinger equation (TDSE)

$$\frac{d}{dt} |\psi\rangle = -\frac{i}{\hbar} H |\psi\rangle,$$  \hfill (2.46)

and is given by the Liouville von Neumann equation as

$$\frac{d}{dt} \rho = -\frac{i}{\hbar} [H, \rho],$$  \hfill (2.47)

where $[H, \rho]$ indicates the commutator of the Hamiltonian and the density operator. It is important to note that equation 2.47 contains the same information as the TDSE for a pure quantum state. However, the density operator is a more general treatment allowing for the description of a statistical average, i.e. an ensemble, which is commonly investigated in spectroscopy. In this case, the density operator is modified to

$$\rho = \sum_i P_i |\psi_i\rangle \langle \psi_i|,$$  \hfill (2.48)

with $P_i$ being the probability of finding a system in a pure quantum state $i$. 
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An additional generalisation is often made by recasting the time dependence of the density operator in the Liouville representation:

\[ \frac{d}{dt} \rho = -i \frac{\hbar}{\hbar} L \rho. \]  
(2.49)

The operator \( L \) (also called superoperator) is an \( n^2 \)-dimensional matrix for an \( n \)-dimensional system connecting each element of \( \rho \) with every other element. The representation generally allows for a much more compact description compared to the Liouville von Neumann equation.

Two-Dimensional System in the Density Matrix Formalism

To illustrate the introduced notation, we consider a two-level system in the eigenstate basis of the Hamiltonian

\[ H = \begin{pmatrix} \epsilon_1 & 0 \\ 0 & \epsilon_2 \end{pmatrix}. \]  
(2.50)

The time dependence of the density matrix is written as

\[ \frac{d}{dt} \rho = -i \frac{\hbar}{\hbar} [H, \rho] \]  
(2.51)

\[ \frac{d}{dt} \begin{pmatrix} \rho_{11} & \rho_{12} \\ \rho_{21} & \rho_{22} \end{pmatrix} = -i \frac{\hbar}{\hbar} \begin{pmatrix} 0 & (\epsilon_1 - \epsilon_2)\rho_{12} \\ (\epsilon_2 - \epsilon_1)\rho_{21} & 0 \end{pmatrix}, \]  
(2.52)

which leads to the solutions for the diagonal terms

\[ \frac{d}{dt} \rho_{11} = 0 \rightarrow \rho_{11}(t) = \rho_{11}(0) \]  
\[ \frac{d}{dt} \rho_{22} = 0 \rightarrow \rho_{22}(t) = \rho_{22}(0), \]  
(2.53)

and for the off-diagonal terms

\[ \frac{d}{dt} \rho_{12} = -i \frac{\epsilon_1 - \epsilon_2}{\hbar} \rho_{12} \rightarrow \rho_{12}(t) = \rho_{12}(0)e^{-i\frac{\epsilon_1 - \epsilon_2}{\hbar}t} \]

\[ \frac{d}{dt} \rho_{21} = -i \frac{\epsilon_2 - \epsilon_1}{\hbar} \rho_{21} \rightarrow \rho_{21}(t) = \rho_{21}(0)e^{-i\frac{\epsilon_2 - \epsilon_1}{\hbar}t}, \]  
(2.54)

showing that the off-diagonal elements are oscillating at a difference frequency of the energy levels. The problem can be re-written in the Liouville representation as

\[ \frac{d}{dt} \rho = -i \frac{\hbar}{\hbar} L \rho \]  
(2.55)

\[ \frac{d}{dt} \begin{pmatrix} \rho_{12} \\ \rho_{21} \\ \rho_{11} \\ \rho_{22} \end{pmatrix} = -i \frac{\hbar}{\hbar} \begin{pmatrix} \epsilon_1 - \epsilon_2 & 0 \\ 0 & \epsilon_2 - \epsilon_1 \end{pmatrix} \begin{pmatrix} \rho_{12} \\ \rho_{21} \\ \rho_{11} \\ \rho_{22} \end{pmatrix}. \]  
(2.56)
2.2. Nonlinear Spectroscopy

**Time-Evolution Operator**

To propagate a system which is described by the wavefunction $|\psi\rangle$ and a time-independent Hamiltonian from $t_0 \rightarrow t$, we introduce the time-evolution operator, $U(t, t_0)$, such that

$$|\psi(t)\rangle \equiv U(t, t_0) |\psi(t_0)\rangle. \quad (2.57)$$

The TDSE is then modified to give

$$-\frac{i}{\hbar} \frac{d}{dt} U(t, t_0) = -\frac{i}{\hbar} H U(t, t_0) \quad (2.58)$$

$$U(t, t_0) = e^{-\frac{i}{\hbar} H(t-t_0)}. \quad (2.59)$$

If we now introduce a time-dependent perturbation to the Hamiltonian in the form of an applied electric field, we can express the Hamiltonian as

$$H(t) = H_0 + H'(t). \quad (2.60)$$

The time-evolution operator of the unperturbed system ($H_0$) is then given as

$$U_0(t, t_0) = e^{-\frac{i}{\hbar} H_0(t-t_0)}, \quad (2.61)$$

and we define a wavefunction in the interaction picture (subscript $I$) as

$$|\psi(t)\rangle \equiv U(t, t_0) |\psi_I(t)\rangle. \quad (2.62)$$

In this formalism, $|\psi_I(t)\rangle$ describes the time evolution due to the perturbation $H'(t)$ only, and $U(t, t_0)$ provides the time evolution with respect to $H_0$. Inserting equation 2.62 into the TDSE then yields

$$-\frac{i}{\hbar} H |\psi(t)\rangle = \frac{d}{dt} |\psi(t)\rangle \quad (2.63)$$

$$-\frac{i}{\hbar} H(t) U_0(t, t_0) |\psi_I(t)\rangle = \frac{d}{dt} U_0(t, t_0) |\psi_I(t)\rangle \quad (2.64)$$

$$= -\frac{i}{\hbar} H_0 U_0(t, t_0) |\psi_I(t)\rangle + U_0(t, t_0) \left( \frac{d}{dt} |\psi_I(t)\rangle \right), \quad (2.65)$$

which can be simplified using equation 2.60

$$-\frac{i}{\hbar} U_0^1(t, t_0) H'(t) U_0(t, t_0) |\psi_I(t)\rangle = \frac{d}{dt} |\psi_I(t)\rangle \quad (2.66)$$

$$-\frac{i}{\hbar} H'_I(t) |\psi_I(t)\rangle = \frac{d}{dt} |\psi_I(t)\rangle, \quad (2.67)$$
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with the (weak) perturbation Hamiltonian, \( H'_I(t) \), in the interaction picture. This equation can be solved iteratively for each time interval, \( \tau_i \), to yield

\[
|\psi_I(t)\rangle = |\psi_I(t_0)\rangle + \sum_{n=1}^{\infty} \left(-\frac{i}{\hbar}\right)^n \int_{t_0}^{t} d\tau_n \int_{t_0}^{\tau_n} d\tau_{n-1} \cdots \int_{t_0}^{\tau_2} d\tau_1 \ H'_I(\tau_n) H'_I(\tau_{n-1}) \cdots H'_I(\tau_1) |\psi_I(t)\rangle.
\]  

(2.68)

If we convert the above equation to the Schrödinger picture and insert the interaction Hamiltonian, we obtain the time evolution of the wavefunction as

\[
|\psi(t)\rangle = |\psi(t_0)\rangle + \sum_{n=1}^{\infty} \left(-\frac{i}{\hbar}\right)^n \int_{t_0}^{t} d\tau_n \int_{t_0}^{\tau_n} d\tau_{n-1} \cdots \int_{t_0}^{\tau_2} d\tau_1 \ U_0(t, \tau_n) H'_I(\tau_n) U_0(\tau_n, \tau_{n-1}) H'_I(\tau_{n-1}) \cdots U_0(\tau_2, \tau_1) H'_I(\tau_1) U_0(\tau_1, t_0) |\psi(t)\rangle.
\]  

(2.69)

Despite the complicated form, this equation offers an appealing interpretation: The system evolves freely according to \( U_0(\tau_1, t_0) \). At \( \tau_1 \) the perturbation \( H'_1(\tau_1) \) interacts with the system followed by free propagation until the next perturbation arises. This can be diagrammatically represented in single-time-line Feynman diagrams.

A similar expression is obtained in the density matrix formalism and gives in the Schrödinger picture

\[
\rho(t) = \rho^{(0)}(t) + \sum_{n=1}^{\infty} \left(-\frac{i}{\hbar}\right)^n \int_{t_0}^{t} d\tau_n \int_{t_0}^{\tau_n} d\tau_{n-1} \cdots \int_{t_0}^{\tau_2} d\tau_1 \ U_0(t, \tau_n) [H'_I(\tau_n), [H'_I(\tau_{n-1}), \cdots [H'_I(\tau_1), \rho(t_0)] \cdots ]] U_0^\dagger(t, t_0).
\]  

(2.70)

In contrast to equation 2.69, the density operator is defined in terms of both bra and ket of the wavefunction. The equation therefore suggests that a perturbation can interact on either side of system leading to the concept of double-sided Feynman diagrams and wave-mixing energy ladder (WMEL) diagrams.

We continue to specify the perturbation to be a time-dependent electric field, \( E(t) \), interacting with the dipole moment, \( \mu \), of the system

\[
H'(t) = \mu E(t).
\]  

(2.71)

Under the assumption that \( \rho(t_0) \) is an equilibrium density matrix, we can further set \( t_0 \to -\infty \) and obtain a simplified expression

\[
\rho(t) = \rho^{(0)}(-\infty) + \sum_{n=1}^{\infty} \rho^{(n)}(t),
\]  

(2.72)
with the $n$th-order density matrix being

$$
\rho^{(n)}(t) = \left(\frac{-i}{\hbar}\right)^n \int_{-\infty}^{t} dt_n \int_{-\infty}^{t_2} dt_{n-1} \cdots \int_{-\infty}^{t_1} dt_1 E(\tau_n)E(\tau_{n-1})\cdots E(\tau_1)
$$

$$
U_0(t, \tau_n)[\mu_1(\tau_{n}), [\mu_1(\tau_{n-1}), \cdots [\mu_1(\tau_1), \rho(-\infty)]\cdots]]U_0^{\dagger}(t, t_0), \quad (2.73)
$$

and the dipole operator in the interaction picture given as

$$
\mu_1(t) = U_0^{\dagger}(t, t_0) \mu U_0(t, t_0).
$$

We are now able to express the full density matrix evolution for an unlimited number of weak electric field interactions at various time delays with the system. Since we are interested in the macroscopic polarisation, $P$, induced by the electric field, $\mu$, we require a connection between the density matrix and an observable, which is given in this case as

$$
\langle P \rangle = \text{Tr}(\mu \rho(t)) \equiv \langle \mu \rho(t) \rangle, \quad (2.75)
$$

where $\langle \cdots \rangle$ denotes the expectation value and $\text{Tr}(\cdots)$ indicates the trace of the matrix. The $n$th-order polarisation thus given as

$$
P^{(n)}(t) = \left(\frac{-i}{\hbar}\right)^n \int_{-\infty}^{t} dt_n \int_{-\infty}^{t_2} dt_{n-1} \cdots \int_{-\infty}^{t_1} dt_1 E(t_n)E(t_{n-1})\cdots E(t_1)
$$

$$
\langle \mu(t)[\mu(\tau_n), [\mu(\tau_{n-1}), \cdots [\mu(\tau_1), \rho(-\infty)]\cdots]]\rangle.
$$

(2.76)

In spectroscopy, this is usually expressed in time intervals between field interactions, rather then absolute time points. Using the definition $\tau_1 = 0$, $t_1 = \tau_2 - \tau_1$, $t_2 = \tau_3 - \tau_2$, etc. we obtain

$$
P^{(n)}(t) = \int_{0}^{\infty} dt_n \int_{0}^{\infty} dt_{n-1} \cdots \int_{0}^{\infty} dt_1
$$

$$
E(t - t_n)E(t - t_{n-1} - t_1)\cdots E(t - t_n - \cdots - t_1) R^{(n)}(t_n, t_{n-1}, \cdots, t_1).
$$

(2.77)

where the nonlinear response function, $R^{(n)}(\cdots)$, is defined as

$$
R^{(n)}(t_n, t_{n-1}, \cdots, t_1) = \left(\frac{-i}{\hbar}\right)^n \langle \mu(t_n + \cdots + t_1)[\mu(t_{n-1} + \cdots + t_1), \cdots [\mu(0), \rho(-\infty)]\cdots]\rangle.
$$

(2.78)

We point out that the last interaction $\mu(t_n + \cdots + t_1)$ corresponds to the emission of a signal from the system to generate overall an equilibrium density matrix, while the other interactions (within the commutator) can generate a non-equilibrium density matrix. This equation forms the basis for frequently employed diagrammatic guides to understand possible signal pathways in multi-pulse experiments, like double-sided Feynman and WMEL diagrams.
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2.2.2 First-Order Linear Spectroscopy

Linear Macroscopic Polarisation of a Two-Level System

After formally introducing the density matrix formalism and its connection to the macroscopic polarisation under an electric field perturbation, we are now able to apply this knowledge to obtain information about the system from experimental results, or vice versa. We start by considering linear spectroscopy on the previously introduced two-level system. The full Hamiltonian describing the interaction with an electric field reads

\[ H(t) = H_0 + H'(t) \]  
\[ = H_0 - E(t)\mu \]  
\[ = \begin{pmatrix} \epsilon_1 & 0 \\ 0 & \epsilon_2 \end{pmatrix} - E(t) \begin{pmatrix} 0 & \mu_{12} \\ \mu_{21} & 0 \end{pmatrix}, \]

where \( \mu_{21} = \mu_{12}^* \) represents the transition dipole moment coupling the two states. The first-order polarisation is defined according to equation 2.77 as

\[ P^{(1)}(t) = \int_0^\infty \! dt_1 E(t - t_1) R^{(1)}(t_1). \]

In linear absorption only one field interaction (either on the bra or ket side) is present, leading to two terms contributing to \( R^{(1)}(t_1) \). The response function can be written as

\[ R^{(1)}(t_1) = -\frac{i}{\hbar} \langle \mu(t_1), [\mu(0), \rho(-\infty)] \rangle \]
\[ = -\frac{i}{\hbar} (\langle \mu(t_1)\mu(0)\rho(-\infty) \rangle - \langle \mu(t_1)\mu(0)\rho(-\infty) \rangle^*), \]

where we have assumed that all operators are Hermitian and that the expectation value is invariant under cyclic permutation. The commutator is best examined step by step starting from the right. Before \( t = 0 \) the system remains unchanged and is described by \( \rho(-\infty) \). Interaction with the electric field at \( t = 0 \) (\( \mu(0) \)) will generate a time-dependent density matrix \( \rho(t) \) according to

\[ \rho(t) = \mu(0)\rho(-\infty) \]
\[ = \begin{pmatrix} 0 & \mu_{12} \\ \mu_{21} & 0 \end{pmatrix} \begin{pmatrix} \rho_{11}(-\infty) & \rho_{12}(-\infty) \\ \rho_{21}(-\infty) & \rho_{22}(-\infty) \end{pmatrix} \]
\[ = \begin{pmatrix} \mu_{12}\rho_{21}(-\infty) & \mu_{12}\rho_{22}(-\infty) \\ \mu_{21}\rho_{11}(-\infty) & \mu_{21}\rho_{12}(-\infty) \end{pmatrix} \]
\[ \equiv \begin{pmatrix} \dot{\rho}_{11}(t) & \dot{\rho}_{12}(t) \\ \dot{\rho}_{21}(t) & \dot{\rho}_{22}(t) \end{pmatrix}. \]
The system is now no longer in an eigenstate and will oscillate in time as shown in equation 2.54 between the two states with a frequency \( \omega_{21} = \frac{\epsilon_2 - \epsilon_1}{\hbar} \) propagated by \( U_0(t, t_0) \). The generated oscillations are also known as Rabi oscillations and follow

\[
\dot{\rho}_{12}(t) = \rho_{12}(-\infty)e^{+i\omega_{21}t} \\
\dot{\rho}_{21}(t) = \rho_{21}(-\infty)e^{-i\omega_{21}t},
\]

(2.89)

while the terms \( \tilde{\rho}_{11}(t) \) and \( \tilde{\rho}_{22}(t) \) remain constant. At \( t_1 \), the system emits the signal \( (\mu(t_1)) \) which results in

\[
\rho(t) = \mu(t_1)\rho(t) = \begin{pmatrix} 0 & \mu_{12} \\ \mu_{21} & 0 \end{pmatrix} \begin{pmatrix} \rho_{11}(t) & \rho_{12}(t) \\ \rho_{21}(t) & \rho_{22}(t) \end{pmatrix}
= |\mu_{21}|^2 \begin{pmatrix} \rho_{11}(-\infty)e^{-i\omega_{21}t} & \rho_{12}(-\infty) \\ \rho_{21}(-\infty) & \rho_{22}(-\infty)e^{i\omega_{21}t} \end{pmatrix},
\]

(2.90)

The response function can now be calculated from equation 2.84 in combination with equation 2.75

\[
R^{(1)}(t_1) = -i\hbar(\langle \mu(t_1)\mu(0)\rho(-\infty)\rangle - \langle \mu(t_1)\mu(0)\rho(-\infty) \rangle^*)
= -i\hbar|\mu_{21}|^2 \left( \rho_{11}(-\infty)e^{-i\omega_{21}t_1} + \rho_{22}(-\infty)e^{i\omega_{21}t_1} \right)
- \rho_{11}(-\infty)e^{+i\omega_{21}t_1} - \rho_{22}(-\infty)e^{-i\omega_{21}t_1} \right)
\]

(2.93)

and leads to the total first-order polarisation

\[
P^{(1)}(t) = -\frac{i}{\hbar}|\mu_{21}|^2 \int_0^\infty dt_1 E(t - t_1) \left( e^{-i\omega_{21}t_1} - e^{i\omega_{21}t_1} \right),
\]

(2.94)

where \( \Delta_\rho \equiv \rho_{11}(-\infty) - \rho_{22}(-\infty) \). The polarisation is composed of two pathways describing the interaction of the electric field with the bra or the ket side of the density matrix. Both are in principle identical and conventionally only the bra interaction is considered. If we assume no initial population in the second level, i.e. \( \rho_{22}(-\infty) = 0 \) and set without loss of generality the initial population in the first level equal to one, we obtain the first-order polarisation as:

\[
P^{(1)}(t) = -\frac{i}{\hbar}|\mu_{21}|^2 \int_0^\infty dt_1 E(t - t_1) e^{-i\omega_{21}t_1}.
\]

(2.97)
Employing an electric field

\[ E(t) = E_0(t) \cdot (e^{-i\omega_{21}t} + e^{i\omega_{21}t}) , \]  

(2.98)

provides us with two terms in the first-order polarisation

\[ P^{(1)}(t) = -\frac{i}{\hbar} |\mu_{21}|^2 e^{-i\omega_{21}t} \int_0^\infty dt_1 E_0(t - t_1) \]
\[ -\frac{i}{\hbar} |\mu_{21}|^2 e^{-i\omega_{21}t} \int_0^\infty dt_1 E_0(t - t_1)e^{-i\omega_{21}t_1} . \]  

(2.99)

The second term can be ignored since it is quickly oscillating and averages out. This is known as the rotating-wave approximation (RWA). If we proceed by assuming a short resonant pulse, we can make use of the semi-impulsive limit and represent the electric field as

\[ E_0(t) = E_0 e^{-i\omega t} \delta(t) , \]  

(2.100)

where \( \delta(t) \) denotes the delta function. The polarisation becomes

\[ P^{(1)}(t) = -\frac{i}{\hbar} |\mu_{21}|^2 E_0 e^{-i\omega_{21}t} , \]  

(2.101)

showing that the macroscopic polarisation induced by the sample oscillates at \( \omega_{21} \) and is strongly dependent on the transition dipole moment connecting the two states. This equation is easily modified to account for different initial populations, as well as dephasing, \( \Gamma \), of the electronic coherence

\[ P^{(1)}(t) = -\frac{i}{\hbar} |\mu_{21}|^2 \Delta \rho E_0 e^{-i\omega_{21}t} e^{-\Gamma t} , \]  

(2.102)

which is experimentally found to occur on the femtosecond time scale.

**Detection of the First-Order Polarisation**

Up to now we only calculated the response of the sample to an electric field, but have not yet computed the resulting absorption spectrum. It is important to realise that the emitted signal field, \( E^{(1)} \), is necessarily collinear with the incident electric field. The signal in this case is said to be heterodyne detected. Additionally, available detectors measure the intensity rather than the electric field and are typically slow compared to electronic dephasing times. If the
signal was measured without spectral dispersion, the recorded intensity would correspond to

\[ I = \int_{0}^{\infty} dt |E_0(t) + E^{(1)}(t)|^2 \]  
\[ = \int_{0}^{\infty} dt |E_0(t)|^2 + |E^{(1)}(t)|^2 + 2\Re \{ E_0(t)E^{(1)}(t) \}. \]  
\[ (2.103) \]
\[ (2.104) \]

In the case of a spectral dispersion element prior to detection, the electric fields are Fourier transformed to give

\[ I(\omega) = |E_0(\omega)|^2 + |E^{(1)}(\omega)|^2 + 2\Re \{ E_0(\omega)E^{(1)}(\omega) \}, \]  
\[ (2.105) \]

where the second term due to the weak perturbation is small and can be neglected. The absorption spectrum is then defined as

\[ \frac{I}{I_0} = \frac{|E_0(\omega) + E^{(1)}(\omega)|^2}{|E_0(\omega)|^2} \]  
\[ \Rightarrow -\log_{10} \left( \frac{I}{I_0} \right) \approx -2\Re \{ E^{(1)}(\omega) \}, \]  
\[ (2.106) \]
\[ (2.107) \]

if a \( \delta \)-pulse is employed. The emitted signal field can be shown to have a phase lag of \( \pi/2 \) with respect to the induced polarisation, such that

\[ E^{(1)}(\omega) \propto -iP^{(1)}(\omega), \]  
\[ (2.108) \]

giving a general expression for the absorption spectrum, which leads to the familiar Lorentzian lineshape often encountered in absorption spectra, expressed as optical density (absorbance)

\[ \text{OD} = -\log_{10} \left( \frac{I}{I_0} \right) \]  
\[ \propto 2\Im \{ P^{(1)}(\omega) \} \]  
\[ = \frac{2}{h} |\mu_{21}|^2 \Delta_\rho E_0 \Re \left( \int_{0}^{\infty} dt e^{i(\omega - \omega_0)t} e^{-\Gamma t} \right) \]  
\[ \propto \frac{|\mu_{21}|^2 \Gamma}{(\omega - \omega_0)^2 + \Gamma^2}, \]  
\[ (2.109) \]
\[ (2.110) \]
\[ (2.111) \]
\[ (2.112) \]

where we assumed a \( \delta \)-pulse with constant frequency \( \omega_0 \). Note that the factor \( \Delta_\rho \) accounts for the ensemble average and is typically modelled by a Boltzmann distribution. The linear electronic absorption spectrum can therefore be predicted if the electronic transition dipole moments are known.
2.2.3 Third-Order Pump-Probe Spectroscopy

We consider now a three-level system with states $|1\rangle$, $|2\rangle$, $|3\rangle$ and $E_1 < E_2 < E_3$, initially in the ground state. Pump-probe spectroscopy leads to three electric field interactions (two pump, one probe) to generate a signal field. The third-order polarisation can be written as

$$P^{(3)}(t) = \int_0^\infty dt_3 \int_0^\infty dt_2 \int_0^\infty dt_1 E(t-t_3)E(t-t_3-t_2)E(t-t_3-t_2-t_1)R^{(3)}(t_3,t_2,t_1).$$

(2.113)

$R^{(3)}(t_3,t_2,t_1)$ consists of $2^3 = 8$ pathways which are pairwise conjugated. We therefore need to consider only 4 distinct third-order response functions. If we assume the three sinusoidal electric fields to be centred around $t = 0$ we have to express each field in equation 2.113 as the sum of three pulses with frequency $\pm \omega$, leading to 6 terms. This results in a total of $6^3 \cdot 4 = 884$ integrals to be calculated. A fraction of these pathways lead to the coherent artefact observed in this type of spectroscopy. Fortunately, the number can be considerably reduced if we impose strict time ordering between the pump and the probe fields and choose a geometry in which we heterodyne the signal with the probe field to obtain 8 remaining terms. An additional two can be removed by the rotating-wave approximation, giving a total of 6 signal pathways. If the experiment is additionally carried out with a short pump pulse compared to the system dynamics, we find that overall three distinct signals known as ground-state bleach (GSB), photoinduced absorption (PIA) and stimulated emission (SE) appear in a standard pump-probe experiment. The corresponding nonlinear responses can be obtained in the same way as previously or alternatively from the rules of double-sided Feynman diagrams or WMEL diagrams (Figure 2.3)

$$R_{SE}^{(3)}(t_3,t_2,t_1) \propto \frac{i}{\hbar^3} \mu_{21}^4 e^{-i\omega_{21}t_3} e^{-\Gamma t_3}$$

(2.114)

$$R_{GSB}^{(3)}(t_3,t_2,t_1) \propto \frac{i}{\hbar^3} \mu_{21}^4 e^{-i\omega_{21}t_3} e^{-\Gamma t_3}$$

(2.115)

$$R_{PIA}^{(3)}(t_3,t_2,t_1) \propto -\frac{i}{\hbar^3} \mu_{21}^2 \mu_{32}^2 e^{-i\omega_{32}t_3} e^{-\Gamma t_3},$$

(2.116)

where we assumed no evolution on $|2\rangle$ and equal dephasing rates.

The total nonlinear polarisation in the semi-impulsive limit then becomes

$$P^{(3)}(t) = \frac{i}{\hbar^3} \left( 4\mu_{21}^4 e^{-i\omega_{21}t_3} e^{-\Gamma t_3} - 2\mu_{21}^2 \mu_{32}^2 e^{-i\omega_{32}t_3} e^{-\Gamma t_3} \right).$$

(2.117)
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Figure 2.3: Wave-mixing energy ladder diagrams in pump-probe spectroscopy showing possible signal pathways and corresponding wave vectors observed in a heterodyned pump-probe experiment. The pump pulse is assumed to be short and temporally separated from the probe pulse. Vertical solid and dashed lines represent an electric field interaction on the bra or the ket of the density matrix. Orange - pump (p), black - probe (pr), green - signal.

Subsequently, the spectrally resolved signals in a pump-probe experiment measured normalised to the probe can be calculated

$$\Delta \text{OD} \propto -2\Im \left( P^{(3)}(\omega) \right)$$

$$= -8\mu_{21}^4 \Gamma \left( \frac{1}{(\omega_{21} - \omega_0)^2 + \Gamma^2} + \frac{4\mu_{21}^2 \mu_{32}^2 \Gamma}{(\omega_{32} - \omega_0)^2 + \Gamma^2} \right).$$

The typical Lorentzian shape as observed for linear absorption is retained. While SE and GSB have the same negative signal ($\propto \mu_{21}^4$), PIA shows a positive sign ($\propto \mu_{21}^2 \mu_{32}^2$), allowing us to identify excited-state pathways in pump-probe spectroscopy based on the observed sign.

In this derivation we assumed no evolution during $t_2$ and neglected vibrational energy levels. The above treatment can be generalised to account for the generation of vibrational coherence during the first two pump interaction, which will be discussed more qualitatively in the next chapter.

23
2.2. Nonlinear Spectroscopy
Chapter 3

Experimental Methods

The following chapter describes the experimental setups used in this work. We start by discussing the generation of various pulses, their characterisation via second-harmonic generation frequency-resolved optical gating (SHG-FROG) and conclude with experimental techniques. Parts of this chapter are adapted with permission from the following publications:

- M. Liebel, C. Schnedermann and P. Kukura, *Opt. Lett.*, 2014, 39, 4112-5. This paper was published in Optics Letters and is made available as an electronic reprint with the permission of OSA. The paper can be found at the following URL on the OSA website: http://dx.doi.org/10.1364/OL.39.004112. Systematic or multiple reproduction or distribution to multiple locations via electronic or other means is prohibited and is subject to penalties under law.


3.1 Pulse Generation

All pulses employed in this work are provided by a Lightconversion Pharos-6W (Yb:KGW) amplifier system (200 fs, 1030 nm, 600 µJ). We split off 50 µJ to seed various whitelight (WL) stages, while the remaining fundamental is frequency-doubled via second-harmonic generation (SHG) in a type I
phase-matched $\beta$-barium-borate crystal (BBO, 23.4°). This is followed by sum-frequency generation (SFG) of the fundamental with the second harmonic in a type II phase-matched BBO (62.8°) to yield 200 fs pulses centred at 515 nm (250 $\mu$J) and 343 nm (60 $\mu$J), respectively.

### 3.1.1 Probe Pulses: Whitelight Continuum Generation

WL continuum generation allows significant broadening of a narrowband input pulse by focussing it with sufficient peak intensity into a bulk medium, such as sapphire. The physical basis of WL continuum generation has been discussed in various excellent reports. Briefly, focussing of a high-energy femtosecond pulse into a bulk crystal triggers an optical Kerr effect, which leads to self-focussing of the beam. This results in drastically increased peak intensities, which activates multiphoton ionisation generating a local weakly ionised plasma spot. The accompanied change in refractive index forces the beam to diverge before self-focussing leads to the formation of another plasma spot. This process is repeated several times until the beam exits the bulk material leading to the formation of a plasma filament in the crystal. During this propagation various other nonlinear effects such as self-phase-modulation, self-steepening, and medium ionisation, generate additional frequencies predominantly on the high-energy side of the initial pulse spectrum, forming a WL continuum. Despite its complex physical description, WL continua are routinely employed in spectroscopy, due to their simple experimental implementation.

We employ WL continua as probe pulses in transient absorption (TA) experiments and as seed pulses in multiple non-collinear optical parametric amplification (NOPA) stages. For their generation we focus 2-3 $\mu$J of a narrowband seed pulse (200 fs) into a 3 mm sapphire crystal with an achromatic lens (F = 100 mm). To minimise accumulated chirp, we collimate the resulting WL by means of a curved mirror (F = 50 mm, Figure 3.1a). Keeping the reflection angle of the curved mirror small reduces astigmatism, and the subsequent use of an iris enables selection of the most spatially homogeneous region of the WL. The use of a harmonic separator (0° AOI, EKSMA Optics) removes the residual seed pulse, providing a WL with a broad seed-dependent spectral coverage (Figure 3.1b). A seed wavelength of 1030 nm generates WL continua covering the spectral region from 500-900 nm, which can be tuned further to the blue (450-700 nm) if the seed wavelength is changed to 780 nm. To achieve an even bluer WL ranging from 400-490 nm a 515 nm seed can be...
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Figure 3.1: Whitelight (WL) generation and characterisation. (a) Typical setup for WL generation. Double-sided arrows indicate translation-stage mounting. (b) Spectral coverage for different seed wavelengths. (c) Temporal characteristics of a 1030 nm (200 fs) seeded sapphire WL obtained in a transient absorption measurement using a 10 fs visible pump pulse. The observed chirp of the WL indicates a probe duration of \( \sim 300 \text{ fs} \). C - sapphire crystal (3 mm), ND - variable neutral-density filter, HS - harmonic separator (0° AOI, 1030 nm, EKSMA Optics). The WL spectrum pumped at 515 nm was provided by Alex S. Duarte, while 780 nm and 1030 nm pumped WL spectra were provided by Matz Liebel.

Employed. Fine tuning of the seed power for optimal generation of a shot-noise limited WL is assured by an additional variable neutral-density filter close to the sapphire crystal. An alternative approach to generate blue-shifted WL continua involves different crystal materials. We find that fused silica (FS) shifts the blue edge to \( \sim 450 \text{ nm} \), while calcium fluoride (CaF\(_2\)) extends the WL to 400 nm if seeded by 1030 nm (200 fs) pulses. At a repetition rate of 10 kHz, these materials have to be translated to avoid accumulation of thermal damage, which leads to a decreased shot-to-shot stability by an order of magnitude rendering seed-wavelength tuning a preferred approach.

Typical output powers of this setup are below 4 nJ, making WL pulses ideal weak-field probes for spectroscopy.\(^{54}\) To generate a good spatial WL mode, as required in spectroscopic applications, it is essential that the seed mode is of high quality. In this context it may be beneficial to expand the seed pulse prior to WL generation and use a hard aperture to select only its most symmetric central spatial part. We find that seed-beam diameters of \( \sim 3-5 \text{ mm} \) in combination with a near-IR achromatic lens (\( F = 100 \text{ mm} \)) provide a spatially homogeneous Gaussian-shaped WL mode.

The process of WL generation ultimately leads to temporally chirped pulses due to group-velocity dispersion (GVD) and third-order dispersion (TOD) as the pulse propagates through material.\(^{51}\) The temporal characteristics can be assessed using TA with a short (<10 fs) pump pulse. In this work, we focus on
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1030 nm seeded WL probes which have a duration of $\sim$300 fs with our setup (Figure 3.1c). A bluer WL continuum generated in the same way, will show more chirp due to the wavelength-dependent refractive index variation ($\sim$500 fs for 515 nm seeded WL).

3.1.2 Pump Pulses

Typical WL continua have low intensities (<4 nJ) and are often too broad for spectroscopic applications requiring a more selective pulse spectrum with higher intensities. NOPAs have been developed to improve these shortcomings. An excellent review on the topic can be found in Cerullo et al. In short, the device is based on overlapping a WL pulse with a high-intensity narrowband pump pulse in a birefringent crystal such as BBO. The underlying process is a non-collinear implementation of difference-frequency generation (DFG) which results in a parametric amplification of the WL spectrum. By carefully adjusting the phase-matching conditions (pump-seed angle and crystal angle), it is possible to amplify parts of the WL red-shifted from the pump wavelength. These parameters can be obtained from programs such as SNLO. In the following we describe key principles in designing NOPAs for various spectroscopic applications, requiring short broadband pulses in the blue, visible and near-IR as well as spectrally tunable narrowband pulses in the near-IR.

<10 fs near-IR Pulses Delivered by a 515 nm Pumped NOPA

NOPAs amplify WL continua to the low-energy side of the pump wavelength, allowing us to use the second harmonic of our laser system (515 nm) to achieve broadband amplification in the near-IR (650-1000 nm). To this end, we focus 40 $\mu$J of a 515 nm pump pulse ($F = 500$ mm lens) together with a 1030 nm sapphire WL ($F = 1000$ mm curved mirror) under an external angle of 4.1° into a type I phase-matched BBO crystal (2 mm, 23.4°). The resulting output is collimated ($F = 200$ mm curved mirror) and compressed using 7 bounces on a pair of TOD-optimised near-IR chirped mirrors and a pair of fused silica 2° apex angle wedge prisms (Layertec, Figure 3.2a). This NOPA produces near transform-limited (TL) <10 fs pulses centred around 800 nm with output powers up to 3 $\mu$J (7.5% conversion efficiency). A typical output spectrum and retrieved SHG-FROG trace is shown in Figure 3.2b. The broad bandwidth required for short pulse generation limits the spectral tunability to centre frequencies ranging from 770-880 nm.
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We find that optimal operation results if the temporal widths of pump and seed pulse (amplified region) are matched for maximum temporal interactions. In our setup we realise this by inserting a 2 mm sapphire window into the WL, while using reflective optics otherwise. To obtain compressible pulses, we adjust the peak intensity at the crystal to $\sim 150$ GW/cm$^2$, avoiding unwanted nonlinear effects, which can complicate the spatio-temporal profile of the output. This is achieved by placing the crystal behind the focus of pump (85 mm) and seed (50 mm) and employing long focal length optics. The chosen focal length combination ($F_{\text{seed}} = 1000$ mm, $F_{\text{pump}} = 500$ mm) leads to a 2.5 times larger pump spot size at the crystal compared to the seed spot size, thus improving spatially uniform amplification for a good mode profile. Fine adjustments are carried out using a hard aperture in the WL seed ($\sim 1-2$ mm diameter) and varying the WL collimation mirror for an optimally compressed pulse. Since the generated pulses will be employed for spectroscopic purposes, we focus in this design on good beam parameters (mode quality, compressibility and long-term stability) at the expense of conversion efficiency.

200-300 fs Tunable Dump Pulses in the Near-IR

Narrowband pulses covering the range from 650-950 nm are generated using similar design principles as described above. We generate a 1030 nm sapphire WL acting as the seed pulse and amplify with 20 $\mu$J of 515 nm pulses focussed ($F = 250$ mm lens) into a 2 mm type I BBO crystal ($23.5^\circ$) under broadband
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Figure 3.3: Narrowband near-IR pulses delivered by a 515 nm pumped NOPA. (a) Experimental configuration of a narrowband NOPA pumped by 20 µJ of 515 nm, 200 fs pulses in combination with a 1030 nm WL seed, generating tunable near-IR pulses of 200-300 fs duration. The use of the BK7 rod temporally chirps the seed allowing selective amplification by adjusting the time delay between seed and pump pulses. (b) Typical output spectra demonstrating wavelength tunability from 650-950 nm. HS - harmonic separator (0° AOI, 1030 nm, EKSMA Optics), LP - long-pass filter (0° AOI, 600 nm, Thorlabs), BBO - β-barium-borate crystal (23.5°, 2 mm), WL - whitelight.

phase-matched conditions (4.1° external pump-seed angle, Figure 3.3a). The output is collimated (F = 200 mm lens) and passed through a 1030 nm harmonic separator (0° AOI, EKSMA Optics) and a 600 nm long-pass filter (Thorlabs) to exclude fundamental and pump pulse contributions. Figure 3.3b shows typical output spectra with 200 fs duration at 1 µJ power.

The bandwidth of the output pulse is adjusted by inserting a 13 cm BK7 rod into the WL seed, leading to drastic temporal broadening. Consequently, only a narrow spectral range is temporally overlapped with the pump, ensuring an output bandwidth of ~200 cm⁻¹ (200-300 fs). Broadband phase-matching conditions are chosen to easily change the centre frequency of the output simply by adjusting the time delay of pump and seed pulses via the pump translation stage. To maximise output power we match pump and seed spot diameters for maximum overlap and employ the same focal lengths for similar divergence properties of pump and seed. We employ a lower conversion efficiency (5%) than possible (15-20%) by placing the BBO crystal 25 mm behind the focus of pump and seed in favour of long-term durability, stability and mode quality.

We remark that this NOPA can be extended to yield 325-450 nm (200-300 fs) pulses via subsequent SHG. In that case it is advisable to obtain higher near-IR output powers by increasing the pump power, since significant power losses occur if a good mode profile and long-term stability is desired. Using a pump energy of 90 µJ, we obtain 1 µJ centred at 400 nm, employing a 2 mm BBO crystal (23.5°) for SHG.
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Figure 3.4: <15 fs pulses delivered via SHG of a 515 nm pumped NOPA output. (a) Experimental configuration of a NOPA pumped by 70 μJ of 515 nm, 200 fs pulses in combination with a 1030 nm WL seed, generating <10 fs near-IR pulses centred at 800 nm. The pulse is initially compressed for an additional BK7 window (2 mm) which is removed prior to SHG in a thin BBO crystal (25 μm) resulting in <15 fs pulses centred at 400 nm. (b) Typical output spectrum (top, black) and auto-correlation (envelope, bottom) obtained for a closely resembling simulated Gaussian pulse (top, orange) supporting a pulse duration of 13 fs. G - sapphire glass window (2 mm), CM - chirped mirrors (Layertec), HS - harmonic separator (45° AOI, 800 nm, Layertec), W - 2° apex angle wedge prism pair (Layertec), BBO - β-barium-borate crystal (BBO$_{515}$: 21.5°, 2 mm, BBO$_{SHG}$: 29°, 25 μm), WL - whitelight.

<15 fs Pulses Delivered via SHG of a 515 nm Pumped NOPA

The generation of short NOPA pulses around 400 nm is technically challenging since WL pulses at these wavelengths are not supported by common bulk materials (see Figure 3.1b). Instead, a broadband near-IR femtosecond NOPA can yield 400 nm, <15 fs pulses via SHG in a thin BBO crystal (Figure 3.4a). To this end, we generate 6 μJ of <10 fs 800 nm pulses as described earlier, using 70 μJ of a 515 nm pump and a 1030 nm sapphire WL, focussed (F = 1000 mm) into a 2 mm type I BBO crystal (21.5°). The seed pulse duration is adjusted with a 2 mm sapphire window and the BBO crystal position set to ~110 mm behind the focus of the pump and seed beam for spatially uniform and compressible output pulse generation, including a hard aperture for the seed (2 mm diameter). The output is collimated (F = 200 mm curved mirror) and compressed with a pair of TOD-optimised chirped mirrors and fused silica 2° apex angle wedge prisms (Layertec). The output pulse is then focussed (F = 200 mm curved mirror) into a 25 μm type I BBO crystal (29°) for SHG. Subsequently, a harmonic separator (45° AOI, 800 nm, EKSMA Optics) isolates the 400 nm pulses, which are collimated by a curved mirror (F = 200 mm) resulting in 0.5 μJ <15 fs pulses. No additional compression is needed after SHG.
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The use of broadband fundamental pulses in SHG leads to chirped output pulses due to material dispersion.\textsuperscript{51} Due to the low conversion efficiency, we over-compress the fundamental pulse instead of implementing another compression stage after SHG. We find that the shortest second-harmonic pulses are retrieved if the fundamental pulse is initially compressed for an additional BK7 window (2 mm, 90 fs\textsuperscript{2} at 800 nm) which is removed prior to SHG. A typical output spectrum supporting a 13 fs pulse duration is displayed in Figure 3.4b. We use a 25 \( \mu \)m BBO crystal as a compromise between spectral acceptance bandwidth, ultimately limiting the pulse duration, and SHG conversion efficiency. To ensure an excellent mode quality and stability we kept the astigmatism of the fundamental to a minimum. Additionally, we position the SHG-BBO crystal 10 mm behind the focus of the fundamental and mount it on a computer-controlled translation stage (Newport, AG-LS25) for long-term mode and power stability. Since the polarisation of the SHG output is opposite to the fundamental, we additionally insert a reflective waveplate for all experiments carried out. The overall efficiency of 0.7\% requires sufficient input power but is adequate for spectroscopy in the linear regime. For higher conversion efficiencies, more sophisticated schemes, such as achromatic frequency-doubling,\textsuperscript{75} would have to be employed, dramatically increasing experimental complexity.

\textless 10 fs Visible Pulses Delivered by a 343 nm Pumped NOPA

So far we have discussed the generation of short pulses in the blue and near-IR spectral region. If short visible pulses covering 480-650 nm are required, a NOPA pumped by the third harmonic (343 nm) of our laser system is needed. In principle, this can be achieved in the same way as discussed in the previous sections. It has to be considered, however, that 1030 nm WL sapphire seed pulses show almost no intensity at 500 nm, making amplification difficult. To be able to generate pulses with centre frequencies close to 500 nm, we change the WL by seeding it at 780 nm, rather than the fundamental, leading to an improved intensity distribution around 500 nm (Figure 3.4b).

Our NOPA design consists of WL seed generation with 780 nm in sapphire followed by the actual 343 nm pumped NOPA (amplification) stage (Figure 3.5a). For the WL seed, we construct a 2-stage 515 nm pumped (8 and 12 \( \mu \)J) NOPA using a 1030 nm pumped sapphire WL seed. We set an external phase-matching angle of 0.8° and employ 2 mm BBO crystals (23.5°) in each stage. In contrast to the previous narrowband NOPA, tunability is not required,
allowing us to insert a 780 nm band-pass filter (FWHM = 10 nm, Thorlabs) into the 1030 nm WL to spectrally select the required wavelength range. This approach additionally enables easy output power optimisation with a power meter. In both stages we place the BBO crystals 15 mm behind the probe and 25 mm behind the pump focus to ensure good spatial amplification and select a Gaussian beam profile after the first stage using a hard aperture (1-2 mm diameter) before the second stage. This provides good mode quality (elliptical, 2:1 ratio) while maintaining high power conversion. The output is passed through a 550 nm long-pass filter (Thorlabs) to minimise spectral contamination and expanded to a diameter of 10 mm, resulting in ∼1 μJ 200 fs pulses at 780 nm. WL generation as described earlier subsequently provides the new WL seed for the NOPA covering a range from 450-700 nm. Special care has to be taken to amplify the same spatial part of the beam in both stages to ensure an excellent mode quality and conversion efficiency, crucial for WL generation. We find that the best output stability is achieved by weakly amplifying in the first stage (8 μJ) followed by stronger amplification in the second stage (12 μJ).

The actual pulse generation employs 50 μJ of 343 nm, 200 fs pump pulses focussed (F = 500 mm lens) into a 1 mm BBO crystal (37°) at an external angle with the WL seed (F = 1000 mm curved mirror) of 7.2°. The BBO is
placed 35 mm behind the focus, leading to peak intensities of $\sim$150 GW/cm$^2$. This improves long-term stability and avoids spatio-temporal artefacts. The latter is particularly pronounced in this NOPA due to the blue pump pulse (higher energy photons), which easily produces non-trivial temporal shapes and spatial chirp via 2-photon ionisation. The output is collimated (F = 200 mm curved mirror) and compressed by 8 bounces on a pair of TOD-optimised visible chirped mirrors and a pair of fused silica $2^\circ$ apex angle wedge prisms (Layertec) to give 2 $\mu$J of $<10$ fs pulses centred in the visible (Figure 3.5b). As before, we make use of a hard aperture in the WL seed and fine-tune the spot size at the crystal with the WL collimation mirror. The use of a 1 mm BBO yields lower power conversions at the expense of a cleaner and more readily compressible pulse output. The centre frequency can be tuned from 505-590 nm which is limited by the broad bandwidth required for short pulse generation and the acceptance bandwidth of the chirped mirrors.

3.1.3 Pulse-Characterisation via SHG-FROG

The characterisation of short pulses is carried out using cross-correlation SHG frequency-resolved optical gating (SHG-FROG). The method is based on splitting an unknown pulse into two identical copies, spatially separating and focusing them into a thin crystal (BBO). Each pulse will generate a second-harmonic signal along its propagation direction using two photons from the same pulse. Additionally, a third second-harmonic pulse is emitted utilising one photon from each pulse instead (cross correlation). Phase-matching considerations dictate that this beam is spatially located at exactly half the distance between the other second-harmonic signals, allowing for a background-free measurement of the cross correlation. Detection is carried out in a frequency-resolved fashion with a spectrometer while one beam is stepped in time across the other with a computer-controlled translation stage (Newport, Figure 3.6a). The intensity $I_{\text{FROG}}^{\text{SHG}}(\omega, \tau)$ of the cross-correlation as a function of time-delay, $\tau$, and detection frequency, $\omega$, is then given as

$$I_{\text{FROG}}^{\text{SHG}}(\omega, \tau) = \left| \int_{-\infty}^{\infty} E(t)E(t-\tau)e^{-i\omega t}dt \right|^2,$$  

where $E(t)$ denotes the time-dependent component of the pulsed electric field.

A typical SHG-FROG trace for a $<10$ fs pulse centred at 550 nm is given in Figure 3.6b. Based on this trace, an iterative algorithm (Swamp Optics,
FROG version 3.2.4) recreates the trace and thereby retrieves the full spectral and temporal characteristics of the pulsed electric field.

A particularly useful property of the SHG-FROG signal is its time-delay mirror symmetry (Figure 3.6b) which enables easy alignments and thus provides a fast pulse characterisation technique (Figure 3.6c). Our SHG-FROG setup employs spatial hard-aperture splitting of the unknown pulse to create identical pulse copies. The setup is designed to be all-reflective to avoid temporal broadening due to additional material insertion, particularly pronounced for very short pulses (<10 fs). The spatially separated pulse copies are subsequently focussed (F = 100 mm curved mirror) into a thin BBO crystal and the cross correlation is detected by a spectrometer (B&W Tek, Lambda Photometrics). Special care is taken to minimise spatial chirp and polarisation artefacts. The SHG-BBO crystal is chosen to have a thickness of 10 µm to accommodate a large acceptance bandwidth required to reliable characterise pulses down to 7 fs. Below, phase-matching conditions require an even thinner crystal to match the full SHG bandwidth. In such cases, other pulse characterisation techniques like SEA-TADPOLE\textsuperscript{78} or iFROG\textsuperscript{79} can lead to more reliable results.
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All experiments presented in this work are based on a single-shot transient absorption (TA) setup. We will first outline the basic principles of TA and corresponding data processing before we proceed to discuss the extension to impulsive vibrational spectroscopy (IVS) and its use in determining Raman spectra of ground and excited electronic states. We conclude with a discussion of three- and four-pulse schemes employed to enable background- and baseline-free detection of excited-state Raman spectra to follow chemical reactions in real time.

3.2.1 Broadband Transient Absorption

TA spectroscopy is commonly used to investigate the time-dependent electronic structure of a system after photoexcitation.\textsuperscript{10,27,80} The pulse sequence consists of a pump pulse initiating photoexcitation by promoting a subset of molecules into the excited electronic state. After a variable time delay, $\Delta t$, a weaker probe pulse interrogates the system and is subsequently detected in a spectrometer (Figure 3.7a). TA signals are recorded as a normalised differential transmittance (DTT) to enhance signal contrast according to

$$\text{DTT}(\lambda, \Delta t) = \frac{\Delta T(\lambda, \Delta t)}{T(\lambda)} = \frac{T_{\text{on}}(\lambda, \Delta t) - T(\lambda)}{T(\lambda)} = \frac{T_{\text{on}}(\lambda, \Delta t)}{T(\lambda)} - 1,$$

where $T$ is the detected probe transmittance in the absence of the pump pulse and $T_{\text{on}}(\Delta t)$ the transmittance after the pump pulse has interacted with the system. To improve the signal-to-noise ratio (SNR), a mechanical chopper is inserted into the pump beam path operating at half the probe repetition rate such that consecutive laser shots can be used to compute the DTT signal (Figure 3.7b).\textsuperscript{81} For chemical applications, it is often useful to convert the DTT signal into a differential optical density signal, $\Delta \text{OD}$ (absorbance), which shows a linear dependence on concentration, $c$, via the Lambert-Beer law

$$\Delta \text{OD}(\lambda, \Delta t) = \Delta (\epsilon(\lambda) c(\Delta t)) l$$

$$= -\log_{10} \left( \frac{T_{\text{on}}(\lambda, \Delta t)}{T(\lambda)} \right)$$

$$= -\log_{10} (\text{DTT}(\lambda, \Delta t) + 1),$$
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Figure 3.7: Principles of transient absorption (TA) spectroscopy. (a) Pulse sequence. A pump pulse initiates the photoreaction which is investigated by a probe pulse at varying time delays, $\Delta t$. (b) Chopping scheme employed in TA. The pump pulse repetition rate is adjusted by a mechanical chopper to half the probe frequency leading to pump ON and pump OFF spectra required to compute a differential TA signal, DTT. (c) Possible signals observed in TA spectroscopy indicated by wave-mixing energy level (WMEL) diagrams. The labels g, e and x refer to ground, excited and higher excited electronic states, while vertical arrows indicate electric field interactions with either the bra (solid) or ket (dashed) side of the wavefunction of the system. Orange - pump, black - probe, dark green - signal.

where $\epsilon$ is the decadic molar extinction coefficient and $l$ denotes the pathlength. This representation will be used throughout this work and in further discussions.

Three possible signals can contribute to a TA spectrum (Figure 3.7c). If the pump pulse promotes molecules to an excited electronic state, they can either absorb the probe pulse leading to a photoinduced absorption (PIA, also excited-state absorption, ESA, if assignable) or radiate back to the ground electronic state via stimulated emission (SE). In case of PIA, the detected probe pulse contains fewer photons yielding a positive $\Delta OD$ signature, while SE provides the detected probe with more photons resulting in a negative $\Delta OD$ signal. The third contribution arises from the reduced attenuation of the probe pulse at the ground-state absorption spectrum after photoexcitation, leading to more detected probe photons and hence a negative $\Delta OD$ signal, referred to as ground-state bleach (GSB). Due to potential spectral overlaps between these signals, it is not always possible to unambiguously assign the observed features in TA.

TA experiments typically rely on compressed pump and probe pulses generated by NOPAs. It has, however, been shown that chirped probing provides equivalent results. This opens the door to utilise a WL continuum as probe pulse, which would otherwise be too difficult to temporally compress due to the broad spectral bandwidth. The use of WL probes has two distinct advantages over NOPA pulses: Firstly, the reduced number of nonlinear interactions involved in the generation process leads to an improvement in stability by an
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order of magnitude. Secondly, the broader spectral bandwidth extends the observation window spectrally and can thereby simplify spectral assignments. In the case of dispersed detection, it furthermore improves the effective time resolution.\textsuperscript{82} In particular, the latter enables recording extremely fast dynamics with <10 fs time resolution, opening up the possibility to record molecular vibrations in real time via IVS.

3.2.2 IVS on Ground Electronic States

Concepts of IVS

In its most fundamental implementation, IVS is identical to TA spectroscopy employing very short (\(\sim 10\) fs) pump and probe pulses. Due to the extremely large bandwidth of the pulses, multiple vibrational eigenstates are covered within the pulse. The implications of this are best explained considering a two-vibrational-level system. Interaction with the pump pulse leads to generation of vibrational coherence (VC) between all vibrational levels excited within the bandwidth of the impulsive pump (Figure 3.8a). Since this state is no longer an eigenfunction of the system Hamiltonian, the generated VC transfers into a time-dependent signal recorded by the broadband probe pulse which brings the system back to an eigenstate.\textsuperscript{83} From a more chemical point of view, it is instructive to consider a harmonic oscillator picture (Figure 3.8b). Here, the interaction with the pump pulse results in the generation of a superposition of vibrational eigenstates (vibrational wavepacket) evolving in time according to the underlying potential energy surface. The time-dependent signal recorded by the probe pulse hence directly reports on the vibrational frequencies of the system and therefore on the molecular structure of the system. From an ensemble perspective we can also think of the impulsive pump as synchronising vibrational motion and thereby inducing a time-dependent macroscopic polarisation in the sample that modulates the refractive index of the material. The interaction of the probe pulse with the sample leads to an energy gain (blue shift) or energy loss (red shift) of the probe depending on the slope of the refractive index change (Figure 3.8c), while the total number of probe photons is preserved.\textsuperscript{47,48,84} Impulsively generated signal modulations are hence encoded in the spectral domain and can be extracted using a spectrally-resolved detection scheme.
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Figure 3.8: Principles of impulsive vibrational spectroscopy (IVS). (a) Wave-mixing energy level diagram illustrating the electric field interactions in IVS. Two field interactions prepare a vibrational coherence (VC) between \( \nu = 0 \) and \( \nu = 1 \), which decays as a function of time and is read out by a probe field interaction at varying time delays, \( \Delta t \). (b) Effect of the impulsive pump pulse on a molecule in the harmonic oscillator approximation. The broad bandwidth of the impulsive pump pulse superimposes multiple vibrational energy levels (left), leading to the generation of a vibrational wavepacket which oscillates according to the given potential at an angular frequency, \( \omega \). (c) The interaction with the impulsive pump pulse generates an oscillating macroscopic polarisation resulting in a refractive-index modulation at the angular frequency, \( \omega \). This modulation causes energy gain (blue) or loss (red) of the probe pulse, while keeping the number of photons constant, which results in oscillatory spectral modulations of the detected probe.

Our IVS setup employs a 1030 nm chirped WL probe pulse (500-900 nm) in combination with <10 fs pump pulses either in the visible or in the near-IR (Figure 3.9a). The probe is stepped in time with a computer-controlled translation stage (PI, M-230.10 or P-625.1CL) and both pulses are focussed (\( F = 200 \) mm curved mirror) into the sample under a minimal reflection angle (<2\(^\circ\)). The latter is required to achieve the highest possible effective time resolution by minimising spatial walk-off between pump and probe pulses. All experiments are carried out using parallel polarisations and a 200 or 500 \( \mu \)m pathlength sample flowcell (120 \( \mu \)m coverglasses, BK7) to replenish the sample between consecutive laser shots. Subsequently, we collimate the transmitted probe beam (\( F = 200 \) or 500 mm curved mirror) and send it into a home-built prism-based spectrometer equipped with an SF11 prism (60\(^\circ\) apex angle), a near-IR achromatic lens (\( F = 60 \) mm) and a CMOS array detector (ISG, LW-ELIS-1024A-1394), providing \( \leq 60 \) cm\(^{-1} \) spectral resolution.\(^{85} \) We omit the use of an entrance slit to increase the number of detected photons at the expense of a daily calibration routine,\(^{86} \) for which we employ the strong spectral modulations caused by an FGB67 filter (Thorlabs) to evaluate the filter response

\[
R = \frac{T_{\text{filter}}}{T_{\text{no filter}}}, \tag{3.4}
\]
3.2. Spectroscopic Methods

Figure 3.9: Experimental realisation of IVS. (a) Schematic IVS based on a standard transient absorption setup using short pump pulses and chirped continuum WL probe pulses. (b) Off-resonant IVS map for CHCl₃ obtained using a 10 fs pump pulses centred at 800 nm and probing with a chirped WL continuum. Left: Raw IVS map. Right: Chirp-corrected IVS map. The white dashed line illustrates the zero time delay position for each detected probe wavelength. (c) Transient at 725 nm (grey dashed line in (b)). Early time delays are CA dominated and excluded from further analysis, the residual coherences are windowed (blue) and subsequently Fourier transformed to give an impulsive Raman spectrum of CHCl₃ covering the 50-3000 cm⁻¹ frequency range.

where \( T \) denotes the detected WL spectrum with or without an inserted filter. By choosing well-defined reference points and subsequently fitting the result to a prism-dispersion equation, we readily obtain the required wavelength calibration.\(^{87}\) The use of a chirped WL probe in combination with the very stable output provided by our laser system renders this setup shot-noise limited, routinely reaching sensitivity levels in the \( \mu \)OD regime.\(^ {88}\) In comparison, VC typically shows a magnitude on the order of mOD (Figure 3.9b) which can be easily detected with our setup.

A typical result of an IVS experiment performed on chloroform (CHCl₃) recorded with a 10 fs near-IR pump pulse is illustrated in Figure 3.9b (left). The IVS map shows a temporal chirp highlighted by the pronounced curvature of the coherent artefact (CA) contribution due to the uncompressed probe pulse (\(~300\) fs duration).\(^ {89}\) In order to correct for the probe chirp, we select the central part of the CA and fit it to a Gaussian on a wavelength-by-wavelength basis. The obtained wavelength-dependent maximum is then used to interpolate all transients on a common time axis (Figure 3.9b, right).\(^ {85}\) This procedure allows us to exactly define the time delay at which pump and probe pulses
are overlapped in the sample ($t_0$). An alternative approach to determine the wavelength-dependent $t_0$ relies on the coherent oscillations observed after the CA. By measuring a solvent with a limited known number of modes, we can extract the phase of each oscillation for each wavelength and extrapolate back to the CA, where all oscillations have to start in-phase. We find that both methods agree to within 2 fs.

To illustrate how to extract the structural origin of the observed VC, we select a single transient at 590 nm (Figure 3.9c, top). We find strong CA contributions lasting for $\sim 150$ fs after $t_0$, followed by regular and exponentially decaying oscillatory modulations lasting for $>1$ ps, encoding vibrational motion in the time domain. While the CA in theory contains all desired structural information, the combination of a short pump with a chirped probe pulse renders its shape too complicated to extract structural information. We therefore restrict the analysis of the transient to a time delay $>150$ fs, to isolate exclusively impulsively generated VC contributions which can be Fourier transformed to yield the underlying frequency content. Prior to Fourier transformation, we apply a window-function to the residual VC to reduce Fourier ringing arising from the sharp cut-offs at the edges of the oscillation (Figure 3.9c, top, blue). A Kaiser-Bessel window ($\beta = 2$) sufficiently reduces ringing, while largely preserving the corresponding lineshapes. In addition, we perform zero-padding to artificially increase the spectral resolution of the resulting spectrum, providing a smooth Fourier amplitude spectrum with correct peak frequencies. The resulting Fourier amplitude spectrum for CHCl$_3$ exhibits modes over the full vibrational manifold (50-3000 cm$^{-1}$) identical to the ground-state Raman spectrum (Figure 3.9c, bottom). We remark that it is necessary to sample the oscillations according to the Nyquist criterion to avoid frequency wrapping derived from undersampling. Sampling $\sim 550-600$ data points in steps of 2.8-3.5 fs leads to a good compromise between spectral shape, frequency space and acquisition time.

**IVS beyond Solvents**

In the previous section, we discussed the basic concepts of IVS and its application to an off-resonantly pumped and probed solvent. The wavelength-dependent Fourier amplitudes in this case turn out to be very sensitive to the employed pump, and in particular the probe shape, complicating an interpretation of the relative amplitudes. In fact, the relative Fourier amplitudes of the
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The spectrum presented in Figure 3.9c do not match the Raman spectrum of CHCl₃. A way to obtain comparable Fourier intensities for ground-state molecules is to employ a resonant probe pulse. In that case, the probe pulse detects the VC on top of the ground-state absorption spectrum and the vibrational signal magnitudes experience amplification factors by up to 10⁶, akin to resonance Raman (RR) spectroscopy.⁴⁰

In a spectrally-resolved detection scheme, we have access to the wavelength-dependent intensity profile of the Fourier amplitudes similar to the information obtained in a RR excitation profile. The action of the impulsive pump pulse generates VC in all Raman-active modes, which in turn comprise the ground-state absorption spectrum. Wavepacket motion along these modes results in a spectral modulation of the absorption maximum for each mode and consequently results in a spectrally oscillating absorption spectrum (Figure 3.10a). This spectral oscillation is subsequently read out as an amplitude modulation for each wavelength pixel on the detector. In the ideal case of a Gaussian absorption profile, we expect little modulation near the ground-state absorption maximum, while the turning points to either side will show large amplitude variations as a function of pump-probe time delay. The corresponding Fourier amplitudes will therefore exhibit an absolute derivative shape of the ground-state absorption spectrum (Figure 3.10a, bottom).⁶⁶,⁹³,⁹⁴

To illustrate the concepts above, we carry out off-resonant IVS on rhodopsin, showing a Gaussian-shaped ground-state absorption maximum at 498 nm (Figure 3.10b). After impulsive excitation with an 800 nm pump pulse (9 fs) and Fourier transformation, we retrieve the wavelength-dependent Fourier amplitude profile for rhodopsin. All modes show a node at 550 nm surrounded by local maxima at 510 nm and 590 nm in agreement with an absolute derivative shape of the underlying absorption spectrum. Closer examination reveals that the expected derivative shape is red-shifted from the ground-state absorption spectrum by ~50 nm. This feature is explained by recalling that the impulsive pump pulse generates VC between at least two vibrational energy levels (Figure 3.10c). Consequently, the oscillating absorption spectrum will not be centred at the ground-state absorption maximum, but at a red-shifted value as the molecules are partially in an excited vibrational energy level. In rhodopsin, the largest contribution to this effect arises from the C=C stretching vibration at 1548 cm⁻¹. Due to the bandwidth (FWHM~1600 cm⁻¹) of the impulsive pump pulse, most detected molecules will be predominantly in the first excited
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Figure 3.10: Ground-state absorption spectrum obtained with IVS. (a) Top: The probe spectrum (black) is reduced in intensity due to an overlaying molecular absorption spectrum (orange). Middle: The impulsive pump interaction with the sample leads to probe modulations which are imprinted on the absorption spectrum, leading to an oscillatory absorption spectrum. Note that the relative change of intensity is particularly large at the turning points of the absorption spectrum (blue arrows), while almost no modulation is observed in the centre. Bottom: Characteristic derivative-like wavelength-dependent intensity distribution of coherent oscillation due to a moving absorption spectrum. (b) Fourier transform amplitude map of rhodopsin impulsively excited at 800 nm (10 fs). We emphasise the derivative-shaped intensity distribution for each mode overlapping with a moving absorption spectrum which is red-shifted compared to the measured absorption spectrum. (c) Schematic illustration explaining the red-shifted absorption spectrum as a consequence of generating VC oscillating between ground and excited vibrational energy levels, thereby narrowing the energy gap between ground and excited electronic states.

vibrational state of the C=C stretching mode, yielding an impulsively generated absorption maximum at 543 nm in good agreement with the experimentally observed node at 550 nm (Figure 3.10b). The wavelength-resolved Fourier amplitudes can therefore be connected to the electronic state they originate from, which can provide a valuable route to distinguish overlapping vibrational signatures if resonant pumping conditions are employed.

IVS amplitudes for resonant probing conditions are related to RR intensities since the probe pulse is subject to the same cross sections. To quantitatively interpret IVS spectra, it is necessary to convert the obtained Fourier amplitudes into RR amplitudes. It turns out that a Fourier power spectrum compares best to a RR spectrum after time-resolution effects have been considered (see below).\textsuperscript{88,95} IVS can thus be thought of as a time-domain variant of RR spectroscopy in the limit of off-resonant pumping and resonant probing.

Time-Resolution Effects in IVS

It is \textit{a priori} surprising that we can observe VC over the full vibrational manifold employing a chirped probe pulse. In particular considering that the
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effective time resolution, $\tau_{\text{res}}$, of our setup can be approximated to first order as the convolution of two Gaussian pulses with temporal duration $\tau_{\text{pump}} = 10$ fs and $\tau_{\text{probe}} = 300$ fs according to

$$\tau_{\text{res}} = \sqrt{\tau_{\text{pump}}^2 + \tau_{\text{probe}}^2}$$

$$= \sqrt{10^2 + 300^2} \approx 300 \text{ fs.} \quad (3.5)$$

This contradiction is resolved by the use of spectrally-resolved detection, which carries out a Fourier transformation of the transmitted probe, rendering the detection scheme non-time-resolved.\textsuperscript{85,96,97} It can be shown that the actual pulse duration of the probe pulse in this scenario is replaced by its transform-limit (TL) as long as the spectral resolution of the employed spectrometer is high enough.\textsuperscript{82} The actual effective $\tau_{\text{res}}$ becomes therefore pump pulse limited for a 1030 nm WL probe with a TL of 4 fs

$$\tau_{\text{res}} = \sqrt{\tau_{\text{pump}}^2 + \text{TL}_{\text{probe}}^2}$$

$$= \sqrt{10^2 + 4^2} \approx 10.8 \text{ fs.} \quad (3.6)$$

To model the effect of a finite time resolution on an oscillation of frequency $\omega$, we convolve the oscillation with a Gaussian function of full-width-half-maximum (FWHM) of $\tau_{\text{res}}$ (Figure 3.11a). By comparing the Fourier amplitudes of both oscillations, we can obtain a scaling factor to correct for a finite time resolution modelled by

$$S(\tau_{\text{res}}, \omega) = ae^{-b\tau_{\text{res}}^2\omega^2}, \quad (3.7)$$

with $a = 0.3$ and $b = 3.197 \cdot 10^{-9}$ fs$^{-2}$ cm$^2$. Equation 3.7 shows that the scaling factor drops drastically the higher the effective time resolution and frequency is, thus preventing the detection of high-frequency VC (Figure 3.11b).

The effective time resolution calculated in equation 3.6 has to be modified to account for pulse broadening\textsuperscript{51} and spatio-temporal walk-off of pump and probe pulses in the sample.\textsuperscript{95,98} Since we employ pump-probe crossing angles $<2^\circ$, the spatial walk-off does not contribute. On the other hand, temporal walk-off may be significant, especially if the probe wavelength of interest differs significantly from the pump wavelength (Figure 3.11c). To account for the temporal walk-off we compute the wavelength-dependent GVD due to material dispersion with respect to the centre wavelength of the pump. This is extended in the case of a resonant pump pulse by multiplying the GVD square window
by an exponential decay function to account for pump depletion. The final
wavelength-dependent $\tau_{\text{res}}$ is then obtained as the FWHM of the convolution of
the pump/probe cross correlation with the corresponding GVD window.$^{88,95,99}$

It is crucial to employ very short pump pulses, yielding an effective $\tau_{\text{res}} \leq 15$
fs, to be able to observe the entire vibrational manifold while simultaneously
ensuring high signal sensitivity. Furthermore, thin sample cells ($\leq 500$ $\mu$m)
should be employed to reduce temporal broadening, and the impulsive pump
pulse is best chosen to be close to the probe wavelength to avoid distortions in
the wavelength-dependent amplitudes via GVD effects.$^{88,95}$

**Experimental Isolation of Excited-State Coherences**

Up to this point, we have solely discussed the characterisation of IVS on the
ground electronic state by employing off-resonant pump pulses. If the pump
pulse is tuned into resonance, we generate excited electronic state VC on top of
the electronic TA signal, since the excitation bandwidth for a $<10$ fs resonant
pump pulse covers multiple vibrational energy levels on the excited electronic
state.$^{100}$ In the context of the previous discussions, it comes as no surprise that
resonant impulsive electronic excitation also generates ground-state and solvent
VC. This is particularly problematic if excited and ground electronic states
show overlapping absorption features, and when strongly scattering solvents
have to be employed.

To isolate VC on the excited electronic state, we introduce an additional
population-control pulse (dump pulse) that is temporally long and resonant only
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Figure 3.12: Isolation of excited-state vibrational coherence. (a) Pulse scheme employed in pump-dump-probe (PDP) IVS. The scheme is identical to a resonantly pumped IVS process, but includes an additional temporally long, narrowband dump pulse (>200 fs) specifically tuned into an excited-state resonance to vibrationally deactivate excited-state molecules. (b) Chopping scheme employed in PDP IVS leading to dumped (ON) and non-dumped (OFF) transient absorption spectra of the sample. (c) Selected WMEL diagrams depicting the pathways of a single molecule after interacting with pump (left) or pump and dump (right) pulses.

with an excited electronic state. The dump pulse is placed ∼100 fs after the impulsive pump pulse in the pulse sequence (Figure 3.12a) and chopped at half the pump repetition rate (a quarter of the laser repetition rate) leading to spectra with (ON) and without (OFF) the dump pulse (Figure 3.12b). In the absence of the dump pulse, the pump pulse will generate excited electronic state VC which is read out by the probe as before. In the presence of the dump pulse, the selective resonance condition leads to a promotion of excited-state molecules to a higher lying (or lower lying) excited electronic state (Figure 3.12c). This results in a removed fraction of oscillating excited-state molecules, reducing the corresponding VC, while leaving the ground-state VC unaltered. It is important that the dump pulse is temporally long (>200 fs) to avoid further generation of VC, which can otherwise interfere with the excited-state vibrational signal. A direct subtraction of OFF and ON experiments of a sample in scattering solvent yields pure excited-state VC following from

\[
\text{OFF} - \text{ON} = (aVC_{S_0} + bVC_{S_1} + cVC_{solvent}) - (aVC_{S_0} + (b - x)VC_{S_1} + cVC_{solvent}) = xVC_{S_1}. \tag{3.8}
\]

To illustrate the concept of pump-dump-probe (PDP) IVS, we investigate diphenyl-octatetraene (DPO), a prototypic system for the light-harvesting molecule β-carotene (Figure 3.13). DPO is a three-level system with a
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Figure 3.13: PDP IVS on diphenyl-octatetraene (DPO) in chloroform. (a) Energy level scheme indicating the main electronic transitions (green and orange arrows, top) and absorption features of ground (GSA) and excited electronic states (ESA, bottom). (b) Top: TA map after excitation centred at 390 nm (12 fs), bottom: Resulting difference map for dump OFF-ON using a dump pulse centred at 515 nm (200 fs). (c) Fourier transform amplitude map for dump OFF (top) and dump OFF-ON (bottom). (d) Spectral comparison between the ground-state Raman spectrum (grey, top) and selected IVS amplitude spectra (black - dump OFF, orange - dump OFF-ON). The ground-state Raman spectrum was provided by Torsten Wende.

symmetry-forbidden $S_1 \leftarrow S_0$ transition, an $S_2 \leftarrow S_0$ absorption maximum at 390 nm, and a conical intersection (CI) connecting $S_2$ and $S_1$.$^{101,102}$ Photoexcitation of DPO at 390 nm provides a TA spectrum characterised by three ESA bands in the visible centred at 790, 650 and 450 nm (Figure 3.13a). While the absorption features at 650 and 450 nm remain unchanged throughout the probed time delay, the band at 790 nm rapidly decays with a time constant of 80 fs, and is assigned to the $S_1 \leftarrow S_2$ internal conversion via a CI (Figure 3.13b, top). It was shown for $\beta$-carotene$^{99}$ that internal conversion occurring on such time scales efficiently transfers VC, making it an ideal candidate to explore PDP IVS.

We photoexcite DPO in CHCl$_3$ at 390 nm (12 fs) and employ a 515 nm dump pulse (200 fs) 120 fs after photoexcitation to selectively remove $S_1$ molecules. Subtraction of dump OFF and dump ON traces (Figure 3.13b, bottom) shows a strong negative signal at the $S_1$ ESA maximum at 650 nm, indicating that
predominantly $S_1$ molecules have been removed by the dump. To extract VC, we exclude the CA contributions and globally fit the remaining electronic signal (>150 fs) to a sum of exponentials

$$F(\lambda, t) = \sum_i a_i(\lambda)e^{-\frac{t}{\tau_i}},$$  \hspace{1cm} (3.9)$$

with $a_i(\lambda)$ providing the decay-associated spectral amplitudes and $\tau_i$ the lifetimes of component $i$. The vibrational information is subsequently obtained after subtraction of the electronic signal and Fourier transformation as outlined previously (Figure 3.13c).

In the absence of the dump pulse, the Fourier amplitude map is dominated by ground-state (1143, 1228, 1579 cm$^{-1}$) and solvent (263, 369, 669 cm$^{-1}$) contributions, which are non-resonantly probed and hence show no clear wavelength dependence (Figure 3.13c, top). In the subtracted Fourier amplitude map, however, all ground-state and solvent features are removed, leading to a clean wavelength dependence around the $S_1$ absorption maximum. This is more clearly illustrated by comparing a ground-state RR spectrum to a spectral average over the entire $S_1$ absorption region (600-750 nm, Figure 3.13d). The ground state is dominated by modes at 1143, 1228 and 1579 cm$^{-1}$ present also in the IVS spectrum (dump OFF) with additional solvent modes dominating the spectrum. The subtracted spectrum, however, lacks all unwanted modes and reveals a clean $S_1$ spectrum with prominent modes at 168, 267, 503, 643, 842, 999, 1303 and 1540 cm$^{-1}$, generated after resonant impulsive photoexcitation into $S_2$ and VC transfer to $S_1$.

PDP IVS is an extension to IVS able to isolate background- and baseline-free VC of excited electronic states. We routinely aim to dump 20-30% of the excited-state population to ensure a linear operation regime. However, if higher dump pulse powers have to be employed, we observe dump-pulse perturbation of solvent and ground-state VC, which subsequently leads to a contamination of the dump OFF-ON spectra. In these cases, the best approach to obtain clean excited-state spectra is to record the solvent separately and perform a subtraction algorithm of the two subtracted spectra, as outlined below.

### 3.2.3 IVS on Excited Electronic States

In the previous section we demonstrated a technique to isolate excited-state VC generated upon photoexcitation. In this case, the probability of VC generation
Figure 3.14: Direct generation of VC on excited electronic states. (a) Pulse scheme employed in actinic-pump-probe (APP) IVS. The scheme is identical to an off-resonantly pumped IVS process, but includes an additional temporally long, narrowband pump pulse to pre-excite a fraction of the molecules in the ensemble. (b) Chopping scheme employed in APP IVS leading to transient absorption spectra of the pumped (ON) and non-pumped (OFF) sample. (c) Selected WMEL diagrams depicting the pathways of a single molecule after interacting with pump (left) or pump and actinic (right) pulses.

is connected to the FC factors involved in the $S_e \leftrightarrow S_g$ transition and local potential energy surface features such as regions of high anharmonicity or conical intersections.\textsuperscript{105,106} Consequently, the retrieved Raman spectrum might differ strongly from a Raman spectrum generated directly on the (vibrationally cold) excited electronic state. The latter is governed by the FC factors involved in the $S_x \leftrightarrow S_e$ transition and lacks all distortions described previously. Such an excited-state Raman spectrum can be obtained by combining IVS with an actinic pump pulse incident on the sample prior to the impulsive pump pulse (Figure 3.14a). The same chopping sequence as in PDP IVS is applied, leading to ON (actinic present) and OFF (actinic absent) IVS maps (Figure 3.14b). The actinic pump pulse prepares an excited-state population, which is subsequently investigated by an IVS pump-probe sequence to obtain a Raman spectrum of the excited electronic state at a given actinic-impulsive pump delay, $\Delta T$. Importantly, the impulsive pump pulse is chosen to be resonant with an excited-state absorption to avoid VC generation via an $S_g \leftrightarrow S_e$ transition, while it is off-resonant with the ground-state absorption to prevent direct excitation via $S_e \leftrightarrow S_g$ (Figure 3.14c). This allows us to take advantage of resonance Raman enhancement, greatly improving the SNR. The approach consists of two experiments: (1) IVS reporting on the ground-state and solvent Raman modes, and (2) IVS on a mixture of excited and ground-state molecules.
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with vibrational contributions given by

\[
\begin{align*}
\text{OFF} &= a_0 \text{VC}_{S_0} + c_0 \text{VC}_{\text{solvent}} \\
\text{ON} &= a_1 \text{VC}_{S_0} + b_1 \text{VC}_{S_1} + c_1 \text{VC}_{\text{solvent}}.
\end{align*}
\]

The constants \(a\) and \(c\) vary between OFF and ON experiments, since actinic excitation changes the refractive index of the sample which leads to a different distribution of the number of impulsive pump photons over the various sample constituents. A straightforward experimental subtraction is therefore not possible. Employing an appropriate subtraction algorithm, however, can isolate the excited-state Raman spectrum\(^{85}\) and therefore even allows us to obtain time-resolved structural information by varying the actinic-impulsive pump delay, \(\Delta T\). Briefly, the algorithm is based on a nonlinear Levenberg-Marquardt minimisation routine in the time domain with the real- and imaginary part of the corresponding Fourier transformation as feedback. First, a neat solvent trace has to be recorded, which is subtracted from both IVS maps (actinic OFF and ON) by selecting an isolated solvent mode as minimisation target. Subsequently, the OFF map is subtracted from the ON map using the full fingerprint frequency region as target.

To illustrate actinic-pump-probe (APP) IVS, we study the benchmark system \(\text{trans}\)-stilbene in n-hexane. Photoexcitation populates \(S_1\) and internal conversion through a CI leads to isomerisation or backreversion to \(S_0\). The excited electronic state shows a characteristic ESA at 590 nm with a lifetime of \(\sim 70\) ps (Figure 3.15a).\(^{108}\) We photoexcite \(\text{trans}\)-stilbene at 320 nm (300 fs) and allow the system to undergo vibrational relaxation for 2 ps. Subsequently, we employ a 580 nm (10 fs) impulsive pump pulse and probe the system over the full ESA range. In the absence of the actinic pump pulse we observe mainly CA contributions with weak coherent oscillations arising mainly from the weak Raman scatterer n-hexane (Figure 3.15b, top). In the presence of the actinic pump, the impulsive pump pulse excites \(S_1\) molecules to a short-lived higher lying excited electronic state leading to the appearance of a negative TA band at 590 nm (excited-state bleach), which shows pronounced oscillatory modulations (Figure 3.15b, top). After the removal of the electronic background, Fourier transformation reveals numerous modes with a well-defined wavelength dependence belonging to \(S_1\), while almost no activity is found in the absence of the actinic pump pulse (Figure 3.15c). Comparing a spectral average from 520-640 nm shows \(S_1\) modes at 286, 620, 846, 981, 1079, 1151, 1183, 1240,
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Figure 3.15: APP IVS on trans-stilbene in n-hexane. (a) Energy level scheme indicating the main electronic transitions (green and orange arrows, top) and absorption features of ground (GSA) and excited electronic states (ESA, bottom). (b) IVS maps using a visible impulsive pump pulse centred at 580 nm, 10 fs without (actinic OFF) and with (actinic ON) pre-excitation by the actinic pump pulse centred at 325 nm, 300 fs at ΔT=2 ps. (c) Extracted Fourier amplitude maps, respectively. (d) Ground-state Raman spectrum (grey) compared to Fourier amplitude spectra averaged from 520-640 nm for actinic OFF (black) and actinic ON (orange). Actinic OFF is displaying mainly n-hexane solvent modes, while actinic ON (orange) shows the appearance of excited-state modes distinctly different from ground-state modes. The ground-state Raman spectrum is reproduced with permission from: Dobryakov, A. L., Ioffe, I., Granovsky, A. A., Ernsting, N. P., Kovalenko, S. A. J. Chem. Phys. 137, 244505 (2012), http://dx.doi.org/10.1063/1.4769971. Copyright 2012, AIP Publishing LLC.

1334, 1425 and 1570 cm⁻¹, distinctly different from the ground-state Raman spectrum (Figure 3.15d). The obtained spectrum is in excellent agreement with previously published spectra obtained by femtosecond stimulated Raman spectroscopy (FSRS), validating this approach.⁶⁵,¹⁰⁷,¹⁰⁸

In this context we want to point out that the acquisition of excited-state Raman spectra in the time domain holds a number of advantages over state-of-the-art frequency-domain methods like FSRS. Since APP IVS can record the full coherent evolution in the time domain, its spectral resolution is limited only by the natural dephasing time of the molecular vibration. For trans-stilbene we sampled the entire VC decay (5 ps) and obtained Raman linewidths of \(~9\) cm⁻¹.
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Figure 3.16: Concepts of PC-IVS. (a) Pulse sequence for PC-IVS consisting of an actinic excitation pulse followed by an impulsive pump pulse resonant only with the excited electronic state of interest, immediately followed by a long state-selective dump pulse as described for PDP IVS. The response of the system is subsequently investigated by a probe pulse. (b) Chopping scheme of PC-IVS. Letters on top are colour-coded to represent impulsive pump (P, orange), actinic pump (A, green), dump (D, blue) and probe (P, black) pulses. (c) Selected WMEL pathways describing the four major signals obtained in PC-IVS.

difficult to achieve using other methods. Additionally, baseline and lineshape problems arising from resonance enhancement, fluorescence and non-resonant contributions commonly complicating FSRS are avoided in APP IVS since these signals appear as slowly varying electronic background which can be easily removed in the time domain. APP IVS thus provides a valuable alternative to record baseline-free resonance Raman spectra in the time domain with high spectral resolution and SNR.

3.2.4 Population-Controlled IVS

A drawback of APP in condensed phases is the need to subtract ground-state and solvent contribution from the final spectrum, which can be very complicated depending on the experimental settings. We previously introduced PDP as a clean way of isolating excited-state VC. In the following, we combine APP with an additional narrowband dump pulse (>200 fs, APDP) after the impulsive pump has interacted with the sample (Figure 3.16), to extract baseline- and background-free excited-state Raman spectra in the time domain (Figure 3.16a). The chopping scheme for this four-pulse experiment is an extension of APP IVS with the dump pulse being chopped at one eighth of the laser repetition rate (Figure 3.16b). Since this experiment employs an
actinic pump pulse to populate the excited electronic state and a dump pulse to alter the excited-state population, we term the technique population-controlled IVS (PC-IVS). Overall, PC-IVS requires an actinic pump pulse resonant with the ground-state absorption spectrum, an impulsive pump pulse off-resonant with the ground-state absorption and a temporally long dump pulse (>200 fs) selectively resonant only with the excited electronic state. As a consequence of the chopping scheme we obtain four IVS maps (Figure 3.16c):

4. The absence of actinic and dump pulses leads to an off-resonantly pumped IVS map reporting on $S_g$ and solvent VC, as discussed in IVS.

3. The actinic pump pulse excites a subset of molecules to $S_e$ followed after a time delay, $\Delta T$, by the impulsive pump pulse generating VC on $S_e$, $S_g$ and solvent. The scheme provides baseline-free but not background-free excited-state VC as discussed in APP IVS.

2. The addition of a dump pulse to 4 leads to an off-resonantly pumped IVS map reporting on $S_g$ and solvent VC which is perturbed by the electric field of the dump pulse. The scheme reduces to 4 if a weak-field dump pulse is employed which does not affect the impulsively generated VC.

1. The actinic pump pulse excites molecules to $S_e$ followed after a time delay, $\Delta T$, by the impulsive pump pulse generating VC on $S_e$, $S_g$ and solvent. Subsequently, the dump pulse removes a fraction of molecules from the excited electronic state leading to a reduction of the probed excited-state VC, while preserving $S_g$ and solvent VC. The process is similar to PDP but the role of the resonant impulsive pump pulse is split into an actinic pump pulse (photoexcitation) and an off-resonant impulsive pump pulse (VC generation) to recover time-resolved excited-state Raman spectra.

The scheme can be summarised in terms of the corresponding VC contributions:

\[
VC_4 = a_0 VC_{S_0} + c_0 VC_{solvent} \tag{3.12}
\]
\[
VC_3 = a_1 VC_{S_0} + b_1 VC_{S_1} + c_1 VC_{solvent} \tag{3.13}
\]
\[
VC_2 = a_0 VC_{S_0} + c_0 VC_{solvent} \tag{3.14}
\]
\[
VC_1 = a_1 VC_{S_0} + (b_1 - x) VC_{S_1} + c_1 VC_{solvent}. \tag{3.15}
\]
3.2. Spectroscopic Methods

The aim of this approach is to compute the difference in pathways \( \mathbf{3} \) and \( \mathbf{1} \) in exactly the same way as for PDP. This can then be compared to \( \mathbf{4} - \mathbf{2} \) to test for potential artefacts ("leakage") introduced to the ground-state VC which would reappear in \( \mathbf{3} - \mathbf{1} \):\

\[
\mathbf{VC}_4 - \mathbf{VC}_2 = (a_0 \mathbf{VC}_{S_0} + c_0 \mathbf{VC}_{solvent}) - (a_0 \mathbf{VC}_{S_0} + c_0 \mathbf{VC}_{solvent}) = 0 \tag{3.16}
\]

\[
\mathbf{VC}_3 - \mathbf{VC}_1 = (a_1 \mathbf{VC}_{S_0} + b_1 \mathbf{VC}_{S_1} + c_1 \mathbf{VC}_{solvent}) - (a_1 \mathbf{VC}_{S_0} + (b_1 - x) \mathbf{VC}_{S_1} + c_1 \mathbf{VC}_{solvent}) = x \mathbf{VC}_{S_1}. \tag{3.17}
\]

We remark that it is important to temporally separate dump and impulsive pump pulses to avoid corruption of the signals by dumping a fraction of excited-state molecules before the impulsive pump interaction is complete.

To demonstrate the capabilities of PC-IVS, we investigate all-trans \( n \)-butyl retinal protonated Schiff base (nBu-RPSB) in methanol. nBu-RPSB shows an absorption maximum at 445 nm \( (S_1 \leftarrow S_0) \) and undergoes a photoisomerisation reaction within \( \sim 5 \) ps after photoexcitation.\(^{109}\) The transient absorption spectrum of the excited electronic state is characterised by a broad SE band covering almost the entire visible region, overlaid by a weaker ESA at 750 nm, leading to a double-humped TA shape (Figure 3.17a). We performed PC-IVS with a 400 nm (25 fs) actinic pump pulse followed after 60 fs by a visible 590 nm (11 fs) impulsive pump and a 1030 nm (200 fs) dump pulse, both resonant with the SE. After removal of the electronic dynamics in all IVS maps, we carry out a Fourier transformation to extract the underlying frequency contents (Figure 3.17b). The Fourier amplitude maps of \( \mathbf{4} \) and \( \mathbf{2} \) are dominated by ground-state and solvent modes as expected in the absence of the actinic pump. The negligible difference in these maps further suggests little perturbation effects of the dump pulse. Fourier maps \( \mathbf{3} \) and \( \mathbf{1} \) also appear similar but, on closer inspection, show differences in particular in the low-frequency region and around 1000 cm\(^{-1}\). Since these maps are recorded with the actinic pump pulse present, the comparison to \( \mathbf{4} \) and \( \mathbf{2} \) indicates the presence of excited-state modes.

This comparison is made clearer by computing the difference between corresponding maps in the presence and absence of the dump pulse, i.e. \( \mathbf{3} - \mathbf{1} \) and \( \mathbf{4} - \mathbf{2} \). We observe intense Fourier modes around 1000 cm\(^{-1}\) and in the low
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Figure 3.17: PC-IVS on all-trans n-butyl retinal protonated Schiff base (RPSB) in methanol. (a) Energy level scheme (top) and absorption features of nBu-RPSB in methanol solution (bottom). (b) Fourier transform maps obtained for the processes illustrated in Figure 3.16c, after excitation with a 400 nm actinic pump pulse (A, 25 fs) and impulsive excitation at 590 nm (11 fs) at ΔT = 60 fs. The dump was tuned into resonance with the SE feature at 1030 nm (D, 200 fs). (c) Fourier transform maps obtained after subtracting dump ON and dump OFF traces while the actinic pump pulse was ON (top) or OFF (bottom). (d) Spectral comparison of selected traces averaged from 600-800 nm to the resonance Raman spectrum of the ground electronic state, demonstrating clean subtraction of ground and solvent features in PC-IVS. The ground state Raman spectrum was provided by Torsten Wende.

frequency region centred around the SE region (Figure 3.17c). The wavelength dependence of the Fourier amplitudes is not as clear as in the previous examples due to the broad spectral nature with overlapping excited-state features, but nevertheless fits with an assignment to S₁. In comparison, the (4)-2 Fourier amplitude map shows no modes leaking in through the dump electric field, thereby rendering this experiment background- and baseline-free. A spectral comparison of the RR spectrum with the obtained spectra demonstrates that the background subtraction carried out by the dump is excellent. While the ground state exhibits dominant modes at 1008, 1194 and 1556 cm⁻¹, which are reproduced by the off-resonant IVS experiment (4) and still present after actinic excitation (3), the subtracted spectrum (3)-1 displays a completely
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new set of frequencies. In particular the activity around 1000 cm\(^{-1}\) is reporting on the twisted nature of the molecule in S\(_1\) crucial for the photoisomerisation process.

In summary, PC-IVS can provide baseline- and background-free Raman spectra of excited electronic states with excellent SNR and straightforward extension of a TA setup.\(^{65}\) We note that PC-IVS, in comparison to APP, is applicable independently of the nature of the excited-state resonance, rendering it a more universal tool. However, the dumping process reduces the number of detected molecules and relies on a subtraction between two intrinsically small numbers, requiring high sensitivity. In comparison, APP provides roughly an order of magnitude more signal, simplifying detection, but cannot be applied if the impulsive pump pulse is resonant with a SE of the excited electronic state. An additional advantage of APP is that VC is not perturbed by the presence of the dump electric field as in PC-IVS, which can introduce ground-state or solvent peaks in the experimental subtraction. In an independent measurement on neat toluene (actinic: 450 nm (300 fs, 160 nJ), impulsive: 800 nm (9 fs, 180 nJ), dump: 1030 nm (200 fs, 250 nJ)), we determined the solvent extinction factor to be on the order of 10\(^3\), which has to be kept in mind when designing experimental conditions for PC-IVS. Regardless, both techniques allow us to record time-resolved excited-state Raman spectra, making it possible to follow chemical reactions in real time on a structural level. In addition, both techniques can in principle utilise a short <15 fs actinic pump pulse to obtain a time resolution of 20 fs along \(\Delta T\). Employing a short excitation pulse leads to VC generation on the excited electronic state, which is then probed with the IVS sequence, resulting in modulations of the excited-state Raman spectrum as a function of \(\Delta T\). These oscillations can also be Fourier transformed, providing a second frequency axis leading to a 2D Raman map, in analogy to 2D-FSRS,\(^{110,111}\) discussed in chapter 7 and 8.
Chapter 4

Mode-Specific Photoisomerisation in Rhodopsin

The following chapter is adapted with permission from C. Schnedermann, M. Liebel and P. Kukura, J. Am. Chem. Soc., 2015, 137, 2886-91. Copyright 2015 American Chemical Society. Rhodopsin samples were provided by Katelyn M. Spillane and Giovanni Bassolino.

4.1 Introduction

Photoisomerisation reactions are ideally suited to study the origins of fast and efficient photochemistry. Absorption of a photon causes electronic excitation and provides molecules with excess energy, which is converted into atomic motion to drive the reaction. A classic example is the 11-cis to all-trans photoisomerisation of the retinal chromophore in rhodopsin, marking the first step in vision. Recently, ultrafast transient absorption spectroscopy provided evidence for the involvement of a conical intersection (CI) in this reaction, also demonstrated in biomimetic photoswitches. Theoretical studies have proposed backbone torsion, pyramidalisation and hydrogen out-of-plane motions to be crucially involved in the mechanism, but little information exists on the identity of the nuclear degrees of freedom that contribute to the formation of the CI.

To illustrate the dynamic evolution of a system in a photochemical reaction mediated by a CI, it is instructive to consider a simplified potential energy diagram (Figure 4.1). Following population of the first excited electronic state,
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the system quickly evolves out of the Franck-Condon (FC) region towards the CI, where internal conversion to the ground-state potential energy surface takes place, leading to the photoinduced formation of photoproduct and reactant. The kinetics of such photoreactions are often studied by time-resolved transient absorption spectroscopy. A short resonant pump pulse photoexcites the molecule and is followed by a probe pulse, which records a transient absorption spectrum at various time delays after the pump pulse. By using a short pump pulse (∼10 fs), the excitation process additionally generates vibrational coherence (VC) in all FC-active modes. The resulting wavepacket motion modulates the transient absorption signal, thus providing vibrational information in addition to the electronic dynamics. Such wavepacket motion can be highly affected by passage through a CI depending on the involvement of the underlying degree of freedom in the CI, implying that monitoring VC after internal conversion could provide detailed information on the structure of the CI.

We have recently demonstrated that internal conversion through a CI is vibrationally coherent. In the case of the $S_2 \leftrightarrow S_1$ transition in $\beta$-carotene, we observed strong similarities between the Raman spectrum derived from VC passing through the CI and the Raman spectrum of the $S_1$ product state, with some weak modes in the fingerprint region enhanced upon internal conversion. In the case of rhodopsin, such an experimental approach uncovered a dominant low-frequency torsional mode after internal conversion assigned to the primary
Figure 4.2: Transient electronic and vibrational signatures after photoexcitation of rhodopsin with an 8 fs pulse. (a) Differential absorbance exhibiting a coherent artefact at early time delays and the appearance of photoproduct absorption at 560 nm. The transient at 587 nm illustrates the growth of the photoinduced absorption within 200 fs and is shown together with the corresponding fit to the electronic kinetics (orange). (b) After subtraction of the electronic response by global fitting, the underlying vibrational coherence becomes visible, shown for the transient at 587 nm. Early time points dominated by the coherent artefact have been shaded for clarity as they are not included in further analysis.

photoproduct bathorhodopsin. The employed pump pulses, however, remained too long and the spectroscopic sensitivity too low to reveal the fate of higher frequency modes suggested by theory to be significant contributors to the photoisomerisation. A detailed understanding of the CI region and the factors connecting chemical reactivity and efficiency on an atomic level is therefore still missing.

4.2 Results and Discussion

We performed transient absorption spectroscopy of rhodopsin with an unprecedented combination of time resolution (∼10 fs), detection bandwidth (500-900 nm) and spectroscopic sensitivity (∼10 µOD). In particular the high spectroscopic sensitivity is a critical advance over previous studies and allows us to reveal nuclear coherences over the full vibrational manifold that cause small oscillatory features on top of the transient absorption spectra. The corresponding differential absorbance map after photoexcitation with an 8 fs pulse centred at 500 nm is shown in Figure 4.2a. Around zero time delay,
we observe a coherent artefact followed by a rapidly red-shifting stimulated emission band initially appearing at 800 nm. After leaving the probe window in the near-IR, the stimulated emission converts into a photoinduced absorption signal, which blue-shifts to its final maximum at 560 nm indicating formation of bathorhodopsin within 200 fs.\textsuperscript{8,10} Longer time delays (>200 fs) exhibit a stationary transient absorption spectrum with overlapping signatures of ground-state bleach (498 nm) and bathorhodopsin absorption (560 nm). Individual transients such as that shown at 587 nm furthermore reveal large oscillatory modulations of the electronic signal caused by the generation of vibrational wavepackets upon photoexcitation.

We are able to extract the residual VC as a function of the probe wavelength (Figure 4.2b) by globally fitting the electronic dynamics of the transient absorbance map, as indicated for a transient at 587 nm (Figure 4.2a). Here, we opted for a model describing the entire transient absorbance map to capture even the earliest dynamic events by using a sum of three exponentially-modified Gaussian functions with a common rise time, \( \sigma \), given by

\[
F(\lambda, t) = e^{-\frac{(t-t_0)^2}{2\sigma^2}} \otimes \sum_i a_i(\lambda) e^{-\frac{t}{\tau_i}} \\
= \sum_i a_i(\lambda) e^{\frac{\sigma^2}{2\tau_i}} \frac{(t-t_0)}{\tau_i} \text{erfc} \left( \frac{\sigma}{\sqrt{2\tau_i}} \frac{(t-t_0)}{\sqrt{2\sigma}} \right). \tag{4.1}
\]

The coherent oscillations (Figure 4.2b) are most pronounced in the 500-650 nm window, with a node near the bathorhodopsin absorption maximum at 560 nm,\textsuperscript{85} and contain both high- and low-frequency components lasting for more than 1.5 ps. Probe wavelengths >700 nm, however, exhibit only very short-lived coherence activity. Wavelength-dependent Fourier transformation of the residual coherences reveals the spectral intensity distributions of all vibrational modes up to 1800 cm\textsuperscript{-1} (Figure 4.3a). We find pronounced activity in the torsional (<500 cm\textsuperscript{-1}), hydrogen out-of-plane (HOOP, 800-1100 cm\textsuperscript{-1}), C-C stretching (1150-1350 cm\textsuperscript{-1}) and the C=C stretching (1500-1650 cm\textsuperscript{-1}) regions. Additionally, the overall wavelength dependence of the Fourier intensities closely resembles the absorption spectra of rhodopsin and bathorhodopsin, with maxima at 500 nm and 580 nm, respectively.

To rationalise the molecular origin of the VC in the bathorhodopsin absorption window, we compare an averaged Fourier power spectrum (570-640 nm) with the resonance Raman (RR) spectrum of bathorhodopsin (Figure 4.3b).
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Figure 4.3: Fourier transform power maps and spectra compared to resonance Raman. (a) Fourier power map following resonant excitation with an 8 fs pump pulse centred at 500 nm and (b) resonance Raman spectrum (black) compared to a spectral average from 570-640 nm for bathorhodopsin (orange). (c) Fourier power map following off-resonant excitation with a 9 fs pulse centred at 800 nm and (d) resonance Raman spectrum (black) compared to a spectral average from 570-640 nm for rhodopsin (green). The pump-probe data have been scaled to correct for amplitude effects caused by finite time resolutions. Resonance Raman spectra are adapted with permission from Lin et al (488 nm), copyright 1998 American Chemical Society and Kukura et al (805 nm), copyright 2005 American Association for the Advancement of Science. We remark in this context that the resonance Raman spectrum of rhodopsin and bathorhodopsin is largely invariant to a change in the excitation wavelength. Absorption spectra for rhodopsin (Rho, green) and bathorhodopsin (Batho, orange) are indicated on the side of (a) and (c), respectively. Time-domain power spectra were obtained by Fourier transformation of the residual coherence map for time delays greater than 80 fs.

We chose the 570-640 nm window specifically due to the known dependence of the coherent amplitudes on the shape of the underlying absorption spectrum (Figure 4.3a). In the high-frequency region (>1000 cm\(^{-1}\)) we find signatures of bathorhodopsin C-C stretching modes at 1208, 1237 and 1267 cm\(^{-1}\) with matching relative intensity distributions, as well as a shoulder at 1535 cm\(^{-1}\) assigned to the C=C stretching mode in bathorhodopsin, albeit with decreased
relative intensity. The low-frequency torsional region shows enhanced activity compared to the RR spectrum, with a pronounced mode at 60 cm$^{-1}$, previously shown to originate from coherently excited bathorhodopsin.\textsuperscript{8} The HOOP region is dominated by an intense mode at 865 cm$^{-1}$, which we attribute to the unresolved C$_{10}$-H and C$_{12}$-H HOOPs at 850 and 875 cm$^{-1}$, respectively. We furthermore note the distinct lack of coherence activity in the C$_{11}$-H HOOP at 920 cm$^{-1}$.

Resonant excitation by a short pump pulse generates coherent wavepacket motion on both ground and excited electronic states,\textsuperscript{134} complicating the interpretation of the VC. It is thus necessary to record a pure ground-state time-domain spectrum which can be achieved in an off-resonant pump-probe experiment. Keeping the probe pulse unchanged and using a 9 fs pump pulse centred at 800 nm, we completely avoid photoexcitation and only generate wavepacket motion on the ground electronic state of rhodopsin.\textsuperscript{47,48} The resulting Fourier power map (Figure 4.3c) exhibits coherence activity in the HOOP, C-C stretch and C=C stretch regions but lacks all intensity in the torsional region of the spectrum. The overall wavelength dependence of the coherence activity is shifted towards the shorter wavelength region compared to the resonant experiment, now closely resembling the absorption spectrum of rhodopsin. The Fourier power spectrum averaged over the same probe window (570-640 nm), as for the resonant experiment, exhibits a HOOP mode at 970 cm$^{-1}$, three C-C stretches at 1208, 1237 and 1267 cm$^{-1}$ and an intense C=C stretch at 1548 cm$^{-1}$, in excellent agreement with the ground-state RR spectra of rhodopsin.\textsuperscript{130,131}

The coherence activity obtained in the off-resonant experiment is related to the RR intensities, as shown by the similarity to the RR spectrum of rhodopsin in Figure 4.3d. Resonant probing ensures proportionality to the RR cross sections, yielding comparable intensities to a RR spectrum.\textsuperscript{133} The use of a short resonant pump pulse, will generate wavepackets in all FC-active modes on the excited electronic state. After preparation, these wavepackets will rapidly evolve out of the FC region and through the CI before they arrive on the photoproduct potential energy surface. For a fully coherent reaction, a resonantly probed photoproduct spectrum would equal the corresponding RR spectrum, for the same reasons as in the off-resonant case.

This allows us to assign which modes in Figure 4.3a,b correspond to bathorhodopsin and which to rhodopsin coherences. In the low-frequency
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region, no coherence activity can be detected in the off-resonant experiment (Figure 4.3c), while resonant excitation leads to very strong coherence activity centred around the absorption maximum of bathorhodopsin. These modes must hence originate from (vibrationally hot) bathorhodopsin. An example is the intense mode at 865 cm$^{-1}$, which does not appear in the off-resonant experiment and is a clear marker mode of bathorhodopsin.$^{130,131}$ Its wavelength-dependent coherence activity is also centred around the absorption maximum of bathorhodopsin. We furthermore attribute the shoulder appearing at 1535 cm$^{-1}$ to the C=C stretch of the photoproduct because the off-resonant experiment does not show such a characteristic signature. The C-C stretch region is difficult to assign due to the mutual Raman signatures of reactant and product (compare Figure 4.3b, d). However, resonant excitation significantly shifts the wavelength-dependent coherence activities towards the bathorhodopsin absorption spectrum, while the reactant shows most activity near the absorption maximum of rhodopsin. The spectral average displayed in Figure 4.3b additionally ranks the intensities in order of: 1208$>$1237$>$1267 cm$^{-1}$, while the opposite is found in Figure 4.3d, suggesting that, despite overlap, we observe VC in ground-state bathorhodopsin modes. We therefore assign all modes in the resonant spectrum to bathorhodopsin with the exception of the modes at 970 and 1548 cm$^{-1}$.

CIs are theoretically predicted to affect wavepacket propagation significantly depending on the type of involvement in the formation of the CI.$^{105,106}$ Passage through a CI should therefore lead to a change of the vibrational coherence activity in a pump-probe experiment. In the case of rhodopsin, differences between the coherence activity after internal conversion and the RR spectrum of bathorhodopsin therefore provide information on the CI geometry. Theoretical studies have categorised the vibrational degrees of freedom involved in the formation of a CI into tuning and coupling modes.$^{105,106}$ Tuning modes are required to reach the CI energetically by reducing the energy gap between the involved electronic states, whereas coupling modes are active in forming the CI. Based on this description, wavepackets in tuning modes are expected to be largely unaffected by the internal conversion event, while coupling mode wavepackets will be strongly influenced.

Comparison of the RR and Fourier spectra of bathorhodopsin allows us to divide the Raman-active modes into three categories: those that are strongly
enhanced (<500 cm\(^{-1}\)), those that exhibit expected relative intensities (500-1600 cm\(^{-1}\)) and those that are unexpectedly weak (920 cm\(^{-1}\)). Figure 4.4a illustrates the dynamic evolution of vibrational wavepackets in a coupling mode in the vicinity of a CI.\(^{105,106}\) Photoexcitation of a molecular ensemble by a short pump pulse generates wavepackets on the excited electronic state, which initially evolve in-phase. Upon encountering the CI, a fraction of the excited molecules internally converts,\(^{135}\) leading to wavepackets oscillating on the photoproduct potential. The wavepackets in the remaining molecules on the excited electronic state revisit the CI half a vibrational period later, again forming photoproduct wavepackets after internal conversion. The successively arriving photoproduct wavepackets are therefore necessarily out-of-phase with each other, provided the vibrational period is shorter than the excited-state lifetime. The signal recorded in an ensemble measurement will hence be diminished due to destructive interference. Coherence activity in coupling modes can be further reduced in intensity due to their high anharmonic character near the CI, which leads to a delocalisation of the vibrational wavepacket, as pointed out by Kühl \textit{et al.}\(^{105}\) We remark that an alternative explanation based on a phase-dependent CI space may be equally valid.\(^{136}\) Which model is ultimately responsible for the lack of coherence activity in the C\(_{11}\)-H mode will require further detailed quantum-chemical calculations, guided by the experimental results reported here.

Vibrational wavepackets in tuning modes, on the other hand, are not strongly affected by such a phase relationship (Figure 4.4b).\(^{105,106}\) In rhodopsin, the isomerisation is volume-conserving and spatially localised. The involved reactant and photoproduct potentials are therefore not significantly displaced, giving rise to coherence activities comparable to the RR spectrum. Minor deviations from the expected RR intensities in such modes can, however, be rationalised by considering a small change in the potential energy surface upon internal conversion. If the photoisomerisation proceeds with a change of frequency or displacement along a tuning mode, then internal conversion will project wavepackets on a slightly steeper or shallower part of the photoproduct surface. This results in a small perturbation in the wavepacket dynamics causing minor intensity deviations compared to the RR spectrum due to partially destructive interference. These effects are particularly small for the photoisomerisation in rhodopsin, since the volume-conserving nature of the reaction.
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Figure 4.4: Schematic representation of wavepacket dynamics. (a) Coupling modes: Upon encountering the CI, a fraction of the excited molecules internally converts, forming wavepackets on the photoproduct trans potential energy surface (A, orange). Remaining excited-state wavepackets (B, green) cross to the trans surface half a vibrational period (T) later, resulting in out-of-phase wavepacket motion and hence destructive interference due to the accumulated phase difference \( \phi_A - \phi_B \). The coherence activity is drastically decreased compared to a RR spectrum. We remark that the CI space contains a multitude of CIs with different geometries, one of which has been chosen to represent the behaviour of wavepackets in coupling modes. (b) Tuning modes: Vibrational wavepackets created in the excited electronic state will reduce the energy gap between the involved electronic states, leading to internal conversion. These modes are not part of the CI space and are thus unaffected by the crossing. Wavepackets will, after change of the electronic state, simply continue to oscillate in the new potential, resulting in coherence activities similar to RR. (c) Low-frequency modes: Large initial displacements on the excited electronic state lead to high accumulated momentum which is transferred to the photoproduct potential giving rise to large coherence activity observed in the photoproduct. Note that \( q_{\text{low}} \) refers to photoproduct normal coordinates rather than the reaction coordinate itself, which is a complex combination of the above.

leaves most modes unchanged, as apparent by the overall similarity of C-C and C=C stretching region in the RR spectra of rhodopsin and bathorhodopsin.\(^{10}\)

Finally, the low-frequency region of the time-domain spectrum is characterised by a number of very intense modes including the previously reported bathorhodopsin mode at 60 cm\(^{-1}\). Theoretical simulations\(^{122,125}\) and RR intensity analysis\(^{137}\) show that low-frequency modes experience a steep slope on the excited-state potential energy surface, leading to fast relaxation particularly along these coordinates. For vibrational modes such as the backbone torsion at 60 cm\(^{-1}\), corresponding to a 555 fs vibrational period, the short excited-state lifetime (50-100 fs) necessarily implies only minimal structural evolution along that coordinate on the excited electronic state. Since the overall isomerisation reaction requires a large localised torsional rearrangement, the rapid internal
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conversion projects wavepackets in these modes on a very steep part of the photoproduct potential energy surface. This leads to enhanced nuclear motion and results in pronounced coherence activity (Figure 4.4c). Such a behaviour does not, however, exclude significant twisting along the C\textsubscript{11}=C\textsubscript{12} dihedral coordinate, as predicted by quantum-chemical studies\textsuperscript{122,125} since the reaction coordinate represents a linear combination of many normal modes, including modes with much higher frequencies and thus shorter vibrational periods.

Based on this theoretical description and extensive previous theoretical efforts\textsuperscript{116,122,123,125}, we assign the coherence activity observed in the C-C stretching region (1208, 1237, 1267 cm\textsuperscript{-1}), the C\textsubscript{10/12}-H HOOP modes (850, 875 cm\textsuperscript{-1}) and the C=C stretching shoulder at 1535 cm\textsuperscript{-1} to tuning modes of the isomerisation reaction. This assignment is further supported by the excited-state lifetime of rhodopsin (50-100 fs) requiring high-frequency FC-active modes with short vibrational periods to act as efficient tuning coordinates. Minor deviations from the RR intensities as seen for the C\textsubscript{10/12}-H HOOP or the C=C stretch are likely due to different frequencies in ground and excited electronic states.\textsuperscript{105} The complete lack of activity in the 920 cm\textsuperscript{-1} mode in the resonant time-domain Raman spectrum (Figure 4.3b) suggests that the C\textsubscript{11}-H HOOP is one of the major coupling modes of the system. This assignment is also supported by recent high-level quantum mechanical calculations suggesting an asynchronous bicycle-pedal motion with major involvement of the C\textsubscript{11}-H HOOP.\textsuperscript{122} We remark that our technique is surprisingly insensitive to the photo to bathorhodopsin structural relaxation previously observed with femtosecond stimulated Raman spectroscopy (FSRS),\textsuperscript{131} resulting in a Fourier power spectrum that mainly reflects the properties of the final (vibrationally hot) bathorhodopsin photoproduct.

**Theoretical Analysis of HOOP Frequency Shifts**

Previous studies using FSRS have shown that in particular the HOOP region around 900 cm\textsuperscript{-1} undergoes significant frequency shifts, sensitive to the underlying isomerisation reaction.\textsuperscript{131} The model put forward contains a set of three C-H out-of-plane modes with an exponential change in frequency. To model the effect of such frequency shifts in our experiment, we adopted the revised model devised by McCamant\textsuperscript{138} and simulated three C-H out-of-plane modes with frequency shifts according to Figure 4.5a. By combining the resulting oscillations, we are able to obtain a single coherence, as shown in Figure 4.5b.
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time constant spectral upshift (fs)</td>
<td>140</td>
</tr>
<tr>
<td>Vibrational dephasing time (fs)</td>
<td>620</td>
</tr>
<tr>
<td>Frequency $C_{10}$-HOOP initial (cm$^{-1}$)</td>
<td>757</td>
</tr>
<tr>
<td>Frequency $C_{10}$-HOOP final (cm$^{-1}$)</td>
<td>870</td>
</tr>
<tr>
<td>Frequency $C_{11}$-HOOP initial (cm$^{-1}$)</td>
<td>812</td>
</tr>
<tr>
<td>Frequency $C_{11}$-HOOP final (cm$^{-1}$)</td>
<td>916</td>
</tr>
<tr>
<td>Frequency $C_{12}$-HOOP initial (cm$^{-1}$)</td>
<td>751</td>
</tr>
<tr>
<td>Frequency $C_{12}$-HOOP final (cm$^{-1}$)</td>
<td>852</td>
</tr>
<tr>
<td>EMG time constant (fs)</td>
<td>500</td>
</tr>
<tr>
<td>EMG rise time (fs)</td>
<td>45</td>
</tr>
</tbody>
</table>

**Figure 4.5:** Simulation details of HOOP evolution. (a) Time-dependent frequency shifts for hydrogen out-of-plane motions $C_{10}$-H, $C_{11}$-H and $C_{12}$-H. (b) Resulting overall coherent oscillation (green, top) and EMG windowed oscillation (bottom, black and orange, respectively). (c) Obtained Fourier power spectra of simulated data (orange) compared to experimental results showing the lack of the 920 cm$^{-1}$ $C_{11}$-H mode. (d) Overview of simulation parameters adapted from McCamant. Note that the relative initial phases have been assumed to be zero, zero and $\pi$ for $C_{10}$-H, $C_{11}$-H and $C_{12}$-H modes to account for the overall isomerisation process.

Application of an exponentially-modified Gaussian (EMG) window function (Figure 4.5b, orange) followed by Fourier transformation reveals the expected Fourier power spectrum (Figure 4.5c, orange). In addition to the model parameters given in Figure 4.5d, we have to assume an initial phase for each oscillation at a time delay of 200 fs. We assumed a phase of zero for the $C_{10}$-H and $C_{11}$-H while a phase of $\pi$ was set for $C_{12}$-H. The latter phase was chosen to be out-of-phase with the $C_{11}$-H vibration to ensure that the respective hydrogen atoms move away from each other to lead to an isomerisation. If the hydrogen atoms were to start in-phase, no net isomerisation would occur on the reaction time scale of photoexcited rhodopsin. Comparison to the experimental data, analysed in the same way shows excellent agreement in the 860 cm$^{-1}$ mode. However, the lack of the $C_{11}$-H mode at 920 cm$^{-1}$ cannot be explained by this model, providing additional evidence for the effect of a CI on a vibrational
wavepacket in a coupling mode. We note that the observed lineshape of the 860 cm$^{-1}$ mode in the Fourier power spectrum was not reproducible if we assumed phases of zero, $\pi$ and zero for the C$_{10}$-H, C$_{11}$-H and C$_{12}$-H modes instead.

To trace potential frequency shifts, we performed a sliding-window Fourier transform (SWFT) on this model (Figure 4.6, left), a model with non-shifting, stationary oscillations at bathorhodopsin HOOP frequencies (Figure 4.6, middle), and our experimental data (Figure 4.6, right). The Fourier power spectrum as a function of the window position is obtained and scaled to the maximum for each window time, removing exponential decay dynamics for clarity. We observe only minor differences between between the two sets of simulated data, both showing clear signatures of the C$_{11}$-H mode at 920 cm$^{-1}$. In contrast, the experimental data never shows the appearance of this mode, strengthening the proposed coupling mode mechanism. Residual oscillations in the SWFT of the measured data are mainly caused by the interference with the residual rhodopsin mode at 970 cm$^{-1}$.

These results show that the detection of frequency shifts in the time domain is very challenging. While in FSRS all oscillations are generated in-phase when the Raman probe pulse interacts with the sample, we are initiating the VC directly upon photoexcitation. Since we cannot temporally separate excitation and coherence generation, our method becomes less phase sensitive to the overall isomerisation and provides spectral signatures dominated mainly by the bathorhodopsin photoproduct. It is this difference, however, which allows us to obtain information on the CI by careful comparison to the reactant and product Raman spectra. To reproduce the FSRS data, actinic-pump-probe
4.3 Conclusions

We have used ultrafast transient absorption spectroscopy with high temporal resolution and spectroscopic sensitivity to investigate the fate of nuclear wavepackets generated by photoexcitation after internal conversion mediated by a CI during a photochemical process. When comparing the coherence spectrum after passage through the CI with the RR spectrum of the photochemical product, we observed both strong enhancement and suppression of coherences. This behaviour is in contrast to that observed during the S₂ ← S₁ internal conversion in β-carotene.⁹⁹ There, some high-frequency (>600 cm⁻¹) coherences are amplified while the other mode intensities remain unchanged. The major difference between the two systems is that in β-carotene only small structural changes are coupled to the internal conversion, while a complete photoisomerisation is driven in rhodopsin. As a result, we observe clear differences in coherence intensities compared to the RR spectrum of bathorhodopsin that can be explained by the displacement of the respective potential energy surfaces upon internal conversion. Our results provide a strong proving ground for theoretical studies, especially in the comparison of how nuclear wavepackets are affected by a CI for reactive and unreactive processes. The ability to monitor VC throughout chemical reactions and across multiple electronic surfaces is likely to provide detailed insight into the mechanistic and structural origins of ultrafast processes such as charge and proton transfer, singlet fission and photochemical transformations in general.

Methods

Sample Preparation

Rhodopsin (OD₅₀₀ nm = 15) was obtained from rod outer segments of bovine retinæ and purified by sucrose flotation followed by sucrose density gradient centrifugation, as described by de Grip et al.¹⁰,¹³⁹ Hydroxylamine was added to a final concentration of 2 mM to suppress the accumulation of photoproduct.
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**Ultrafast Spectroscopy**

Transient absorption traces were recorded employing <10 fs visible and near-IR pump pulses centred at 500 nm and 800 nm together with chirped continuum probe (500-900 nm) at a repetition rate of 1 kHz. The samples were flowed through a 200 µm pathlength flowcell (OD\textsubscript{200 µm, 500 nm} = 0.3) by a peristaltic pump at a rate to ensure replenishment of the sample during consecutive pulses. Pump and probe diameters in the focus were 75 and 50 µm with corresponding pulse energies set to 60 nJ (visible pump), 120 nJ (near-IR pump) and 2.5 nJ (probe).
Chapter 6

Vibronic Dynamics of the Ultrafast all-\textit{trans} to 13-\textit{cis} Photoisomerisation of Retinal in Channelrhodopsin-1

The following work was carried out in collaboration with Vera Muders, David Ehrenberg, Ramona Schlesinger and Joachim Heberle (FU Berlin). The protein samples were provided by Vera Muders and David Ehrenberg measured the low-temperature Raman spectrum. Ramona Schlesinger and Joachim Heberle supervised the project in Berlin.

6.1 Introduction

Photoreceptors form an important class of membrane proteins with a wide range of functionalities such as visual signalling, proton pumping and ion channeling.\textsuperscript{13,121,152} Channelrhodopsins, which act as light-activated cation channels, have recently received great attention due to their enormous potential in optogenetics, an emerging field where photosensory proteins trigger physiological responses by light. Most prominently, channelrhodopsins are used in neuroscience to depolarise specific nerve cells upon light activation.\textsuperscript{13,14} Originally, channelrhodopsins are located in the eyespot of green flagellate algae to mediate phototaxis\textsuperscript{153} and can be divided in channelrhodopsin-1 (ChR1) and channelrhodopsin-2 (ChR2) based on their structural and mechanistic differences.\textsuperscript{154,155} Channelrhodopsin-2 from \textit{chlamydomonas reinhardtii} (CrChR2) is mostly used in optogenetics\textsuperscript{156} and has been subject to a range of spectroscopic studies on the intermediates contributing to the photocycle.\textsuperscript{155,157–160}
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Figure 6.1: Photocycle of CaChR1. The photocycle is initiated by irradiation of the all-trans retinal chromophore of CaChR1 and proceeds via a 13-cis intermediate. Absorption maxima are indicated as superscripts and interconversion time constants are given in grey.

Much less is known about the dynamics of CrChR1, largely due to the difficulties associated with overexpression to obtain sufficient amounts of protein for biophysical analysis. In contrast, channelrhodopsin-1 derived from *chlamydomonas augustae* (CaChR1) can be heterologously expressed in large quantities in the yeast *pichia pastoris*.\(^\text{14,159}\) Moreover, CaChR1 has two desirable features for optogenetic application: (i) slower inactivation under continuous illumination and (ii) a red-shifted absorption maximum allowing for deeper penetration of the excitation light into biological tissue.\(^\text{14}\)

CaChR1 exhibits a heterogeneous ground-state population of chromophore isomers comprised of 30% 13-cis to 70% all-trans retinal with a protonated Schiff base and an absorption maximum at 518 nm.\(^\text{159}\) The photocycle of CaChR1 has been analysed using time-resolved UV/Vis, resonance Raman and FT-IR spectroscopy (Figure 6.1).\(^\text{159,161–163}\) Photoexcitation results in an early P\(_1\) intermediate at 580 nm, followed by a long-lasting biphasic P\(_{2a,b}\) intermediate at 380 nm on the millisecond time scale which matches the lifetime of the cation current. While in CrChR2 a red-shifted P\(_3\) intermediate was detected, no such intermediate is present in the photocycle of CaChR1.\(^\text{163,164}\) Here, mainly the P\(_2\) intermediate accumulates under continuous illumination at room temperature, facilitating the biophysical analysis of the conductive state in CaChR1. Resonance Raman spectroscopy revealed that the P\(_2\) intermediate consists of 13-cis retinal with a deprotonated Schiff base.\(^\text{159}\) Additionally, large conformational changes as well as hydrogen-bonding changes of carboxylic groups, cysteine side chains and of a dangling water molecule were detected between the closed and
the open state of CaChR1 via FT-IR difference spectroscopy. After channel closure, time-resolved IR spectroscopy revealed ongoing conformational changes in the P₄ intermediate. The key structural changes occurring directly after photoexcitation, however, are poorly understood, as structural information on the early photocycle of CaChR1 is restricted to photointermediates trapped under cryogenic conditions.

Here, we combine high time-resolution (<10 fs) transient absorption spectroscopy, actinic-pump-probe impulsive vibrational spectroscopy and low-temperature resonance Raman spectroscopy to characterise the vibronic dynamics of the all-trans retinal chromophore in CaChR1 during the primary photoisomerisation event. Although the kinetics of this process have been recently reported using ultrafast UV/Vis spectroscopy, the structural dynamics remain uncharacterised. We show that CaChR1 undergoes a rapid photoisomerisation to the first stable P₁ intermediate containing 13-cis retinal, with an exponential time constant of 110 fs. This intermediate appears to persist for several hundreds of nanoseconds.

6.2 Results and Discussion

Following photoexcitation of CaChR1 with an 8 fs pulse centred at 560 nm, we observe ground-state bleaching around 520 nm, partially overlapped with a red-shifted photoinduced absorption (PIA) band at 600 nm and a rapidly decaying stimulated emission (SE) band at 850 nm, similar to previous reports for bacteriorhodopsin. After 500 fs, the SE band has decayed completely while the PIA and ground-state bleach (GSB) bands persist and decay on a slower time scale, accompanied by a blue-shift and narrowing of the PIA. A global fitting routine employing an offset and two exponential decay functions is sufficient to describe the observed dynamics. The first time constant (110 fs) correlates with the rapid decay of the SE, while the second time constant (600 fs) is predominantly related to the spectral blue-shift of the GSB and PIA contributions, as indicated in Figure 6.2a (orange and black transient spectra). The transient absorption spectrum at 1400 fs appears almost identical to a spectrum recorded at a time delay of 700 ns via flash photolysis, suggesting that the formation of the previously assigned intermediate, P₁, completes on a sub-picosecond time scale. Identical dynamics were retrieved using a red-shifted pump pulse centred at 580 nm (20 fs).
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Figure 6.2: Ultrafast vibronic dynamics of CaChR1. (a) Transient absorption map of CaChR1 employing a visible pump pulse (560 nm, 8 fs) and a chirped broadband whitelight continuum probe pulse (500-900 nm, 4.5 fs transform limit). Early coherent artefact contributions (-100 to 100 fs) have been subtracted for clarity. Selected transient absorption spectra at 170 fs (orange) and 1400 fs (black) illustrating the rapid initial photodynamics are shown on the right with arrows indicating spectral changes. A flash photolysis spectrum obtained at a time delay of 700 ns for comparison (blue) suggests no significant spectral evolution after the initial fast response over several hundreds of nanoseconds. (b) Selected transients demonstrating the main dynamic characteristics with exponential fits (dashed black). We remark that the electronic signals show pronounced oscillatory modulations. The flash photolysis spectrum was provided by Vera Muders.

Closer examination of the individual transients (Figure 6.2b) reveals that the dynamics of the dominant transient absorption features are modulated by coherent oscillations, particularly pronounced in the PIA and GSB band, as previously reported for bacteriorhodopsin and visual rhodopsin.\textsuperscript{7,95,98} The origin of the vibrational coherence (VC) is impulsive generation of nuclear wavepackets by the excitation pulse.\textsuperscript{47,48,85,94} After subtraction of the slowly varying electronic dynamics, a Fourier transform of the residual coherent oscillations reveals the wavelength-dependent impulsive Raman spectra of the system (Figure 6.3a). The Fourier intensities decrease towards the near-IR with maxima close to the GSB and PIA bands, in line with previous reports.\textsuperscript{95} We find strong contributions in the low-frequency region (<500 cm\textsuperscript{-1}) with dominant modes at 81 cm\textsuperscript{-1} and in the hydrogen out-of-plane (HOOP, \textasciitilde1000 cm\textsuperscript{-1}), C-C (\textasciitilde1200 cm\textsuperscript{-1}) and C=C (\textasciitilde1530 cm\textsuperscript{-1}) stretching regions (Figure 6.3b, green spectrum).\textsuperscript{159}

A transient absorption experiment employing a short resonant pump pulse will generate both, ground- and excited-state VC, leading to a superposition of spectral features. To identify VC arising from photoexcited molecules only,
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Figure 6.3: Time-domain impulsive vibrational spectroscopy on CaChR1. (a) Wavelength-resolved Fourier transform power map of CaChR1 obtained with a resonant 8 fs pump pulse centred at 560 nm. Representative absorption spectra of the photoproduct (P1, green) and ground electronic state (CaChR1, blue) are shown for comparison. (b) Spectral average over the low-energy side of P1 (620-680 nm) showing strong activity in the low-frequency region below 500 cm\(^{-1}\). (c) Wavelength-resolved Fourier transform power map of CaChR1 obtained with a 9 fs off-resonant pump pulse centred at 800 nm providing exclusively ground-state contributions. The ground-state absorption spectrum is shown for comparison (CaChR1, blue). (d) Spectral average over the same probe region as in (b) lacking all major activity in the low-frequency region as well as the mode at 961 cm\(^{-1}\).

We repeated the experiment under identical conditions with an off-resonant pump pulse centred at 800 nm (9 fs) generating exclusively ground-state VC. The resulting wavelength-dependent Fourier transform power map reveals intense coherence activity in the HOOP, C-C and C=C stretching regions with an almost identical wavelength-dependence as under resonant conditions, while lacking all activity in the low-frequency region (Figure 6.3c, d). Closer inspection reveals that off-resonant excitation generates less coherence activity around the PIA band at 600 nm, providing evidence for a vibrationally coherent formation of the P1 intermediate, as observed for visual rhodopsin. This is further emphasised in a comparison of the spectral average at the low-energy side of the P1 absorption spectrum from 620-680 nm. We find altered relative intensities of the fingerprint modes >800 cm\(^{-1}\) upon resonant excitation and
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![Figure 6.4: Raman spectra of the P\(_1\) intermediate of CaChR1.](image)

Top: Low-temperature (80 K) resonance Raman spectrum of the primary photoproduct, P\(_1\), obtained at 647 nm following photoexcitation at 502 nm. Bottom: Actinic-pump-probe impulsive vibrational (APP IVS) spectrum of the P\(_1\) intermediate recorded 1 ps after photoexcitation at 515 nm (200 fs) using a 9 fs impulsive pump pulse centred at 800 nm (orange). The grey spectrum represents the extracted IVS spectrum using the same subtraction algorithm employed in the resonance Raman spectrum (see methods). The IVS spectral intensities have been corrected for the finite time resolution of the experiment and averaged over the low-energy side of the photoproduct absorption band from 620-680 nm. Vertical dashed lines indicate matching frequencies and are labelled accordingly. In particular the modes at 860, 961, 1196 and 1301 cm\(^{-1}\) are sensitive marker modes for the 13-cis configuration of retinal in the photoproduct state.\(^{166,167}\) The low-temperature resonance Raman spectrum was provided by David Ehrenberg.

an additional mode at 961 cm\(^{-1}\) which forms a sensitive marker mode of a twisted retinal geometry.\(^{166}\) This observation strongly supports the notion that the P\(_1\) state with 13-cis retinal is formed in less than 1 ps.

To further validate this assignment, we trapped the P\(_1\) state at cryogenic temperatures (80 K) to perform resonance Raman spectroscopy using continuous-wave excitation at 647 nm after photoexcitation at 502 nm. Upon subtraction of the ground-state spectrum recorded in the absence of photoexcitation under otherwise identical conditions, we obtain the resonance Raman spectrum of the P\(_1\) state (Figure 6.4, black spectrum). In addition, we carried out room temperature actinic-pump-probe impulsive vibrational spectroscopy (APP IVS)\(^{85}\) to determine the configuration of the molecular species present 1 ps after photoexcitation (Figure 6.4, orange spectrum). We find excellent agreement between the resonance Raman and APP IVS spectra, strongly supporting the earlier structural assignment. In particular the HOOP modes at 860 and 961 cm\(^{-1}\) are sensitive markers for a distorted retinal conformation.
Furthermore, the modes in the C-C stretching region at 1167, 1196 cm\(^{-1}\) and in the methyl rocking region at 1301 cm\(^{-1}\) indicate that retinal exhibits a 13-cis configuration.\(^{166,167}\) The modes at 1196, 1301 and 961/959 cm\(^{-1}\) were also observed in the FT-IR difference spectrum of the P\(_1\) intermediate.\(^{162}\) This demonstrates that the initial photoisomerisation from all-trans to 13-cis retinal in CaChR1 occurs on a sub-picosecond time scale.

We observe small frequency shifts between the APP IVS and resonant Raman spectra (Figure 6.4, orange and black spectra), which may arise due to the cryogenic temperatures required to trap the P\(_1\) state in the resonance Raman experiment (\(<8\) cm\(^{-1}\)),\(^{168}\) or due to different spectral resolutions between the two spectra. Furthermore, we find altered relative intensity ratios between the two Raman spectra, in particular in the C=C stretching region (1530/43 cm\(^{-1}\)), which are not explained by the temperature difference. Instead, a difference in subtraction algorithm accounts for the inverted intensity distributions. In APP IVS, the extracted Raman spectrum is derived from a global minimisation routine in the time domain, as outlined elsewhere.\(^{85}\) The low-temperature resonance Raman spectra, on the other hand, were subtracted by minimising with respect to a significant ground-state mode (see methods). By re-analysing the APP IVS data in an analogous way to the resonance Raman procedure we retrieve a similar relative intensity distribution as found in the low-temperature resonance Raman spectrum (Figure 6.4, grey spectrum). We stress that the remaining fingerprint region is unaffected by the choice of subtraction algorithm. Further minor intensity differences might be explained by the different resonance conditions employed, arising from the wavelength-dependent photodynamics of CaChR1.\(^{165}\)

The structural assignment of the P\(_1\) state allows us to explain the appearance of the direct-excitation Fourier Raman spectra (Figure 6.3a,b). Low-frequency modes in CaChR1 are strongly enhanced upon photoexcitation, also observed for visual rhodopsin.\(^{95}\) Such a behaviour is characteristic for an isomerisation coordinate comprising a number of low-frequency retinal backbone modes, which is crucial to obtain a controlled photoisomerisation reaction capable of dissipating the excess photon energy rapidly. As a consequence, large low-frequency coherence activities arise, since low-frequency modes provide an internal energy sink for excess excitation energy for ultrafast processes on a sub-picosecond time scale.\(^{169,170}\) We further attribute the small intensity changes observed between the impulsive Fourier Raman spectra >800 cm\(^{-1}\)
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![Potential energy surface diagram for the primary isomerisation event in CaChR1. Photoexcitation at the absorption maximum (518 nm) promotes predominantly all-trans molecules to a short-lived (110 fs) excited electronic state characterised by a SE band at 850 nm. After crossing back to the ground-state potential energy surface through a conical intersection (CI), a fraction of molecules form the primary photoproduct, $P_1$, with 13-cis retinal. Subsequent cooling with a 600 fs time constant relaxes the isomerised molecules, forming an intermediate that is stable for several hundred nanoseconds.]

Figure 6.5: Potential energy surface diagram for the primary isomerisation event in CaChR1. Photoexcitation at the absorption maximum (518 nm) promotes predominantly all-trans molecules to a short-lived (110 fs) excited electronic state characterised by a SE band at 850 nm. After crossing back to the ground-state potential energy surface through a conical intersection (CI), a fraction of molecules form the primary photoproduct, $P_1$, with 13-cis retinal. Subsequent cooling with a 600 fs time constant relaxes the isomerised molecules, forming an intermediate that is stable for several hundred nanoseconds.

with the presence of an intermediate with 13-cis retinal. However, due to the strong contamination of the resonant spectrum by ground-state features (1206/8, 1531 cm$^{-1}$) it is challenging to make a confident structural assignment. In contrast, APP IVS (Figure 6.4) significantly suppresses this background and confirms that the observed intensities are indeed due to the photoisomerisation reaction forming a 13-cis intermediate, with pronounced marker modes for a distorted 13-cis retinal such as the HOOP (861 and 961 cm$^{-1}$), C-C stretching (1167 and 1196 cm$^{-1}$) and methyl rocking (1301 cm$^{-1}$) modes.

Combining these experimental results, we can assign the initial steps in the photocycle of CaChR1 (Figure 6.5). Absorption of a photon at 515-560 nm preferentially excites all-trans retinal chromophores to the first excited electronic state, followed by rapid relaxation to an excited-state plateau characterised by a SE band at 850 nm. The structure associated with this plateau is most likely already pre-twisted along the 13-trans bond of retinal, in analogy to bacteriorhodopsin, but due to the extremely short lifetime (110 fs) it is not possible to obtain an insightful vibrational signature of this state. We emphasise that the exponential dynamics observed for the SE necessarily imply an excited-state barrier despite the short excited-state lifetime, in contrast to the ballistic dynamics observed in the barrierless photoisomerisation in visual
rhodopsin.\textsuperscript{10,95} After passing the small excited-state barrier, crossing back to the ground-state potential energy surface through a conical intersection\textsuperscript{99,148,149} leads to the vibrationally coherent formation of a hot $P_1$ intermediate with retinal in a twisted 13-\textit{cis} configuration. The associated coherence activity of the low-frequency modes (Figure 6.3a,b) suggests that the reaction coordinate is in fact not a simple normal mode but a superposition of several low-frequency modes which also function as an internal heat sink to prevent coherent recrossing back to $S_1$.\textsuperscript{105} Subsequent vibrational cooling on a 600 fs time scale forms a stable $P_1$ isomer containing 13-\textit{cis} retinal, with an absorption maximum at 585 nm, which appears to persist for several hundreds of nanoseconds before it turns into the conductive $P_2$ intermediate.\textsuperscript{159}

### 6.3 Conclusion

We have used high time-resolution (<10 fs) transient absorption spectroscopy to characterise the transient vibronic dynamics of $CaChR1$ from 500-900 nm upon photoexcitation. The observed signatures are consistent with the formation of the $P_1$ intermediate within 110 fs and subsequent vibrational relaxation with a 600 fs time constant. Resonant impulsive vibrational spectroscopy applied to the initial photoreaction of $CaChR1$ provided experimental evidence for an ultrafast photoisomerisation of the retinal chromophore from an all-\textit{trans} to a 13-\textit{cis} configuration. Combining low-temperature resonance Raman spectroscopy with actinic-pump-probe impulsive vibrational spectroscopy verified the assignment by revealing the 13-\textit{cis} retinal structure of the $P_1$ intermediate formed in a vibrationally coherent fashion within 1 ps.

### Methods

#### Sample Preparation

$CaChR1$ was cloned, expressed and purified as described previously.\textsuperscript{159} An additional gel filtration step was introduced to yield highly purified sample with a ratio of OD$_{280\text{ nm}}$/OD$_{518\text{ nm}}$ = 2.5. The protein was concentrated to 10 mg/mL in an aqueous solution of 100 mM NaCl, 20 mM Hepes, pH 7.4 with 0.03% dodecylmaltoside. The sample was kept in the dark prior to the experiments.
Low-Temperature Resonance Raman Spectroscopy

3 μL concentrated CaChR1 sample (5-10 mg/mL in 5 mM NaCl, 5 mM Hepes, pH 7.4, 0.05% dodecylmaltoside) was dried on top of a quartz crucible and rehydrated by vapour diffusion of 4.5 μL of a water/glycerol mixture (8/2 w/w) placed nearby the protein film. The sample was cooled down to 80 K with a cryostat (freezing stage TMHS600, Linkam). For the resonance Raman experiment of the ground electronic state of CaChR1 a krypton ion laser (Innova 90C, Coherent) was used at 647 nm (see Radu et al\textsuperscript{171} and Nack et al\textsuperscript{172} for more details on the Raman setup). The spectral resolution of the Raman spectra was 3 cm\textsuperscript{-1}. For photoactivating CaChR1, an argon ion laser (35 MAP-431-23, Melles Griot) emitting at 502 nm with an intensity of 20 mW was focused on the sample. Raman spectra were recorded in the presence and absence of the photoactivating laser under otherwise identical conditions. The contribution of vibrational modes of ground-state CaChR1 were interactively subtracted from the Raman spectrum of the photostationary state using the all-trans retinal mode at 1165 cm\textsuperscript{-1} to yield a pure Raman spectrum of the P\textsubscript{1} state. The subtraction factor was found to be 0.8.

Ultrafast Spectroscopy

All experiments were carried out using an OD\textsubscript{518 nm} = 10 sample, flowed through a 200 μm flowcell (OD\textsubscript{518 nm} = 0.2) by a peristaltic pump, at a sufficient flow speed to ensure a fresh sample volume for every shot at a laser repetition rate of 2 kHz. All pulses were parallel polarised with respective focus diameters of 34 μm (probe), 75 μm (530 nm, 8 fs, 150 nJ), 65 μm (800 nm, 160 nJ) and 90 μm (515 nm, 200 fs, 50 nJ) at the sample.
Chapter 9

Summary and Outlook

9.1 Summary

The main aspect of this work was to develop and utilise a highly sensitive impulsive vibrational spectroscopy (IVS) setup capable of resolving vibrational signatures from excited electronic states. The developed system is unique in that it is based on a Yb:KGW laser source emitting at 1030 nm instead of the commonly employed Ti:Sapphire systems operating at 800 nm. Consequently, new optical designs were developed to accommodate the change in source wavelength, leading to the implementation of previously undocumented broadband non-collinear optical parametric amplifiers (NOPAs) with pulse durations below 10 fs. The designs were optimised to accommodate good long-term stability and mode quality for the use in highly sensitive IVS spectroscopy. The addition of a narrowband (200-300 fs) NOPA and a second-harmonic broadband NOPA at 400 nm (∼13 fs) extended the range of measurable systems greatly and allowed us to push the technique beyond a proof-of-principle stage.

Beyond optical designs, this work provided a variety of pulse sequences to isolate vibrational information from excited electronic states. The main objective behind these pulse schemes was to clearly distinguish between vibrational coherences of the target excited electronic state and other signals which complicate the interpretation of the retrieved Raman spectra. By introducing a subtraction routine or an additional population-control pulse, we were able to unambiguously extract baseline- and background free excited-state Raman spectra and to track structural evolution with high temporal precision. At the same time, we were able to obtain information about the energy flow mediated by vibrational modes from a two-dimensional Raman scheme which appears to be capable of resolving excited-state vibrational couplings and anharmonicities.
9.1. Summary

Overall, we have successfully applied our technique to a wide range of systems and demonstrated the capabilities and limitations of IVS. The systems explored with the setup were mainly chosen because of their unique photochemical properties. Rhodopsin, responsible for initiating the process of vision, was used as a model system to investigate how vibrational wavepackets behave upon crossing electronic states via a conical intersection (CI). We could show that wavepacket motion in tuning modes is unaffected by the CI, while wavepacket motion in coupling modes is significantly reduced. The results illustrated how vibrational coherences can be used to derive potential energy surface characteristics.

In addition, we investigated the effect of altering the hydrogen substitution pattern on retinal by isotopic labelling. By using our setup and external quantum yield measurements, it was possible to verify the long-held assumption about the importance of the hydrogen out-of-plane modes, in agreement with our previous study. The results further required a more complex phase-space description of ultrafast internal conversion processes, which occur on a shorter time scale than vibrational relaxation. Here, the exact interplay between modes in relation to the underpinning potential energy surface dictates the outcome of the reaction, rather than a simple branching ratio based on rate constants.

In collaboration with the groups of Ramona Schlesinger and Joachim Heberle (FU Berlin), we investigated the photodynamics of channelrhodopsin-1. We revealed a vibrationally coherent photoproduct formation, much like in rhodopsin, but occurring on a significantly longer time scale. By complementing IVS with low-temperature resonance Raman spectroscopy, we were able to characterise the structure of the rapidly (<1 ps) formed intermediate, \( P_1 \), to be in a twisted 13-cis conformation. This study exemplified the use of IVS towards a previously unknown system and demonstrated how IVS can be used to derive system characteristics with minimal prior knowledge.

We explored the possibility of recording a molecular movie by investigating the proton transfer reaction in the well-studied wt-GFP. We temporally resolved the formation of the fluorescent intermediate with structural accuracy. The analysis of FC Raman spectra, excited-state Raman spectra and 2D Raman spectra further allowed us to propose a complete mechanism including all vibrational couplings required for the proton transfer reaction.

Finally, all-trans retinal protonated Schiff base in methanol solution was subject to a complete excited-state characterisation using IVS. By combining a
variety of techniques we monitored the complete structural relaxation process from the initially excited Franck-Condon structure to the excited-state plateau. We identified vibrational couplings based on 2D Raman between hydrogen out-of-plane modes and low-frequency modes, confirming that IVS is a powerful tool which, in collaboration with theoretical modelling, is capable of providing excited-state molecular movies for a wide range of systems, including complex biological systems.

9.2 Outlook

The work outlined here is just a first step towards developing IVS into a universal tool capable of answering a wide range of questions (breakdown of the Born-Oppenheimer approximation, conical intersection structures, directional energy flow in complex systems, etc.). In particular, a thorough theoretical framework is required at this stage to confidently assign the observed signals correctly. In this regard it will be necessary to develop IVS to investigate smaller molecules, whose potential energy surfaces are more readily calculated. Despite the associated technical difficulties, we believe that this will also act as a solid benchmarking procedure for IVS to avoid ambiguous signal interpretations. The latter is of immense value for the interpretation of 2D excited-state Raman maps, as presented in this work. By studying smaller systems with known properties, it should be possible to devise a general routine to extract quantitative information, as often performed in other 2D techniques.

2D Raman spectroscopy, in general, is a very promising tool to reveal more information about vibrational couplings on excited electronic states. In this regard, it may be beneficial to extend our current 2D Raman technique into a four-pulse scheme with a long actinic pump pulse to only populate the excited electronic state, followed by an impulsive pump pulse to generate vibrational coherence directly on this state, which is subsequently probed by an IVS Raman sequence. This technique should be capable of revealing potential energy surfaces on vibrationally cold excited electronic states, which is currently inaccessible with our scheme. An alternative route is to develop an excited-state extension of a recently demonstrated 2D ground-state Raman technique based on sophisticated pulse shaping to obtain excited electronic state 2D Raman spectra.\textsuperscript{197}
9.2. Outlook

In addition, it would be very interesting to combine an impulsive pump with a broadband IR probe rather than an electronic probe, provided sufficient bandwidth can be provided. Ultrafast (<20 fs) transient IR spectroscopy could become a very sensitive technique to complement Raman spectroscopy.\textsuperscript{214,215} This approach would also allow detection of mode-couplings between Raman- and IR-active modes in excited electronic states, which might be a valuable route to study system-bath interactions on the femtosecond time scale. The technique could also be readily extended to a multi-dimensional analogue capable of providing otherwise inaccessible coupling information.

Besides an improvement of the technique to isolate excited-state features and their interpretation, we believe that IVS also has great potential for spectrochemical imaging. Here it is important to rapidly acquire the vibrational signatures found in cells to avoid radiation damage, which cannot be achieved by spontaneous or even stimulated Raman scattering. Current techniques primarily focus on the C-H stretching region \(~3000\) cm\(^{-1}\), but chemical selectivity is drastically increased in the fingerprint region \(<1600\) cm\(^{-1}\).\textsuperscript{216} Broadband CARS methods in the frequency-domain\textsuperscript{217} have recently advanced to cover these regions in tissues, but are plagued by lineshape distortions and non-resonant background. Time-domain techniques, on the other hand, can produce baseline-free Raman spectra which avoids the complications in current state-of-the-art Raman microscopy.\textsuperscript{84}
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