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Abstract

In Gram-negative bacteria, the Outer membrane (OM) acts as a first barrier to screen unwanted compounds whilst enabling ions and very small solutes to diffuse into the cell. Most of nutrients and essential ions are effectively transported across a membrane via the outer membrane proteins (OMPs). The water-filled β-barrel OMPs are called porins. These pores are classified into two groups, non-specific and substrate-specific porins. Each of them has different mechanisms to facilitate its substrate translocation. To reveal the process of substrate permeation and selectivity in microscopic detail, molecular dynamics (MD) simulations and applications were performed in this thesis.

The studies in this thesis focus on a series of classical porins. These proteins share similar feature where extracellular loop(s) (generally loop 3 (L3)) is folded into the middle of the pore and act as a constriction site which is important for substrate specificity and selectivity. The studies firstly concentrate on the structural properties and dynamics of the general trimeric porins, OmpC and OmpF whose sequences share 60% identity. OmpC and OmpF are found to have similar mechanism of latching loop (L2) to maintain trimeric stability. The smaller pore size allows OmpC to be more cation-selective than OmpF. Additionally, the major driving force for cation permeation in both porins is not from electrostatic properties. This differs from the phosphate-selective porin, trimeric OprP, where a phosphate diffusion depends on electrostatic interactions with positively charged pore-lining residues. The charge brush-like behavior of interior Arg and Lys residues plays a major role in phosphate selectivity. Also, the free energy profiles (PMF) reveal two key regions that are important for differentiating phosphate from other anions. The brush-like mechanism of OprP were also implanted to the simplified model pores in order to determine the possibility of transferring phosphate-selective properties of OprP to a model which may be useful for future design of nanopores. It is found that the duplication of functional residues and pore cavity can turn a model into the highly phosphate-selective pore. Importantly, the phosphate-binding affinity is dependent on the ability of the pore to interfere and occupy the hydration shell of a translocating phosphate where such ability can be maximized by an increase in sidechain flexibility. In case of uptake of more complex substrates, OpdK also employs a constriction site to select its substrate, aromatic vanillate (VNL) with total charge of -1. Unlike ion-specific porins, the free VNL is attracted by polar and aromatic interactions and sequentially directed through the periplasmic vestibule by charged residues inside the pore. The correct orientation of VNL on arrival is crucial for OpdK to recognize and enable the permeation process.
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## Table of abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>APBS</td>
<td>Adaptive Poisson Boltzmann Solver</td>
</tr>
<tr>
<td>COO⁻</td>
<td>Carboxylate group</td>
</tr>
<tr>
<td>EC</td>
<td>Extracellular</td>
</tr>
<tr>
<td>EM</td>
<td>Energy minimization</td>
</tr>
<tr>
<td>FP</td>
<td>Free energy perturbation</td>
</tr>
<tr>
<td>LPS</td>
<td>Lipopolysaccharide</td>
</tr>
<tr>
<td>OM</td>
<td>Outer membrane</td>
</tr>
<tr>
<td>OMA</td>
<td>Outer membrane auxiliary</td>
</tr>
<tr>
<td>OMP</td>
<td>Outer membrane protein</td>
</tr>
<tr>
<td>PB</td>
<td>Poisson-Boltzmann</td>
</tr>
<tr>
<td>PDB</td>
<td>Protein data bank</td>
</tr>
<tr>
<td>Pi</td>
<td>Phosphate ion</td>
</tr>
<tr>
<td>PMF</td>
<td>Potential of mean force</td>
</tr>
<tr>
<td>PP</td>
<td>Periplasmic</td>
</tr>
<tr>
<td>MD</td>
<td>Molecular dynamics</td>
</tr>
<tr>
<td>SMD</td>
<td>Steered Molecular dynamics</td>
</tr>
<tr>
<td>TI</td>
<td>Thermodynamic integration</td>
</tr>
<tr>
<td>VdW</td>
<td>Van der Waals</td>
</tr>
<tr>
<td>VNL</td>
<td>Vanillate</td>
</tr>
</tbody>
</table>
1 INTRODUCTION

1.1 General features of the biological membrane

The biological membrane defines the boundary between the cell and its environment (1). Membranes are responsible for the uptake of all nutrients and exclusion of toxic agents (2). Biological membranes comprise lipids, proteins, and carbohydrates (Figure 1-1A). The lipid molecules constitute about 50% of the mass of the cell membrane (1). All lipids in a membrane are amphiphilic where each lipid molecule contains both a hydrophilic (head group) domain and hydrophobic tails (1). The lipid molecules are arranged as a continuous bilayer where the head groups form the upper and lower surfaces which are exposed to the aqueous environment and the tails are buried in between (Figure 1-1A). The most abundant lipids are the phospholipids (1). These have a phosphate-containing head group and a range of fatty acids as hydrocarbon tails. In the bilayer, 5% of the membrane is composed of the sugar-containing lipids called glycolipids where polar groups are external to the lipid bilayer (Figure 1-1A). Apart from lipids, two types of proteins are also found in the membrane. Proteins that have one or more transmembrane (TM) segment embedded in the bilayer are called integral membrane proteins (Figure 1-2A) (1, 2); these in turn are classified into two groups, α-helical and β-barrel proteins (Figure 1-1B) (3). The α-helix bundle is more abundant and occurs in the great majority of membranes. The β-barrel membrane proteins are restricted to the outer membrane of Gram-negative bacteria (3) and related membranes such as the outer membrane of mitochondria. By contrast, proteins that associate at the membrane surface are known as peripheral membrane proteins (Figure 1-2A) (1, 2). In this study, only the integral outer membrane proteins are discussed.
Bacteria have an extra cell wall which is a multilayered structure located external to the cytoplasmic membrane (6). The differences in the chemical and physical properties of the cell wall are used to categorise bacterial types. Based on the structure and chemical composition of the cell wall, bacteria are differentiated into two main groups, Gram-negative and Gram-positive (7). The major differences of the Gram-positive from Gram-negative bacteria are the high amount of peptidoglycan in a cell wall and lack of an outer membrane (Figure 1-2B). Gram-negative cells have a complex outer membrane (OM) with the presence of lipopolysaccharide (LPS) in the outer leaflet (Figure 1-2B) (6). Such bacteria also have a periplasmic space between the outer-membrane layer and the inner
membrane which contains a number of water soluble proteins such as periplasmic binding proteins involved in transport from the outer to the inner membrane. The OM acts as a first permeability barrier that enables the membrane to maintain charge and concentration gradients (2). The essential nutrients and ions are transported across OM by the presence of the outer membrane proteins (OMPs).

![Diagram of membrane proteins](image)

**Figure 1-2** (A) Two types of membrane protein found in the lipid bilayer. (B) Cell wall structures of gram-positive (left) and gram-negative (right) bacteria. Note that the peptidoglycan in gram-positive bacteria is much thicker than in gram-negative bacteria and only gram-negative bacteria have an outer membrane (containing lipopolysaccharide (LPS)) (6).
1.2 The outer membrane proteins (OMPs)

To date, the majority of OMPs are transmembrane β-barrel proteins. α-helix bundles are rarely found in the OM (3); within the currently known OMP structures, there are only two crystal structures of α-helical barrel outer membrane proteins.

Firstly, it is the outer membrane auxiliary (OMA), Wza, which is crucial for the capsule assembly pathways in *Escherichia coli* (8) (Figure 1-3). The second known α-helical barrel is a part of a type IV secretion system (T4SS) whose process is important for the conjugative transfer of DNA (9). At present, this structure is the largest determined for an outer membrane protein (10).
Figure 1-3 Side views of examples of outer membrane proteins (OMPs) found in Gram-negative bacteria. Different colors of each barrel represent a subunit. The yellow helical loop folded into the lumen of the pore in the third row labels the constriction loops that control the substrate translocation. Two green lines show the boundary of the outer membrane. From the top row, OprM (PDB code: 3D5K), TolC (PDB code: 2VDE), Wza (PDB code: 2J58), T4SS (PDB code: 3JQO), OmpA (PDB code: 1QJP), NanC (PDB code: 2WJQ), OmpG (PDB code: 2IWV), FadL (PDB code: 2R88), PorB (PDB code: 3A2R), OprD (PDB code: 2ODJ), OpdK (PDB code: 2QTK), OprP (PDB code: 2O4V), OmpF (PDB code: 2OMF), OmpC (PDB code: 2J1N), and LamB (PDB code: 1AF6).
Many OMPs are water-filled β-barrel proteins called porins. This group is crucial for the uptake of small soluble molecules and ions and the extrusion of toxic agents such as antibiotics from the periplasm to the extracellular environment. Importantly, porins play a key role in screening unwanted molecules entering into a cell; only selected polar molecules or ions less than 600 Daltons are able to permeate to the periplasmic space (1). In general, the passage of small molecules across the OM is mediated by three classes of proteins: (1) non-specific porins, (2) substrate-specific channels, and (3) active transporters. Both non-specific porins and substrate-specific channels do not require energy. Substrate diffusion through these pores is facilitated according to concentration gradients (5). The most common non-specific porins are OmpC and OmpF (Figure 1-3) which are present in a large number of Gram-negative bacteria (5). At low substrate concentration, passive diffusion through general porins is no longer efficient. Substrate-specific channels such as maltose-specific LamB (11), phosphate-specific OprP (12), and the fatty acid transporter FadL (13) which contain binding sites for their substrate are needed (Figure 1-3). Indeed, many Gram-negative bacteria, such as pseudomonads and other soil-dwelling microbes only have substrate-specific porins. All chemical transport in these living cells is based only on substrate-specific channels, which is an efficient defense against toxin agents. Also, this protection barrier allows the human pathogen (i.e. pseudomonads) to be more difficult to treat clinically. Many antibiotics employ porins as an entryway. To fight against them, bacteria develop sequential mechanisms to reduce influx of various drugs by means of reduction of porin expression and porin mutation, together with an efficient efflux system (14). To extrude drugs to the extracellular environment, bacteria utilize a discharge duct that directs drug passage across both inner and outer membrane. The most common ducts are TolC in *E. coli* (15) and OprM in
*Pseudomonas aeruginosa* (16, 17) in association with other inner membrane proteins (Figure 1-3). However, the complete structures of both complexes are still currently unknown.

Each porin has different characteristics to specify its substrate. They can be generally classified according to their activity (specific and non-specific pores) and their functional structure (monomeric or trimeric) (14). Based on the protein activity, the general porins are expressed at high levels while the more specific ones (e.g. PhoE and LamB) are strongly induced when needed (18). The size of porins is determined by the number of transmembrane β-strands which start at 8 strands (e.g. OmpX) and run up to 22 (e.g. iron transporters, FhuA and FepA) (3).

The first OMPs structurally characterized are referred to as classical porins, OmpK36, OmpF, PhoE, LamB, and ScrY (19). All form highly stable trimers with 16 or 18 transmembrane β-strands in each subunit (19). Recently, more trimeric structures have been solved such as OmpC (20), OprP (12), and PorB (21). In general, the classical porins functionally exist as either monomers or trimers. Examples of recently solved structures of monomeric porins are OprD (22) and OpdK (5). Most classical porins share similar feature where the extracellular loop L3 (or constriction loop) is folded into the lumen serving as the constriction site for substrate recognition (a yellow loop in Figure 1-3).

The remainder have different features to conduct a substrate molecule. Unlike most of classical porins, monomeric OmpA (23), NanC (19), and OmpG (24) composed of 8, 12, and 14 strands, respectively have no long loop folded into the middle of the pore (Figure 1-3). Also, the long-chain fatty acid transporter FadL (13) comprising of 14 β-strands contains a central hatch domain where L3 and L4...
are instead located at the extracellular side to facilitate fatty acid translocation (Figure 1-3).

Various patterns of interior structures among porins represent different mechanisms of their substrate translocation and selectivity. To better understand how such porins facilitate their substrate transport, many experimental and computational studies have been employed to date. In the next section, I will give the reader a bird’s eye view of previous studies on porins.

1.3 Previous studies on porins

To date many studies of porins have been published. However, the literature review here is restricted to those porins that are studied in this thesis. Overall, I will start with the classical porins and sequentially move on to more specific channels.

1.3.1 Outer membrane protein C and F (OmpC and OmpF)

The classical porins, OmpC and OmpF, in E. coli have been widely studied since 1982. The cation-selective properties of both porins were firstly found by Nikaido et al. (25), where such properties were observed by measuring the diffusion rate of antibiotics, cephalosporins, through both pores. A batch of simulation studies of OmpF was initiated when its high resolution X-ray structure was solved (26). The electrostatic interactions of OmpF were compared with those of PhoE via continuum electrostatic calculations (27). It was observed that the pore sizes of both OmpF and PhoE were controlled by pH-dependent interactions between two charged clusters at the opposite sides in the constriction area (27). The continuum electrostatic models showed that OmpF had no ion preference, whereas PhoE was anion-preferable (27) where this contradicted the cation-selective properties of OmpF found in an earlier experimental study (28).
Previous studies of OmpF suggested a role of the L3 loop in gating activity and L2 in trimeric stability (29-31). The key residues for gating and structure stability were identified both computationally and experimentally. Further details can be seen in Chapter 3. The first X-ray structure of OmpF motivated many further experimental studies on ion selectivity of its homologue OmpC. Since the OmpC sequence shares 60% identity to OmpF, key residues for ion selectivity and structural stability in OmpF are conserved in OmpC (32). However, OmpC was observed to be slightly more cation-selective than OmpF due to a smaller pore size (32). Additionally, the oppositely charged clusters in the constriction site of both porins similarly generate a strong transversal electric field that facilitates ion translocation (27, 33), especially negatively charged residues that were found to be responsible for the cation preference (34). Later, two well-separated specific ion pathways with screw-like fashion in OmpF were visualized by Brownian dynamics (BD) simulations (35). The BD simulations suggested that charge asymmetry in the constriction site gave rise to separate permeation pathways for cations and anions (36, 37). Cations were found to follow the negatively charged track along the OmpF pore, while a stream of anions was at the opposite side of the pore (35-38). This prediction has recently been verified by X-ray diffraction (39). To better understand ionic selectivity, both single-channel recording and free energy calculations of OmpF were performed (40). The conductance of monovalent metal ions through OmpF was experimentally found to be proportional to the cation mobility in bulk aqueous solution (40). The free energy calculations also showed that the affinity of alkali metal binding was increased with their atomic radii, which agreed very well with experiment (40). To date, not many studies have focussed on the ion selectivity of OmpC. Some studies of OmpC revealed similar pH-dependent gating and selectivity to that found in OmpF (34, 41-44). Moreover, the pH significantly
affects the assignment of ionization states of interior charged residues in both pores. To date, the ionization states of some pore-lining charged residues are still under debate (27, 29, 30, 45, 46). The X-ray structure of OmpF has been solved for 20 years, but aspect of the mechanism of ion permeation remain unclear. The understanding of gating and selective mechanisms of OmpF is a big challenge. Any insight will also serve as a guideline to explore the behaviour of its homologue OmpC. Recently, the X-ray structure of OmpC has been solved (20). This structure does not reveal any features that substantially differ from OmpF, therefore, the question about the key properties that distinguish OmpC from OmpF remains largely open.

Understanding the permeation process of nutrients and antibiotics via porins is also important for biotechnology and medical applications. Therefore, the trend of OmpF and OmpC research is nowadays directed towards medical and technology aspects. The majority of current studies still concentrate on the well-studied OmpF. Within the medical applications, non-specific OmpF was found to be an entryway for a number of antibiotics, especially β-lactam compounds (47). The antibiotics are classified based on mechanism of action and chemical structure, which can mainly be classified into five different groups, β-lactam (penicillins), cephalosporins, polymixins, quinolones, and sulfonamides (6). Single channel experiments showed that both OmpF and OmpC displayed the ability to facilitate the uptake of two classes of antibiotics, fluoroquinolones and cephalosporins (48) where a zwitterionic drug was found to diffuse through the pore more rapidly compared to other charged compounds (14, 32, 49). Such experimental studies have been complemented with analysis of computational approaches (48, 50-53). For example, computational methods have been used to reveal detailed interactions between drug
and pore-lining residues (49, 50, 54-56), studies which are relevant for future drug design.

Apart from being an entryway for drugs, OmpF was also found to serve as both receptor and translocator for antibacterial protein (the colicins) through the OM (57-62). These colicins display a great ability to kill *E. coli* or related bacteria by forming a channel in the inner membrane (63-65). The interface between OmpF and lipopolysaccharide (LPS), which is the major lipid of the outer leaflet interface was found to serve as a receptor for colicins (65). Recently, the crystal structure of OmpF with the N-terminal segment of colicin present in the constriction site was solved (66). This crystal structure will further enable both computational and experimental studies to elucidate the passage process of colicins from the extracellular environment to the inner membrane.

In term of biotechnology, the non-specific properties of OmpF have attracted the attention of many researchers. With the known 3D structure and advances in site-directed mutagenesis, the pore properties of OmpF have been widely engineered to fabricate new selective properties. A pioneering attempt was made to transmutate OmpF into the Ca$^{2+}$-selective channels by mimicking the fixed charge and volume of the Ca$^{2+}$ channel (67). Besides, the mutation studies showed the potential ability of modified OmpF as a future nanodevice (59, 68, 69). OmpF was also used as a test case to fabricate novel sensing techniques (70-73). Moreover, the insertion of OmpF into different types of artificial membranes has been widely studied in order to achieve cellular surface mimicry and applications in coating bioimplants for enhanced biocompatibility (70, 74-76). To date, the non-specific and well-studied OmpF appears to continuously have wide applications in bionanotechnology.
1.3.2 Outer membrane protein P (OprP)

Under conditions of phosphate limitation, *P. aeruginosa* was found to show induction of a phosphate-specific trimeric OprP (77). Initially, the affinity of OprP to conduct anions especially phosphate ion was compared with that of PhoE from *E. coli*. OprP was found to be phosphate-selective, while the larger PhoE pore has no selectivity for phosphate ions (78). It was shown that OprP has a binding site for phosphate with an affinity at least 100-500-fold higher than the affinity for chloride or other anions (79-81). The ability to select phosphate ion was suggested to be due to the constricted channel containing a phosphate-binding site (79). The phosphate-binding site was thought to comprise a lysine cluster inside the OprP pore (79, 82). Chemical modification of all interior lysines suggested their involvement in this phosphate selectivity (79, 82). Consequentially, the key lysines for ion selectivity were then identified by site-directed mutagenesis (83). To date, the positively charged architecture and phosphate-binding site have recently been identified by the crystal structure of OprP (12). The 3D structure revealed that the binding site is formed by arginines and polar residues on the L3 constriction loop at the middle of the pore where a series of lysines was located in the periplasmic chamber. From this X-ray structure, the detailed mechanisms of phosphate permeation and the role of the lysine cluster will be studied computationally in Chapter 4.
1.3.3 Outer membrane protein OpdK

OpdK is one of the substrate-specific porins of *P. aeruginosa*. This protein belongs to the OprD family (84). In the OprD family, phylogenetic analysis revealed two subfamilies, the OprD group and the OpdK group (5, 84). Members of the OpdK subfamily have roles in the transport of organic carbon sources, while the OprD group is responsible for passage of amino acids (84). The OpdK pore was found to facilitate permeation of vanillate (4-hydroxy-3-methoxy benzoate) and related aromatic acids (5). Recently, the 3D structures of members of each subfamily, OprD and OpdK, have been solved. They share similar features in their constriction sites. Unlike general porins, the constriction site of both OprD and OpdK is formed by two extracellular loops (5, 22). OprD is selective for basic amino acids, while OpdK with a combination of polar and negatively charged regions prefers an aromatic vanillate molecule (5). To date, there is a lack of biophysical studies into the mechanism of substrate selectivity of OpdK and OprD. The more complete crystal structure of OpdK not only establishes the general features of the OprD family, but also provides a starting point for further studies. In Chapter 6, the translocation of vanillate through OpdK will be observed at atomic level.
2 THEORY AND METHODS

In the previous chapter, I provided the biological background to my thesis studies of Gram-negative outer membrane proteins. The main aim of this thesis is to gain an insight into the uptake process of small molecules through the bacterial cell membrane via porins. Thus, MD simulations are an ideal technique because not only do they include a fully atomistic description of protein, solvent, and membrane, but also they can reveal functionally relevant motions. Furthermore, computational approaches also help us to understand the specificity and selectivity of porins for their substrates. In this chapter I describe the theoretical basis of MD simulations, and their extension to steered MD (SMD) and the calculations of potential of mean force (PMF). I also summarize the use of Poisson-Boltzmann calculation to compute the electrostatic energy profiles of the ion translocation through porins.

2.1 Molecular dynamics (MD) simulations

The MD simulations described in this thesis are based on the classical approximation i.e. using molecular mechanics forcefields. A discussion of these methods can be found in many textbooks e.g. that by Leach, A which is followed in this thesis (85).

In MD simulations, the dynamics of atoms and molecules in a simulation box or system can be explained by the classical mechanics based on Newtonian’s mechanics. Interactions within a system simply depend on the processes of stretching bonds, opening and closing angles, rotating bonds, and implicit electrostatics (85). These molecular properties can be represented in term of the potential energy function.
2.1.1 Potential function and parameters

The overview of potential energy and interaction parameters used in MD simulations has been given. In standard MD simulations, each atom is treated as a spherical space with a point charge and the potential energy of the system as a function of positions of all particles in a system. MD simulations are based on the intra- and inter-molecular forces within a system. The set of potential functions exploited in each simulation, as well as their associated parameters, is referred to as the forcefield. The minimal equation to present the potential energy \( U \) of the system is,

\[
U(r) = \sum_{\text{bonds}} k_b (b - b_0)^2 + \sum_{\text{angles}} k_\theta (\theta - \theta_0)^2 + \sum_{\text{torsions}} k_\phi (\cos(n\phi - \delta) + 1) \\
+ \sum_{\text{nondensed pairs}} \left[ \frac{A_{ij}}{r_{ij}^{12}} - \frac{C_{ij}}{r_{ij}^6} + \frac{q_i q_j}{r_{ij}} \right] \tag{2.1}
\]

The first three summations are over bonds, angles, and torsions where \( b_0 \) and \( \theta_0 \) are the bond and angle at equilibrium, \( k_b, k_\theta, k_\phi \) represent the force constant for the bond length, bond angle, and torsion angle terms, respectively. These interactions are pictured in Figure 2-1. The torsion term also includes “improper” torsions, where four atoms defining an angle do not connect to each other by covalent bonds (Figure 2-1). The final sum (over pairs of atoms \( i \) and \( j \)) describes the combination of VdW and electrostatic terms. The \( q_i \) and \( q_j \) are the partial atomic charges on atom \( i \) and \( j \) that interact via Coulomb’s law and \( r_{ij} \) represents the distance between atom \( i \) and \( j \). The VdW term is represented by Lennard-Jones potential function.
For the first term, the bond term can simply be defined by Hooke’s law where energy varies with the square of displacement from reference bond length $b_0$ (equation 2.1). This reference bond length can be called as the “equilibrium” bond length, which is the value that is adopted in a minimum energy structure (85). The angle term is frequently described by Hooke’s law as found in the bond term.

The bond and angle terms are often regarded as ‘hard’ degree of freedom (85). Most of the variation in structure and relative energies is due to the interplay between the change in torsional and non-bonded contributions (85). The barrier to rotate chemical bonds is a fundamental key to understand the structural properties and conformational change of molecules. Especially for a flexible molecule, the major conformational change is due to the bond rotations. Therefore, it is essential
to include the torsion term in the forcefield where the torsion potentials are expressed as a cosine series expansion in equation 2.1.

In case of VdW interactions, these interactions are formed by either atomic repulsion owning to overlapping of electronic clouds at short inter-atomic distance (Pauli repulsion) or long-range inter-attraction due to the instantaneous dipole interaction (London dispersion). The VdW interactions are often treated with the Lennard-Jones 12-6 function, which is the combination of an attractive long-range term and a repulsive short-range one. The attractive contribution is referred to as the dispersion forces (London forces) formed by the fluctuation of electromagnetic dipole moment in an atom. This fluctuation can induce a dipole in adjacent atom resulting in a $r^{-6}$ attractive term in the potential (equation 2-1). The short-range repulsion is understood in term of Pauli principle where two electrons in a system are forbidden to have the same set of quantum numbers (85). This short-range repulsive $r^{-12}$ term aims to prohibit pairs of electrons to occupy the same region of space (i.e. the internuclear region).

For electrostatics and VdW, both of them are derived differently. The electrostatic interaction is formed between molecular or atomic distributions of charges where these charges are represented as a set of fractional point charges. Each of them is centered on an atom in a molecule. Because the partial charge of a given atom type is fixed throughout the simulations, the polarization effects are not counted here in biological forcefields. Nevertheless, many attempts are made to include the polarizability in the classical MD. Inducible dipoles alongside the point charge and partial charges, which can be varied during the simulations, are some of the methods used in order to observe the polarization effects in classical MD (86).
The non-bonded interactions, especially the electrostatic term, appear to be computationally expensive. Therefore, a cut-off for non-bonded interactions can be applied where only particles in a certain distance of each other are counted. The cut-off distance is given so as to include as many interactions as possible with an affordable computational cost. In term of electrostatic interactions, groups of atoms with an integer charge groups are normally treated together in order to avoid the creation of charges from the cut-off leading to the mal-behaviour of electrostatic function at the distance near a cut-off radius. Also, if the nearest image distances between the centers of two charged groups are within the cut-off radius, all non-bonded interactions between these two groups are then calculated. Also, an error due to the truncation of interactions can be reduced by applying the smoothing functions to the potentials. These smoothing functions aim to replace the truncated forces by other forces that continuous and have continuous derivatives at the cut-off radius. Replacing such forces can give smaller error from the time-step integration. Besides, the computational cost can be further reduced by the combination of cut-off methods and the concept of neighbouring list where this list helps to identify which pairs of atoms should be considered in the calculation. A list contains all interaction pairs located in a cut-off distance that is updated as the simulation progresses. The accuracy can also be increased by twin-range cut-off where interaction pairs that are out of the normal cut-off distance but do fall within larger cut-off can also be counted during neighbouring searching.

To treat electrostatic forces in MD simulations, the most common method used is the so-called the Particle Mesh Ewald algorithm (PME) (87). This method is based on the Ewald summation, which was originally used to compute the long-range electrostatic energy of crystalline system without truncating interactions (85). PME significantly improves the performance of the Ewald scheme and constitutes a
rigorous alternative to cut-off calculations for medium to large simulations which implements periodic boundary conditions.

Both VdW and electrostatic energies are calculated between pairs of atoms. These forcefields vary in their application and method of derivation. Transferring parameters from one forcefield to another one is difficult. Newly constructed forcefields should be extensively tested for accuracy in the same manner as an original or existing set was tested. Parameters in each forcefield should be tested and improved so as to gain accurate results. To date, a number of forcefields in the context of biomolecular systems and membrane proteins are in use such as CHARMM (88), OPLS (89), AMBER (90), and, as in use in this thesis, GROMOS (91, 92).

Advances in quantum mechanics also play a key role in the development of forcefields for classical MD simulations. Both \textit{ab initio} quantum calculations and semi-empirical methods are successfully used to derive and optimize the parameterization of non-bonded potentials. Other parameters are extracted from the experiment. For small molecules, the geometric potentials can be obtained from microwave and electron diffraction whereas the bond potentials for larger molecules can be obtained from the X-ray diffraction. Similarly, vibrational data from infrared or Raman spectroscopy can give information on the rotation barriers leading to the force constants.

In this thesis, the general potential function is used (equation 2-1). The electrostatic term via Coulomb’s law and Lennard-Jones potential are satisfactory without additional terms (as in the GROMOS forcefield).
2.1.2 Calculating MD trajectories

In principle the exact trajectories of every atom in the system could be obtained by integrating the equations of motion derived from Newton’s laws if initial atomic coordinates, velocities, and interactions in the system were known. Nevertheless, such calculations in many-body system are not possible in practice. It is because a particle simultaneously impacts and depends on the motion of adjacent particles. Apparently, the equations of motion that describe the dynamics of the system are coupled.

To solve this problem, the concept of finite difference techniques is applied to generate the MD trajectories. The main idea is to break down an integral into small steps separated by finite time intervals $\Delta t$. The time intervals must be shorter than the time of the most rapid motions occurring in the simulation in order to avoid unrealistic overlap between two atoms. The total force ($f$) on each particle at time $t$ can be computed by the summation of all interactions with other particles. From the force the accelerations ($a$), velocities ($v$), and positions ($x$) at time $t$ are then determined. The combination of these values at time $t$ is further used to calculate the new set of $v$ and $x$ at time $t+\Delta t$ where the force is assumed to be constant during the time step. To produce the MD trajectories, initial coordinates and velocities of all particles in the system are required. The coordinates are usually obtained from X-ray or NMR structures. The initial velocities are normally assigned according to a Maxwell-Boltzmann distribution where the probability of having an atom of mass $m$ with velocity $v$ at temperature $T$ is given. The $k_B$ is the Boltzmann constant:

$$P(v) = \frac{m}{\sqrt{2\pi k_B T}} \cdot \exp \left( -\frac{mv^2}{2k_B T} \right)$$
To actually obtain a trajectory, the differential forms of Newton’s equation of motion are solved with respect to time for every atom.

\[
\frac{\delta^2 r}{\delta t^2} = \frac{F}{m}, \quad \frac{\delta r}{\delta t} = at + v, \quad r = v_t + \frac{1}{2} at^2 + r
\]

This set corresponds to the truncated Taylor series for displacement. The algorithms used for the numerical integration over finite time intervals \(\Delta t\) can be seen below:

\[
\begin{align*}
  r(t + \Delta t) &= r(t) + v(t) \Delta t + \frac{1}{2} a(t) \Delta t^2 + \ldots \\
  v(t + \Delta t) &= v(t) + a(t) \Delta t + \frac{1}{2} b(t) \Delta t^2 + \ldots \\
  a(t + \Delta t) &= a(t) + b(t) \Delta t + \frac{1}{2} c(t) \Delta t^2 + \ldots
\end{align*}
\]

where \(b\) and \(c\) are the third and fourth derivative, and so on.

The most widely used method for integrating the equations of motion in MD simulations is the Verlet algorithm (85). This integrator is based on the two Taylor expansions, a forward expansion \((t+\Delta t)\) and a backward expansion \((t-\Delta t)\):

\[
\begin{align*}
  r(t + \Delta t) &= r(t) + v(t) \Delta t + \frac{1}{2} a(t) \Delta t^2 + \ldots \\
  r(t - \Delta t) &= r(t) - v(t) \Delta t + \frac{1}{2} a(t) \Delta t^2 - \ldots
\end{align*}
\]

The sum of these two expansions yields an equation for propagating the position. Only force-derived acceleration and positions at the current and previous time step are used as an input:

\[
r(t + \Delta t) = 2r(t) - r(t - \Delta t) + a(t) \Delta t^2
\]
To improve the velocity evaluation and accuracy, modifications of this algorithm have been introduced. For instance, the leap-frog algorithm, so named because the velocities are computed at the mid-point of the position evaluation, and vice versa. The new acceleration and mid-step velocity can be computed by the current acceleration and previous mid-step velocity:

\[
\begin{align*}
    r(t + \Delta t) &= r(t) + v(t + \frac{\Delta t}{2}) \Delta t \\
v(t + \frac{\Delta t}{2}) &= v(t - \frac{\Delta t}{2}) + a(t) \Delta t \\
v(t) &= \frac{1}{2} \left[ v(t + \frac{\Delta t}{2}) + v(t - \frac{\Delta t}{2}) \right]
\end{align*}
\]

where velocity at time \( t \) can also be obtained. Comparing with the standard Verlet algorithm, the leap-frog algorithm has the advantage of explicitly including the velocity, which can be further used to calculate the kinetic properties. All simulations in this thesis, performed by GROMACS, employ this leap-frog algorithm.

### 2.1.3 Constraints, boundaries, and ensembles

As mentioned before, the time step \( \Delta t \) is an important factor to obtain reasonable MD results. Too large time step will produce errors into the trajectories due to rough approximation of constant acceleration. On the other hand, using infinitesimal \( \Delta t \) generates fewer errors but it is computationally expensive. In general, the time step in MD simulations is dictated by the highest frequency motion (usually bond vibrations) present in the system \( (85) \). Typically, for biological systems, to observe all classical phenomenon, the suitable time interval is from 0.5 fs to 2 fs.
Certain methods have been developed to increase this time step and extend the length of trajectories for a given simulation time. These methods are based on a constraint principle where the individual internal coordinates are fixed during the simulation without influencing other internal degree of freedom (85). The most frequently used methods for applying constraints, particularly in simulations of biological systems are LINCS (93), SETTLE (94), and SHAKE (95). SETTLE is an analytical method that constrains the internal degree of freedom of small molecules. SHAKE is more general and based on an iterative procedure. By SHAKE, unconstrained coordinates are set sequentially to correct values, according to a list of distance constraints. The iterative treatment is limited by a short time step (~1 fs). In comparison, LINCS is non-iterative and allows time steps of up to 3 fs which makes LINCS more efficient than SHAKE. Also, LINCS can perform 3-4 times faster and is more easily parallelizable.

Along with the corrections for constraints, methods to maintain a system in a particular thermodynamic ensemble are also implemented. In non-biological system, molecular dynamics are performed in the constant microcanonical ensemble (NVE) (85). This ensemble allows free dynamics without rescaling of velocities and only need is the volume of the system. In this sense, most simulations use periodic boundary conditions to represent the simulation cell in all direction by replica images. Under the periodic boundary condition, particles crossing the cell returns on the opposite side. It means that the number of particles in the unitcell remains constant. Periodic boundary condition can help to remove an error from unwanted boundaries in an isolated system. Importantly, the distance between the box edges and the molecule of interest has to be seriously determined to avoid unwanted periodic correlations. So, the “minimum image convention” is introduced to define
the minimum separation between any two images of these particles. The cut-off must also be adhered in order to avoid duplicated interactions.

For biomolecular systems, different ensembles are used. The most common alternative ensembles are constant $NVT$ and constant $NPT$ ensembles. The constant temperature simulation is desired to determine the behaviour of the system changes with temperature such as the unfolding of a protein (85). If the specific temperature is known, the constant pressure condition is more appropriate. Many experimental measurements are conducted under the conditions of constant temperature and pressure so the isothermal-isobaric ensemble are the most relevant to experiment data (85). To control either temperature or pressure, the scaling functions are introduced. The desired temperature and pressure can be maintained by the thermostat and barostat developed by Berendsen (96). The system of interest is coupled to the external bath with fixed temperature or pressure (96). The corrections in temperature and pressure are obtained by the scaling factor derived from the difference between the reference (external bath) and the system. When the thermodynamic properties are of interest, the more sophisticated methods are introduced in order to observe changes in pressure or temperature. The most commonly used are the Nosé-Hoover scheme for thermostat (97, 98) and the barostat proposed by Anderson (99, 100). These methods allow the fluctuation of both temperature and pressure on the average value. The fictitious degrees of freedom are introduced to the equation of motion so as to result in the appropriate ensemble.
2.1.4 Energy minimization

Energy minimization (EM) is an essential component of simulations. Based on a potential function, it is used to find the low-energy structure via numerical methods. EM does not provide the time-dependent trajectory, but it can be used to prepare the starting coordinates of the system of interest for further MD simulations. This can adjust protein conformation and remove overlaps between protein and solvent or ligand etc.

EM generally optimizes the atomic positions in the Cartesian coordinates. The most commonly used methods are steepest descents and conjugate gradients. Both of them are based on the first derivative of the potential energy function (85) where the coordinates of atoms are gradually changed and moved towards the minimum point via an iterative approach. The steepest descent uses a line-search procedure to identify the minimum point in the function along a line through the multi-dimensional space where the current step is independent from the previous one. This method is efficient for the initial configuration that is far away from its energy minimum. All EM in this thesis employs the steepest descent methods since it is ideal for removing bad contacts among components in the system. On the other hand, the conjugate gradient method exploits the combination of direction used in the previous step and the newly computed gradient of the potential energy. This method is greatly efficient when the system is in the proximity of the energy minima.
2.2 MD techniques to study solute translocation

Experimentally, the ion permeation can be detected as electrical current flow, where the ion flux is the electric current across the membrane. The magnitude of current is then converted to the rate of passage of ions through one open channel (101). In general, the open channel can pass at least 1 pA of current corresponding to the number of $10^6$ monovalent ions per second (101). Although an experiment offers an insight into the ion permeation and also selectivity of channels, the mechanistic details cannot be probed in atomic level. MD simulations therefore play a crucial role in the elucidation of transport mechanism of channels. Add-ons to MD simulations have been applied to a system in order to mimic a membrane environment. One of them is an applied electric field across a membrane, which mimics a voltage clamp experiment. Recently, the long simulations with an applied electric field have been successfully revealed the detailed mechanism of $K^+$ ion permeation through $K$ channel (102). Not only have the atomic-resolution observations of ion conduction been captured, but also the gating mechanism (102). In addition, an external electric field is widely used to study ion permeation through other protein channels and DNA threading through a nanopore (103-110). I therefore employed this technique to study vanillate transport through the OpdK pore in Chapter 6.

2.2.1 Steered Molecular dynamics (SMD) simulations

Due to the limitations of the MD timescale, the rare events are difficult to be observed during the conventional MD run. For example, suppose we want to observe the full transport of ions through OmpF. In experiment, the estimated permeation rate is $\sim 10^8$ ions per second (111). Therefore, equilibrium simulations of 1-10 ns duration are too short to obtain information on such transport processes.
The more advanced techniques have to be applied to increase the probability of seeing unlikely configuration by reducing the energy barrier. One of the most commonly used methods is the SMD (112). The idea is to apply an external force to manipulate the particle of interest. With this method, the entire permeation process can be captured by pulling the solute through the channel. SMD allows us not only to focus on the important configuration, but also to minimize the computational cost. SMD has been widely used to understand protein dynamics that influence folding and unfolding mechanism as well as solute permeation (113-116). Especially, SMD can be applied to study the permeation of solute with high degrees of freedom such as DNA (117). In this thesis, SMD technique is then used to understand the solute translocations through the OprP and OpdK pores in Chapter 4 and 6, respectively.

SMD is based on the harmonic oscillation of spring. For the solute transport, the virtual spring is then attached to the solute in order to apply a force to pull it later on. The pulling group is harmonically constrained with a force $F=-k(x-vt)$, where $k$ is the spring constant, $x$ is the coordinate of the pulling group, $v$ is the velocity of the pulling group. The forces exerted on the pulling group are then recorded. Also, the force profile can be quantitatively used to identify the free energy landscape only if the pulling rate is so slow that still adheres the system close to quasi-equilibrium. Since SMD is the non-equilibrium process, to observe equilibrium properties it is important that either force or velocity used is small or slow enough to drive the system not too far away from equilibrium. In general, SMD can be performed under the conditions of either constant force or constant velocity, but only constant-velocity SMD is used here.
2.2.2 Free energy calculations

The free energy of molecular system is often considered to be the most important quantity in thermodynamics since it describes the tendencies of atoms or molecules to associate and react (85, 118). Hence, the ability to predict this quantity would be an important goal. However, the free energy is a difficult value to obtain. Many attempts have been tried to progress towards the goal in recent years. The attention is also drawn to the application of MD simulations. Nonetheless, the free energy cannot be determined by the standard MD due to the inadequate samples in some regions in phase space dominating the free energy. For example, MD always seeks out the lower energy regions and never adequately samples the region with higher energy (85). The advance methods to permit the system to explore all phase space are needed. To date, there are certain methods to calculate the free energy difference based on MD simulations such as thermodynamic integration (TI), and free energy perturbation (FP) which are commonly used to calculate the free energy difference between two states. Moreover, the free energy can also be compute as a function of reaction coordinates, named potential of mean force (PMF), which is very useful for studying the energetic properties of solute transport across a channel. In this thesis only PMF calculations are conducted in order to probe the free energy landscape of the channel interior due to the solute translocation.
2.2.2.1 Potential of Mean Force (PMF)

Calculation of a PMF is one of techniques to calculate the free energy changes as a function of reaction coordinates $R$. The PMF can be determined as

$$ W(R) = -kT \ln P(R) $$

where $R$ is the coordinate, and $P(R)$ is the probability of having system at the coordinate $R$, i.e.,

$$ P(R) = \frac{Q(R)}{Q} $$

where $Q$ is the full partition function, $\delta$ is the Dirac delta function. The more simplified explanation is that the probability can be obtained from the ratio of the partition function at $R$, $Q(R)$, to the full one $Q$. The PMF of particular coordinate can be obtained as seen below,

$$ W(R') = -kT \ln Q(R') = -kT \ln P(R') - kT \ln Q = -kT \ln P(R') + C $$

where $C$ is the integration constant (free energy constant) and the PMF at $R'$ is derived from the natural logarithm of the probability of seeing system at $R$. The constant $C$ is an important factor to iteratively find $P(R)$ in the next step of smoothing PMF function.

To overcome the sampling problem, one of the most commonly used methods is the umbrella sampling. The idea is to modify the potential function in order to sufficiently sample unfavourable states (85). The system is simulated in the presence of an artificial biasing window potential, $U(R, R')$. The biasing potential is used to confine the variations of the coordinate $R$ within a small interval (window)
around some prescribed values (119). This helps to achieve an efficient sampling (119). The modification of the potential function can be written as a perturbation:

$$W^{biased}(R') = -kT\ln P^{biased}(R) + U(R,R') + C$$

where $U(R,R')$ is an umbrella potential in a harmonic function:

$$U(R') = \frac{1}{2}k(R - R')^2$$

To obtain the PMF over the entire reaction coordinates, the multiple biased simulations are needed to sample the different regions of $R$. Ultimately, the results from each window are unbiased and combined together to obtain the final unbiased PMF (119). The unbiased PMF at each particular region are obtained from the adjustment of the free energy constant, $C$. This can be efficiently determined by performing an algorithm called Weighted Histogram Analysis Method (WHAM). In practice, it is achieved through iteration procedure. The initial guess of the free energy constants are made to estimate an unbiased probability $P(R)$. The iteration process is repeated until the new free energy constants match the prescribed value and then the correct $W(R')$ is obtained. Carrying out multiple simulations will give several $W(R)$ outputs. WHAM also serves to patch all PMF pieces to generate a single curve.

However, there remains some issues relating to convergence. The proper sampling of the phase space is needed to obtain the correct PMF. Also, the good overlapping partial PMF has to be considered as well because both inadequate sampling and bad overlapping partial PMF can lead to the unreliable PMF.

Free energy calculations, especially of PMFs, are very computationally expensive and time-consuming therefore some alternatives that are less expensive
such as continuum and implicit solvation models have been explored which will be discussed in the next section.

### 2.2.3 Electrostatic energy based on Poisson-Boltzmann theory

Electrostatics plays a key role in many biological procedures (120) where it often dominates both inter- and intra-molecular interactions (121). Many biological processes including both structural and dynamic properties of biomolecules are mainly driven by the set of electrostatic interactions. Therefore, in the charge-dominating system, only electrostatic properties may be enough to elucidate the whole biological process.

In general, MD simulations treat all solvent molecules explicitly, which costs a lot of computer power. Thus, a model of implicit solvent where solvent and ions are treated as a bulk continuum is proposed (121). This technique is efficient for the study of charge-dominating molecules or system such as DNA, RNA, and ion conductance (122-128). The most widely used method is the Poisson-Boltzmann (PB) model where it is used to determine the electrostatic contribution to solvation energy and binding energy of ligand (121).

#### 2.2.3.1 Electrostatic energy and Poisson-Boltzmann (PB) calculation

For PB model, the ionic solution is treated as a continuous dielectric medium with average distribution of ionic species (121). The electrostatic potential ($\phi$) related to the work of assembling a charge density ($\rho$) is obeyed the Poisson’s law (121, 129):

$$\nabla \cdot \varepsilon(x) \nabla \phi(x) = -4\pi [\rho^f(x) + \rho^{ion}(x)]$$

where $\varepsilon$ is the dielectric constant. The charge density is the sum of the fixed charges of the solute ($\rho^f$) and mobile counterions and co-ions ($\rho^{ion}$) in the solvent. In
general, the dielectric constant of water solution is set to 80 and of biomolecule may vary between 2 to 12 (130, 131). The border between these two dielectric regions can be placed by the VdW surface, but it is more often to assume on the water-excluded molecular surface which is determined by the center of a probe sphere with a radius of 1.4 Å rolled over the VdW surface of the solute or biomolecule (121). The local ionic concentrations in the ion-accessible domain can be determined by the Boltzmann distribution depending only on the electrostatic potential (121).

The PB equation needs to be solved numerically. One of the recently developed programs is the adaptive Poisson-Boltzmann solver (APBS) where the linearized PB equation is solved numerically with the finite difference method (132). The electrostatic potentials and fixed charge densities are represented in a box on 3D grid (121). The values of dielectric constant and ion strength are then allocated to each grid point. The boundary between solute and solvent can be defined by either the molecular surface or the accessible surface as mentioned earlier (85). The grid points outside the surface are assigned the high dielectric constant (water ~ 80) and a value of ionic strength. The grid points within the surface are defined as a solute or macromolecule with low dielectric constant.

Compared with the more sophisticated method PMF, the PB calculation can dramatically reduce the CPU time and computer resources. Moreover, the PB calculation can also estimate the energy as a function of pathway in the term of Born energy. This value is the energy difference of moving a fixed charge from vacuum to the particular environment of interest such as solvent and inside the protein interior,
\[
\Delta G_{\text{born}} = \frac{q^2}{8\pi a} \left( \frac{1}{\epsilon_0} - \frac{1}{\epsilon} \right)
\]

where \( q \) is the ion charge, \( a \) is the ion radius, \( \epsilon_0 \) is the dielectric constants in a vacuum, and \( \epsilon \) is the dielectric constant of the region of interest (biomolecule), respectively. In this thesis a set of the Born energies is calculated to determine and compare the electrostatic properties of the pore interiors of OmpC and OmpF in Chapter 3.

Although this method is computationally inexpensive and efficient for a charge-dominating system, it still has some limitations and must be applied with care. It is due to the fact that this approach appears to fail under the condition of highly charged system (121). The advanced techniques are needed to account for the improved electrostatic correlation and more precise representation of exclusion volume term (121). Besides, when the system is not solely dependent on the electrostatics, the Born energy may not be sufficient to represent the energetic properties of the entire system. For example, in the system with few charges, only the electrostatic potential cannot be used to explain the system behaviour since the entropic effect is also dominated. Therefore, the free energy is still important.
3 SIMULATIONS OF OMPF AND OMPC FRATERNAL TWIN

3.1 Introduction

Porins are water-filled pore-forming proteins that reside in the outer membrane of Gram-negative bacteria. They control the influx and efflux of nutrients and metabolites (32, 133). Most porins are homotrimers and are extremely stable in a wide range of pH, organic solvents, chaotropic salts, and detergents (31). The most conspicuous structural aspect of the trimeric porins is the presence of the constriction region or ‘eyelet’ located within the hourglass-shaped channel which is lined with charged residues. This feature is conserved in general diffusion porins and is found to be important physiologically (134). One of the most studied porins is OmpF from *E. coli*. It consists of 16 antiparallel β-strands connected by turns at the periplasmic side and loops at the extracellular side (26, 36, 135-138). One of the loops (L3) is folded into the lumen in each monomer acting as a constriction loop (Figure 3-1A and B). Moreover, there is the so-called latching loop (L2) reaching over to the neighbouring monomers (Figure 3-1A and B). These structural features are also conserved in the recently solved crystal structure of OmpC (20) whose amino acid sequence is 60% identical to that of OmpF (Figure 3-2A).
Figure 3-1 Top view of trimeric OmpC showing the latching loop (L2) and constriction loop (L3) (A). (B) Side-viewed superimposition of OmpC (yellow) and OmpF (blue) monomer. L2 and L3 are colored in green and red, respectively. Detailed views of the amino acid residues participating in the interactions (C) between the latching loop (L2) and its neighbouring monomer in OmpC and (D) between L3 and the adjacent barrel wall. Topologies of both OmpF and OmpC (adopted from PDBsum (www.pdbsum.com)) are shown in (E) and (F). The β-barrel and helix are colored in pink and red respectively.
Experimental studies of OmpF (31, 42, 138, 139) showed that the salt-bridge, E411-R100 in L2, was involved in trimer stability (the locations of these residues are shown in Figure 3-1C). Moreover, E411 was found to form hydrogen bonds with R132 on the channel wall of the adjacent subunit (31). Several OmpF experiments also revealed that D312 and E296 on the opposite barrel wall play a role in the control of L3 flexibility (20, 27, 135, 139). The nature of its homologue, OmpC, has also been investigated in comparison with OmpF. Conserved gating residues in OmpC are found to play a similar role as those of OmpF. Studies of the D315A mutant of OmpC (homologous to D312 in OmpF) indicated a considerable change in gating activity from the wild-type (139). Although some previous studies showed that OmpF and OmpC share similar structural and functional properties, the massive increase in the proportion of OmpC in extreme environments (e.g. high temperature or toxic agents) rather than OmpF still attracts researcher’s attentions. OmpC is experimentally found to be somewhat more cation selective than OmpF and its pore was known to be smaller (20, 32). Many experiments revealed the functional residues that are homologous to those of OmpF, but what makes OmpC more specific remains obscure. Therefore, I have conducted simulation studies to reveal the structural and functional properties of OmpC that differ from OmpF.
Figure 3-2 (A) Sequence alignment of OmpC and OmpF. The sequence identifiers are given. Each extracellular loop is shown in red boxes. (B) Nomenclature of homologous residues in OmpC and OmpF.

Molecular dynamics (MD) simulations have been used in a number of earlier studies to investigate the dynamic properties of OmpF. A 1-ns MD study of the trimeric OmpF revealed deviations of dynamical structure relative to the crystal structure. It also showed that L3 flexibility affected a change in pore cavity (30). Furthermore, MD simulations were used to study the influence of protonation states of titratable residues on the OmpF function (138). It appears that key aspects of the protein behaviour can be captured on the MD timescale. In this study, I therefore employ MD simulations not only to understand the pore activity and the dynamics of OmpC, but also to explore the properties that cause OmpC to be more specific than OmpF. Attention is also drawn to the effect of key residues on conformational stability of the two porins.
3.2 Methods

3.2.1 Simulation setup

The trimeric OmpC (2J1N, resolution 2.0 Å) and OmpF (2OMF, resolution 2.4 Å) crystal structures consisting of 346 and 340 amino acids in each monomer respectively were embedded in a pre-equilibrated dimyristoyl-phosphatidylcholine (DMPC) bilayer (pre-equilibrated by running a 2 ns simulation). The solvent-accessible molecular surface of both OmpC and OmpF were used as templates to remove lipids and perform short steered MD simulations of the solvated proteins as described in detail by Faraldo-Gomez et al. (140). This generated a cavity into which proteins were inserted. Water and counter ions were then added into each system. Ions were added by replacing selected water molecules. For each system, a 0.2 ns equilibration of protein restrained dynamics simulation was conducted with a force constant of 1000 kJ·mol⁻¹·nm⁻², followed by a 10 ns unrestrained MD production run.

3.2.2 Simulation protocols

All simulations were performed using the GROMACS 3.1 simulation package (www.gromacs.org) (141) with an extended united atom version of the GROMOS96 forcefield (92). To relax steric conflicts generated during setup, all energy minimizations used up to 1000 steps of steepest descent. Long-range electrostatic interactions were treated using the particle mesh Ewald (PME) method (87) with a short range cut-off of 1 nm, a Fourier spacing of 0.12 nm, and fourth-order spline interpolation. All simulations were performed in the constant number of particles, pressure, and temperature (NPT) ensemble. The temperature of the protein, DMPC, solvent, and ions were each coupled separately using the Berendsen thermostat (96) at 300 K with a coupling constant $\tau_t=0.1$ ps. The pressure was
coupled using the Berendsen algorithm at 1 bar with a coupling constant $\tau_p=1$ ps. The time step for integration was 2 fs. Coordinates were saved every 2 ps for subsequent analysis.

The results were analyzed by GROMACS and locally written code. Molecular graphic images were prepared using VMD (142).

### 3.3 Results and Discussion

#### 3.3.1 General features of OmpC and OmpF

Considering structural stability of both OmpC and OmpF, the time-dependent Ca RMSDs relative to the starting structure for each simulation are calculated. Based on this analysis, for both the intact proteins and for the β-barrels, OmpC appears to be more stable than OmpF (Figure 3-3A and B). A similar conclusion is arrived at if I compare the RMSDs for the backbone atoms of the monomers (Figure 3-3C and D). It is clear that the structures of each OmpC monomer are stable, while the OmpF monomers show a greater degree of structural flexibility (especially in monomer 3) (Figure 3-3D).
Figure 3-3 RMSDs of C-\(\alpha\) atoms of all residues and its \(\beta\)-barrel of trimeric OmpC (A) and OmpF (B). RMSDs of C-\(\alpha\) atoms of each monomer in OmpC and OmpF are shown in (C) and (D).

From the RMSDs of loop regions (Figure 3-4), it is evident that L2 and L3 do not change their conformations significantly on a 10 ns simulation timescale, which may be related to their functional properties. L1, L4, L6, L7, and L8 in both porins (Figure 3-1E and F and Figure 3-4) show different degrees of structural drift. The longer loops of L1 and L6 in OmpF, and L4 and L7 in OmpC give the structure much more flexibility (Figure 3-1E and F and Figure 3-4). Intriguingly, the L8 in both porins are almost in the same length (OmpC is 3 amino acids longer; see Figure 3-2A), but the RMSDs of L8 are obviously different (Figure 3-4). It was found in a crystal structure of OmpC that the membrane facing side of L8 is a Mg\(^{2+}\) binding site (20), which may form a crosslink to a head group of outer membrane. However, neither simulation contained Mg\(^{2+}\) ions. There are only Na\(^+\) and Cl\(^-\) ions to neutralize the systems. It is interesting that L8 in OmpC remains inflexible. This
restrained L8 may play a role in either structural stability or pore activity. Further studies are needed to elucidate the actual role of L8 in OmpC.

Figure 3-4 RMSD of C-\(\alpha\) atoms of all residues in loop L1- L8 of each monomer in OmpC (A) and OmpF (B).

3.3.2 Interactions at L2 and L3 sites

It is found that one of the monomers in both proteins is in the closed or semi-closed state (Figure 3-5). The pore radii of both monomer 1 in OmpC and monomer 2 in OmpF are fluctuated between \(~ 0.1\) nm (closed) to 0.3 nm (open) where the rest stay open during the simulations (Figure 3-5). To efficiently compare two data sets, I focus only on monomers that are consistently in the open state (Figure 3-5; monomer 1 and 3 of OmpF and monomer 2 and 3 of OmpC). All numerical results shown in this section are averaged from the two pore-open monomers of each porin. The sequence alignment and the nomenclature of homologous residues in OmpC and OmpF that will be referred in the following sections are shown in Figure 3-2.
3.3.2.1 The latching loop L2

The location of L2 and its neighbouring residues are shown in Figure 3-1C. Key interactions between a tip of L2 and an adjacent subunit involved in trimeric stability have been investigated by monitoring the distance between donor and acceptor residues and the possibility of the hydrogen bond formation during the simulations (Figure 3-6 and Table 3-1).
Table 3-1 Percentage of one hydrogen bond occurring over 10 ns between two residues in L2 and L3 regions which are proposed to play a key role in the structural stability. Data are averaged out percentage of hydrogen bonds from 2 monomers.

In the OmpF studies, it was suggested that the salt-bridge E411-R100 at the tip of neighbouring L2 contributed to the trimeric stability significantly (31). Besides, this R100 might be involved in two salt bridges: (i) one with D126 of L3 contributing to the L3 flexibility and (ii) one with E411 on L2 of a neighbouring unit (27). Both R100-D126 and R100-E411 interactions can clearly be confirmed by both consistent distances between donor and acceptor and hydrogen bonds with high percentage of 44 and 71 (Figure 3-6C and D and Table 3-1). The homologous bonds, R92-D118 and R92-E412, are also conserved in OmpC although R92-E412 appears to be very transient (Table 3-1). The stronger salt bridge, R100(92)-D126(118), found in both porins implies the dominant contribution of R100(92) to the L3 flexibility over the trimeric stability. This finding is in a good agreement with the previous studies showing the significant role of R100-D126 in controlling the L3 flexibility (31, 139). Although there is no experimental evidence to support a
role of R92-D118 in OmpC, the conserved series of salt bridges found infers the similar role as seen in OmpF.

In addition to the hydrogen bonds with R100, E411(412) can also interact with D126(118) at the base of L3 (Table 3-1). To maintain the trimeric stability, E411(412) is involved in two salt bridges at the base of L3: [1] one with R100(92; weak) and [2] one with D126(118) in both porins.

Figure 3-6 Distances between residues surrounding the tip of loop L2 of the adjacent unit. (A) Carbon atoms of the functional groups of R132 and E411 in OmpF (124 and 412 in OmpC) and (B) carboxylate carbon of D126 and H atom on the backbone of E411 in OmpF (118 and 412 in OmpC). (C) Carbon atoms of the functional groups of R100 and D126 in OmpF (R92 and D118 in OmpC) and (D) R100 and E411 in OmpF (92 and 412 in OmpC). OmpC is coloured in black and OmpF is in red. (a) and (b) represent the conformational changes of R132(124) and E411(412) during the simulation.

Apart from residues at the base of L3, the constriction residue, R132(124) surprisingly shows a contribution to the trimeric stability. The salt bridge, R132(124)-E411(412), is consistently observed in both porins (Table 3-1).
R132(124) is reported to be one of the gating residues, but its strong hydrogen bond with E411(412) (Table 3-1) highlights its participation in trimeric stability, especially in the open state. Not only does this finding support the previous studies showing the contribution of R132 to trimer stability in OmpF (31), but also the strong hydrogen bond R132-E411 (75% in Table 3-1) reveals the dominant role of R132 in structural stability rather than gating activity. Although R132 mainly forms a hydrogen bond with E411(412), it is flexible enough to swing back and forth to maintain the gating activity, which can be shown by the large fluctuations in the salt-bridge length in Figure 3-6A (see a and b for the sidechain orientations). Besides, the results reveal the analogous role of R124 in OmpC. The formation of strong R124-E412 bond (64% in Table 3-1) is observed here. Additionally, R124 sidechain flipping can also be seen and it seems to occur more frequently than R132 (Figure 3-6A). The similar change in sidechain orientation and the close contact with E411(412) suggest the role of the gating residue R132 and R124 in both porins are alike.

3.3.2.2 The constriction loop L3 and the adjacent barrel wall

Karshikoff et al. (27) proposed that D312 on the barrel wall plays a key role in L3 flexibility that leads to the control of pore size in OmpF. Similarly, OmpC also contains a homologous residue, D315. The analysis is performed in both porins to understand the role of D315 in comparison with known properties of D312. It appears that D312 and D315 share very similar function. Both of them form strong salt bridges with E117(109) and F118(110) at the tip of L3. It is known that D312(315)-E117(109) is crucial for controlling L3 flexibility that affects the change in pore size. The simulation results not only reveal this known interaction, but also reveal a permanent interaction between D312(315) and the backbone of F118(110)
(Table 3-1). Both D312(315)-E117(109) and D312(315)-F118(110) are found to be the major contribution to the L3-barrel wall adhesion in both porins.

On the other hand, neither E296 in OmpF nor its analogue D299 in OmpC is able to interact with its surrounding residues on the tip of L3 (Table 3-1). Also, the amino acid substitution from E to D at position 299 in OmpC does not affect the formation of hydrogen bonds in this case. This finding agrees with the previous experiment showing that E296(D299) is not involved in the interaction between L3 and the adjacent wall (27).

3.3.3 Electrostatic properties of the pore surface

Although both OmpC and OmpF share similar pore-lining architecture and interaction network, OmpC is experimentally found to be slightly more cation-selective than OmpF (32). A number of studies have been studied to understand the ion flow through OmpF, both experimentally and theoretically (36, 40, 143, 144). The free energy calculations showed that the affinity of monovalent cations to the binding site of OmpF increased with their atomic radii, Li$^+$ ~ Na$^+$ < K$^+$ ~ Rb$^+$ ~ Cs$^+$ (40). This affinity can be determined by the magnitude of the hydration energy, Li$^+$ > Na$^+$ > K$^+$ > Rb$^+$ > Cs$^+$ (101). Cs$^+$ easily losses its hydration water and can bind to the binding site with higher affinity (40). To compare the binding affinity, the electrostatic potentials of the monovalent ions along a pore surface of both OmpC and OmpF are computed using APBS (132) (see Chapter 2). The approximation of APBS calculation achieves the high accuracy on a small size of solute therefore only Na$^+$ and Cl$^-$ are discussed here.
Figure 3-7 (A) Pore radii of crystal structures of OmpC (black) and OmpF (red). (B) Electrostatic potentials of chloride ion (blue) and Na\(^+\) (pink) along a pore axis of OmpF (dash line) and OmpC (solid line). The profiles were calculated using APBS (132) with dielectric constant (\(\varepsilon\)) of 78.5 and 4 for water and protein respectively and solvent radius of 0.7. The length of both porins is shown as a yellow box.

The electrostatic potentials of both OmpC and OmpF (Figure 3-7) agree very well with the previous observation (3, 32). The selectivity filter of these two porins is at the constriction site (\(z \sim 0\) nm in Figure 3-7). The negative well depth indicates that both OmpC and OmpF prefer a cation, Na\(^+\) (Figure 3-7B: pink line). Indeed, OmpC appears to show more cation-selective characteristic with the deeper potential well of \(-4\ kT\) (Figure 3-7B). Conversely, the energy barriers of 8 \(kT\) and 4 \(kT\) represent the unfavourable permeation of Cl\(^-\) along the OmpC and OmpF pore respectively. Even though the pore-ling architectures at the constriction site in both
porins are similar (negatively charged residues at L3 and positively charged patch on an adjacent wall), the smaller pore size permits OmpC to show stronger electrostatic properties (Figure 3-7). It was found that the more cation-selective properties of OmpC play a crucial role in bacterial survival (32). The OM permeability of antibiotics was significantly decreased as a result of increase in OmpC and decrease in OmpF (32). Also, under the acid-stressed condition, the neutralization of the periplasm was achieved by increasing a number of OmpC where OmpC was thought to contribute to the retention of buffer molecules in the periplasm (32). It is conceivable in such extreme conditions retarding and impeding the translocation of noxious solutes is essential for proliferation of the bacterial cell. An increase in the proportion of more selective and smaller OmpC channels appears to minimize the risk.

3.4 Conclusions

OmpC and OmpF are found to share similar functional and structural properties. They have the same set of interaction network to monitor the L3 flexibility and maintain trimeric stability. Apart from the more stable OmpC pore, the major differences that can distinguish OmpC from OmpF are the smaller pore size that increases the selectivity (Figure 3-7). Although both porins prefer cations, OmpC seems to have more cation-selective characteristic as seen by the deeper electrostatic well of $4 \, kT$ for $\text{Na}^+$ and higher barrier of $8 \, kT$ for $\text{Cl}^-$, while OmpF shows very weak preference for $\text{Na}^+$ with an energy well of $2 \, kT$. However, the electrostatic properties may not the only factor to drive the permeation process in this case. The free energy profiles of the $\text{K}^+$ and $\text{Cl}^-$ transport along OmpF pore have been computed using Brownian dynamics simulations (36). Under the condition of 1M KCl solution, significant free energy barriers located in the constriction site opposing the passage of $\text{K}^+$ and $\text{Cl}^-$ were found (36). Even though
the \( K^+ \) transport is slightly more favourable, a free energy barrier of \(~1.7 \, kT\) was still observed (36). It is implied that the electrostatic attraction is not the major factor to drive the diffusion process in OmpF. The entropic effect rather plays a key role. Despite the fact that the major driving force for ion diffusion in homologous OmpC is still unknown, the deeper electrostatic potential well should have more influence on the shape of the diffusive free energy rather than that of OmpF.

It is interesting that although certain residues proposed to be important for either structural stability or function are highly conserved, the properties of both OmpC and OmpF are not identical. A full structural explanation cannot be offered, but I have revealed the primary differences and similarities between OmpC and OmpF that may aid further studies. Overall properties such as the pore selectivity and the gating mechanism of OmpC also remain to be determined by experimental studies.
4 Simulations of anion translocation through OprP reveal the molecular basis for high affinity and selectivity for phosphate

4.1 Introduction

Under conditions of phosphate starvation, high-affinity uptake of inorganic phosphate (Pi) is required for bacterial growth. In the pathogen *P. aeruginosa*, phosphate limitation leads to the induction of the protein OprP (77), an analogue of the PhoE porin of *E. coli*. Although both OprP and PhoE form anion-selective channels whereby each monomer is formed by a 16-stranded β-barrel, they differ in the nature of their transmembrane pores. OprP has high affinity for Pi uptake via a strong phosphate-binding site (79-81). In contrast, PhoE is weakly anion-selective and does not contain a specific binding site for Pi, but rather is anion-selective due to an overall excess of positively charged residues along the pore surface (145).

The X-ray structure of OprP (12) reveals three positively charged loops (L3, L5, and T7) folded into the lumen (Figure 4-1A). The arginine sidechains of L3 and L5 and lysines of T7 form a ‘ladder’ along the pore axis which includes the phosphate-binding site of OprP (12). *In vivo* phosphate permeation by OprP is unidirectional, from the external environment to the cell interior, via an association of OprP with a periplasmic phosphate-binding protein (81, 146). OprP is selective for phosphate over other anions, as revealed by conductance studies (77, 79-81) which indicate that phosphate permeation under conditions of phosphate starvation is about 20 fold more efficient than Cl⁻ transport (81). The primary contributing factor is a 100–500 times higher affinity of OprP for Pi than Cl⁻ (79-81). This renders OprP one of the few known porins that not only selects anions over cations but also discriminates sensitively between different anions (84).
Figure 4-1 (A) Structure of the OprP monomer showing the sidechains of the arginine ladder and the lysines at the periplasmic mouth of the pore. The L3 and L5 loops are shown in blue and red respectively, and the T7 turn in green. (B) The key residues in the constriction zone surrounding the central phosphate. (C) The OprP trimer in a DMPC bilayer. The three protein subunits are in red, blue and yellow. The lipid molecules are in cyan (tails) and red/blue/brown (headgroups). Water and counterions have been omitted for clarity.

Crystallographic (12) and mutational studies (83) have resulted in a plausible model for phosphate transport through OprP, stressing the role of the sidechain of K121 (Figure 4-1B) as a “molecular ratchet” (12). To understand the ion permeation and a role of K121 in atomic level, many advanced computational methods can be used. Recently, continuum electrostatic calculations based on Poisson-Boltzmann equation have been used to probe the electrostatic potential of pore-lining surface (132). However, the static protein conformation and continuum electrostatic approximation are the major limitations of the application of this method to asymmetric and very narrow pores such as OprP. More sophisticated methods are needed. Here I therefore use a multi-technique molecular dynamics (MD) simulation approach to OprP embedded in a phospholipid bilayer (Figure 4-1C) to explore the relationship between structure and function, and to evaluate and refine the proposed transport mechanism for Pi and for Cl⁻. In particular, calculations of the potential of mean force (PMF; i.e. the relative free energy profile) for permeant ions and solutes along the pores of K⁺ channels (147) and aquaporins (148-150) have been reported. In both of these cases the pore is
relatively narrow (i.e. of comparable radius to a water molecule) and inflexible. In
the current study I present the PMF profile for phosphate and Cl\(^-\) ions along the
OprP pore. In contrast to previous simulation studies of pores and channels I am
analyzing a somewhat wider pore, lined by flexible basic sidechains, that
nevertheless exhibits significant selectivity. Thus our simulation results provide
insights not only into the biology of OprP, but into more general aspects of the
design principles of nanopores.

4.2 Methods

4.2.1 System preparation

The OprP trimer (PDB id 2O4V; resolution 1.94 Å) (12) was embedded in a
pre-equilibrated dimyristoyl-phosphatidylcholine (DMPC; 290 lipids) bilayer using
published methods (140). Water (SPC) molecules (47092 waters) and counter ions
(39 ions) were then added. Tribasic phosphate ions were placed at either mouth of
the pore for the equilibrium MD simulations. Water molecules overlapping with
phosphate ions were removed manually. Energy minimization (steepest descent
algorithm) was run for 5000 steps, followed by a 1ns equilibration phase during
which protein and phosphate were harmonically restrained with a force constant of
1000 kJ·mol\(^{-1}\)·nm\(^{-2}\). Systems for umbrella sampling were prepared in the same
manner except that no phosphate was added at this stage.

All simulations were carried out with GROMACS (151) version 3.3
(www.gromacs.org) with the extended united atom GROMOS96 forcefield (91).
Long-range electrostatic interactions were treated using the particle mesh Ewald
(PME) method (87) with a short range cut-off of 1 nm, a Fourier spacing of 0.12
nm, and fourth-order spline interpolation. All simulations were performed in the
\textit{NPT} ensemble at constant number of particle, pressure, and temperature. The
temperature of protein, DMPC, solvent, and ions were each coupled separately to a Berendsen thermostat (96) at 310 K with couple constant $\tau_\text{t} = 0.1$ ps. The pressure was coupled isotropically using the Berendsen algorithm at 1 bar with coupling constant $\tau_\text{p} = 1$ ps. The time step for integration was 2 fs and all bonds were constrained with the LINCS algorithm (93). The two production runs of equilibrium MD were performed for 18 ns and 17 ns.

Constant-velocity SMD simulations were performed for 10 ns each to pull the phosphate in the $\pm z$ directions. Phosphate was initially at the centre of the pore. An elastic spring with a force constant of 350 kJ·mol$^{-1}$·nm$^{-2}$ was attached to the centre of mass of the phosphate and was moved in the direction parallel to the channel axis ($z$ axis) at a rate of 0.25 nm/ns. Each SMD run was repeated twice.

Data were analyzed using GROMACS and locally written code. Molecular graphic images were prepared using VMD (142).

4.2.2 Umbrella Sampling to Calculate Potential of Mean Force Profile

The starting system for the umbrella sampling simulations was obtained from a 1 ns equilibrium MD run. The 1D reaction pathway corresponds to the distance along the $z$-axis between the centre of mass of each tribasic phosphate ion and each OprP monomer. The range of interest from $-5.6$ nm to $+5.6$ nm was divided into 226 equidistant windows (each of width 0.05 nm). For each window simulation, a phosphate was placed into each of the three pores at a center of an umbrella window, with the $xy$-location of each phosphate determined by the pore radius profiles as calculated using HOLE (152). Water molecules that overlapped with a phosphate were removed. Each window was initially equilibrated for 0.5 ns with an isotropic harmonic restraint of 1000 kJ·mol$^{-1}$·nm$^{-2}$ on the phosphate ions.
Umbrella sampling calculations were carried out by applying a harmonic biasing potential on the centre of each of the three phosphate ions relative to the center of mass of the corresponding monomer; the force constant was 1000 kJ·mol⁻¹·nm⁻² and acted only along \( z \). Data were collected for 1 ns and the last 600 ps of each run were used to construct the PMF. The unbiased PMF was computed with the weighted histogram analysis method (WHAM) (153). The final PMFs were obtained as the average of the PMFs for three ions, one for each pore of the OprP trimer. Errors were estimated from performing the above analysis in three trajectory blocks of length 200 ps and averaging the block-PMFs.

I calculated the dissociation constant \( (K_d) \) of phosphate and chloride ions from their PMFs. The standard free energy of binding, \( \Delta G^\circ \), is related to \( K_d \) via:

\[
K_d = V^0 \exp\left(-\frac{\Delta G^\circ}{RT}\right)
\]

where \( V^0 = 1.661 \text{ nm}^3 \) is the standard volume corresponding to a standard concentration of 1 M. \( \Delta G^\circ \) was computed from the 1D PMF, \( W(z) \), using the method of Doudou et al. (154) under the assumption that confinement of the three sampled ions in the bulk region is provided by the simulation cell.
4.3 Results and Discussion

4.3.1 Three types of simulations

Three classes of simulations have been performed for the OprP trimer embedded in a phospholipid bilayer (Figure 4-2): (i) equilibrium MD simulations (duration ~17 ns) in which a Pi anion is released at either mouth of the pore; (ii) constant-velocity steered MD (SMD; (113)) in which a Pi is pulled through the pore on a timescale of 10 ns; and (iii) umbrella sampling calculations of the PMF of a Pi and of a Cl– ion as a function of their position along the pore axis. All three approaches provide evidence for an anion-binding site at the centre of the pore, close to the key K121 sidechain. In the equilibrium simulations (Figure 4-2B) a Pi ion released at either mouth of the pore diffuses to the central binding pocket within ~10 ns where it remains for the remainder of the simulation. In the SMD simulations (duration ~10 ns; Figure 4-2C and D) the Pi ions were pulled in either direction from the central binding site. In each case the anion is slowly released from this site (over ~4 ns), interacting more weakly with other sites before exiting through either the extracellular or periplasmic mouth of the pore. The exact locations of the interaction sites within and at the mouths to the pore are revealed in the PMF (Figure 4-2E).
Figure 4-2 (A) Cross section of the OprP monomer showing L3 (in blue), L5 (in red), and T7 (in green) and defining the z-axis coordinates used in other figures. (B) Phosphate trajectories from equilibrium MD simulations for an ion initially at the extracellular (black; -z) and periplasmic (red; +z) mouth of the pore. W1 and W2 represent the ion present at the two central energy wells. (C)-(D) Force profiles (C) and trajectories (D) from inward (black; -z) and outward (red; +z) constant-velocity SMD simulations of phosphate through the pore. Each phosphate was initially placed in the centre of the pore. (E) Potential of mean force (PMF) for a tribasic phosphate ion along the permeation pathway. The grey bars indicate one standard deviation on the free energy as calculated from block averaging.

### 4.3.2 Energetics of the phosphate binding sites.

The PMF profile reveals no significant barrier to permeation anywhere along the pathway, both for Pi and Cl⁻. This is in contrast with the corresponding profiles of narrower pores (e.g. KcsA (147) and aquaporins (148-150) which show a complex energy landscapes composed of mixtures of wells and barriers. In the OprP phosphate profile two adjacent energy wells (W1 and W2; Figure 4-3A) are seen in the center of the pore in the vicinity of the L3 loop, forming the most favorable sites for Pi binding with a well depth of ~ −8 kT. These favourable Pi binding sites were also detected by equilibrium MD and SMD (W1 and W2 in Figure 4-2C-D). Thus, in SMD pulling a Pi from the extracellular to a periplasmic side (−z in Figure 4-2C) or in the reverse direction (+z) reveals a sudden increase in the force on the Pi of magnitude 150 kJ·mol⁻¹·nm⁻¹ at z values from −1 to 1 nm corresponding to the energy wells W1 and W2 found in the PMF. These two energy wells were thus observed in two independent SMD simulations and two equilibrium simulations.
The SMD simulations also revealed two other minor phosphate-binding ‘sites’ which seem to correspond to shoulders/plateau regions in the PMF.

I computed a dissociation constant $K_d = 6\pm1 \mu M$ for Pi from the PMF (see Methods). This is within the range of reported experimental estimates of the $K_d$ of Pi at neutral pH (0.15 µM to 310 µM) (79, 81, 84). A $K_d$ of 6 µM corresponds to a standard free energy of binding $\Delta G^\circ = -12.0\pm0.2 \ kT$. Such tight binding is also consistent with the presence of bound Pi in the X-ray structure of OprP (12).
Figure 4-3 (A) Relative free energy profile (PMF) of anions along the OprP permeation pathway. Phosphate is stabilized in two wells (W1, W2), separated by a small barrier (B1) in the constriction zone. A Cl\(^-\) ion can bind in the W2 site. Error bars indicate one standard deviation of the data as obtained from averaging over three blocks of 200 ps length. The approximate positions of clusters of basic residues along the pore axis are marked by extended lines. (B) Conformations of positively charged sidechains with Pi (in spacefilling format) at W1, B1, and W2. (C) Hydrogen bonds between Pi and the pore-lining amino acids as a function of position of the ion on the z axis.
4.3.3 Basic side chains form the phosphate-binding site.

The Pi binding site in the L3 region is unusual for a porin in that it binds the substrate tightly and selectively. The two subsites W1 and W2 are separated by only a small free energy barrier B1 of ~2 $kT$ (Figure 4-3A). W1 and W2 are about 0.5 nm apart. Analysis of the Pi-protein interactions indicates that the double-well structure of the binding site may be due to the movement of a single side chain, K121 (Figure 4-3B). Hydrogen-bonding analysis (Figure 4-3C) indicates that interactions with R59, R60, K121, and R133 are involved in the formation of the energy well at W2, whilst interactions with R34, R60, S125, and R133 form the second Pi binding site at W1. The free energy barrier at B1 appears to result from the loss of favorable electrostatic interactions. At the transition between two subsites, the hydrogen bond to R34 and S125 are being broken and the one to R59 is not yet formed, thus destabilizing the phosphate ion.

The sidechain of K121 has a special role: It makes direct contact with the Pi during the whole transition between W1 and W2, which requires it to switch its rotameric state. Hydrogen bonds with R60 and R133 also form stable interactions with the Pi across the whole central binding site (i.e. W1, B1, and W2), thus contributing to the overall stabilization of the charged Pi at the centre of the membrane. It is found that interactions with other residues are localized at the edges of the free energy wells. K121 is thus a key residue that can interact with Pi across two regions; R60 and R133 can also facilitate Pi movement across the constriction site but to a lesser degree (Figure 4-4A and C).

A positive correlation is observed between the $z$ positions of K121 and the Pi (Figure 4-4B), indicating that the dynamics of K121 and Pi are coupled. This in turn suggests a mechanism in which K121 plays a crucial role in directing a Pi ion
from W2 to W1 by “sweeping” it along as a charged brush. This agrees with the suggestion from crystallographic studies that different conformations of K121 could enable the transfer of Pi to the constriction site (12). Site-directed mutagenesis showed that the K121E mutation both reduces Pi conductance and also the ability of Pi to inhibit Cl⁻ conductance (83).
Figure 4-4 (A)-(C) Top panel: Trajectories of the N\textsubscript{e} atom of the side chain of R60, K121, and R133 and a Pi in a constriction site from one OprP monomer extracted from the umbrella sampling simulations. The z-position of the N\textsubscript{e} atom or Pi ion is shown on the vertical axis as a function of the z-coordinate of the centre of the window (i.e. of the Pi ion restraint) on the horizontal axis. Bottom panel: Correlation coefficient between the z-position of the R60, K121, and R133 N\textsubscript{e} and the centre of mass of the Pi as a function of the z-coordinate of the centre of the umbrella window. (D) Schematic diagram of the mechanism of positively charged sidechains acting as charged brushes to facilitate Pi transport along the pore (by courtesy of Oliver Beckstein).
My simulations reveal that the Pi binding site is not rigid, but instead is flexible adapting its size to the presence of the solute. Analysis of the pore radius profile in the presence of trapped Pi at W1, W2, and B1 demonstrates that the change in conformation of the K121 sidechain correlates with a change in the radius of the pore in the region of L3 (Figure 4-5). The terminal amino group of the K121 sidechain always points towards the narrowest region of the pore. I conclude that K121 is crucial for the formation of Pi-binding site and for dynamic changes at the narrowest region of the pore. Thus, the OprP permeation pathway may be thought of as a wide and relatively rigid tunnel provided by the β-barrel scaffold which is lined by sidechains protruding into the lumen that provide a flexible but highly specific binding site. In this picture the pore may be thought of as resembling a polymer brush folded into a tube, forming a brush-like nanopore.
Figure 4-5 (A) Average pore profiles of a OprP monomer with phosphate present at $z=0$ (W2), -0.25 (B1), and -0.5 (W1) nm, created with HOLE (152). (B) shows pore-lining surfaces which are scaled and aligned to correspond to the pore profile above with a presence of R34, R59, R60, K121, S125, and R133. The black dash line represents a phosphate position.

In addition to the dominant interaction network at the pore constriction site, the other interactions with residues lining the channel seen in the simulations support the *arginine ladder* mechanism proposed on the basis of the X-ray structure (12). Thus, the overlapping hydrogen bonds of R222 and R226 in the L3 and L5 region seem to be important in directing the phosphate to the constriction site (Figure 4-3C). These major interactions found in L3 and L5 regions are also clearly seen in the SMD and equilibrium MD (Figure 4-6).
Figure 4-6 Time-resolved hydrogen bond existence between the phosphate and the pore-lining amino acids during MD. (A) and (B) are the hydrogen-bonding network resulting from SMD, while (C) and (D) are from unbiased MD simulations in both \(-z\) and \(+z\) directions.

4.3.4 Comparison of phosphate and chloride

In order to elucidate the selectivity of OprP of Pi over Cl\(^{-}\) ions I also computed the PMF for Cl\(^{-}\) ions (Figure 4-3A). The monovalent anion is stabilized in the W2 site to the same degree as the trivalent phosphate, with a free energy well depth of \(\sim 8 \, kT\). In contrast to Pi, this is the only binding site for a Cl\(^{-}\) ion. A large portion of the periplasmic side of the pore that is lined by the “Lys-cluster” (12, 77, 80-83) is also attractive for Pi but barely so for Cl\(^{-}\). The \(K_d\) as computed from the PMF is \(44\pm2 \, \mu M\) (equivalent to \(\Delta G^o=-10.0\pm0.1 \, kT\)), which corresponds to a seven-fold stronger binding of Pi ions than Cl\(^{-}\). This is smaller than an experimental estimate of the binding selectivity of \(\sim 100-500\)-fold as derived from the measured \(K_d\) values (79, 80). Nevertheless, the calculation of the binding constants as integrals over pore volumes suggests that OprP is selective of Pi over Cl\(^{-}\) because the total attractive pore volume is much larger for Pi than for Cl\(^{-}\) (Figure 4-3A).
Figure 4-7 Number of water molecules within an ion’s first hydration shell was obtained from umbrella sampling simulations of Pi and Cl\(^-\). The approximate position of the “ARGININE LADDER” and the “LYSINE CLUSTER” are shown along the permeation pathway. Insets depict the ion and water in CPK representation. Water molecules within the first hydration shell (water oxygen–anion distance <0.275 nm for Pi, <0.3 nm for Cl\(^-\)) are shown in color, other nearby waters are grey. Pore-lining basic residues are shown as grey sticks together with their solvent accessible surface as a mesh. Images on the left hand side are from the binding site near K121, right hand side images are in bulk water.

The mechanistic basis for selectivity between anions can then be traced to the differential hydration of the two ions (Figure 4-7). The pore at the Lys-cluster is sufficiently wide to allow a Cl\(^-\) ion to be fully solvated by a bulk-like hydration shell of roughly six water molecules. Pi is larger and confinement strips about two waters from its hydration shell. Thus the highly charged, partially desolvated Pi anion can interact strongly with the basic Lys residues whereas the Cl\(^-\) ion with its smaller charge is screened by its complete hydration shell. Partial desolvation is sufficient to establish direct interactions between the negative charges on the phosphate oxygen and the positive charge of the lysine ε-amino group.

Unlike the Lys-cluster, the Arg ladder motif does not appear to differentiate energetically between Pi and Cl\(^-\) (Figure 4-3A). Its role is rather to facilitate
movement of the negatively charged particles towards the center of the low dielectric membrane through a narrowing pore. It accomplishes this by gradual desolvation of the anions (which strips them of roughly half of their bulk hydration shell; Figure 4-7) while stabilizing them through favorable electrostatic interactions.

4.4 Conclusions

4.4.1 Biological function

The use of a combination of simulation approaches has revealed the presence of two well defined and closely spaced energy wells (W1 and W2) along the permeation pathway of a Pi anion through the OprP pore. W1 corresponds to the Pi binding site in the X-ray structure. The transition from W2 to W1 is facilitated by K121. The highly-correlated Pi-K121 motion, the hydrogen-binding analysis, and the change in pore cavity due to the conformation change of K121 support the idea that K121 serves as a ‘charged brush’ to facilitate Pi passage between the two subsites. From the PMF I am able to compute a standard free energy of binding of phosphate to OprP ($\Delta G^\circ = -12.0\pm0.2 \, kT$) equivalent to a dissociation constant of $K_d = 6\pm1 \, \mu\text{M}$. In this sense OprP is not a typical specific porin such as LamB with a dissociation constant only in the mM range (155). This reflects the function of OprP under conditions of phosphate starvation when available phosphate must be scavenged from the extracellular environment at concentrations $<200 \, \mu\text{M}$ (77). The OprP-bound phosphate is passed to a specific periplasmic binding protein at the periplasmic mouth of the pore in order to facilitate unidirectional phosphate uptake (81, 146).

OprP is also remarkable in that it discriminates between anions. The experimentally observed stronger binding of tribasic phosphate over chloride ions could be qualitatively explained from the simulations and traced to the cluster of N-
terminal lysine residues. The periplasmic mouth of the pore is sufficiently wide to admit a fully solvated Cl$^-$ ion but partially desolvates a Pi ion. Thus the monovalent ion is screened from the positive charge of the lysine amino groups by its own hydration shell whereas the unscreened Pi ion is stabilized by strong charge-charge interactions. While the lysine-cluster is the selectivity filter for anions, the arginine ladder primarily facilitates the gradual dehydration of incoming anions from the extracellular side without discriminating between Cl$^-$ and Pi. Both Cl$^-$ and Pi are stabilized at the center of the pore to a similar degree, with roughly half of their hydration shells stripped; it is likely that the binding site itself also acts as a filter for anions over cations and a general size-exclusion filter.

4.4.2 PMFs of biological pores

Free energy profiles (PMFs) have been calculated for a number of permeant species through biological pores, including e.g. K$^+$ ions through the KcsA channel (147), water and glycerol through aquaporins and aquaglyceroporins (148-150), and ammonia through AmtB (156, 157). It is therefore useful to compare these pores with OprP. Both the KcsA selectivity filter and the Aqp pore are (relatively) inflexible, narrow (~0.2 nm radius) and are lined at least in part by backbone atoms. These pores present barriers to permeation of K$^+$ ion (KcsA) or water (hAqp1) or glycerol (GlpF) of the order of 5 $kT$ (147-150). In contrast, the pore of OprP which is flexible (especially at K121), relative wide (minimum radius >0.2 nm) and lined largely by sidechains has an energy well of depth ~8 $kT$, formed by positively charged sidechains as discussed above. This is closer to the situation for the ammonia channel AmtB which has been estimated to present an interior energy well (formed largely by stabilizing interactions with His sidechains) of overall depth ~17 $kT$ for ammonia molecules (157), although in the latter study the authors comment
on the structural invariance of the AmtB pore regardless of the location of the ammonia molecule. Thus it would seem that the flexible, sidechain-lined pore constriction of OprP provides for a relatively high affinity binding site whilst allowing high permeation rates for phosphate and chloride anions (81). It is of particular interest that a sidechain-lined pore seems to be associated with formation of a well rather than a flatter energy landscape with one or more small barriers to permeation. Hence OprP does not share the free energy landscape of permeation with “typical” channels or pores but it rather resembles a protein with a binding site with two openings that bridge the outer membrane. OprP can be understood as a brush-like nanopore in which charged side chains provide a high local concentration of counter charge to stabilize a charged substrate, similar to highly simplified but successful models of sodium and calcium channels (158). In addition it utilizes differential desolvation to probe different anions and can so discriminate between a chloride ion that “hides” under its hydration shell and a larger phosphate ion whose size forces it to make direct contact with the sensing charged brushes. This mechanism depends critically upon the degree of flexibility of the pore lining sidechains. This may provide a new design principle for e.g. derivatization of nanopores (159) to form ion selective biomimetic channels (see Chapter 5). Furthermore, an improved understanding may aid design of selective blockers of OprP to aid in fighting Pseudomonas infection.
5 SIMULATIONS OF BRUSH-LIKE NANOPORES

5.1 Introduction

Ion channels and porins are nanopores that in many cases, display high levels of solute specificity. Their selectivity has been exploited in new technologies; for instance synthetic functional nanopores have been fabricated based on the permeation properties of biological channels (104, 105, 160-163). Although such artificial pores have a wide range of possible applications, their selectivity and recognition properties remain inadequate. Certain researchers have attempted to modify biological pores to increase their sensing ability (69, 164). Nevertheless, the relative instability of modified biological pores under industrial conditions remains a major limitation. The interplay between biological- and synthetic or inorganic-based designs may result in the more practical nanopores. Recently, the array of carboxyl backbones in selectivity filter of KcsA channel has been implanted to the interior surface of carbon nanotubes (CNT) in silico in order to duplicate its $\text{K}^+$-selective behavior (165). With an interior architecture similar to that in KcsA, the modified CNTs were able to display $\text{K}^+$ selectivity (165). This is one example showing that the high selectivity of biological channels can in principle be transferred to a synthetic nanopore.

In Chapter 4, OprP was shown to exhibit a high affinity for the uptake of a phosphate (Pi). The PMF indicates a crucial role of basic pore-lining residues which provide a ‘charged brush’ in determining Pi selectivity. In this chapter, OprP is used as a template for designing a series of computational models of synthetic nanopores that exhibit both OprP’s anion-vs-cation selectivity and a preference for Pi over other anions.
A number of studies have used MD simulations of simple models of nanopores to explore e.g. water permeation (166-170) and channel gating (171, 172) in more complex biological systems. In this study, I used MD simulations to understand the permeation of ions through my pore models. Via the calculation of PMFs, I have explored the influence of pore-lining charge mobility on the phosphate permeability. The relative selectivity for phosphate of OprP and the synthetic nanopores is also compared.

Figure 5-1 Cartoon representation (A) Model system. A model pore is colored in pink. Biomimetic membrane slab and water molecules are in gray and blue. (B) Cross-sectional view of a pore model with the presence of a phosphate ion. (C)-(E) represent the interior architecture of each model with the HOLE surface. A pore shape is labelled as yellow beads in (C). Blue beads in (D) indicate the +1 charged particles.
5.2 Methods

5.2.1 Design of the Nanopores

As in some earlier studies (168, 169, 173), the cylindrical pores were constructed from methane-like hydrophobic particles (Figure 5-1A and B). Functional pore-facing amino acids in OprP were transplanted into the model pores. In addition, to study the benefit of having mobile charged residues on a pore surface, the energetic properties of three classes of pore models (non-charged, static and flexible charged) are investigated (Figure 5-1C-E). Since the brush-like behaviour of OprP plays a vital role in Pi selectivity, it is interesting to understand how different degrees of sidechain flexibility can affect ion selectivity. Thus, models with different lengths of charged sidechains were constructed.

The pore models were designed to mimic the dimensions and characteristics of OprP. The functional arrangement of 20 positively charged residues (Arg and Lys) found in OprP is transplanted to the model pores. Each model comprises concentric rings of methane particles with van der Waals radius of 0.195 nm. A pore is composed of two mouth regions (radius ~0.7 nm, 1.75 nm < length < 2.5 nm) and an inner pore region (radius ~0.3 nm, length ~0.5 nm). All methane-like particles were harmonically restrained to their initial position with the force constant \( k_0 = 10,000 \text{kJ} \cdot \text{mol}^{-1} \cdot \text{nm}^2 \) in order to conserve the OprP-like pore cavity. Three models with different interior environments were constructed here (Table 5-1). The hydrophobic pore (HP) is used as a reference pore. To construct the static charged pore (SP), 20 charges of +1 were assigned to given particles on an interior wall that match positively charged architecture inside the OprP pore. The mobile charged model (MP1) was created by attaching 9 Arg and 11 Lys sidechains extracted from the OprP crystal structure (12) onto the pore surface. The sidechains were arranged to
represent the OprP signature (i.e. Arg ladder, Lys cluster, and phosphate-binding site). The end of each sidechain was capped with a methyl group, the position of which was restrained by harmonic constraints with force constant $k_0$. To study the effect of degrees of sidechain flexibility, the other two mobile charged pores, MP2 and MP3 were built with the different lengths of pore-ling sidechains (see Table 5-1 for details). The location of the charged residues and pore cavity of all models were designed to replicate those of OprP so as to focus only on the flexibility (Figure 5-2). Pore radii of each pore type were computed using HOLE (152).
<table>
<thead>
<tr>
<th>Model</th>
<th>Description</th>
<th>Sidechain</th>
</tr>
</thead>
<tbody>
<tr>
<td>HP</td>
<td>Hydrophobic pore</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Radius profile matches to OprP</td>
<td></td>
</tr>
<tr>
<td>SP</td>
<td>Static charged pore</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Radius profile matches to OprP</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+20 charges matched to OprP</td>
<td></td>
</tr>
<tr>
<td>MP1</td>
<td>Mobile charged pore</td>
<td><img src="image" alt="Lys" /> <img src="image" alt="Arg" /></td>
</tr>
<tr>
<td></td>
<td>Radius profile matches to OprP</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9 Arg + 11 Lys sidechains</td>
<td></td>
</tr>
<tr>
<td>MP2</td>
<td>As for MP1, but sidechains truncated by 2 CH₂ groups</td>
<td><img src="image" alt="C₆H₁₃" /> <img src="image" alt="C₆H₁₃" /></td>
</tr>
<tr>
<td></td>
<td>Radius profile matches to OprP</td>
<td></td>
</tr>
<tr>
<td>MP3</td>
<td>As for MP1, but sidechains truncated by 3 CH₂ groups</td>
<td><img src="image" alt="C₆H₁₃" /> <img src="image" alt="C₆H₁₃" /></td>
</tr>
<tr>
<td></td>
<td>Radius profile matches to OprP</td>
<td></td>
</tr>
</tbody>
</table>

Table 5-1 Details of each model nanopore
Figure 5-2 Pore radius profiles of all models using HOLE.

Each pore model was embedded in a slab of methane particles held on a cubic lattice with the force constant of 3,000 kJ·mol$^{-1}$·nm$^{-2}$. This simple model of a membrane has been used in earlier models of nanopores (168, 169, 173). Water (SPC) molecules with 3 Na$^+$ counterions for HP and 23 Cl$^-$ ions for SP and MP series were then added. Energy minimization (steepest descent algorithm) was run for 600 steps, followed by a 2 ns equilibration phase where the pore framework was harmonically restrained with a force constant of $k_0$.

All simulations were carried out with GROMACS (151) version 3.3 (www.gromacs.org) with the extended united atom GROMOS96 forcefield (91). Long-range electrostatic interactions were treated using the particle mesh Ewald (PME) method (87) with a short range cut-off of 1 nm, a Fourier spacing of 0.12 nm, and fourth-order spline interpolation. All simulations were performed in the $NPT$ ensemble at constant number of particles, pressure, and temperature. The temperature of pore, membrane, solvent, and ions were coupled to a Berendsen thermostat (96) at
300 K with coupling constant $\tau_t=0.1$ ps. The pressure was coupled isotropically using the Berendsen algorithm at 1 bar with coupling constant $\tau_p=1$ ps. The time step for integration was 2 fs and all bonds were constrained with the LINCS algorithm (93). Data were analyzed using GROMACS and locally written code. Molecular graphic images were prepared using VMD (142).

5.2.2 Umbrella Sampling to Calculate a Potential of Mean Force Profile

The 2 ns-equilibrated pore systems were used as initial structures for the umbrella sampling simulations. The 1D reaction coordinate corresponds to the distance between the centre of mass of a tribasic phosphate ion and the center of mass of a pore model. The pathway (-4.6 nm < $z$ < 4.6 nm) was divided into 190 equidistant windows (each of width 0.05 nm). The detailed procedures and parameters used to setup each umbrella window can be seen in the “Methods” section in Chapter 4. PMF Data were collected for 1 ns for HP and SP models and 1.5 ns for MP1 and the last 700 ps of each run were used to construct the PMF. In case of MP2 and MP3, each window was run for 2.5 ns and the last 1.5 ns of each simulation was used to calculate the PMF. Errors were estimated from performing a block analysis (174) in the trajectory blocks of length 300 ps and averaging the block-PMFs.
5.3 Results and Discussions

5.3.1 Are the phosphate-selective properties transferable?

The dimensions of the model pores measured via HOLE are given in Figure 5-2. The pore radius profiles indicate the almost identical sizes of the constriction site in the models to that of OprP pore (radius ~ 0.2 nm) although MP1 has a slightly wider vestibule.

The influence of pore interior on the ion passage can be understood from the PMF profiles in Figure 5-3. Phosphate translocation through the fully hydrophobic HP model is opposed by a barrier of ~ +120$kT$ (Figure 5-3A) similar to that seen in a study of purely hydrophobic nanopores (173). The pore with static charges lining the interior (SP) does not exhibit a barrier but instead has a pronounced energy well of depth ~ -160$kT$ (Figure 5-3B). This illustrates the important role of the charged components in reducing the energy barrier across membranes (175). Although the energy well is a key factor for attracting anions, such a deep well (Figure 5-3B), will lead to phosphate binding which is too strong for fast translocation to occur. A more ‘pore-like’ energy profile can be obtained by mimicking the brush-like behaviour in MP1 (Figure 5-1E and Figure 5-3C). The Arg and Lys sidechains stabilize a Pi and allow binding of Pi anion with an energy well depth of ~ -20$kT$ (Figure 5-3C). Thus, it appears that the ‘brush-like’ properties are essential to obtain a high permeability anion-selective nanopore.
Figure 5-3 Phosphate PMF profiles with error bars calculated from the block average. (A) Hydrophobic pore (HP). (B) Static charged pore (SP). (C) Mobile charged pore (MP1).
Figure 5-4 (A) Average contact number of Pi with water molecules (solid line), the center of mass (COM) of pore-lining methane-like particle in SP and, HP and Arg and Lys sidechains in MP1 (dash line) along the reaction coordinates. All contacts are calculated using a cut-off of 0.5 nm. (B) and (C) Bird’s eye views of phosphate and its neighbours in the constriction site of SP and MP1 nanopores. Pi is represented in spacefilling format. Waters in the first hydration shell are in orange. The blue beads in SP shows +1 charged particles in a constriction site.

The Pi-binding affinity among these 3 model pores can be investigated further by tracking the contacts between Pi and its neighbours. Travelling along the narrow pore, dehydration is necessary for Pi to fit the pore cavity. As a rule, the incomplete hydration shell of Pi in a pore can be sequentially filled up by interactions with pore-lining residues. Therefore, the change in hydration number of Pi allows us to follow and understand the process of Pi passage. In the model with static charges (SP), it shows the highest hydration number of ~8 in the constriction
site. However, SP also has a high number of pore contacts of ~6 (Figure 5-4A) so that the total number of contacts (~14) provides a nearly bulk-like coordination shell (~17 hydration number in bulk) for Pi at the constriction point. This high number of pore contacts and the bulk-like coordination shell in the constriction side of SP give the most stable Pi-binding sequentially leading to a very deep energy well. In contrast for MP1, Pi loses ~11 of water molecules from its hydration shell at the constriction site (Figure 5-4A), but only ~3 pore-lining sidechains of MP1 are able to occupy the hydration shell. The lesser total number of contacts with Pi in MP1 (~9 contacts compared to ~14 total contacts in SP) helps to explain the reduction in energy well depth. The ‘smear’ of flexible sidechains in MP1 appears to provide more ‘pore-like’ energy profile (Figure 5-5). The trade-off between substrate-binding affinity and diffusion rate are crucial to take into account.

Figure 5-5 Cartoon views of pore-lining surface of SP (A) and MP1 (B) in the presence of Pi in the constriction site. The possible orientations of flexible sidechains in the constriction site of MP1 are shown in grey.

In case of the fully hydrophobic pore (HP), waters can also be observed inside HP. A similar phenomenon was seen in previous studies of hydrophobic nanopores. Beckstein et al. (168, 169) show that water can be conducted through narrow hydrophobic pores (radius ≤ 0.4 nm) with an increase in polarity. Therefore, the phosphate inside a pore can induce a number of water molecules to enter the
pore. Despite the fact that it is unfavourable for water to enter HP, ~ 7 water molecules are found to solvate Pi in the constriction site in association with ~ 6 pore contacts (Figure 5-4A). However, the loss of half hydration shell cannot be compensated by hydrophobic interactions with beads on the wall surface of HP resulting in the formation of a massive energy barrier to translocation through the pore.

It is also found that the replication of charged architecture of OprP in MP1 produces a similar PMF profile to that of OprP, but with > 2× deeper wells (Figure 5-6A). The deeper energy well found in MP1 may be due to the presence of only positively charged residues inside a pore whereas the OprP pore also contains ~ 16 of pore-lining acidic residues. Apart from the constriction zone, the other phosphate-favourable site in OprP, the “Lys sink” at the periplasmic mouth, can also be captured by the MP1 model (Figure 5-6A). On the contrary, it seems that the fixed charge architecture inside SP is insufficient to preserve the energetic signature of OprP. The bulk-like environment inside SP is important to stabilize Pi, but the high selectivity can be arrived when the Pi-dehydrating ability is at maximum. The differences in PMFs and hydration numbers of SP and MP1 demonstrate that the flexibility of pore-lining residues does matter. The mobile Arg- and Lys-mimicking sidechains show greater ability to shed the hydration shell of Pi yielding the more ‘pore-like’ energy profile and sequentially the conservation of PMF profile in MP1.
Figure 5-6 Comparison of phosphate PMFs of (A) MP1 (red) and the template OprP (black). The OprP PMF was aligned to the z coordinates of MP1. The PMF profiles of both phosphate (red) and chloride (blue) ion through MP1 model is shown in (B). The key regions are colored in yellow, orange, and brown, respectively.

To further probe selectivity properties of these nanopores, a Cl⁻ PMF was also computed. Comparison of the Cl⁻ and Pi PMFs for MP1 PMFs show that Pi binds more strongly in the constriction site than chloride due to the energy well of ~ 7kT deeper in the Pi PMF (Figure 5-6B). The exit vestibule, which mimics the Lys sink of OprP, is attractive for Pi but barely so for Cl⁻. In OprP, the energy difference between Pi an Cl⁻ at the region of Lys cluster is one of the features that can differentiate these two ions. Hence, the energy gap at the same region in MP1...
implies the ability of MP1 to differentiate between Pi and Cl. The $K_d$ values as computed from the PMFs are 0.45 nM for Pi and 0.17 µM for Cl− corresponding to ~400-fold stronger binding of Pi than Cl− (Table 5-2). It appears that positively charged interior of MP1 facilitates a Pi transport. Furthermore, the presence of a solely positively charged interior increases the binding affinity of Pi dramatically relative to OprP. The simulation results of MP1 importantly reveal that relevant aspects of the function and selectivity of OprP can be transferred to a non-biological model by the duplication of functional architecture and pore geometry using a small number of key sidechains.

<table>
<thead>
<tr>
<th>Model</th>
<th>$K_d$(µM)</th>
<th>Relative selectivity ($[K_d]<em>{Cl^-}/[K_d]</em>{Pi}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP1 (Cl⁻)</td>
<td>0.17±0.16</td>
<td>-</td>
</tr>
<tr>
<td>MP1 (Pi)</td>
<td>$4.5 \times 10^{-4} \pm 1.9 \times 10^{-4}$</td>
<td>380</td>
</tr>
</tbody>
</table>

Table 5-2 Series of $K_d$ as computed from the PMFs and relative selectivity of each model.

5.3.2 The effect of degrees of sidechain flexibility on the phosphate selectivity

As seen in the previous section, flexible sidechains showed a greater ability to desolvate a Pi anion than the nanopore with static charges. It therefore seems that the sidechain flexibility may be crucial for controlling the local environment of Pi, resulting in Pi selectivity. The MP1 nanopore was designed to energetically capture the major features for phosphate selectivity as seen in the natural template OprP. In order to study the effect of the degree of sidechain flexibility on Pi-binding affinity
and selectivity, additional models (MP2 and MP3) were constructed in which the length of sidechains were truncated compared to MP1 (Table 5-1 and Figure 5-7).

The pore sizes of MP2 and MP3 are similar to that of the OprP pore, although the cavity at the mouth region appears to be slightly larger than the OprP pore in all models (Figure 5-7C).

Figure 5-7 Cross sections of model MP2 and MP3 with modified amino acids are represented in (A) and (B) respectively. The chemical structures of all pore-lining residues in each model are shown on the right of (A) and (B). (C) The pore radii of all models in comparison with the original OprP.
Considering the PMFs of each model, MP2 and MP3 seem to slightly destabilize the Pi ion in the constriction site (Figure 5-8A). Apart from the more shallow energy well, the only obvious difference among these models is at the Lys sink (Figure 5-8A). Since interacting with a Lys sink is a part of the phosphate-selective mechanism, the loss of these interactions thus reduces phosphate-binding affinity. The most rigid MP2 and MP3 sidechains decrease the affinity to bind Pi. The computed $K_d$ of MP2 and MP3 are 1.1 nM and 2.4 nM which are both higher than for the more flexible MP1 (0.45 nM) (Table 5-3). Consequently, the abilities to bind Pi of MP2 and MP3 are reduced by 2-fold and 5-fold from that of MP1, respectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>$K_d$ (µM)</th>
<th>Relative selectivity ($[K_d]<em>{Pi}^{MPn} / [K_d]</em>{Pi}^{MP1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP2</td>
<td>$1.1 \times 10^{-3} \pm 9.8 \times 10^{-4}$</td>
<td>2</td>
</tr>
<tr>
<td>MP3</td>
<td>$2.4 \times 10^{-3} \pm 1.9 \times 10^{-3}$</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 5-3 Series of $K_d$ as computed from the PMFs and relative selectivity of each model.
Figure 5-8 (A) Phosphate PMFs of pore models. (B) Cross-section of MP1 model. (C) Average coordination number of phosphate molecule in MP1, MP2, and MP3 with water molecules (SOL: solid line) and pore-lining sidechain (dash line) calculated from umbrella trajectories within the cut-off of 0.5 nm. MP1, MP2, and MP3 are colored in black, red, and green, respectively.
Since the environment of a translocating Pi is crucial to understand the permeation mechanisms, the number of contacts between Pi and its neighbours are investigated. The number of water contacts is gradually reduced in all models until the phosphate reaches the constriction site. In the constriction site, the hydration number is decreased to roughly 5 in MP1 and 7 in MP2 and MP3 (Figure 5-8B). This loss of water contacts has to be compensated by the interactions with the pore in order to stabilize Pi. In each model, 3 sidechains appear to coordinate Pi in the constriction site. Nevertheless, the major difference among nanopores here is the ability to dehydrate Pi. Overall, the hydration number of both MP2 and MP3 are similar to that of MP1 except in the constriction area. In MP1, the high degree of sidechain flexibility appears to show the greatest ability of Pi dehydration in the constriction site (Figure 5-8B). This suggests that the local environment of translocating Pi in a confined region can be controlled by the flexibility of surrounding sidechains. The calculated $K_d$ values indicate that the Pi selectivity is proportional to the Pi-dehydrating ability.
5.4 Conclusions

The extent to which simplified model nanopores may capture the energetics of anion translocation through a biological channel has been examined. Applied to the OprP pore, the simplified models successfully describe the selectivity properties. The charged brush-like model (MP1) preserves the essential phosphate-selective characteristics of OprP. The SP model with static charges is able to show the anion-favourable feature, but it fails to represent Pi selectivity. In an analogous approach, experimental studies have mimicked a biological channel using synthetic nanopores with fixed charges (105, 162, 176). Those models show ionic selectivity, favouring the passage of counterions and avoiding the passage of coions (162), but the specificity for an ion species as found in biological channels (i.e. K$^+$ channel, Ca$^{2+}$ channel, and OprP) are still absent. The results show that the existence of brush-like characteristics may be one of choices to increase selectivity. Moreover, it is found that the highly selective properties of biological channels can be transferred when their functional architecture and pore geometry are duplicated.

To obtain highly selective, the flexibility of pore-lining sidechains in a confined geometry is crucial. Inside the pore, the sidechains and confined water molecules compete to solvate a phosphate molecule. Especially in the constriction site, the narrow pore cavity with the flexible sidechains takes a great advantage over water molecules to dehydrate Pi and ultimately increase in Pi-binding affinity. The more rigid sidechains of MP2 and MP3 have less ability to desolvate Pi yielding the reduction in Pi selectivity. Apparently, the selectivity is considerably dependent on the ability of the pore to perturb the hydration shell of Pi where such process can be acquired by the increase in sidechain flexibility.
This finding allows us to elucidate the role of sidechain flexibility in ion selectivity, which may be useful to understand the selective mechanisms of other biological pores with brush-like behavior. Such analysis of the relationship between structure and function of pore models may reveal more general design principles for nanopores which could be exploitable from a technological perspective.
6 SIMULATIONS OF VANILATE PERMEATION THROUGH OPDK

6.1 Introduction

To conduct nutrients into the cell, gram-negative bacteria generally employ the water-filled and non-specific porins as an entryway. Atypically *P. aeruginosa* has no general porins (compatible to e.g. OmpC and OmpF of *E. coli.*) (84). Instead, passage across the OM is mediated by *substrate-specific* porins (5). This class of proteins includes both trimeric and monomeric channels. They contain a binding site for their substrate that facilitates a diffusion process at low substrate concentration (5). To date, the OprD family is the largest family of substrate-specific channels currently known (5). In *P. aeruginosa*, this family contains 19 members all of which share ~45% - 60% sequence similarity (84). These 19 members cluster into two distinct subfamilies (177). The OprD subfamily containing 8 members has been characterized in *P. aeruginosa* to date. This includes the glucose-specific porin OprB, the phosphate- and polyphosphate-specific porins OprP and OprO, respectively, and the basic amino acid–specific porin OprD, which was also found to be an entryway for antibiotics (177, 178). The other group, the OpdK subfamily, contains 11 members, most of which have not been characterized (5). It was discovered that the OpdK subfamily is involved in the uptake of small aromatic compounds (177). Though the OprD family is known to be important for the proliferation of pseudomonads, unfortunately there is still a lack of information regarding structure and function of these proteins. Recently, the first structures of OprD and OpdK were determined (5, 22). The X-ray structures of both proteins revealed an interior architecture that may aid substrate translocation. However, the structural basis of substrate selectivity cannot be elucidated solely from the static
protein structures. Thus, MD simulations have been employed to study dynamic aspects of the structure-function relationship.

Figure 6-1 (A) Cross section of monomeric OpdK embedded in a DMPC bilayer in the presence of four VNL molecules at the extracellular mouth. The lipid molecules are in cyan (tails) and red/blue/brown (headgroups). Water and counterions have been omitted for clarity. The covalent structure of VNL is shown in (B). (C) Top view of a OpdK pore. Two loops (L3 and L7) are folded into the lumen to form the constriction site. L3 and L7 are colored in blue and yellow, respectively. Some key residues for VNL permeation are shown in (D).

Both OprD and OpdK form an 18-stranded β-barrel with a narrow pore in a constriction site (5). Each contains two long loops L3 and L7 folded inward to form a constriction site at the middle of the pore (Figure 6-1). Although OpdK and OprD share a similar basic architecture, the larger pore with a different pore-lining shape of OpdK provides the differences in substrate specificity (5, 22). OpdK was found to be involved in the uptake of vanillate (VNL) and small aromatic compounds (177). A VNL molecule (Methyl 4-hydroxy-3- methoxybenzoate) comprises an aromatic ring
and a carboxylate group with a total charge of -1 (Figure 6-1B). To conduct VNL, the OpdK pore contains a string of positively charged residues (R126, R158, R363, and R381) on one side and aromatic and polar residues (W169, W275, Y279, and N294) on the other site at the L7 region (Figure 6-1C and D). In this study, I focus only on OpdK due to the availability of a more complete X-ray structure. The only published X-ray structure of OprD has missing residues at the constriction site and it is not clear if homology modelling would yield a reliable structure. Thus, I use OpdK as a representative of this family to study the mechanism of substrate translocation.

As a starting point to understand the relationship between substrate translocation and protein dynamics, I performed multiple MD simulation approaches: (i) Steered MD (SMD) and (ii) an applied external electric field. In both of these techniques, an external force is applied to the system to drive the permeation process to completion within the simulation timescale. Both of these methods will be employed to explore the mechanism of VNL translocation through the OpdK pore.

6.2 Methods

The OpdK (2QTK, resolution 2.8 Å) crystal structure consisting of 390 amino acids contains 9 extracellular loops from which there are some missing residues in L1 and L2. The missing loop regions (residue 1-3, 25-30, 70-75, and 84-87) were modelled using Modeller (179). The OpdK monomer was embedded in a pre-equilibrated dimyristoyl-phosphatidylcholine (DMPC) bilayer (pre-equilibrated by running a 2 ns simulation). The solvent-accessible molecular surface of OpdK was used as a template to remove lipids and perform short steered MD simulations of the solvated proteins as described in detail by Faraldo-Gomez et al. (140). This generated a cavity into which the protein was inserted. Water and neutralizing counter ions were then added to each system (see Table 6-1). Ions were added by
randomly replacing water molecules. A 0.2 ns equilibration of protein-restrained
dynamics was conducted. The initial systems were generated by randomly adding 4
VNL molecules (parameters of VNL have been modified from Tyr) near the
extracellular mouth (Figure 6-1A) and followed by 600 steps of energy minimization
and a 1 ns equilibration run with restrained VNLs. The 20 ns production run (MD0)
was primarily conducted in order to study the possibility of observing VNL
translocation within typical equilibrium MD timescale. However, a 20 ns simulation
was not long enough to observe full VNL permeation through the OpdK pore. To
accelerate the transport process, two other methods were subsequently used: (i) SMD
and (ii) applying a constant electric field across the membrane. With an electric field,
the same starting coordinates as for the MD0 system were used. A constant electric
field of 0.15 V/m was applied perpendicular to the membrane plane in the +z
direction. In practise, this fixed electric field drives a charged molecule (VNL in this
case) to penetrate through the protein pore. A 1M NaCl solution was also added to
the system. The applied electric field simulations were performed 10 times, but full
VNL permeation was observed in only 4 of these. Only 2 simulations are analyzed
here, as pore distortion was observed in the remaining 8 simulations. A strong
electric field caused not only severe distortion of the barrel wall, but also shifted the
positions of the L3 and L7 loops (Figure 6-2).
Figure 6-2 Distortions of protein structure due to applying high strength of electric field (0.15 V/m).

In the case of SMD simulations, constant-velocity SMD simulations were performed for 10 ns each to pull the VNL in the ±z directions. A VNL molecule was initially placed at the center of the pore. An elastic spring with a force constant of 500 kJ·mol⁻¹·nm⁻² was attached to the centre of mass of the VNL and was moved in the direction parallel to the channel axis (z axis) at a rate of 0.25 nm/ns.

Additionally, to reveal the orientation and behaviour of VNL in the constriction site, 3 MD runs (MD1, MD2, and MD3; see Table 6-1 for details) were setup by placing a VNL molecule at the center of OpdK pore with the different orientations followed by a 600 step energy minimization and a 1 ns equilibration run with a restrained VNL position.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>No. of VNLs</th>
<th>No. of counterions</th>
<th>Duration (ns)</th>
<th>E field (V/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MD0</td>
<td>4</td>
<td>9</td>
<td>20</td>
<td>-</td>
</tr>
<tr>
<td>MD1</td>
<td>1</td>
<td>6</td>
<td>20</td>
<td>-</td>
</tr>
<tr>
<td>MD2</td>
<td>1</td>
<td>6</td>
<td>20</td>
<td>-</td>
</tr>
<tr>
<td>MD3</td>
<td>1</td>
<td>6</td>
<td>10</td>
<td>-</td>
</tr>
<tr>
<td>V1,V2</td>
<td>4</td>
<td>9</td>
<td>10, 20</td>
<td>0.15</td>
</tr>
<tr>
<td>SMD</td>
<td>1</td>
<td>6</td>
<td>10</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6-1 Summary of MD simulations
All simulations were performed using GROMACS 3.3 (www.gromacs.org) (141) with an extended united atom version of the GROMOS96 forcefield (91). To relax steric conflicts generated during setup, energy minimizations used up to 1000 steps of steepest descent. Long-range electrostatic interactions were treated using the particle mesh Ewald (PME) method (87) with a short range cut-off of 1 nm, a Fourier spacing of 0.12 nm, and fourth-order spline interpolation. All simulations were performed in the constant number of particles, pressure, and temperature (NPT) ensemble. The temperature of the protein, DMPC, solvent, and ions were each coupled separately using the Berendsen thermostat (96) at 300 K with a coupling constant $\tau_T=0.1$ ps. The pressure was coupled using the Berendsen algorithm at 1 bar with a coupling constant $\tau_P=1$ ps. The time step for integration was 2 fs. Coordinates were saved every 2 ps for subsequent analysis. The results were analyzed by GROMACS and locally written code. Molecular graphic images were prepared using VMD (142).
6.3 Results and Discussions

6.3.1 VNL behavior at the extracellular mouth

Unlike the highly charged phosphate ion in Chapters 4 and 5, VNL, which contains an aromatic ring with the total molecular charge of -1, struggled to reach the OpdK vestibule on the 20 ns MD timescale. The MD0 simulation shows that a VNL molecule experiences difficulty in penetrating into the constriction site, even though the set of VNL molecules (VNL1, VNL2, VNL3, and VNL4) was initially placed at the extracellular mouth adjacent to the constriction area (Figure 6-1 and Figure 6-3A and C). It appears that only VNL1 can sit in the extracellular mouth at z ~ 1 nm for 20 ns (Figure 6-3A; black line). The initial orientation of VNL1 backbone is parallel to the z axis (Figure 6-3C and D), but within just 1 ns, the VNL backbone reoriented such that it is now aligned above the L3-L7 interface (z ~ 1 nm), where its carboxylate group points towards the positively charged patch (R126 and R158) and the aromatic ring faces the polar and aromatic residues (W169, W275, and N294) in the opposite direction (Figure 6-3E). VNL1 remains in this position for the rest of the simulation. Since the initial orientation of VNL1 backbone is parallel to the z-axis, where the carboxylate group of VNL points towards the pore axis, it is possible that the R126 and R158 sidechains underneath interact with the COO\(^{-}\) group and then drag the entire molecule into the upper L3-L7 region. Additionally, a decrease in pore size is observed in the presence of VNL at z = 1 nm (Figure 6-3A and B). Both the reorientation of VNL and pore reduction possibly reveal the first step of the mechanism of selection. The ‘correct’ orientation of VNL is essential to stabilize the VNL-protein complex when it approaches the L3-L7 region. The most favourable orientation of VNL at the upper L3-L7 interface is where the carboxylate group points towards the Arg patch while the rest of a molecule is aligned with the opposite
side. Also, it is observed that binding of VNL results in the reduction of pore size (Figure 6-3B). The final snapshot of MD0 (Figure 6-3E) shows the role of the tip of the L7 loop in controlling the pore size. At 20 ns, the tip of L7 appears to point towards the pore surface causing the narrowest pore size (Figure 6-3B and E). The movement of L7 is further highlighted by an increase in RMSDs of L7 (Figure 6-3F and G). Although the overall difference between the RMSDs of L3 and L7 is small (~ 0.1 nm), the sudden increase in RMSDs of L7 is sufficient to indicate the movement of the tip of L7 when compared with the constant RMSDs of L3 (Figure 6-3F and G).
Figure 6-3 (A) VNL trajectories in the z direction from a 20 ns equilibrium MD simulation (MD0). The protein length is shown as a yellow box. (B) Pore radii of OpdK during the simulations. (C)-(E) Conformations of key residues with VNL (in spacefilling format). An initial orientation of VNL is shown as side and top views in (C) and (D) respectively. The final VNL conformation is shown in (E). (F) and (G) represent RMSDs of all atoms (F) and Cα atoms (G) of L3(black) and L7(red) loops.
Table 6-2 Average interaction energies between VNL and the key aromatic residues in the constriction site from three types of simulations with standard deviations. The strong interactions with VNL are in bold.

Apart from the change in the loop orientation, the key interactions between VNL and neighbouring residues above the L3-L7 interface are also investigated. The presence of hydrogen bonds between VNL and its adjacent residues is calculated as a function of time (Figure 6-4A). The orientation of VNL above the L3-L7 region is influenced by strong hydrogen bonds with R158 and W275 (Figure 6-4A). A COO− group of VNL firmly interacts with R158, while a OH group on the opposite site favours an interaction with W275 (Figure 6-3E). This analysis also shows the close contact between VNL and other residues on L7, especially a strong interaction with N294 (see Hydrogen bonds of residue ~ 280 to 294 in Figure 6-4A). Not only do charged sidechains but also aromatic residues play a key role in the formation of a tight VNL-protein complex. Apart from a hydrogen bond with W275 leading to interaction energy of -6.27 kJ/mol (Figure 6-4B and Table 6-2; MD0), some of the major attractive forces are from W169 and F291. Even though the π-π interaction is undefined in classical MD, the parallel orientation of aromatic rings of VNL and
W169 and F291 are still observed. This face-to-face conformation leads to the maximum favourable interaction energy of ~ -20 kJ/mol in both cases (Figure 6-4B and Table 6-2).

![Figure 6-4](image)

Figure 6-4 (A) Hydrogen bonds as a function of time. (B) The interaction energy between key residues and VNL.

It appears that the upper L3-L7 interface is the first confined region for VNL. The Arg patch and some aromatic and polar residues at the opposite end may play a role in substrate recognition. Admittedly, when a region above L3-L7 is occupied by VNL, the interactions between VNL and residues on L7 introduce the movement of the tip of L7 that leads to a decrease in pore size. Reducing the pore size may be one of the mechanisms employed by the protein to prevent unwanted molecules travelling though the pore without verification.

### 6.3.2 The orientation of VNL in the constriction site

The MD0 simulation has revealed the possible orientation of VNL above L3-L7 region where a COO\(^-\) group points towards an Arg patch (R158 and R126) and an aromatic ring is aligned to an opposite end. Considering the architecture of the Arg patch, R158 is adjacent to R126 and R381 underneath (Figure 6-1D). The location of these arginines suggests that their interactions may play a major role in guiding the
whole molecule to a constriction or L3-L7 region. One possibility is that a COO\(^-\) group of VNL is directed by these arginines to a constriction site. Therefore, the orientation of VNL in a constriction site should be similar to that found in above region. To support this hypothesis, further equilibrium MD simulations (MD1, MD2, and MD3) with different initial VNL orientations were performed. The initial VNL orientation in MD1 and MD2 was set to the opposite direction to the one observed in the previous section (Figure 6-5C and D), such that the aromatic ring is placed next to the Arg patch and the COO\(^-\) group points towards the aromatic region. A VNL molecule in MD1 and MD2 is placed at \(z \sim 0.6\) nm and 1 nm respectively (Figure 6-5B). In case of MD3, the VNL orientation is preserved from the previous section and placed at \(z \sim 0\) nm (Figure 6-5B and E).
Figure 6-5 (A) Cross section of monomeric OpdK showing L3 (in blue) and L7 (in yellow) and defining the z-axis coordinates. The positions of VNL in each simulation are also shown as a cloud where MD1, MD2, and MD3 are colored in black, red and green respectively. (B) VNL trajectories from MD1, MD2, and MD3 simulations for a VNL at the constriction site. (C) Interaction energies between VNL and aromatic residues in the constriction site. (D)-(F) Hydrogen bonds between VNL and pore-lining residues in the constriction site (left) and the starting conformation of a VNL molecule from each simulations (right).

The simulations show that the VNL molecule in MD1 is left for the extracellular vestibule within 4 ns while a similarly oriented VNL in MD2 is remained in the constriction region for 20 ns (Figure 6-5A). It is because that a COO⁻ group of MD2 immediately reorients itself towards the Arg patch, which is in the same orientation as found in the region above L3-L7 (Figure 6-3E). The reorientation of MD2 confirms the stable conformation of VNL at the constriction site. In MD1 the VNL fails to adapt its conformation to fit into the pore cavity, therefore it is displaced to the extracellular vestibule. In the case of MD3, VNL still sits in the
constriction site although it is driven upwards from z~ 0 nm to z~ 0.25 nm (Figure 6-5A). It appears that in both MD2 and MD3 the VNLs are shifted to the same region at z ~ 0.25 nm (Figure 6-5A) and remain there for the rest of the simulations. At z = 0.25 nm the tip of L3 meets that of L7.

Hydrogen bond analyses of residues that are in close contact with VNL during the simulations are also performed (Figure 6-5C, D, and E). The list of neighbouring residues here also reflects the environment of VNL. It is found that almost all residues adjacent to VNL in MD2 and MD3 are from L7. It appears that L7 is the major contributor to the formation of VNL-protein complex in the constriction zone. The VNL molecules in MD2 and MD3 are found to interact with R284, R324, N294, and R381, especially in MD2 where strong interactions are formed with N294 and R324 (Figure 6-5D and E). It requires a VNL to reorient so as to place its COO$^-\text{group}$ adjacent to the Arg patch. MD1 fails to do so, hence the loss of these interactions results in VNL extrusion. Unlike the interactions at the upper L3-L7 region where aromatic residues play a key role in VNL binding, I observe that charge-charge interactions dominate VNL binding in the constriction region. This is indicated by low interaction energies between VNL and aromatic residues in Table 6-2 (MD2 and MD3).

The COO$^-\text{group}$ of VNL is found to oscillate within the constriction zone. Three VNL rearrangements are captured from MD2 and MD3. The backbone of VNL is obviously found to align with angles of 60°, 120°, and 180° to the z-axis (Figure 6-6). In MD3, VNL remains constant at an angle of 180° after 10 ns (Figure 6-6). However, these backbone rearrangements can be categorised into two major orientations, almost parallel and perpendicular to a z-axis. It appears that the
Oscillation is driven by the interactions of the COO\(^{-}\) group with various arginines in the constriction site.

Figure 6-6 Orientation of VNL in OpdK constriction site. (A) Time-evolution of the angle between a VNL spine and z axis from MD1 (black), MD2 (red), and MD3 (green) simulations respectively. (B)-(D) Dominant orientation of VNL (in spacefilling format) in the constriction area (0.5 nm < z < -0.2 nm).

The simulation results here reveal not only the dynamics of VNL but also its orientation in the constriction site. The VNL molecule is stabilized by the charged interactions between its carboxylate group and the Arg patch. Also, its aromatic ring interacts with polar amino acids mostly on L7. The hydrogen bond analysis demonstrates that loop L7 is important for VNL binding. The orientation of the COO\(^{-}\) group pointing towards the Arg patch appears to be the most favourable here. Although these simulations cannot capture the VNL translocation from the upper L3-L7 region to the constriction site, the stable orientation of VNL found in both regions perhaps provides one step along the translocation pathway. The oscillation of the COO\(^{-}\) group of VNL during the simulations suggests the role of the Arg patch in
directing a COO\textsuperscript{−} group to the desired direction. However, further studies are needed to observe this transition.

The full VNL translocation cannot be observed by conventional equilibrium MD simulations. In the next section, I have introduced another technique where an external fixed electric field is applied to the system to drive VNL molecules through the OpdK pore. Also, the results from an applied electric field are compared to those from SMD.

### 6.3.3 VNL permeation through a OpdK pore

#### 6.3.3.1 An externally applied electric field

An external electric field of 0.15 V/m, corresponding to a voltage of 450 mV across the membrane, was applied to the OpdK system in the +z direction to accelerate the VNL permeation to the periplasmic side. Although a voltage of 450 mV is a little high when compared with that used in experiments, this magnitude is computationally at a minimum that permits VNL transport in reasonable timescales. The simulation was repeated to give a total of 10 simulations. The VNL translocation is observed in four simulations, but two of them have severe protein distortion (Figure 6-2). Therefore, only two runs are investigated here (V1 and V2). Only one VNL is able to reach the periplasmic side in V1 while 3 VNLs succeed in reaching the periplasmic end in V2 (Figure 6-7A and B). Though the VNL translocation can be observed by applying such a strong electric field here, the pore distortion and structural change that may affect the transport process must be considered. Not only is the VNL molecule, but also the orientation of all charged sidechains are controlled by the strong electric field across the membrane. Under the electric field, all positively charged sidechains point to the extracellular side, while the negative
sidechains point towards the opposite direction. This sidechain rearrangement interrupts not only the structural stability, leading to protein distortion, but the protein function as well. The electric field significantly drives all charged residues at the constriction zone to reorient and leads to a dramatic pore expansion in V1 and V2 (Figure 6-7C and D). The loss of interactions between translocating VNL and pore-lining residues in V1 and V2 indicates that the major driving force for VNL transport is from the electric field, not the OpdK pore itself (Figure 6-7E-H). Especially, in a wider pore VNL1 in V1 and VNL3 in V2 are driven though the pore with only few protein contacts (Figure 6-7E and G). Besides, VNL2 and VNL3 in V2 translocate though the pore while VNL1 is trapped at z = 1 nm and released from the constriction site after both VNL2 and VNL3 reach the periplasmic mouth. It is uncertain if this is a genuine biological phenomenon or an artifact of the method used.

Despite the fact that applying an electric field perturbs the pore geometry, a quantitative interaction network can still be extracted from these simulations. Only interactions in the constriction site are captured here. The hydrogen bond analyses highlight the role of L7 in VNL binding. Apart form R126 and R158 in the Arg patch, VNL interacts with residues located in L7 region (Figure 6-7E-H). Additionally, an interaction with R121 in both V1 and V2 is also observed when VNL leaves the constriction site. The interactions with aromatic residues are also significant. W169, W275, and Y279 located in an upper L3-L7 region favourably contribute to acquire a free VNL molecule, especially W169. F291 at the tip of L7 is also found to interact with a VNL in the constriction area (Table 6-2: V1 and V2).
Figure 6-7 (A) and (B) VNL trajectories under the condition of an externally applied electric field (V1 and V2). The protein region is shown as a yellow box. The time-evolution pore radii of V1 and V2 are in (C) and (D). The hydrogen bond analyses between each translocating VNL and its neighbouring residues are shown in (E)-(H).

The study indicates that an electric field is not suitable for short simulations with a low-charged and large solute such as the VNL molecule. To drive a large molecule with small charges though a narrow pore, a higher electric field is needed to gain enough forces to push a solute though the desired direction. However, this strong electric field not only advances a VNL transport, but also distorts the protein.
secondary structure. To better understand the translocation process without possible artifacts, I therefore performed SMD in the next section.

6.3.3.2 Steered Molecular Dynamics simulations (SMD)

In equilibrium simulations (Figure 6-3 and Figure 6-5) VNL molecules cannot penetrate to the periplasmic end within 20 ns. In the SMD simulations (duration 10 ns; Figure 6-8) VNL molecules are pulled in either direction from the central binding site. In each case the VNL molecule is slowly released from this site (~1 ns), interacting with other sites before exiting through either the extracellular or periplasmic mouth of the pore. Pulling VNL to the periplasmic side (red line in Figure 6-8B) or in the reverse direction (black line in Figure 6-8B) reveals an increase in the force profiles on the VNL molecule of magnitude 100 kJ·mol^{-1}·nm^{-1} at -1 < z < 0.5 nm (Figure 6-8B). This indicates the presence of the major VNL-binding site at the constriction region.
Figure 6-8 (A) Trajectories from SMD for a VNL initially at the center of the pore move towards extracellular (EC; black) periplasmic (PP; red) mouth of the pore. (B) Force profiles from constant-velocity SMD simulations of VNL through the OpdK pore. (C) Hydrogen bonds between VNL and the pore-lining amino acids along the pathway as a function of position of the VNL on the z-axis. The length of periplasmic area is colored in gray. (D) Cross section of the OpdK pore reveals pore-lining residues at a periplasmic end. (E) Positively charged residues at the periplasmic vestibule in a cyan wireframe format.

The SMDs reveal not only the major VNL-binding site, but also the possible interaction pathway along the OpdK pore. When a free VNL enters the extracellular mouth, it interacts strongly with two aromatic residues, W169 and Y279, with interaction energies of -6.46 and -6.60 kJ/mol (Figure 6-8C and Table 6-2; SMD). This set of interactions indicates the major role of aromatic residues in attracting a
free VNL, where this agrees well with the equilibrium MD results in the previous section. The electrostatic interactions become dominant when a VNL molecule diffuses close to the constriction site. R16, R126, R158, R324, and R381 are found to form strong interactions with a translocating VNL (Figure 6-8C). In particular, R158 appears to interact with VNL during the transition from the extracellular region to the constriction zone (Figure 6-8C). Moreover, a set of interactions from residues located in L7 (residue 290 to 294 in Figure 6-8C) reveals a key role of L7 in VNL binding at the center of the pore, which is in a good agreement with my equilibrium MD results. Besides, R16 and Y18 located on the barrel wall under the tip of L3 also contribute to the VNL binding at a lower L3-L7 area (Figure 6-8C and D). It is also found that the VNL interacts with R121, R284, and S285 before leaving the constriction chamber (Figure 6-8C and D). At the periplasmic end, VNL interacts with R140, R187, and backbones of G144 and L145. However, this may not be the only possible route to reach the periplasmic end of the pore. A positively charged cluster along the periplasmic chamber suggests multiple routes to exit the pore (Figure 6-8E). Further studies are needed to elucidate the behaviour of VNL in the periplasmic outlet.

6.3.3.3 SMD vs. An constant electric field

The results indicate that the entire process of VNL translocation cannot be captured by equilibrium MD on a timescale of ~20 ns. In this chapter, SMD or an application of an external electric field were used to observe this process. In SMD, the VNL molecule is pulled with the maximum exerted force of ~ 100 kJ·mol⁻¹·nm⁻¹ (Figure 6-8B). Based on the equation of electric force, \( F = qE \), where \( q \) is the charge of molecule of interest (C) and \( E \) is the electric field (V/m), the electric field used in this study (0.15 V/m) can be converted to the force of 144 kJ·mol⁻¹·nm⁻¹. Despite the fact that both SMD and an applied electric field generate a force of comparable
magnitude on the VNL molecule, the external electric field fails to reveal the detailed mechanism of VNL transport. The high strength of voltage used in this study plays a major role in protein distortions (Figure 6-2). Under the condition of a constant electric field, a voltage difference is generated over the whole system, which duplicates an applied voltage in experiments (solid line in Figure 6-9). With the constant electric field in the +z direction, all negatively charged particles in the system experience electrical forces exerted on them in the –z direction and in the reverse direction for an opposite charge. Consequently, the mobile VNL molecule is then driven through the OpdK pore (Figure 6-9), where the possible permeation pathway can be obtained by continuous forces exerted on the carboxylate group of VNL (dash line in Figure 6-9).

Figure 6-9 Cartoon representation of VNL trajectories under the condition of a constant electric field.

Since the magnitude of electrical force is proportional to an applied electric field, the higher electric field applied, the larger the force exerted on charged particles becomes. In simulations with a high-strength electric field, VNL molecules can translocate through the OpdK pore with few protein contacts (Figure 6-7). This
implies that the electric field of 0.15 V/m is too high that the VNL can be linearly driven through the Opdk pore by the sole electric force. Besides, the orientation and movement of all charged sidechains are strictly dictated by a large electric field which leads to the protein distortions found in this study. In previous study, the electric field was applied to the simple system with a fragment of voltage sensor of KvAP channel embedded in a membrane (180). They illustrated that the protein structure and function could be maintained, even up to 5 V of an electric field. My studies appear to give the opposite outcome. Considering the system in a previous study (180), almost all charged residues located in helices of a voltage sensor are buried in a membrane. The membrane insulator gives adequate protection against the high-strength electric field where this allows charged residues to function. On the other hand, all functional charged residues lining along water-filled pore surface in my system encounter the same constant field as in a bulk region leading to the confined sidechain orientations and leading to misleading results. In a short MD timescale (~10 ns), SMD appears to give more meaningful results although both SMD and an applied electric field are non-equilibrium techniques. With the limit of simulation time, using such a high-strength electric field significantly interrupts the native orientations of all charged particles in my system, which drives the system further away from equilibrium. This will then hide the occurrence of the actual phenomenon.
6.4 Conclusions

The MD0 simulations show that the upper L3-L7 region serves as a first dock for VNL. The orientation of VNL plays a key role in this docking. To avoid an extrusion, the VNL conformation has to fit the Arg patch and a series of aromatic and polar residues at the opposite end in the upper L3-L7 region (Figure 6-3E). Both Arg patch and aromatic residues are crucial for VNL recognition. A COO\(^-\) group on VNL is stabilized by the Arg patch while the rest of VNL molecule is in contact with aromatic and polar residues on L7 at the other end. Both L3 and L7 in the constriction site contribute to VNL binding, but only L7 has a significant role in both stabilizing an aromatic ring of VNL and controlling the dimension of the pore cavity. It is found that the motion of the tip of L7 contributes to a change in pore size. Furthermore, hydrogen bond analysis from SMDs reveals a role of positively charged patch in threading a VNL molecule to the constriction site. Besides, the MD results suggest the dominant role of aromatic (W169 and W275) and polar (N294) residues in attracting a free VNL from an extracellular environment. This finding is supported by the electronegative extracellular periphery of OpdK (5). This electronegative rim prevents anions and negatively charged molecules approaching the vestibule. However, VNL molecules or other small aromatic molecules with negative charge can be tracked by interactions with aromatic and polar residues at the extracellular mouth instead. When a VNL approaches the upper L3-L7 region, the Arg patch can then facilitate translocation to the constriction site. Subsequently, the highly positive charges on the periplasmic interior surface lead the VNL to the outlet.

Comparing the interior architecture of OpdK with the known crystal structures of other members in the OprD family, OprD and OprP (12, 22), not only does OpdK contain a major substrate-binding site at the middle of the pore like OprD
and OprP, but all of them also show the similar behaviour of trapping their substrates. OprD and OprP are basic amino acid- and phosphate-selective, respectively. The opposite sign of the electrostatic potential on the extracellular pore surface seems to play a key role in attracting anions and positively charged amino acids from the environment (12, 22). Similarly in the OpdK pore, the positively charged patch on one side and a mixed aromatic and polar region at the opposite site are located on the pore surface in order to attract a free VNL and for substrate recognition. However, it appears that the trick of acquiring either highly charged small amino acids or anions is dominated by the electrostatic attraction, while the larger aromatic molecules with small charges are tracked by polar interactions. Although the diverse types of attractive forces are used to procure free substrates, the key factor to thread substrates to the exit hall is the electrostatic forces. The sink of either negatively or positively charges at the periplasmic mouth existing in all OpdK, OprD, and OprP appears to take a major responsibility in streaming a solute to the periplasmic end, especially that of OprP also found to contribute to a phosphate selectivity (181). Overall, according to the findings here and previous studies both unique substrate-binding site and a charged interior at the periplasmic end acts as a part of the signatures for the OrpD family.

Finally, elucidating the OpdK behaviour responding to its substrate (VNL) not only serves as a representative to better understand the structural and functional basis of the other members in the OprD family, but also may yield fundamental information for the lead design of new drugs against *P. aeruginosa*. Also, the mechanism of VNL translocation shown here may play a role in screening for compounds with better permeability properties.
7 CONCLUSIONS

The work described in this thesis addresses several aspects of OMPs, such as protein dynamics, uptake of substrates, selectivity, as well as the OMP-based models for design of synthetic nanopores. Initially, the general porin, OmpC, was studied in comparison with the well-studied OmpF (Chapter 3). Understanding the nature of both general and prevalent porins acts as a primary source to advance our knowledge to better understand the behaviour of more complex porins in the uptake processes, as seen in the Chapter 4 and 6. The majority of this thesis concentrates on probing translocation processes of solute via substrate-specific porins. Also, the knowledge of selectivity properties among these porins serves as a template for nanopore design in Chapter 5.

Firstly, the major porins, OmpC and OmpF, in *E. coli* have been investigated in the Chapter 3 where these general pores serve as models to understand protein dynamics and function via the conventional MD. The nature of well-studied OmpF was investigated parallel to the newly crystallized OmpC. Despite the fact that both porins share similar structural features the simulation results show that OmpC is not only more stable than OmpF on the 10 ns MD timescale, but also more cation-selective. Both porins are prevalent in *E. coli*, but the expression of OmpF is reduced and reversed in the production of OmpC under the extreme condition (32). This is one of the survival mechanisms of bacteria. The more stable and more selective OmpC is therefore important to minimize the risk. The MD results also illustrate the role of the constriction loops (L3) in binding to the substrate, which is the unique feature of porins. The constriction loop L3 not only serves as the most favourable site for solute but controls the pore cavity as well. Importantly, for such non-specific porins, the electrostatic potentials of both porins in an association with the previous
study (36) reveal the key role of entropic effects in the solute diffusion. It can be initially learnt from this study that electrostatic factor is not always the major driving force for solute uptake, especially for less charged or bulky solutes. This initial finding plays a key role in the Chapter 6 where the translocation of bulky charged solute is determined.

Secondly, the more complex substrate-specific channel, OprP, was studied in Chapter 4. Unlike the general porins in Chapter 3, the more complicated features such as the Arg ladder and Lys sink make the OprP pore more specific to anions, especially a phosphate ion. In this project, the behaviour of OprP responding to the substrate binding is highlighted. However, the entire process cannot practically be observed on the standard MD timescale. More advanced techniques are then applied to capture such unlikely processes. Beneficially, the phosphate-selective properties of OprP over a common chloride ion were also drawn to light. In OmpC and OmpF, the excessive negatively charged residues inside a pore permit both porins to favour cations, but this cluttered charged interior does provide neither specificity nor selectivity among cationic species. On the contrary, OprP contains an array of positively charged residues along the pore surface to attract free anions. Even though the organized Arg ladder located in the extracellular vestibule serves as a snare for all anionic species, key charged residues on the constriction loop L3 at the middle of the pore efficiently construct the energetic barriers to characterize anions (in this case are phosphate and chloride ion) where the phosphate can be recognized by the double-well energy landscape. Besides, the larger size and higher charges of phosphate ion permitting stronger interactions allow a phosphate to deeply sink into the constriction site and also be continuously glided to a Lys sink at the periplasmic chamber. Unlike phosphate, although both chloride and phosphate share the most
favourable binding site at the constriction zone, a chloride ion experiences more
difficulties to translocate to the periplasmic chamber. The key factor of the phosphate
translocation is the “sweeping” mechanism. All arginines and lysines generate the
brush-like environment where Pi is swept along the pore axis until it reaches the
periplasmic exit. On the other hand, the chloride ion appears to be fully hydrated
which prevent interactions with pore-lining residues leading to the loss of favourable
free energy at the periplasmic vestibule. The differences in the energetic profiles and
hydration shells allow both phosphate and chloride to be differentiated. From
Chapter 3 and 4, it is clear that the array of flexible and charged residues in the
confined environment plays a nontrivial role in the substrate selectivity. Based on
this finding, an OprP-like synthetic nanopore is modelled in Chapter 5 in order to
study the possibility of implanting phosphate-selective properties into a pore model
for possible applications in bionanotechnology.

Thirdly, the pore-lining charge architecture of OprP was transferred to the
modelled pore to mimic the selective behaviour for phosphate ion as found in OprP
(Chapter 5). Since my simulation results reveal the important role of charged brush-
like behaviour in phosphate selectivity, the models built in Chapter 5 duplicated both
interior architecture of positively charged residues and pore cavity. The sidechains of
all pore-lining Arg and Lys residues were planted to the pore surface of the modelled
nanopore. Both phosphate and chloride PMFs were computed to compare with those
from the biological OprP pore. The phosphate PMF profile of the modelled nanopore
gives the similar energy landscape as found in the original OprP pore, which
successfully implies the high possibility of the pore model to express phosphate-
selective behaviour. With only an array of positively charged residues, the ability to
become phosphate-selective is dramatically increased to ~ 400 times greater than a
chloride one. Moreover, to emphasize the effects of charged brush-like characteristics on the phosphate translocation, the set of pore models with the different length of charged sidechains were investigated. With the narrowest pore diameter of ~ 0.6 nm, the most flexible model (MP1) seems to give the most favourable phosphate-binding site. The sidechain flexibility is found to play a role in dehydration of Pi. The longer sidechains allow an increase in the degree of freedom to tightly bind to Pi, especially in the narrowest constriction zone. The Pi selectivity of models with shorter sidechains, MP2 and MP3, is reduced 2-fold and 5-fold from the fully flexible MP1. It appears that the affinity of Pi binding depends on the ability of the pore to dehydrate and interact with Pi where such ability can be obtained by an increase in the flexibility of pore-lining sidechains.

Fourthly, in the past two chapters, the translocations of common ions with high charges and small degrees of freedom were investigated. Many simulation techniques were applied in order to probe such transport processes. All experiences gaining form previous chapters were bought to the last ‘Result’ chapter. The translocation of more complex solute, aromatic VNL with a charge of -1 (see Chapter 6), via the OpdK pore were studied. For ion channels, the major attraction for solute is the electrostatics where the selectivity can be determined by the confined geometry inside the constriction zone. On the other hand, the more complex and less polar solute like VNL appears to act differently. The molecular orientation and polar interactions seem to dominate both selectivity and permeation. My finding suggests that the translocation can be driven when the VNL molecule reorients to fit the subsite above the constriction area where the carboxylate group of VNL points towards the positively charged patch and the rest of the molecule is aligned to the opposite direction which is surrounded by the aromatic and polar amino acids
(Chapter 6). The simulation results show that the success VNL has to reorient before passing through the periplasmic chamber. When the orientation of VNL matches with the pocket above the constriction site. The hydrogen bonds between the carboxylate group of the VNL molecule and the Arg patch are then drag the entire molecule into the constriction site. Unlike the OprP pore where the free anion is trapped and translocated through the pore by electrostatic interactions along the pore axis, the OpdK pore scavenges for free VNL by firstly tracking aromatic and polar interactions before utilizing electrostatic interactions to drive VNL to the periplasmic hall. Although both OprP and OpdK employ different strategies to trap their substrate from the environment, both of them share the same feature of the charged sink at the periplasmic end. The charged clusters in both OprP and OpdK are found to be responsible for the substrate translocation from the constriction site to the periplasmic end. Interestingly, the crowd of charged residues at the periplasmic end seems to be one of unique features of the currently known structures in the OprD family (5, 12, 22).

Finally, the thesis has demonstrated the potential exploitation of computational techniques, especially MD simulations to gain novel insight into the biological function and dynamics of OMPs. Also, the novel knowledge from my thesis may help to supplement and inspire further structural and functional experiments that aid to fight *E. coli* and *P. aeruginosa*. Moreover, the highly phosphate-selective properties of OprP revealed in this thesis can also serve as a base for the future design of robust nanopores in the bionanotechnology aspect.
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Appendix: Publication arising from this Thesis

A research article has resulted from the simulation work presented in this thesis. Chapter 4 is largely based on publication, whilst Chapter 5 and 6 can be considered as “manuscripts in preparation”.


Research article