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Abstract

The existence of the matter in the universe is still an unsolved puzzle. After the Big Bang, both matter and antimatter should have been created in equal amounts, and subsequently annihilated. The leading theories to explain the existence of matter require an imbalance in the production of matter and antimatter in the early universe. This in turn requires CP violation, an asymmetry of the laws of physics between matter and antimatter. cryoEDM is designed to explore the total amount of CP violation and resolve this issue.

cryoEDM is a next-generation neutron electric dipole moment search in a commissioning phase of development at the Institut Laue-Langevin, Grenoble. A critical requirement of EDM searches is knowledge of the magnetic environment. This work is concerned with the development, implementation, and performance of the currently operating magnetometry system based on SQUID magnetometers.

An analysis scheme to provide magnetometry data over the volume occupied by the neutrons, from measurements using the available magnetometers, is developed. An updated method to calibrate the magnetometers using internal sources of magnetic fields is presented, and found to give good agreement with independent measurements. A new method of calibration using the neutrons as a reference is discussed, and tests on an example arrangement are shown to be promising. Algorithms for detecting and correcting for hardware induced artefacts in the data are produced, and demonstrated to reconstruct the field with good agreement in all but the noisiest environments. A software framework is developed to combine these into a real-time analysis that provides feedback and diagnostics to the experiment.

Using this new system the resolution of the magnetometers installed in cryoEDM is found to be limited by the environmental noise, and would give a false EDM signal that is greater than the statistical uncertainty in neutron counting. However, the resolution has been somewhat artificially limited to reduce the susceptibility to the RF interference present. This still allows the magnetometry to act as a useful diagnostic tool on any issues in the current magnetic environment, even if in a sub-optimal configuration. For example, investigation of the magnetic shielding of the experiment finds a reduction in the shielding relative to the design, a situation which is being addressed with the design of additional shielding. Once this shielding is installed the resolution of the magnetometers will improve as well as the slew rate of the SQUIDs, which is found to be lower than the 47 µTs^{-1} required to measure AC fields applied during a measurement.

The current system can also determine sources of magnetic perturbations created within the experiment, which will require addressing before a full EDM run can be performed. For example, cryogenic effects are observed to occur approximately hourly causing large shifts in the magnetic field. Also operation of valves controlling the flow of neutrons around the experiment are found to produce both AC magnetic fields from the driving motors, and shifts in the field from their movement. Situations which can be resolved by reexamination of installation and operational procedures.
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Glossary

C-symmetry Charge-conjugation symmetry, a system is C-symmetric if it appears the same when particles are replaced with their charge conjugates.

CKM matrix Cabibbo-Kobayashi-Maskawa matrix. A rotation matrix that transforms quark wavefunctions from mass eigenstates to weak eigenstates.

CP-symmetry A combination of C- and P-symmetries.

CPT-symmetry A combination of C-, P-, and T-symmetries. CPT symmetry is required by Lorentz invariant quantum field theories with Hermitian Hamiltonians.

DAQ Data acquisition.

EDM Electric dipole moment.

FIR filter Finite impulse response filter. A digital filter using only data samples to produce its output.

IIR filter Infinite impulse response filter. A digital filter using feedback of previous values in addition to data samples.

P-symmetry Parity Symmetry, a system is P-symmetric if it appears the same under the co-ordinate transformation $r \mapsto -r$.

PMNS matrix Pontecorvo-Maki-Nakagawa-Sakata matrix. A rotation matrix that transforms neutrino wavefunctions from mass eigenstates to weak eigenstates.

PMT Photomultiplier tube.

Rabi resonance A measure of the population of two non-degenerate states as a function of the frequency of radiation inducing a transition between the states.

Ramsey resonance Similar to a Rabi resonance with a phase accumulation period carried out in an intermediate state. The outer envelope is that of a Rabi resonance.

SCV Superfluid containment vessel, the container within the magnetic shields where a measurement is performed holding the electrodes and magnetometry and where the neutrons spend most time.
**SQUID** Superconducting quantum interference device, a sensitive magnetic flux to voltage converter.

**SUSY** Supersymmetry. An additional symmetry that transforms between fermionic and bosonic states.

**T-symmetry** Time-reversal symmetry, a system is T-symmetric if it appears the same under the transformation $t \mapsto -t$.

**UCN** Ultracold Neutrons, neutrons with a kinetic energy lower than the Fermi potential of certain materials, typically less than 1 $\mu$eV. They can be confined due to total reflection from these materials at any incidence angle.
Introduction

cryoEDM is a next generation cryogenic neutron electric dipole moment (EDM) search, currently being constructed by a collaboration with over 15 years of experience with neutron EDM searches, hoping to shed light on beyond standard model sources of CP violation. The aim is to obtain a two orders of magnitude improvement in the world’s best limit on the neutron EDM, currently held by this group, reaching a sensitivity of $1 \times 10^{-28}$ e cm.

To accomplish this goal it requires a magnetometry system to operate in the sub-Kelvin temperatures within the experiment, and able reach sensitivities beyond the capabilities of current systems used in such experiments. In this thesis the work done to develop the magnetometry system for cryoEDM is detailed. This work is the culmination of three years of development at the University of Oxford and one year on-site at the Institut Laue-Langevin in Grenoble, France where the experiment is housed.

The physics goals of cryoEDM, and electric dipole moment searches in general, will be explored in a description of CP violation and EDMs in the first chapter. In the second chapter the measurement principles of previous neutron EDM searches, and the improvements over them that constitute cryoEDM will be described to provide context for the magnetometry requirements needed to obtain the expected experimental limit.

The remainder of the thesis can be broken down into three broad categories:

1. Development and testing of the magnetometry system’s software algorithms.

2. Ground work for developing the magnetometry system and a magnetically clean environment.
3. Performance of the magnetometry system as a whole, and characterisation of the magnetic environment as seen by the magnetometry.

These categories will be expanded upon in chapters three to seven. An analysis scheme capable of providing the magnetometry requirements from the available magnetometers is discussed and methods of performing a calibration of the magnetometers is investigated in the third chapter. The appearance of hardware artefacts in the magnetometry signals that require removal and compensation, and details and performances of algorithms to accomplish this correction, will be presented in the fourth chapter.

Details of investigations into the magnetic properties of materials for components to be used in cryoEDM will be given in the fifth chapter.

In the sixth chapter an analysis of the magnetic environment in cryoEDM and the performance of the magnetometers will be given, along with the applicable constraints on the neutron EDM limit derived from these. The seventh chapter will present a discussion of the work preformed and the conclusions of the thesis.

Five appendices are provided, the first deals with the method of determining the value of the neutron EDM from measurements. The second deals with the methods of extracting calibration data for the magnetometers. The third deals with the calibration of the equipment used to investigate the magnetic properties of materials. The last two appendices expand upon elements of the software framework developed.

In short, this work represents the development of the magnetometry system from a disjointed collection of hardware, software requests, and specifications into a functional system serving as a vital operational and analysis component, and useful diagnostic tool within the experiment cryoEDM.
Chapter 1

CP violation and EDMs

1.1 Matter-antimatter asymmetry

One of the longstanding mysteries in physics is why the universe is made of matter. Given a baryon symmetric Big Bang [1], where initial conditions have a zero baryon number, the matter and antimatter contents of the universe should be equal. The equal distributions should have totally annihilated with each other to produce a universe which is empty, apart from radiation. Clearly this is not the case as stars, planets, and indeed ourselves are made from matter.

Putting anthropic arguments aside, the Wilkinson Microwave Anisotropy Probe (WMAP) [2] can place a value on the baryon number in the universe expressed as a ratio to the number of photons [3], this value is

\[ \eta = \frac{\eta_B - \eta_{\bar{B}}}{\eta_\gamma} = (6.116^{+0.197}_{-0.249}) \times 10^{-10}, \] (1.1)

which is not compatible with zero and leaves an interesting problem.

Among the theories proposed to account for the observation of the existence of matter is baryogenesis [4]. Baryogenesis requires three conditions to be met in order to allow a matter-antimatter asymmetry in the early universe. These conditions were proposed by Sakharov
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in 1967 [5]. These Sakharov conditions are

1. Baryon number non-conservation

2. Out-of-thermal-equilibrium interactions

3. C and CP violation

Baryon number non-conservation is possible within the Standard Model [6] through non-perturbative effects [7], and out-of-thermal-equilibrium interactions are to be expected during a first-order electroweak phase transition [8] of the early universe.

It is the third of these conditions that is of interest here. The work of Wu in 1957 [9] showed both the charge conjugation symmetry and the parity symmetry to be maximally violated in the weak interaction. It remains that CP violation is the limiting condition on the matter-antimatter asymmetry, and so this is of particular interest.

### 1.2 CP violation

Charge-parity symmetry (CP) is an operation on a wave function that replaces particles with their charge conjugates and inverts the co-ordinate system. Until 1964 it was assumed to be an unbroken symmetry of nature, however it is now known to be violated at a small level.

Electromagnetism respects the CP state of the reactants and products during interactions [10]. Despite a generic term in the QCD Lagrangian allowing potentially large CP violating effects,

\[
\mathcal{L} = -\frac{n_f g^2 \theta}{32\pi^2} F_{\mu\nu} \tilde{F}^{\mu\nu},
\]

where \( n_f \) is the number of fermions, \( g \) is the strong coupling constant, \( F_{\mu\nu} \) is electromagnetic tensor with tilde representing its dual, and \( \theta \) is an arbitrary constant, no experimental evidence of CP violation in the strong sector has been discovered so far [11]. Indeed it is limits
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on the electric dipole moment of the neutron that constrain the CP violating parameter such that $|\theta| < 0.7 \times 10^{-11}$ [12], a value so much lower than the order unity one might naturally expect that it prompted Peccei and Quinn to suggest a new U(1) symmetry that promotes $\theta$ to become a field [13]. This symmetry, when spontaneously broken, gives the CP violating term its small value. Excitations in this field lead to the so far unobserved particles, axions [14][15].

The CP implication of gravity is hotly debated [16][17] and not fully resolved, however experimental investigation is underway [18][19] using cooled anti-hydrogen. Currently it is the weak interaction that is the only known force to violate CP.

CP violation was first observed indirectly in the neutral kaon sector in 1964 [20]. The combination of $K_1 = \sqrt{\frac{1}{2}}(K_0 + \bar{K}_0)$ and $K_2 = \sqrt{\frac{1}{2}}(K_0 - \bar{K}_0)$, which are CP +1 and CP −1 eigenstates, would be equivalent to the weak eigenstates with definite lifetimes $K_S$ and $K_L$ if the CP symmetry was not violated. In this experiment a beam of neutral kaons was prepared such that the short lived $K_S$ component had decayed, leaving a beam of the long lived $K_L$. The $K_L$ being an expected CP −1 eigenstate should decay predominantly to the CP −1 eigenstate $3\pi$. A small number of the decays produced the CP +1 eigenstates $2\pi$ with a branching ratio of $2 \times 10^{-3}$, hence violating CP. The implication was that the weak eigenstates were in fact a combination $K_S = K_1 + \varepsilon K_2$ and $K_L = K_2 + \varepsilon K_1$ with $\varepsilon = 2.3 \times 10^{-2}$. This is known as indirect CP violation as it manifests in the mixing of the states rather than directly in a decay.

Measurements of direct CP violation have also been made in the kaon sector at CERN [21] and Fermilab [22] through measurements of the four decays:

$$ K_{L/S} \rightarrow \pi^0\pi^0 \quad (1.3) $$

$$ K_{L/S} \rightarrow \pi^+\pi^- \quad (1.4) $$
the ratio of which is dependent on the direct CP violating parameter $\mathcal{R}(\varepsilon')$ such that

$$\mathcal{R}(\varepsilon') \approx \frac{1}{6} \left[ \frac{\Gamma(K_L \to \pi^+\pi^-)}{\Gamma(K_L \to \pi^0\pi^0)} / \frac{\Gamma(K_{L} \to \pi^{+}\pi^{-})}{\Gamma(K_{L} \to \pi^{0}\pi^{0})} - 1 \right].$$ (1.5)

The experiments gave values of this parameter of $(18.5 \pm 4.5 \text{(stat)} \pm 5.8 \text{(syst)}) \times 10^{-4}$ and $(28.0 \pm 3.0 \text{(stat)} \pm 2.8 \text{(syst)}) \times 10^{-4}$.

Measurements have also been performed in the B meson sector at the BaBar [23] and Belle [24] experiments looking at the decays of the B meson. Differences in the decay rates between antimatter partners have been observed for many of these mesons extending the known CP violation beyond just the kaon system. Recently LHCb has measured CP violation in the charmed meson sector at $3.5\sigma$ [25] through differences in the decay rates between the decays $D^0 \to K^+K^-$ and $D^0 \to \pi^+\pi^-$, and their CP conjugates. The CP violation measured so far is located solely in the quark sector, and currently all CP measurements are consistent with a CP violating phase in the CKM matrix [26].

However, the amount of CP violation currently measured in the CKM matrix is too small to account for the full extent of the matter-antimatter asymmetry [27][28], providing a baryon asymmetry of only

$$|\eta| < 10^{-26},$$ (1.6)

which is several orders of magnitude lower than the measured value given in equation 1.1. It is therefore necessary to look for sources of CP violation beyond the Standard Model.

### 1.3 Beyond Standard Model sources

Generally all extensions to the Standard Model contain possible sources of CP violation. The neutrino sector can contain a CP violating phase in the PMNS matrix [29] in the same manor as the CKM matrix in the quark sector. Additionally, if neutrinos are Majorana particles, a fermion that is its own antiparticle, two extra phases are introduced [30] into the matrix: with neutrino and antineutrino fields equal fewer phases can be absorbed into the neutrino
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fields [31] than in the Dirac case. Majorana neutrinos would be required for neutrinoless double beta decay. The existence of sterile neutrinos [32], neutrinos that do not couple to the electroweak force, would extend the PMNS matrix from $3 \times 3$ to $(3 + N) \times (3 + N)$ for $N$ sterile neutrinos, parametrising such a unitary matrix would mean $\frac{(3+N-1)(3+N-2)}{2}$ CP violating phases are produced [33] instead of one. Such neutrinos are required if the seesaw mechanism [34], where a very large element in the mass matrix drives one of the mass eigenvalues down, is the correct explanation of the small masses of the neutrinos when compared to other Standard Model particles.

Models with more than one Higgs-doublet [35], multi-Higgs theories, also contain interesting sources of CP violation through complex Yukawa couplings, the couplings between the Higgs and fermion fields, and scalar-pseudoscalar Higgs mixing [36][37]. Additionally multi-Higgs theories can break CP spontaneously [38], meaning that the Lagrangian is CP symmetric but the resulting vacuum is not, and so can produce large intrinsic CP violation. Multi-Higgs systems are a requirement for supersymmetric models.

There are models, known as left-right symmetric models [39], which add an extra SU(2) symmetry as a right handed equivalent of the weak interaction and predict right handed $W'$ and $Z'$ bosons, analogues of the left handed $W$ and $Z$ bosons, which are currently unobserved [40][41]. This introduces 6 CP violating phases in the quark sector and a CP violating phase in the Higgs sector [42] through extra complex couplings.

However, perhaps the largest new CP violating contributions come from supersymmetric theories [43]. Indeed limits on the electric dipole moments have already ruled out supersymmetric theories that permit CP violation at tree level [44].

Supersymmetry (SUSY) is an operation on a wave function that replaces bosons with fermions, and fermions with bosons, such that the two states differ only by their spin. As particles with equal mass but different spins have not been observed SUSY must be a broken symmetry, giving the SUSY partners of Standard Model particles significantly higher masses. This effectively doubles the number of particles in the Standard Model. Since SUSY theories introduce extra fields with their associated couplings there are many ways they can introduce
CP violating effects. Indeed in the general formulation there are 44 CP violating phases [45], enough to produce levels of CP violation much greater than experimental limits allow, as mentioned above. For a full review of the CP implications of SUSY theories the reader is directed to [46]. Supersymmetry is a promising solution to the hierarchy problem [47], where quadratically divergent loop contributions to the Higgs mass push its value towards the Planck mass, due to the partial cancellation of otherwise identical bosonic and fermionic loop contributions.

With the many speculations of extra sources of CP violation, it would be useful to have a way of measuring the scale directly without relying on model dependent processes. This will prove to be the forte of particle electric dipole moments.

1.4 Electric dipole moments

An electric dipole moment is a description of an electromagnetic interaction with a non-spherical charge distribution, specifically a distribution with two equal and oppositely charged poles. A system of two charges \( \pm q \), separated by a distance \( r \), gives an electric dipole moment of \( d = qr \). Electric dipole moments (EDMs) are a useful tool to get a handle on CP violation. Consider a particle, the only direction associated with it is its spin, therefore the EDM may only be resolved either parallel or antiparallel to the spin. Seen in figure 1.1 is an illustration of how an EDM violates T and P symmetries. Assuming a particle’s spin and EDM are aligned performing a parity transformation will flip the axes \( r \rightarrow -r \) causing \( d \rightarrow -d \) but not affecting the spin. The EDM and spin are then anti-aligned so the states before and after the parity transformation are not equivalent unless \( |d| = 0 \), ergo a non-zero EDM would violate parity. Similarly a time-reversal transformation would flip just the spin leaving the EDM anti-aligned, again requiring \( |d| = 0 \) to avoid T-violation.

Assuming CPT is conserved, which is a mathematical consequence of Lorentz invariant quantum field theories [48], the violation in T must be compensated for exactly by violation in CP to keep the combination CPT unviolated. Thus any measurement of an EDM is a
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Figure 1.1: Illustration of an EDM violating T and P symmetries. Initially the EDM and spin are aligned, after either a T or P transformation the spin or charge distribution respectively flips leaving the EDM and spin anti-aligned. Neither operations preserve the initial configuration unless $|d| = 0$.

measure of CP violation. For example, a Feynman diagram producing a quark EDM within the Standard Model is shown in figure 1.2. Diagrams with other flavours combinations in the quark loop must also be considered, but for simplicity are ignored here. The diagram is clearly dependent on the CKM matrix parameters $V_{cb}V_{ub}^*$, which is different from the CP inverted diagram’s term $V_{ub}V_{cb}^*$ if there is a non-zero complex phase in the CKM matrix. These theoretical EDM results are a simple illustration, a more detailed treatment of the above is given in [49] and [50]. The focus of this thesis is on the experimental aspects of EDM searches.
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Figure 1.2: An example Feynman diagram showing a process producing an EDM for a quark in the Standard Model to the lowest possible order. The $c$ and $b$ $W$-vertices introduce a term sensitive to the phase in the CKM matrix, $V_{cb}V_{ub}^*$, that is not identical to the CP transformed term, $V_{ub}V_{cb}^*$, hence this diagram violates CP.

It shall finally be noted that the various sources of beyond Standard Model CP violation give different values to the electric dipole moments of different particle species. So while a single EDM measurement is valuable as a probe into CP violation, a collection of EDM measurements will give a method for model differentiation [51]. Figure 1.3 shows the expected ranges for both electron and neutron electric dipole moments in various popular theories. It is clear that certain theories have already been ruled out, and others give differing ranges for the EDM values for both particles. Table 1.1 shows the most recent limits on the EDM of the leptons and common baryons and notes on how they were obtained. Only the neutron, electron, and mercury EDMs can be measured using a small scale experiments and the mercury EDM already has a very good limit.
1.4 Electric dipole moments

Figure 1.3: Shown are the experimental limits for neutron and electron EDMs with theoretical predictions for their values in certain beyond Standard Model models, shown in [52] updated with recent results. Neutron EDM predictions are double-hatched, electron EDM predictions are single-hatched.

<table>
<thead>
<tr>
<th>Particle</th>
<th>Experiment/institution(Date)</th>
<th>Method</th>
<th>Limit / e cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutron</td>
<td>nEDM (2003)</td>
<td>Stored neutrons</td>
<td>$3.0 \times 10^{-26}$ [53]</td>
</tr>
<tr>
<td>Proton</td>
<td>BINP (2003)</td>
<td>Inferred from Hg</td>
<td>$5.4 \times 10^{-23}$ [54]</td>
</tr>
<tr>
<td>$e$</td>
<td>Imperial College London (2011)</td>
<td>YbF beam</td>
<td>$1.1 \times 10^{-27}$ [55]</td>
</tr>
<tr>
<td>$\mu$</td>
<td>muon (g-2)/Brookhaven (2009)</td>
<td>Storage ring</td>
<td>$1.8 \times 10^{-19}$ [56]</td>
</tr>
<tr>
<td>$\tau$</td>
<td>BELLE (2003)</td>
<td>$e^+e^- \rightarrow \tau\bar{\tau}$ events</td>
<td>$4.5 \times 10^{-17}$ [57]</td>
</tr>
<tr>
<td>Hg$^{199}$</td>
<td>University of Washington (2009)</td>
<td>Absorption spectrum</td>
<td>$3.1 \times 10^{-29}$ [58]</td>
</tr>
<tr>
<td>$\nu_e,\nu_\mu$</td>
<td>Universidad de Granada (1990)</td>
<td>Astrophysical</td>
<td>$2 \times 10^{-21}$ [59]</td>
</tr>
<tr>
<td>$\nu_\tau$</td>
<td>Universidad de Granada (1990)</td>
<td>Astrophysical</td>
<td>$1.6 \times 10^{-16}$ [59]</td>
</tr>
</tbody>
</table>

Table 1.1: Table showing the current best experimental limits on the EDM of various particles.
1.4 Electric dipole moments

The measurements of the EDMs of the electron and neutron have similar principles (described in section 2.1) but have various technical distinctions. Electron EDMs experience a theoretically determinable enhancement factor by being coupled into atoms or molecules and can be produced in higher densities than free neutrons, however the Standard Model prediction for its EDM is up to seven orders of magnitude lower than that of the neutron. Neutrons, being electrically neutral, can be harder to manipulate but conversely are more stable when experimental electromagnetic fields are applied. Additionally neutrons can be confined in traps for long periods of time where as electrons are typically measured in molecular beams, meaning that much longer measurements may be performed on neutrons than on electrons. cryoEDM is concerned with the measurement of the electric dipole moment of the neutron.
Chapter 2

cryoEDM

EDMs are predicted to be very small, the standard model value of the neutron EDM is predicted to be $|d_n| \sim (10^{-33} - 10^{-31})$ e cm [60] (or $|d_n| \sim 10^{-29}$ GeV$^{-1}$ in natural units). It therefore requires very sensitive measurements to approach this value. A description of the general measurement principle shall be given, followed by a brief overview of previous EDM experiments before focusing on the new generation of experiments and cryoEDM.

2.1 EDM measurement principle

The earliest measurements of electric dipole moments were carried out in electron-neutron scattering by looking for a dipole interaction directly, such as that performed by [61] and interpreted by [62]. The limit in sensitivity of this technique was quickly reached and so a more sensitive, if less direct, method was devised. This method has been the principle for all subsequent neutron EDM experiments.

Analogously to the fact that in the presence of a magnetic field a neutron’s magnetic moment will precess around the axis formed by the magnetic field, a neutron’s EDM in an electric field will precess around the axis formed by the electric field. As the EDM and spin are aligned, in an applied electric and magnetic field the precession frequency will be the sum of the precession terms from the magnetic moment and EDM. In the case of the fields
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Figure 2.1: Shown is an illustration of the measurement procedure for a Ramsey resonance: 1. A spin polarised (spin-up) neutron precesses in a magnetic field; 2. An RF pulse is applied to the neutron to rotate the spin into an intermediate state; 3. The neutron has a period of free precession during which a phase shift relative to the RF signal may accumulate; 4. The RF pulse is applied a second time to complete the rotation of the spin; 5. The neutrons’ spin-state is now dependent on the phase shift introduced during free precession, and is ready for spin analysis.

having a common axis this yields a precession frequency of \( \hbar \omega = |2\mu_n B \pm 2d_n E| \), where the sign is given by the relative alignment \( \hat{B} \cdot \hat{E} \). Clearly, measuring a change in this precession frequency correlated with a change in the applied electric field is a signal of an EDM.

The method most popular for measuring precise changes in the precession frequency is the method of separated oscillatory fields [63] developed by Ramsey in 1950. An Illustration of the process can be seen in figure 2.1. The measurement starts with a polarised bunch of particles precessing in a magnetic field. A rotating magnetic field is applied to the particles perpendicular to the magnetic field and at a frequency resonant with the precession. In the spin’s rotating reference frame this field will appear static and perpendicular to the spin-polarising field, causing the spin to precess around it. This results in the particle’s spin rotating between spin-up and spin-down states. The rotating field can be applied until the spins are in an intermediate spin state. Free precession is allowed in this state until the rotating field is applied to rotate the spin back to a pure spin polarisation. However, if
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Figure 2.2: Shown is an example experimental curve showing how the neutron spin-up count varies with the frequency of an applied AC magnetic field. Clearly visible are Ramsey fringes giving a resonance frequency of 29.91 Hz. The regions of the curve the experiment operates in are labelled with ‘X’.

The frequency of the rotating magnetic field is not resonant with the precession frequency during the period of free precession, a phase will be introduced between the applications of the rotating field relative to the spin. The subsequent rotation will result in a superposition of up and down spin states, which is dependent on the phase shift. Measuring the relative populations of spin-up and spin-down particles will yield the value of the phase shift and so the precession frequency. Figure 2.2 shows an experimental curve giving the number of spin-up counts from a polarised neutron source after such a cycle as a function of the applied field frequency. Clearly visible are the fringes in polarisation caused by the Ramsey resonance. The outer envelope is that of a Rabi resonance [64], the probability of a non-resonant field rotating the spin between the initial and final state with no period of free precession. The central minimum in counts is at the neutron’s precession frequency.
2.2 Previous experiments

The first neutron EDM measurements using this resonance technique were performed by Ramsey himself in 1957 [65] using a neutron beam. An arrangement of magnetic fields as described above was applied to a polarised beam of neutrons. The intensity of neutrons passing through a spin analyser was measured in response to an electric field applied to the beam. A limit of $|d_n| < 4.0 \times 10^{-20}$ e cm was inferred from the measurements. Experiments continued in this manner until 1980 [66] when ultracold neutrons (UCN) were first used. The kinetic energy of these neutrons, typically $E_K < 1 \mu eV$, is low enough to reflect at any angle from certain materials [67], e.g. Beryllium. This allows the neutrons to be stored for a significant length of time, increasing exposure to the electric field and removing large systematic effects. A summary of notable previous neutron EDM results can be seen in table 2.1.

<table>
<thead>
<tr>
<th>Experiment/institution</th>
<th>Date</th>
<th>Limit / e cm</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANL</td>
<td>1950</td>
<td>$3.0 \times 10^{-18}$</td>
<td>[62]</td>
</tr>
<tr>
<td>ORNL</td>
<td>1957</td>
<td>$4.0 \times 10^{-20}$</td>
<td>[65]</td>
</tr>
<tr>
<td>ORNL</td>
<td>1967</td>
<td>$7.0 \times 10^{-22}$</td>
<td>[68]</td>
</tr>
<tr>
<td>ORNL</td>
<td>1973</td>
<td>$1.0 \times 10^{-23}$</td>
<td>[69]</td>
</tr>
<tr>
<td>ILL</td>
<td>1977</td>
<td>$3.0 \times 10^{-24}$</td>
<td>[70]</td>
</tr>
<tr>
<td>PNPI</td>
<td>1980</td>
<td>$1.6 \times 10^{-24}$</td>
<td>[66]</td>
</tr>
<tr>
<td>PNPI</td>
<td>1981</td>
<td>$6.0 \times 10^{-25}$</td>
<td>[71]</td>
</tr>
<tr>
<td>PNPI</td>
<td>1986</td>
<td>$2.6 \times 10^{-25}$</td>
<td>[72]</td>
</tr>
<tr>
<td>ILL</td>
<td>1990</td>
<td>$1.3 \times 10^{-25}$</td>
<td>[73]</td>
</tr>
<tr>
<td>PNPI</td>
<td>1992</td>
<td>$9.7 \times 10^{-26}$</td>
<td>[74]</td>
</tr>
<tr>
<td>nEDM</td>
<td>1999</td>
<td>$6.9 \times 10^{-26}$</td>
<td>[75]</td>
</tr>
<tr>
<td>nEDM</td>
<td>2003</td>
<td>$3.0 \times 10^{-26}$</td>
<td>[53]</td>
</tr>
</tbody>
</table>

Table 2.1: Table showing the experimental limits on the neutron EDM obtained by previous experiments.
This group has been involved in many EDM measurements and currently holds the best limit on the neutron EDM. The previous generation of the experiment produced a limit of $|d_n| < 3.0 \times 10^{-26} \text{ e cm}$. It is the aim of the cryoEDM group to improve on this limit by two orders of magnitude.

2.3 cryoEDM

cryoEDM is one of the next generation of neutron electric dipole moment searches [76] based at the Institut Laue-Langevin (ILL) in Grenoble, France. The major improvement over the previous incarnation of the experiment is its cryogenic nature, the experiment is conducted in superfluid helium-4 at approximately 0.5 K. The advantages of this become clear with reference to the equation governing the sensitivity of the determination of the EDM from the polarisation measurements, a standard result derived in appendix A. The value of the electric dipole is given by

$$d_n = \frac{\hbar(\delta N_{\uparrow\uparrow} - \delta N_{\uparrow\downarrow})}{2EN\alpha\tau}, \quad (2.1)$$

where $\delta N$ is the difference between spin-up and spin-down counts and arrows represent the relative alignment of electric and magnetic field. The uncertainty on this value is given by

$$\sigma(d_n) = \frac{\hbar}{2E\alpha\tau\sqrt{N}}, \quad (2.2)$$

where $E$ is the applied electric field, $\alpha$ is the product of the spin analyser efficiency and neutron polarisation, $T$ is the neutron storage time (the period of free precession during a Ramsey measurement), and $N$ is the total number of neutrons used to compute the result. Filling the experimental volume with liquid helium improves each of these parameters over the room temperature experiment.

Most importantly, a new UCN creation channel is available [77]. The number of UCN available directly from the reactor is quite small, more numerous higher energy neutrons (a kinetic energy of 1.4 meV) can be converted to UCN by scattering from phonons in superfluid
Figure 2.3: (Left) An illustration of the neutron (red) and phonon (blue) dispersion curves in liquid helium. At the temperature and pressure of cryoEDM these intersect at the point where a neutron’s wavelength is approximately 9 Å. Therefore it is possible that neutrons with this momentum can produce a phonon with the same energy and momentum, scattering to very low energies, approximately $2 \times 10^{-7}$ eV. (Right) The storage time of UCN as a function of temperature. Below 0.7 K the storage time is flat, above this temperature the storage time drops to zero. This is the reason cryoEDM must be operated below 0.7 K.

helium. At this energy the superfluid phonon dispersion curve intersects that of the neutron, so a neutron can resonantly scatter to an energy of approximately $2 \times 10^{-7}$ eV. Figure 2.3 shows the dispersion curves for both neutrons and phonons in liquid helium, the intersection occurs at a wavelength of approximately 9 Å. To make use of this method the volume must be cooled below 0.7 K, this ensures that the thermal population of phonons is not large enough to scatter a significant number to UCN back to higher energies as shown by the neutron storage times in figure 2.3. The expectation is that this will improve the sensitivity of the experiment by a factor of 6.

A higher electric field can be supported in liquid helium than in vacuum [78]. As the EDM resolution is linearly dependent on the electric field applied this directly affects the sensitivity. The electric field is expected to be increase to at least 40 kV cm$^{-1}$ and it is expected that this will improve the sensitivity by a factor of at least 4.

Impurities on surfaces that encounter neutrons, which can scatter the ultracold neutrons to higher energies, are cold and so less likely to scatter the neutrons significantly [79]. This
both relaxes the surface contamination requirements and also improves the lifetime of the neutrons when stored. Again, this affects the sensitivity linearly and it is expected that this will improve the sensitivity by a factor of at least 2.

The low temperature allows superconducting shielding to be used, increasing the stability of the magnetic environment, which can depolarise the neutrons. The expected improvement in sensitivity from this and other magnetic improvements is expected to be nearly a factor of 2.

2.4 Apparatus

Figure 2.4: Shown is an Illustration of the cryoEDM apparatus, showing the important aspects discussed within this thesis. Neutron flow control valves, cryogenic systems and the neutron source are at the right of the image. The measurement region is centre-left within the SCV, solenoid, and lead and mu metal shields. High voltage is applied from room temperature at the extreme left.

cryoEDM consists of a Helium-3 cryostat cooling approximately 50 litres of isotopically pure superfluid helium-4. A schematic of the experiment can be seen in figure 2.4. Polarised cold neutrons enter the superfluid volume through an aperture to the neutron source where UCN are created. The UCN are trapped by copper-beryllium guide tubes, which steer the UCN through the experiment. At the far end of the experiment are neutron cells composed
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Figure 2.5: Shown is a diagram of the neutron guides, valves, actuators and motors in cryoEDM. Each cell has a plug acting as a valve, connected to stainless steel actuator rods and driven by external motors. A flap valve allows three paths for the neutrons: source to cells; source to detector; cells to detector. The flap valve is controlled in the same way as the cell valves. The source valve releases neutrons from the source tube into the guides and is operated by a separate internal motor.

of 250 mm diameter ceramic cylinders with pure beryllium electrodes acting as end caps, separated by 45 mm. In these cells Ramsey measurements are performed. Each cell is capable of storing the ultracold neutrons for of the order of hundreds of seconds during a measurement. The measurement assembly is held in a container known as the superfluid containment vessel (SCV) that is housed inside a superconducting solenoid. The solenoid is cooled by concentric liquid helium and liquid nitrogen canisters hung from the outer vacuum can by steel hangers. An electric field of 40 kV cm$^{-1}$ is applied between the electrodes from a room temperature high voltage supply using a retractable feed-through.

A branch of the guide tube is terminated with a spin flipping solenoid, a spin analyser and neutron detectors. The analyser consists of a magnetised iron layer, which decreases the material’s potential barrier for aligned spins allowing them to pass through to the detector. The potential barrier for anti-aligned spins is increased by the analyser, and so these are reflected. The detectors are purpose built lithium coated cryogenic silicon detectors [80]. An
incoming neutron reacts with the lithium layer through the reaction $^{6}\text{Li} + n \rightarrow ^{4}\text{He} + ^{3}\text{H}$. Either the alpha particle or triton can enter the silicon causing an ionisation current to flow. This current, the output of the detector, is read through a multi-channel analyser.

Various control values exist to contain neutrons in specific parts of the volume, e.g. the source tube while building UCN numbers, the neutron cells during a measurement, or to allow access to the detector tube. These are operated by actuator rods, which are housed in the superfluid volume, driven by room temperature motors housed outside the experiment. Figure 2.5 shows the arrangement of the neutron guides, cells, valves, actuators, motors and detectors.

2.4.1 Magnetic perturbation reduction

As cryoEDM is housed in a neutron scattering facility, there are many experiments that use magnetic fields in their operation. If large, these fields can alter the magnetic field over the measurement volume. To reduce the experiment’s susceptibility to external magnetic fields three methods of reducing the magnetic perturbations are employed, mu-metal shields, a superconducting shield, and a compensation system. Figure 2.6 shows the arrangement of these within the experiment to scale. A detailed description of each method will now be given;

1. Mu-metal shields - a close to $4\pi$ coverage of the experimental volume with three layers of a high magnetic permeability metal, offering a more favourable path for stray magnetic field lines through the material than through the centre of the volume. The shield is formed from three cylinders co-axial with the experimental volume, each with a length of 3.2 m and diameters 1.018 m, 1.098 m, and 1.178 m. The outer cylinder is fitted with end caps to close the shields at either end. The cylinders have holes to allow the steel hangers supporting the nitrogen and helium tanks to attach to the outer vacuum can. The end caps have holes for the neutron guide and high voltage supply to pass through the shield. The HV end cap has an additional top-hat shaped cap to
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Figure 2.6: Shown is a scale diagram of the shielding elements in cryoEDM. The three concentric shielding systems are shown coaxially with the SCV and neutron cells. The neutron guide and solenoid are held in a helium tank, which is free to move. Also shown is a carbon fibre former that holds the AC field coil and trim coils.

close the shields further. Each layer of the mu-metal has the ability to be demagnetised individually.

The mu-metal is estimated from simulations to have a dynamic shielding factor of order 10 against axial perturbations and of order $10^2$ against transverse perturbations.

2. Superconducting lead shield - a cylinder of lead, with a superconducting transition temperature of 7.2 K, thermally anchored to a liquid helium bath. Flux penetration through the lead is zero due to the Meissner effect \[81\]. The cylinder is co-axial with the experimental volume, 2.68 m long, 0.724 m in diameter, and 1 mm in thickness.

The shielding factor of a superconducting cylinder is given by $\exp(-3.83 \frac{z}{R})$ and $\exp(-1.84 \frac{z}{R})$ for the axial and transverse components respectively \[82\], and so the shielding is estimated to be $1 \times 10^6$ against axial perturbations and $1 \times 10^3$ against
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transverse perturbations.

3. Compensation coils - two dipole coils, octagonal in shape with side length 0.6 m, wound externally around the experimental volume and 2 m apart. The coils are co-axial with the experimental volume, have 78 turns and are powered to minimise the axial component of the error flux over the volume as read by six external fluxgates. The cancellation of much of the external perturbation produces an effective shielding. The shielding factor is estimated to be approximately 10.

The design of shielding is such that the combination of all three methods should produce a total shielding factor that is the product of the individual shields [83], giving shielding of $10^8$ against axial perturbations and $10^5$ against transverse perturbations. Figure 2.7 shows a photo of the cryoEDM apparatus with the vacuum can open and the mu-metal cap removed giving a view of the concentric shielding.

2.4.2 The solenoid, AC & trim coils

Figure 2.6 also shows the position of the solenoid, and a carbon fibre coil former that supports the magnetic coils used in the operation of the experiment.

The superconducting solenoid is of length 2.627 m, has a diameter of 0.684 m, and is coaxial with the neutron cells. It is formed from 10800 turns in two layers of 0.48 mm niobium-titanium wire. The two ends of the solenoid are joined with a superconducting link connected to a heater that acts as a switch to enable running of the solenoid in a persistent mode. The solenoid has a transition temperature of 9.3 K.

The carbon fibre former holds multiple coils. There is a saddle shaped coil designed to produce a uniform magnetic field vertically along the experimental $y$-axis over the neutron cells, which is used to apply the AC fields required in a Ramsey cycle. The former also supports 19 “trim” coils of various designs and orientations used to improve the homogeneity of the experimental field.
2.5 Measurement cycle

Polarised ultracold neutrons are created in the superfluid Helium-4 source volume. Once enough UCN have collected they are transferred to the neutron cells in the SCV by opening the source valve and cell valves. The neutrons then diffuse analogously to a gas through the guide tubes. Once the neutron density in the cells is maximal, the cell valves are closed trapping the neutrons within. The source begins refilling immediately to minimise the dead time between measurements.

The cells are exposed to the same magnetic field, but different electric fields are applied across them (typically $+E_0$, 0, and $-E_0$) to reduce systematic uncertainties. A resonance cycle is then applied to the neutrons and a cell valve opened releasing the neutrons. The valve to the detector tube is also opened and the neutrons diffuse to the analyser.
numbers of neutrons in the spin-up polarisation state is measured directly by the detector response. Once this state is measured, the anti-aligned spin state is then flipped using the spin flipping solenoid and passed through the analyser again to count their numbers. This process is repeated for each neutron cell.

By this point, the number of neutrons in the source volume should have built up enough that a measurement on the next batch of neutrons can begin.

### 2.5.1 EDM determination

Once the relative populations of spin-up and spin-down neutrons have been determined it is possible to obtain a value of the neutron EDM. A brief description of the method of determining this value will now be given. Many constant systematic uncertainties can be removed if the EDM is deduced from the quantity

\[
h(\omega_{\uparrow\uparrow} - \omega_{\uparrow\downarrow}) = |2\mu_n|(B_{0\uparrow\uparrow} - B_{0\uparrow\downarrow}) - 4d_nE, \tag{2.3}
\]

where \(\omega_{\uparrow\uparrow}\) and \(\omega_{\uparrow\downarrow}\) are the precession frequencies of the neutrons observed with the magnetic and electric fields aligned and anti-aligned respectively, and \(B_{0\uparrow\uparrow}\) and \(B_{0\uparrow\downarrow}\) are the modulus of magnetic fields applied to the neutrons when the magnetic and electric fields aligned and anti-aligned respectively. In the notation above the relative alignment of the magnetic and electric fields is averaged over both combinations of field orientations that produce it, i.e. \(\uparrow\uparrow\) is the average of \(\uparrow\uparrow\) and \(\downarrow\downarrow\), and \(\uparrow\downarrow\) is the average of \(\uparrow\downarrow\) and \(\downarrow\uparrow\). So the EDM is determined from a shift in the precession frequency between measurements of aligned and anti-aligned field configurations, this eliminates systematics that are uncorrelated to the electric field direction. At this stage any corrections for changes in the magnetic field must be applied. When using the theoretical curve to relate neutron counts to precession frequency equation 2.3 gives a value of the EDM and uncertainty stated in equations 2.1 & 2.2.

The neutron EDM and its uncertainty can now be determined from sets of spin statistics with correction for magnetic field changes.
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2.5.2 Operating points

While the position of the central minimum of the resonance curve will yield the neutron precession frequency, it is impractical to obtain a full resonance curve in each configuration. Once a resonance has been measured the applied frequency is set such that the experiment is conducted in a region of the resonance where $\frac{\partial N}{\partial \omega}$ is maximum, thus producing the largest change in neutron counts for change in precession frequency. As the curve is symmetric, by changing the frequency of the applied field by a small amount the operating point can be moved to the point on the resonance curve where the gradient is exactly opposite. Measurements taken at these points can be combined to cancel certain systematic effects, which are associated with changing the polarity of the electric field. For example if the signal from the neutron detector is affected by the field polarity to cause a shift in neutron counts, the opposing gradients would produce a false EDM in opposite directions, which can be cancelled upon summation. These points are marked with an ‘X’ in figure 2.2.

2.5.3 Systematic effects

A number of systematic effects can affect the results of an EDM measurement. The most serious are those which are correlated with the direction of the electric field and can escape the precautions used in sections 2.5.1 and 2.5.2. The systematic effects have been well studied in the lifetime of this experiment and are considered manageable. A short list of the major systematics will be given.

**Hysteresis of magnetic shields** Magnetic shielding is typically constructed out of a magnetisable material and so can have a remnant magnetisation. This is caused due to the hysteresis of the magnetisation in an applied field. The magnetisation can distort an applied field, which, if the magnetisation is dependent on the electric field direction, can appear as a false EDM signal.

In the room temperature experiment, changes in the electric field induced currents in the magnetic field coil causing disturbances in the stabilised current. This was fed back
to the coil producing an unstable magnetic field through the mu-metal surrounding the experiment. These fields induced a hysteresis in the mu-metal shielding correlated with the electric field direction. This varied the magnetic field with position and, due to its highly localised nature, the magnetometry could not be used to fully compensate for the magnetic field changes. The effect gave a false EDM signal of about $1 \times 10^{-25} \text{e cm}$ when using a 12 kV cm$^{-1}$ electric field.

Such fields have been reduced significantly in the cryogenic experiment by the inclusion of a superconducting solenoid to be used in persistent mode. This bypasses the need for a current stabiliser, which caused the unstable fields. Further, the inclusion of a superconducting shield reduces the effect of any hysteresis in the mu-metal to a point where false EDM signals of $1 \times 10^{-30} \text{e cm}$ are expected, well below the sensitivity aim of the experiment.

**Cell displacement** No magnetic field can be perfectly homogeneous. The neutron cells are subjected to a magnetic field that depends upon their position. If the position changes then the value of the magnetic field changes also. If the changes correlate with the electric field direction a false EDM is induced.

The cells are subjected to large electric fields in the region of 50 kV cm$^{-1}$. This can exert a large force on the cells, of order 1 Newton, and could in principle move the cells. If the geometry was symmetric then the forces should not vary with the sign of $E$, however asymmetries are expected and must be allowed for.

The apparatus is designed such that asymmetries at the 5 % level will produce displacement of no more than 10 nm. The rigidity of the system required to overcome this effect must be weighed against the damage that could be caused due to thermal contraction if the system is too rigid. With this design, and anticipated radial magnetic gradients of approximately 3 nTm$^{-1}$, the false EDM signals induced by such movements are estimated to be at the $1 \times 10^{-28} \text{e cm}$ level.

**High voltage ripple** The high voltage used to create the electric field across the experiment is produced by a Cockroft-Walton [84] generator. This requires an alternating
driving voltage, which is produced at 10 kHz. The driving voltage is generated from the mains supply, which operates at 50 Hz. It is possible that one, or both, of these frequencies will be transmitted through the generator in small amounts, causing a ripple on the otherwise DC voltage.

This small AC component will produce an alternating displacement current and hence an alternating magnetic field in the $x$-$y$ plane, which will create a shift in the Larmor frequency of the neutrons [85]. The 10 kHz component shifts the Larmor frequency down. A 0.6 % ripple in the high voltage at this frequency would cause a false EDM signal of $1 \times 10^{-28}$ e cm to be observed. The specifications of the generator limit the ripple from both frequencies to 0.04 % and so this frequency should not concern the experiment. The 50 Hz component will shift the Larmor frequency up, a 0.08 % ripple in the high voltage at this frequency would cause a false EDM signal of $1 \times 10^{-28}$ e cm to be observed. Again the specification of the supply is better than this requirement.

$E \times v$ Particles moving with a velocity $v$ through an electric field $E$ will experience a magnetic field $\frac{E \times v}{c^2}$. As this field will reverse with $E$ it is liable to produce a false EDM signal.

The measurement is not performed on a single neutron but on a batch of neutrons, and so the average motion through the electric field is the concern. This motion can be broken down into the motion of the centre of mass of the neutrons, and motion around the centre of mass. Motion of the centre of mass is expected to be caused by warming of the neutrons counteracting their displacement under gravity, and will be vertically upward. Movement in the $x$-$y$ plane produces a magnetic field also in the $x$-$y$ plane, which gives a change in magnitude of the magnetic field that does not depend on the sign of the electric field. This will give a false EDM of approximately $2 \times 10^{-29}$ e cm but can be removed by the procedure in section 2.5.1.

Motion around the centre of mass is likely to be caused due to off axis filling of the neutron cells and the torque around the centre of the cell due to gravity. This motion decays quickly after filling. Simulations show that the false EDM produced by such a
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motion would be $2.7 \times 10^{-27}$ e cm, this is far too large. However, a 2.5 second delay between filling and measurement allows the motion to decay to the extent that a false EDM would be $2.7 \times 10^{-28}$ e cm, which is far more acceptable.

**Geometric phase** In addition to the field above, created by movement through the electric field, there is a magnetic field in the $x$-$y$ plane caused by field gradients expected in the axial direction. The product of these two fields create a field that the neutrons experience as rotating. The interaction of the neutrons with this field is complicated and is treated fully in [86], here the analytic result is quoted. The resulting false EDM is given by

$$d_e = \frac{\hbar}{6} \frac{dB_0}{dz} \frac{1}{B_{0}^{2}} \frac{\langle v^2 \rangle}{c^2},$$

(2.4)

where $B_0$ is the applied magnetic field, and $v$ is the velocity distribution of the neutrons.

With the magnetic gradients expected, 3 nT m$^{-1}$, a false EDM of $2.4 \times 10^{-27}$ e cm would be produced. This is unacceptably large and sets of coils are placed around the experimental volume designed to trim the field such that the gradients are as low as 0.1 nT m$^{-1}$. This leads to a false EDM of $8 \times 10^{-29}$ e cm with the magnetic field trimmed.

Additionally, as the false EDM from this effect scales as $\frac{1}{B_0^2}$, a larger applied magnetic field is beneficial. Although this is true only up to the point where the growing magnetic field instabilities dominate the systematics.

2.5.4 Magnetic specification summary

The false EDM induced by a change in the magnetic field during a measurement considering both electric field directions is

$$\sigma(d_n) = \frac{\mu_n \sigma(B)}{2E},$$

(2.5)
where $\mu_n$ is the magnetic moment of the neutron and $\sigma(B)$ are the fluctuations in the magnetic field. This will dominate the counting statistics when

$$\sigma(B) > \frac{\hbar}{\mu_n \alpha T \sqrt{N}},$$

(2.6)

For the expected values $\alpha = 0.9$, $T = 300$ s, and $N = 4.5 \times 10^5$ this is approximately 60 fT. The magnetic field stability must be significantly below this for the experiment to be limited by neutron statistics.

This, and systematics described in the previous section, give the various magnetic specifications required to meet the aimed for experimental sensitivity. The following will be a short summary of the necessary magnetic properties required in order to reach the limit of $10^{-28}$ e cm:

- Fluctuations of the magnitude of the magnetic field during a 300 second measurement cycle must be below 60 fT.
- Axial magnetic gradients must be below 0.1 nTm$^{-1}$
- Radial magnetic gradients must be below 3 nTm$^{-1}$

With such strict magnetic requirements a suitable magnetometer is required to ensure they are upheld.

### 2.6 Choice of magnetometer

As the magnetic properties need to be monitored carefully, the correct choice of magnetometers to accomplish this is important. The previous generation of the experiment, operated at room temperature, used a mercury co-magnetometer [87] where polarised $^{199}$Hg atoms occupied the same volume of neutrons and underwent the same measurement cycle. The polarisation of the $^{199}$Hg atoms was continuously measured through the absorption of light from a $^{204}$Hg lamp passing through the cell, and read with a PMT. The EDM of mercury
having already been measured to be far below the measurement aim of the neutron EDM [58], there would be no significant electric contribution to the Ramsey curve. This system could not operate in the cryogenic environment of the new experiment and so an alternative magnetometer is required. Several options were available for a cryogenic magnetometer. The options considered are:

**Fluxgates** Their operation described below, fluxgates are magnetometers that can operate in cryogenic temperatures and have resolutions of the order nanotesla, which is insufficient for the needs of the experiment. They also introduce magnetic field perturbations in the regions around the device due to magnetic materials in the sensor and modulation currents applied to them during read-out. These issues make fluxgates unsuitable as the primary magnetometer in this experiment.

**UCN** If not experiencing an electric field, the measurement procedure described above on UCN will provide a measure of the magnetic field. This will automatically be at the precision required to correct for fields experienced by the neutrons. However, this arrangement, by definition, can not be used as a co-magnetometer as they must not experience the applied electric fields required for a measurement, and so would have to be housed in separate cells. To produce a good picture of the magnetic field from isolated measurements requires frequent sampling. Having many neutrons cells devoted to magnetometry is infeasible, and so the spacial resolution would be low. Additionally, UCN measurements do not provide a real time measure of the magnetic field, only the volume and time average after each measurement is available. This means certain diagnostics would be difficult to perform using UCN alone.

**$^3$He co-magnetometer** This is intended for use in a proposed EDM measurement [88]. This is operated in a similar manner to the mercury magnetometer, however the polarisation of the $^3$He atoms is monitored by a separate magnetometer, a SQUID system. The inclusion of a second magnetometer for read-out adds significant extra complication to the system. A source of polarised $^3$He would also need to be developed, again adding complications. Additionally, since $^3$He is a strong absorber of neutrons through
the reaction \( n + ^3\text{He} \rightarrow ^4\text{He} \), careful control of the amounts of \(^3\text{He}\) would need to be put into place to ensure that both neutrons and \(^3\text{He}\) survive long enough for the measurement to be performed.

**SQUIDs** Their operation described below, SQUIDs are magnetometers that have been shown to have resolutions as good as \(0.3 \text{ fT Hz}^{-\frac{1}{2}}\) \([89]\) and to have measured magnetic field changes as low as \(5 \times 10^{-18} \text{T}\) over several days \([90]\). The downside of using a SQUID sensor is that it measures the flux only through its sensing region. This makes it an isolated measurement and so a number of SQUIDs are required to sample the field enough to give a good spacial resolution. As SQUIDs are commercial products this causes no problem, as an arbitrary number of SQUIDs can be installed. The sensing regions are loops of wire and so many can be accommodated in the experimental volume.

Due to its advantages, a SQUID system has been chosen to be used as the primary magnetometer. To complement this, fluxgates are installed to give a rough estimate of the field, and two magnetometry UCN cells are planned for fine adjustments.

## 2.7 Magnetometry equipment

The experiment has two types of magnetometers available for diagnostics, SQUIDs and fluxgates. Their basic operation is given below and their arrangement in the cryostat follows.

### 2.7.1 Fluxgates

A fluxgate consists of a core of high permeability metal wound with two coils. An alternating driving field is applied through one coil, and an induced response measured on the second coil. The magnetisation curve of a material is not globally linear, so the induced response will be asymmetric unless the material has zero net magnetisation. An offset in the driving field is adjusted until the response is symmetric. At this point the offset field is exactly
cancelling any applied field, and so its negative is used as the output of the magnetometer.

The fluxgates used in cryoEDM have a maximum sensitivity of 0.1 nT, a maximum range of ±20 µT, and a maximum bandwidth of 10 Hz [91]. Additionally the driving field would be a significant magnetic perturbation and so fluxgates can not be placed in the immediate vicinity of the neutron volumes.

The fluxgates use both off-the-shelf sensors and readout electronics, and so have tabulated calibrations.

2.7.2 SQUIDs

A superconducting quantum interference device (SQUID) is a sensitive flux-to-voltage converter. It operates due to the interference of two currents passing around a superconducting loop, where each branch of the loop contains thin insulating barriers, Josephson junctions [92]. Figure 2.8 shows the basic layout of a SQUID loop and the currents involved. A supercurrent can tunnel across a thin barrier between two superconductors with the electrons pairs remaining correlated. The resulting current is modulated sinusoidally by the phase difference between the states either side of the junction, i.e \( I(t) = I_c \sin(\phi(t)) \), where \( I_c \) is the critical current of the junction, the lowest current through the junction that will not produce a potential across the junction and depends on the construction of the junction, and \( \phi(t) \) is the phase difference across the junction. In a loop of two junctions the total current through the loop would be the sum of the two junctions’ currents,\n
\[
I = I_c \sin(\phi_1) + I_c \sin(\phi_2) \tag{2.7}
\]

\[
I = I_c \sin(\phi_0 - \frac{\delta \phi}{2}) + I_c \sin(\phi_0 + \frac{\delta \phi}{2}) \tag{2.8}
\]

\[
I = 2I_c \sin(\phi_0) \cos(\frac{\delta \phi}{2}) \tag{2.9}
\]

where \( \phi_0 \) is the average phase across the two junctions and \( \delta \phi \) is the phase around the loop.
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Figure 2.8: Shown is a schematic of a DC SQUID, with a bias current passing through a superconducting loop, with each branch containing a Josephson Junction that the supercurrent can tunnel through. The current through each branch depends sinusoidally on the phase across the junction $\phi$. The total current through the loop is modulated by the phase difference around the loop. This phase difference is proportional to the magnetic flux through the loop, $\Phi$. A voltage is produced across the loop, which is taken as the SQUID output, this voltage has a sinusoidal response to the flux through the loop.

In the presence of a magnetic field a phase is introduced around the loop that is proportional to the flux through the loop [93], an effect which leads to flux quantisation in the absence of the junctions. The difference in phase around the loop is $\delta\phi = 2\pi \frac{\Phi}{\Phi_0}$, and the current through the loop modulates as $I = 2I_c \sin(\phi_0) \cos(\pi \frac{\Phi}{\Phi_0})$. The SQUID is operated so that the bias current is larger than the critical current and so a potential difference is present across the loop, given by $V = R(I_B^2 - I^2)^{\frac{1}{2}}$. Due to the modulation of the current the voltage across the loop is modulated by the flux passing through the loop, this modulation is sinusoidal with a period of one flux quantum. This periodic nature of the SQUID means that a static SQUID cannot measure the absolute field, there will be an unobserved offset equal to an integer number of flux quanta from the real field. Figure 2.9 shows an illustration of how this can be used to produce a magnetometer.

This sinusoidal output can cause difficulty in extracting a meaningful magnetic signal. This can be rectified by use of a feedback coil wound with the SQUID coil to keep the flux
Figure 2.9: Schematic of the components of a SQUID used as a magnetometer. The SQUID loop is powered by a bias current, and the output voltage is measured across the SQUID loop. This output is modulated by the flux through the SQUID loop with a period of one flux quantum. Flux is applied to the SQUID loop through an input coil, which is typically connected through a twisted-wire pair to a pick-up loop, all of which is superconducting. The pick-up loop acts as a flux transformer coupling flux from the environment into the SQUID loop. A feedback coil allows offsets to be applied to the SQUID loop to keep the field through the SQUID loop constant.

through the SQUID coil constant, and in a region where the SQUID response is linear in applied field. This region is referred to as a “working point”. The change in feedback field will be linear in the applied field and is taken as the magnetometry signal. Figure 2.10 shows an illustration of this feedback procedure. Limitations in the application of the feedback and its effects on the SQUID signal will be discussed in section 2.7.2.1.

A small modulation current of 100 kHz is also sent through feedback coil and so coupled into the SQUID. A lock-in amplifier attached to the SQUID output then extracts the component of the output with the same modulation.

The size of the SQUIDs mean it would be impractical to measure the magnetic field applied directly through the loop. The SQUIDs measure the field applied to them through a superconducting multi-turn input coil wound with the SQUID coil. This input coil is attached to a superconducting “pick-up” loop, which acts as a flux transformer to couple magnetic field observed in the environment on to the SQUID chip.

The SQUIDs used in cryoEDM can have a sensitivity in the region of 0.1 fT and a
Figure 2.10: An illustration of the operation of the feedback system. *(Left)* The field through the SQUID loop $B_{SQUID}$ is maintained at a level to produce no output. The feedback field $B_{feedback}$ is adjusted to offset the environmental field $B_{environment}$ such that $B_{SQUID}$ is at this point. Any small changes in $B_{environment}$ will cause a change in output of $\frac{dV}{dB}\delta B$, the feedback electronics induces a field change of opposite magnitude through the feedback coil to return the output to zero. Provided the field changes are small $\frac{dV}{dB}$ can be taken as constant. This produces a linear relationship between $B_{environment}$ and $B_{feedback}$ *(Right)*. The feedback voltage is taken as the output of the magnetometer.

bandwidth of 100 kHz. They too suffer from creating significant magnetic perturbations due to modulation currents, but can be effectively isolated from the neutron volume by the pick-up loops.

The SQUIDs themselves are commercially available but some components have been modified to ensure correct operation at 0.5 K. The readout electronics for the SQUIDs is a combination of off-the-shelf systems and electronics and cabling designed and built by the Oxford group. Each pick-up loop requires careful calibration.

### 2.7.2.1 Feedback artefacts

The finite voltage range and non-zero slew rate of the SQUID feedback system gives rise to three types of artefacts in the data coming directly from the hardware. These are resets, flux jumps, and loss of lock.

**Resets** The simplest feedback artefact introduced by the above system is a reset. The
feedback system can apply voltages to the feedback coil in the range -10 V to +10 V, and so the magnitude of the feedback field is limited. Once this is at maximum any further increase in the applied field can not be compensated for and the SQUID output will leave the linear region. To overcome this, as the feedback signal approaches the limiting value the feedback is zeroed and the system attempts to find a linear region of the SQUID response requiring a lower feedback field. In normal operation the feedback range covers more than one flux quantum, so a linear region with a lower feedback field can be found. The result of this resetting is a large discontinuity in the SQUID signal. The change in voltage at the discontinuity corresponds to an integer number of flux quanta.

Figure 2.11 shows an example of a reset in the feedback system as the output tries to exceed -10 V.
Figure 2.12: Example of a single flux quantum loss with a discrete change in voltage of -1.3 V seen on the same SQUID as in figure 2.11. The FWHM of the noise on this SQUID is 0.4 V, so the flux jump can be distinguished from noise. However there are occasions when the noise is larger than the size of change corresponding to a flux quantum, and so it can be difficult to distinguish artefacts from the noise.

Flux jumps A more problematic artefact is introduced by the non-zero response time of the feedback. If the rate of change of applied field exceeds the slew rate of the system, the feedback momentarily “loses lock” and can settle on a different working point. Specifically, if the difference between the applied and feedback fields is greater than half a flux quantum [94], then the gradient of the response curve tends to move the feedback away from the original working point. The result is a smaller discontinuity, again the voltage change corresponds to an integer number of flux quanta, although typically only one flux quantum. Flux jumps are typically caused by very rapidly changing signals, or poor signal-to-noise ratios.

Figure 2.12 shows an example of a flux jump as the noise temporarily exceeds the slew rate in the feedback system.
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**Losing lock** A serious issue is caused if the applied field exceeds the slew rate of the feedback system for an extended period of time. The feedback system can not compensate for changes in the magnetic field but still attempts to. This causes the SQUID to become unstable and vary wildly. As the magnetometer output no longer has a direct relation to the applied field, there is no way to compensate for this effect and retrieve the magnetic signal seen during this period.

2.7.2.2 SQUID noise

The power spectrum of magnetometer noise tends to take two distinct forms: a white noise region, constant in frequency, which is the fundamental noise of the magnetometer; and a noise that scales as $\frac{1}{f}$. Noise of the latter type appears in many condensed matter systems [95][96] and SQUIDs are no exception [97], much work is done by manufactures to reduce this and can push the region where the $\frac{1}{f}$ contribution dominates to below about 1 Hz. Noise of the form $\frac{1}{f^\alpha}$ also enters from the environment which, if large, can swamp the noise produced by the SQUID itself. These noise features are in addition to any noise peaks from specific sources. An example noise spectra, here defined as the square root of the power spectra, displaying all these features can be seen for 5 SQUIDs without pick-up loops attached in figure 2.13 as measured by S. Ingleby [98].
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Figure 2.13: An example of SQUID noise spectra as measured by S. Ingleby [98] on 5 SQUIDs without pick-up loops attached. Clearly visible is a $\frac{1}{f}$ region below 1-10 Hz, and a white noise region above. Also peaks at particular frequencies can be seen, e.g. at 50 Hz. The measurement was taken through a 10 kHz low pass filter.

2.7.3 Arrangement

Of the two types, the experiment has the following magnetometers. 12 SQUIDs, 5 cryogenic fluxgates, 3 external fluxgates arranged in a triple axis set-up, and 6 fluxgates used in a feedback system to control the compensation coils. Figure 2.14 shows a schematic of how the magnetometers are generally arranged inside the cryostat.

Much of the work in this thesis concerns data taken during a 2010 data run. Figure 2.15 and table 2.2 gives the position and orientations of the magnetometers installed during the data run. While other SQUIDs were installed in this run, either no calibration coils were installed with them or they could not be operated, so they are not useful as magnetometers and shall not be listed. It is worth noting that the pick-up loops of SQUIDs 1, 4, and 11 are of the same dimensions, the pick-up loop attached to SQUID 5 has approximately one fifth of the area. SQUID 5 has a diameter of 16 mm and a sensing area of $2 \times 10^{-4}$ m$^2$, SQUIDs
Figure 2.14: Schematic of the magnetic components of cryoEDM. Shown are the SQUIDs located on the far left outside of the shielding, and the pick-up loops coupling magnetic flux into the SQUIDs near the neutron cells. The fluxgates are shown surrounding but outside the SCV.

1, 4, & 11 each have a diameter of 35mm and a sensing area of $9.6 \times 10^{-4}$ m$^2$. Figure 2.16 shows a photo of the pick-up loops installed in the experiment for the 2010 data run.

<table>
<thead>
<tr>
<th>Magnetometer</th>
<th>Position</th>
<th>Aligned</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Radial / cm</td>
<td>Angular / degrees</td>
</tr>
<tr>
<td>SQUID 4</td>
<td>11</td>
<td>-5</td>
</tr>
<tr>
<td>SQUID 1</td>
<td>11</td>
<td>-5</td>
</tr>
<tr>
<td>SQUID 11</td>
<td>11</td>
<td>-5</td>
</tr>
<tr>
<td>SQUID 5</td>
<td>11</td>
<td>75</td>
</tr>
<tr>
<td>Fluxgate 1</td>
<td>20</td>
<td>45</td>
</tr>
<tr>
<td>Fluxgate 2</td>
<td>10</td>
<td>45</td>
</tr>
<tr>
<td>Fluxgate 3</td>
<td>10</td>
<td>315</td>
</tr>
<tr>
<td>Fluxgate X</td>
<td>200</td>
<td>0</td>
</tr>
<tr>
<td>Fluxgate Y</td>
<td>200</td>
<td>0</td>
</tr>
<tr>
<td>Fluxgate Z</td>
<td>200</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2.2: Table showing the approximate positions and orientations of the magnetometers installed in cryoEDM during the 2010 data run. The angular position is measured from vertical up and axial position measured from the wall of the first neutron cell.
Figure 2.15: Shown is a scale schematic of the size and positions of the magnetometers in and around the SCV viewed from above.

2.7.3.1 Calibration coils

In order to calibrate the SQUIDs, dedicated calibration coils are installed on the same supports as the pick-up loops. Three such coils can be seen in figure 2.16, to the left of centre on the lower pick-up loop and to the extreme left and right of the upper loop. These coils are short solenoids wound on a PTFE former, they have a length of 5 mm, and an inner diameter of 2 mm. They typically have of order 200 turns. They are connected through filtered twisted wire pairs to DACs controlled by the magnetometry software. Table 2.3 gives the position and orientation of the calibration coils installed in the 2010 run.

<table>
<thead>
<tr>
<th>Coil</th>
<th>Position</th>
<th>Aligned</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Radial / cm</td>
<td>Angular / degrees</td>
</tr>
<tr>
<td>cc 5</td>
<td>10</td>
<td>250</td>
</tr>
<tr>
<td>cc 6</td>
<td>10</td>
<td>185</td>
</tr>
<tr>
<td>cc 7</td>
<td>10</td>
<td>80</td>
</tr>
</tbody>
</table>

Table 2.3: Table showing the approximate positions and orientations of the calibration coils installed in cryoEDM during the 2010 data run. The angular position is measured from vertical up and axial position measured from the wall of the first neutron cell.
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Figure 2.16: Shown are two of the large SQUID pick-up loops, and two small off-axis pick-up loops installed in cryoEDM surrounding the neutron guide, the image is rotated 90° such that the experimental z-axis is from the bottom to the top of the image. The upper pick-up loop is made from niobium-titanium wire glued to the G10 former with stycast. The lower pick-up loop is formed from a lead-tin coated copper track on a PCB. The off-axis loops are niobium titanium wire wound around the black formers on the supports between the large loops. To the left of centre on the lower pick-up loop is a SQUID calibration coil mounted so the solenoid’s axis is in the z direction, two more are mounted on the extremes of the upper loop. SQUID 5 is the off-axis loop on the right, the triple axis arrangement is behind the neutron guide.

Figure 2.17 shows a typical installation of the SQUIDs’ pick-up loops rotated 90°, which are mounted on the green G10 circular supports near the bottom of the picture. The neutron storage cells are at the top of the picture, isolated from the pick-up loops.

It is using this arrangement of magnetometers that corrections for magnetic field changes and monitoring of the experimental operating points must be performed.
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Figure 2.17: Shown is a typical installation of the SQUID pick-up loops rotated 90° so that the experimental z-axis is vertical. The pick-up loops are mounted on the G10 supports (green) visible at the bottom of the picture. The neutron cells and electrodes are near the top of the picture (white and brown respectively).
Chapter 3

Developing a magnetometry system

The goal of this chapter is to produce a method for extracting magnetometry data of use to the experiment from measurements taken by the available magnetometers. These data will be used to compensate for false EDM signals, and to operate as part of a field-stability system keeping the experimental operating point as described in section 2.5.4.

3.1 Mathematical framework

The first task in accomplishing this is to see how individual magnetometer measurements can be used to produce the desired magnetometry output for the rest of the experiment. A short mathematical framework for incorporating these measurements into a final value will be discussed.

3.1.1 Desired quantity

As described in the previous chapter, the measurement procedure of cryoEDM requires determination of the Larmor precession frequency of the neutron. This frequency depends
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on the magnitude of the field the neutron experiences. Namely,

\[ \omega_B = \frac{2\mu |B|}{\hbar}, \]

where \( \omega_B \) is the precession frequency in a magnetic field of \( B \), and \( \mu \) is the magnetic moment of the neutron.

However, the measurement is made not on a single neutron but over a batch of neutrons and the desired quantity is the average precession frequency of the batch. As the neutrons have such low energies, the distribution of neutrons is slightly asymmetric due to the neutrons’ interaction with gravity. However, since each batch of neutrons will have the same centre of gravity, the relation between fields experienced by a uniform distribution and the true distribution will be constant and will cancel during the analysis [99]. The quantity required from the magnetometry is then the value of the precession frequency averaged over both the neutron volume and the storage time, giving;

\[ \langle \omega_B \rangle = \langle \frac{2\mu |B|}{\hbar} \rangle \]  

\[ \langle \omega_B \rangle = \frac{2\mu \langle |B| \rangle}{\hbar} \]

The requirement of the magnetometry is then to find the volume average of the modulus of the magnetic field within the neutron volume.

3.1.2 Field description

The magnetic field used for the neutron precession is applied axially using a superconducting solenoid, which is coaxial with the neutron volume and approximately ten times longer than the volume. The field produced by the solenoid when in persistent mode should be highly stable, but it is expected that this field will have very small variations in both time and space, either from current instabilities in the solenoid or from external sources penetrating
the magnetic shielding.

The field experienced by the neutrons can be written as the sum of the constant and desired axial field, plus a perturbation field of arbitrary position and time dependency as follows:

\[
\mathbf{B} = \mathbf{B}_{\text{applied}} + \mathbf{B}_{\text{perturb}} \tag{3.4}
\]

\[
= \begin{pmatrix}
0 \\
0 \\
B_0
\end{pmatrix} + \begin{pmatrix}
B_x(r, t) \\
B_y(r, t) \\
B_z(r, t)
\end{pmatrix} \tag{3.5}
\]

\[
= \begin{pmatrix}
B_x(r, t) \\
B_y(r, t) \\
B_0 + B_z(r, t)
\end{pmatrix} \tag{3.6}
\]

where \(B_0\) is the field applied by the solenoid at \(r = 0\) and \(t = 0\), and \(B_{x,y,z}\) are time and positional dependent perturbations to the field in the direction \(x, y, z\) respectively. The modulus of this total field can then be taken,

\[
|\mathbf{B}| = \left( B_x^2 + B_y^2 + (B_0 + B_z)^2 \right)^{\frac{1}{2}} \tag{3.7}
\]

\[
= |B_0| \left( 1 + \frac{2B_z}{B_0} + \frac{B_x^2 + B_y^2 + B_z^2}{B_0^2} \right)^{\frac{1}{2}} \tag{3.8}
\]

It is assumed that the perturbations \(B_x, B_y,\) and \(B_z\) are of a similar size, and \(|B_x(r, t)|, |B_y(r, t)|,\) and \(|B_z(r, t)| \ll |B_0|\). The design specifications for the experiment expect \(\frac{B_z}{B_0} < 10^{-6}\) to achieve the desired limit, so this should be a valid assumption. Using this assumption it is possible to expand equation 3.8, giving
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\[ |\mathbf{B}| \approx |B_0| \left( 1 + \frac{1}{2} \left[ \frac{2B_z}{B_0} + \frac{B_x^2 + B_y^2 + B_z^2}{B_0^2} \right] - \frac{1}{8} \left[ \frac{2B_z}{B_0} + \ldots \right]^2 \right) \]  
(3.9)

\[ = |B_0| + \frac{|B_0|}{B_0} \left( B_z + \frac{B_x^2 + B_y^2}{2B_0} + \mathcal{O} \left( \frac{B_z^3}{B_0^2} \right) \right) \]  
(3.10)

\[ = |B_0| + \text{sgn}(B_0) \left( B_z + \frac{B_x^2 + B_y^2}{2B_0} + \mathcal{O} \left( \frac{B_z^3}{B_0^2} \right) \right) \]  
(3.11)

Given this large difference between terms, only the first two terms of the expansion need be considered for a good level of field resolution. Therefore the modulus of the field can be characterised through measurements of only the field’s axial component to a first order approximation.

From now on it will be convenient to work in cylindrical polar co-ordinates due to the cylindrical geometry of the region of interest, but the above argument is unaffected. Integrating the modulus of the field over the neutron volume yields

\[ \langle |\mathbf{B}| \rangle = \frac{\int_{z_1}^{z_2} \int_0^{2\pi} \int_0^R |\mathbf{B}| r dr d\theta dz}{\int_{z_1}^{z_2} \int_0^{2\pi} \int_0^R r dr d\theta dz} \]  
(3.12)

\[ = \frac{1}{\pi R^2(z_2 - z_1)} \int \left( |B_0| + \text{sgn}(B_0) B_z + \text{sgn}(B_0) \frac{B_x^2}{2B_0} + \ldots \right) r dr d\theta dz \]  
(3.13)

\[ = |B_0| + \frac{\text{sgn}(B_0)}{\pi R^2(z_2 - z_1)} \int B_z r dr d\theta dz + \ldots \]  
(3.14)

The total field expansion can be written as a series of increasingly higher order correction
terms to the field applied by the solenoid, these terms are

\[
\langle |B| \rangle_0 = |B_0| \tag{3.15}
\]

\[
\langle |B| \rangle_1 = \text{sgn}(B_0)\langle B_z \rangle \tag{3.16}
\]

\[
\langle |B| \rangle_2 = \text{sgn}(B_0)\frac{\langle B_z^2 \rangle}{2B_0} \tag{3.17}
\]

\[
\langle |B| \rangle_3 = -\text{sgn}(B_0)\frac{\langle B_z B_2^2 \rangle}{2B_0^2} \tag{3.18}
\]

for the zeroth, first, second, and third orders respectively. Given the expected size of perturbations, \( \frac{B_z}{B_0} < 10^{-6} \), each correction term will be approximately 6 orders of magnitude smaller than the preceding term.

Now only a parameterisation of the components of the field is required to complete the model.

### 3.1.3 Form of the field

The majority of the field will be a relatively large compared to the fluctuations that need correction, and will be produced by a current in the solenoid. Perturbations to the field will be from sources outside of the measurement volume, or they could be eliminated, and so there are no other local currents. Further, as the experiment is conducted within a superconducting shield, which is much longer than the neutron volume, it is a reasonable assumption that any axial perturbations have a linear axial dependence, therefore we assume that

\[
B_z(r, t) = \left\langle \frac{\partial B_z}{\partial z} \right\rangle (t)z + \delta B_0(t) \tag{3.19}
\]

where \( \left\langle \frac{\partial B_z}{\partial z} \right\rangle \) is the magnetic field gradient through the volume and \( \delta B_0(t) \) accounts for any time dependent changes in the solenoid field. Integrating this over the neutron volume to find the average yields;
3.1 Mathematical framework

\[ \langle B_z \rangle = \frac{1}{\pi R^2 (z_2 - z_1)} \int_{z_1}^{z_2} \int_{0}^{2\pi} \int_{0}^{R} \left( \left\langle \frac{\partial B_z}{\partial z} \right\rangle z + \delta B_0(t) \right) r dr d\theta dz \]  

(3.20) 

\[ = \frac{z_2^2 - z_1^2}{2(z_2 - z_1)} \left\langle \frac{\partial B_z}{\partial z} \right\rangle + \delta B_0(t) \]  

(3.21) 

\[ = \frac{z_2 + z_1}{2} \left\langle \frac{\partial B_z}{\partial z} \right\rangle + \delta B_0(t) \]  

(3.22) 

Substituting for \( B_z \) from equation 3.22 into equation 3.14 gives,

\[ \langle |B| \rangle = |B_0| + \text{sgn}(B_0) \langle B_z \rangle \]  

(3.23) 

\[ = |B_0| + \text{sgn}(B_0) \frac{z_2 + z_1}{2} \left\langle \frac{\partial B_z}{\partial z} \right\rangle + \text{sgn}(B_0) \delta B_0(t) \]  

(3.24) 

We must now determine how the measurements from magnetometers can be used to determine the parameters of the field.

3.1.4 Determining parameters

It must be remembered that neither the magnetic field nor its gradient can be measured by the SQUIDs, only changes to their value may be determined. At the levels of field stability we are hoping to achieve, the fluxgates will not have the resolution to measure a these adequately. This leaves only the neutrons themselves as a suitable magnetometer to establish a baseline (discussed in section 3.4) and to use the SQUIDs for shifts in this value.

Once a reasonable idea of the field has been established the above parameterisation can be fit to the measurements through any suitable algorithm to find these changes.
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3.1.4.1 Restructuring

Before proceeding it will be useful to rewrite equation 3.24 in a more convenient form, and make use of some known geometrical properties. For simplicity we set the origin of the co-ordinate system at the wall of the neutron volume and coaxial with it, we shall also note that the neutron cells are identical and call their length is $L$. This makes equation 3.24,

$$\langle |\mathbf{B}| \rangle = |B_0| + \text{sgn}(B_0) \frac{L}{2} \left\langle \frac{\partial B_z}{\partial z} \right\rangle + \text{sgn}(B_0) \delta B_0(t).$$  \hspace{1cm} (3.25)

cryoEDM has multiple cells arranged in a row. This introduces a factor of $C_c = 2c - 1$ for cell number $c = 1, 2, 3$, etc. So

$$\langle |\mathbf{B}| \rangle_c = |B_0| + \text{sgn}(B_0) \frac{C_c L}{2} \left\langle \frac{\partial B_z}{\partial z} \right\rangle + \text{sgn}(B_0) \delta B_0(t)$$  \hspace{1cm} (3.26)

but as this is just a cell specific numerical factor it shall be ignored here.

We shall also multiply the right hand side of equation 3.25 by $\frac{\text{sgn}(B_0)}{\text{sgn}(B_0)}$ to give

$$\langle |\mathbf{B}| \rangle = \frac{\text{sgn}(B_0)|B_0| + \text{sgn}^2(B_0) \frac{L}{2} \left\langle \frac{\partial B_z}{\partial z} \right\rangle + \text{sgn}^2(B_0) \delta B_0(t)}{\text{sgn}(B_0)}$$  \hspace{1cm} (3.27)

$$= \frac{B_0 + \frac{L}{2} \left\langle \frac{\partial B_z}{\partial z} \right\rangle + \delta B_0(t)}{\text{sgn}(B_0)}$$  \hspace{1cm} (3.28)

$$\approx \left| B_0 + \frac{L}{2} \left\langle \frac{\partial B_z}{\partial z} \right\rangle + \delta B_0(t) \right|,$$  \hspace{1cm} (3.29)

where in the last line we remember the fact that the perturbation to the field over the neutron volume is very small compared to the applied field, so the sign of the applied field is the same as the sign of the total field experienced by the neutrons.

We now have an equation giving the field experienced by the neutrons in terms of only two unknown parameters, the applied axial field $B_0 + \delta B_0(t)$, and the planar gradient $\left\langle \frac{\partial B_z}{\partial z} \right\rangle$. Both of these values must be determined from the measurements made using the SQUIDs, which will now be inserted into this framework.
For the following discussion we are going to restrict ourselves to pick-up loops that sample the axial component of the field. Then the measurements from the SQUIDs give the value of the total field at a particular point as

\[ B_S = B_0 + \delta B_0(t) + \left\langle \frac{\partial B_z}{\partial z} \right\rangle z. \]  

(3.30)

Given N measurements of the field from pick-up loops at various \( z \) positions we can use a standard least squares fit to produce the following equations,

\[ B_0 + \delta B_0(t) = \frac{\sum_i B_{Si} \sum_i z_i^2 - \sum_i z_i \sum_i z_i B_{Si}}{N \sum_i z_i^2 - \left( \sum_i z_i \right)^2} \]  

(3.31)

\[ \left\langle \frac{\partial B_z}{\partial z} \right\rangle = \frac{N \sum_i z_i B_{Si} - \sum_i z_i \sum_i B_{Si}}{N \sum_i z_i^2 - \left( \sum_i z_i \right)^2}, \]  

(3.32)

where \( z_i \) is a position of a contributing pick-up loop, and \( B_{Si} \) is the measurement of the field at the point \( z_i \). It is also possible to calculate the associated uncertainty on these values, the equations shall not be presented here for brevity.

It is now possible to combine equations 3.29, 3.31 & 3.32 and insert the magnetometer measurements into the framework giving,

\[ \left\langle |\mathbf{B}| \right\rangle = \left| B_0 + \delta B_0(t) + \frac{L}{2} \left\langle \frac{\partial B_z}{\partial z} \right\rangle \right| \]  

(3.33)
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\[
\langle |\mathbf{B}| \rangle = \sum_i^N B_{s_i} \left( \frac{\sum_i^N z_i^2 - z_i \sum_i^N z_i}{N \sum_i^N z_i^2 - \left( \sum_i^N z_i \right)^2} + \frac{L}{2} \frac{N z_i - \sum_i^N z_i}{N \sum_i^N z_i^2 - \left( \sum_i^N z_i \right)^2} \right) \tag{3.34}
\]

\[
= \sum_i^N B_{s_i} [\alpha + \beta z_i] \tag{3.35}
\]

where \( \alpha \) and \( \beta \) are constants, which depend only on the geometry;

\[
\alpha = \frac{\sum_i^N z_i^2 - \frac{L}{2} \sum_i^N z_i}{N \sum_i^N z_i^2 - \left( \sum_i^N z_i \right)^2} \tag{3.36}
\]

\[
\beta = \frac{N L}{2} - \sum_i^N z_i \tag{3.37}
\]

3.1.5 Time average

In addition to the volume average, the time average of this magnetic field must be taken during a measurement cycle. Both functions of the magnetometry system, false EDM correction and field stabilisation, only require knowledge of changes in the time average of the field between certain points. This can be used to remove further unknown quantities. The desired magnetometry output is

\[
\frac{dB_{2,1}}{dt} = \langle \langle |\mathbf{B}| \rangle \rangle_t_t_2 - \langle \langle |\mathbf{B}| \rangle \rangle_t_t_1 \tag{3.38}
\]

\[
= \frac{1}{\delta t_2} \int_{t_2 - \delta t_2 / 2}^{t_2 + \delta t_2 / 2} \langle |\mathbf{B}| \rangle \, dt - \frac{1}{\delta t_1} \int_{t_1 - \delta t_1 / 2}^{t_1 + \delta t_1 / 2} \langle |\mathbf{B}| \rangle \, dt \tag{3.39}
\]
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We can insert the values obtained in equation 3.35

\[
\begin{align*}
\frac{dB_{2,1}}{dt} &= \frac{1}{\delta t_2} \int_{t_2 - \delta t_2/2}^{t_2 + \delta t_2/2} \left[ \sum_{i} B_{S_i} [\alpha + \beta z_i] \right] dt \\
&\quad - \frac{1}{\delta t_1} \int_{t_1 - \delta t_1/2}^{t_1 + \delta t_1/2} \left[ \sum_{i} B_{S_i} [\alpha + \beta z_i] \right] dt \\
&= \text{sgn}(B_0) \sum_{i} [\alpha + \beta z_i] \left( \frac{1}{\delta t_2} \int_{t_2 - \delta t_2/2}^{t_2 + \delta t_2/2} B_{S_i} dt - \frac{1}{\delta t_1} \int_{t_1 - \delta t_1/2}^{t_1 + \delta t_1/2} B_{S_i} dt \right),
\end{align*}
\]

(3.40)

where it has been assumed that the sign of \( B_0 \) is not changed between measurements, which will be the case in normal operation. This equation gives the desired quantity in terms of measurements of the magnetic field experienced by SQUIDs, \( B_{S_i} \), and the sign of \( B_0 \), but not its magnitude, obtainable from the fluxgates.

Of course the time integral will be performed on a digitised signal and so equation 3.41 reduces to the following discrete sum

\[
\begin{align*}
\frac{dB_{2,1}}{dt} &= \text{sgn}(B_0) \sum_{i} [\alpha + \beta z_i] \left[ \frac{1}{M_1 \delta t} \sum_{n=M_1}^{M_1 - 1} B_{S_i} (t_2 + n \delta t) \delta t \\
&\quad - \frac{1}{M_2 \delta t} \sum_{m=M_2}^{M_2 - 1} B_{S_i} (t_1 + m \delta t) \delta t \right] \\
&= \text{sgn}(B_0) \sum_{i} [\alpha + \beta z_i] \left[ \frac{1}{M_1} \sum_{n=M_1}^{M_1 - 1} B_{S_i} (t_2 + n \delta t) - \frac{1}{M_2} \sum_{m=M_2}^{M_2 - 1} B_{S_i} (t_1 + m \delta t) \right],
\end{align*}
\]

(3.42)

This gives the full algorithm for finding the changes in the time- and volume-averaged magnitude of the magnetic field in the regions of interest, which is the desired magnetometry output of the SQUID system. The algorithm still requires good knowledge of the calibration of the magnetometers, a problem which will be addressed in section 3.2.
3.2 Calibration

The method for extracting the desired magnetometry signal described in section 3.1 is dependent on knowing the magnetic field measured through each pick-up loop. This requires a good knowledge of the calibration of the magnetometers and pick-up loop system to convert the raw voltage into the measured flux. In this section, a method for calibrating and cross-calibrating the SQUID’s raw output will be discussed: the application of a known field using specially installed calibration coils; and the measurement of an arbitrary field with another sufficiently precise magnetometer. A discussion of the limitations in the ability to apply precise fields will be presented, and a calibration scheme using the only sufficiently precise magnetometer available, the neutrons themselves, provided.

Measurements of the calibration of SQUIDs installed in cryoEDM is presented using the calibration coils and compared to calibrations obtained from independent methods. Calibrations intended to be produced by using the neutrons were unobtainable due to external problems in making neutron measurements, instead results based on a Monte Carlo simulation and from a testing rig are presented for this method.

3.3 Calibration via coils

To calibrate the magnetometers a known magnetic field must be applied and their response measured. A set of short solenoids, calibration coils, are installed close to the SQUID pick-up loops. These can be used to apply magnetic fields to the pick-up loops, and so to calibrate them if a the field produced at the pick-up loop is known.

The magnetic field produced by a calibration coil could be measured using the fluxgates, but as a pick-up loop could be any surface, and allowing for future designs changes, a full map of the field at all possible positions and orientations would be required. As some pick-up loop designs call for sensing regions of millimetre dimensions, the fluxgate spatial resolution of approximately 1 cm$^3$ means measuring such a map would not be practical. To find the
magnetic field produced by the calibration coils a calculation based a coil’s geometry and using standard electromagnetism relations is performed.

A method for performing this kind of calculation was available, but with severe limitations in the calculations that could be performed. It was also a labour intensive operation with certain values left to the interpretation of the user. Signals would be applied to each calibration coil manually using a function generator, the response would have to be extracted from the recorded data by hand. Basic calculations were performed on the data using the approximation that the source was dipole-like, and the relative orientations of the sources and the pick-up loops were limited to be parallel or antiparallel. Additionally only specific shapes of pick-up loop were handled, either planar circles or rings. This process would often take several days to complete and would not provide a robust measure of the uncertainty in the calibration.

This section details the work done to create a new framework that would make automating the calibration possible, applying signals and measuring responses without need for intervention. The aim was to not limit the system with geometric assumptions that were likely to change in the future, and to provide a reasonable estimate of uncertainty in the measurement. The aim was to make this form of calibration take minutes rather than days.

3.3.1 Calculating applied current-to-flux conversions

The first step to performing the calibration is to apply a known flux through the pick-up loops. This requires knowledge of the field produced by various calibration coils and integrating these fields over the sensing area of each of the pick-up loops.

3.3.1.1 Calculating the field

The calibration coils used in cryoEDM are short solenoids, with a small radius and numerous layers. A number of ways of modelling these coils were created, ranging from a simple analytic solution using a dipole approximation to calculating the field from line segments, forming a
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set of inter-wound helices, directly by applying a discretised version of Biot-Savart’s law.

The line segment model gives superior results in the cases where the coils are close to the pick-up loops, and so the dipole approximation is not valid. This can often be the case as the calibration coils are mounted on the same supports as the pick-up loops, and the nearest pick-up loop to the calibration coil will be within a short distance of the coil. One drawback of the line segment model is that it requires five orders of magnitude more computing time to calculate the fields, $0.16 \mu s$ vs $14$ ms for the dipole and line segment model respectively to calculate the field at one location on the available hardware, however this can be performed offline and so does not effect the calibration. Another issue is the requirement for knowing the shape of the wire in the coil. As the coils are manufactured by the Oxford group using a hand operated winding machine that places the wire on specially designed formers, and great care is taken to maintain the wire’s alignment, their structure should be highly predictable.

The models were tested to ensure that they gave the analytically calculable results for simple geometric cases, e.g. the on axis field of long solenoids, and also that the field from the solenoid model limits to the dipole model’s field at large distances.

3.3.1.2 Numerical integration

While all currently installed pick-up loops are planar and somewhat circular, this will not necessarily be the case for future loop designs. To ensure the calibration system can cope with future improvements a pick-up loop is defined as an arbitrary surface in 3-dimensions. This is done by forming the surface using arbitrary triangles.

Once a rough outline of the surface has been provided by a user in terms of large triangles, these triangles can be bisected along their longest side, producing triangles with half the surface area. This process is repeated until the area of all triangles is below a certain threshold value. In this way it is possible to create a map of the surface with arbitrarily small integral regions from a rough outline provided. An example is shown in figure 3.1 where a pick-up loop, defined roughly in terms of 20 small triangles, is split into integral
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Figure 3.1: (Left) An example of a rough outline of a circular pick-up loop defined in terms of 20 triangles. (Right) An example of the calculated integral regions each with an area over 3000 times smaller than the original description, formed by recursively bisecting each triangle along its longest side to reach a threshold area.

regions with an area over 3000 times smaller than the originally defined pick-up loop.

The field from each calibration coil is then calculated at the centroid of each triangle. The flux through the triangle is approximated as

\[ \Phi = (B_c \cdot \hat{n}) A \]  

(3.44)

where \( B_c \) is the field at the triangle’s centroid, \( \hat{n} \) is the normal to the plane of the triangle, and \( A \) is the area of the triangle. The total flux is then calculated as the sum of the flux through each triangle.

As Maxwell’s equations are linear it is sufficient to calculate the value of the field at a single current and scale the result as necessary. The values are therefore calculated as flux-per-unit-current, \( \frac{\partial \Phi}{\partial I} \), in weber per amp.
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3.3.1.3 Uncertainty in flux

The major source of uncertainty in the applied flux-per-unit-current value is from the relative positions of the calibration coils and pick-up loops. Due to the complicated positional dependencies of the method above, determining these uncertainties is not possible analytically. A Monte Carlo simulation was written using the uncertainties in position, orientation, and shape of pick-up loops and calibrations coils as input distributions. By performing and collating the field calculations at each step of the Monte Carlo simulation, the distributions, and hence uncertainty, of the total flux received could then be computed for each calibration-coil/pick-up-loop pair. Figure 3.2 is a histogram showing the distribution obtained from the Monte Carlo for SQUID 5’s pick-up loop from calibration coil 7, and table 3.1 shows the mean and RMS of the distributions for all pick-up loop/calibration coil pairings.

<table>
<thead>
<tr>
<th></th>
<th>Coil 5</th>
<th></th>
<th>Coil 6</th>
<th></th>
<th>Coil 7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>RMS</td>
<td>Mean</td>
<td>RMS</td>
<td>Mean</td>
</tr>
<tr>
<td>SQUID 1</td>
<td>-1.0</td>
<td>0.56</td>
<td>-19</td>
<td>7.9</td>
<td>62</td>
</tr>
<tr>
<td>SQUID 4</td>
<td>0.26</td>
<td>4.7</td>
<td>-41</td>
<td>14</td>
<td>-46</td>
</tr>
<tr>
<td>SQUID 5</td>
<td>32</td>
<td>12</td>
<td>2100</td>
<td>15000</td>
<td>-6.9</td>
</tr>
<tr>
<td>SQUID 11</td>
<td>35</td>
<td>7.1</td>
<td>-46</td>
<td>12</td>
<td>-79</td>
</tr>
</tbody>
</table>

Table 3.1: The mean and RMS of the distributions of the flux-per-unit-current values in pWb A$^{-1}$ for each pick-up loop/calibration coil pair.

3.3.2 Extracting calibration signal response

A method of reliably extracting the response of the magnetometer to the applied field was required. This needed to be done without the need for an operator to review the data. The calibration is performed in a magnetically noisy environment, and so a degree of tolerance of noise is desirable. The following is a description of the algorithm used to measure the magnetometer response and estimate the uncertainty in its value.
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Figure 3.2: Shown is the distribution in flux-per-unit-current values for SQUID 5 and calibration coil 7 obtained from the Monte Carlo. Due to the non-linear dependence of the flux on position this is a slightly skewed gaussian.

3.3.2.1 Measuring SQUID response

The magnetometer output during the calibration signal will be the sum of the signal and background field changes

\[ V(t) = S(t) + B(t), \quad (3.45) \]

where \( V(t) \) is the raw magnetometer output, \( S(t) \) is the response to the applied signal, and \( B(t) \) is the background field. If it is assumed that the background drifts linearly then the integral of the applied signal component of the SQUID output can be determined from measurements of the SQUID output through the following equation

\[ \int_{t_0}^{t_1} S(t)dt = (t_1 - t_0) \left( \langle V \rangle - \frac{\langle V \rangle_{\text{before}} + \langle V \rangle_{\text{after}}}{2} \right) \quad (3.46) \]
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Figure 3.3: Shown is the principle behind algorithmically recovering the response to a calibration pulse. The red forward hatched region has the same time average as the red double hatched region. This can be used to recover the integral of the pulse (blue backward hatched region) by subtracting the integral of the average from the integral of $V(t)$ between $t_0$ and $t_1$.

where $\langle V \rangle$, $\langle V \rangle_{\text{before}}$, and $\langle V \rangle_{\text{after}}$ are the time averages of the output between $t_0$ and $t_1$, a point shortly before the pulse, and a point shortly after the pulse respectively. This relation is derived in appendix B.1.

This process can be seen illustrated in figure 3.3, which shows a square pulse on a decreasing background, the value of the background can be estimated from the regions either side of the pulse and the pulse can be extracted from this and the integral of the signal.
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Figure 3.4: Example of a typical calibration pulse. Shown is the SQUID response to the pulse (black); the applied pulse shape (red); the region integrated to determine the pulse height (green, forward hatching); regions to be used to determine the gradient of the background field (blue, backward hatching). The data were recorded using a DAQ system with a bandwidth of 1 kHz. This was produced from a calibration coil with a current of 1.1 mA. A response of \( (10.4 \pm 0.4) \text{ V} \) was extracted from the data. The magnetic flux through the pick-up loop was calculated to be \(-2.23 \text{ pWb}\), leading to a magnetic field of \(-11.1 \text{ nT}\) and a calibration coefficient of \(-1.07 \text{ nTV}^{-1}\).

### 3.3.2.2 Choice of calibration signal

The obvious choice for a calibration signal is a square pulse, as this gives a very sharp change in signal that should be easy to identify programmatically. However, due to the limited slew rate of the SQUIDs’ feedback system (see section 2.7.2.1), rapid changes in field can cause instability in the output signal, it is therefore a requirement to keep field changes below a certain rate.

This effectively rules out a square pulse for all but the smallest of step changes and leads
to a trapezoidal pulse. For simplicity the trapezoidal pulse is chosen to be symmetric in time about the centre of the pulse, so having equal rise and fall times. This is not necessary for the following discussion, but generality does not provide any additional functionality in this case. Figure 3.4 shows the pulse shape used, and the response on the SQUIDs with an obvious correlation. Also shown are the regions used to determine the pulse and the background fields.

We can now find the integral of the expected signal as

\[
\int_{t_0}^{t_1} S(t) dt = \int_{t_0}^{t_0+t_{\text{rise}}} V_{\text{pulse}} \frac{t - t_0}{t_{\text{rise}}} dt + \int_{t_0+t_{\text{rise}}}^{t_1-t_{\text{rise}}} V_{\text{pulse}} dt + \int_{t_1-t_{\text{rise}}}^{t_1} V_{\text{pulse}} \frac{t - t_{\text{rise}} - t_0}{2} dt \tag{3.47}
\]

\[
= \frac{V_{\text{pulse}} t_{\text{rise}}}{2} + V_{\text{pulse}} (t_1 - t_0 - 2t_{\text{rise}}) + \frac{V_{\text{pulse}} t_{\text{rise}}}{2} \tag{3.48}
\]

\[
= V_{\text{pulse}} (t_1 - t_0 - t_{\text{rise}}), \tag{3.49}
\]

where \(t_{\text{rise}}\) is the time taken for the pulse to rise from zero to the maximum value \(V_{\text{pulse}}\) assuming the pulse starts at \(t_0\) and ends at \(t_1\). Of course this would require good knowledge of the position of the pulse to identify \(t_0\) and \(t_1\), which is not always available. It is simple to extend the model to allow for the pulse to be merely between \(t_0\) and \(t_1\), and not delimited by them, by introducing the time the pulse is at its maximum level, \(t_{\text{length}}\) and noting the signal is zero at other times, yielding

\[
\int_{t_0}^{t_1} S(t) dt = V_{\text{pulse}} (t_{\text{length}} + t_{\text{rise}}). \tag{3.50}
\]

Combining equations 3.50 and 3.46 it is possible to recover the height of the pulse observed by the magnetometer

\[
V_{\text{pulse}} = \frac{t_1 - t_0}{t_{\text{length}} + t_{\text{rise}}} \left( \langle V \rangle - \frac{\langle V \rangle_{\text{before}} + \langle V \rangle_{\text{after}}}{2} \right). \tag{3.51}
\]

The response of a magnetometer to a pulse can therefore be calculated from integrals of the magnetometer output before, during, and after an expected pulse, with knowledge of the timing structure of the applied pulse.
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3.3.2.3 Noise immunity

The integral treatment above can extract the value of the calibration even if the response to the signal is lower than the noise on the magnetometer. As much of the noise is high frequency it will be averaged out in the integral. However, the above response finding algorithm will produce a value even if the signal is deformed due to some magnetometer artefact or, in the case that no signal is present, a very small response will be reported due to inexact noise cancellation.

To counter this, the integral region was split into a number of averages of the signal over short periods, this would not affect the value of the integral, but would provided a level of uncertainty in the integral’s value. In this reduced dataset, a judgement of how well the observed pulse shape matches the known applied pulse shape was needed. Due to the requirement to operate in real time a $\chi^2$-test could not be performed as fitting the pulse shape to 12 channels could not be accomplished fast enough on the DAQ hardware, requiring approximately 2 orders of magnitude longer than was available. Instead the known and observed pulse shapes were plotted against each other, in the presence of a pulse the relation between the two variables should be linear and so the correlation between the two signals can be taken, this value is defined as standard as

$$r_{xy} = \frac{\sum(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum(x_i - \bar{x})^2 \sum(y_i - \bar{y})^2}}$$

(3.52)

where $x_i$ and $y_i$ are coincident data points from the two channels being compared. The modulus of this was taken to provide a correlation parameter that ran from 0 to 1, with 1 being well matching. Figure 3.5 shows the distribution of pulses found by the algorithm with and without calibration pulses present. The real pulses are found in the gaussian peak above the decaying noise. Pulses with a value of the correlation parameter high enough to be out of the exponentially decaying noise were chosen as good pulses and used to determine the calibration factors.
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Figure 3.5: Histograms of the numbers of pulses extracted using the above algorithm having certain correlation parameters without (Top), and with (Bottom) calibration pulses present in the data. Without pulses a decaying exponential distribution is observed caused by fitting to noise. With pulses a gaussian peak is visible in the high correlation region. This is used to set the threshold value for the detection algorithm.
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Shown in figure 3.6 is an example of a calibration pulse with response significantly below the noise level, shown as raw data, as recorded from the magnetometer, and with the signal smoothed over 200 data points. The correlation with the known pulse shape can be compared between the two cases. This method clearly finds pulses with significantly smaller magnitudes than can be found by eye.
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Figure 3.6: (Top) A calibration pulse as observed by a magnetometer, (Bottom) the same calibration pulse shown after smoothing the data over 200 samples. The red line shows the known pulse shape applied to the magnetometer. A correlation of 0.925 is calculated for the smoothed case and 0.176 for the raw data. Even by eye the pulse shape is far more obvious in the bottom diagram.
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3.3.3 Main sources of uncertainty

There is no fundamental reason for a large error on the calibrations using this method, the numerical stability of the integration is far above what is required for these purposes, and fields calculated from the models are in good agreement with analytic results in simplified geometries, e.g., the on-axis fields from the solenoids. The main sources of uncertainty in the calculation come from uncertainties in the positions of pick-up loops and coils, which affect the flux-per-unit-current value for a calibration-coil/pick-up-loop pair, and the uncertainty in the response to the signal from the magnetometer. The positional errors can be minimised by accurate measurement of the positions and orientation of the components of the magnetometry system. In the 2010 data run there was a last minute change to the arrangement during installation of the equipment. The new positions of the pick-up loops and calibration coils were not measured to a high degree of precision. This gave uncertainties of order 1 cm in the positions, and typically lead to uncertainties in calibration of around 10%. It is expected that in more typical conditions the positions should be known to better than 1 mm.

The response uncertainty can be minimised by measuring many identical pulses, and by measuring at many different current values while constraining values via the linear response of the magnetometer.

3.3.4 Determining calibration factors

Once the magnetic flux through a pick-up loop has been calculated, and the magnetometer response has been measured, all that remains is to compare the two to provide the calibration factor. This is done by taking the SQUID response to different field values and from different coils to produce a field vs response dataset. A straight line through zero is fit to the data and the gradient is taken as the calibration factor. As the uncertainty distributions in the applied field need not be gaussian, a Monte Carlo is used to compute the uncertainty in the calibration factor. Using the magnetic field distributions and SQUID response distributions
as inputs to the simulation, the distribution, and hence uncertainty in the calibration factors, can be computed for each pick-up loop.

The calibration routines were used in a data run in 2010, the positions of the magnetometers are given in figure 2.15. Figures 3.7 & 3.8 show two SQUIDs’ response and applied field relationship from three calibration coils (black [cc6], red [cc7], and blue [cc5] crosses) with the uncertainties in the measured response and the applied field, along with an alternate calibration (black line) obtained in the next section. It is clear that the alternate calibrations are consistent with the calibration coils displayed in black and red, but the calibration coil displayed in blue is significantly different from the alternate calibration seen below in section 3.3.4.1. The electrical connections to this coil were checked, its impedance was as expected and no shorts to ground were apparent. This leaves the most likely explanation for
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Figure 3.8: Field applied to a SQUID as a function of the response of SQUID 11. Differently coloured points come from different calibration coils. The solid line indicates the independently observed calibration using changes of field in the solenoid measured by the fluxgates. It is seen that data from two coils (displayed in black and red) are consistent with this calibration, but uncertainties in geometry make the data from the third coil (displayed in blue) inconsistent.

This discrepancy as incorrectly recorded data concerning the position and orientation of the calibration coil taken during installation. This is due to last minute changes in the pick-up loop assembly shortly before installation, given the time constraints the new positions were not measured as accurately as hoped. This highlights the importance of good positional measurements with this kind of calibration.

3.3.4.1 Comparison with known field changes

For axial, planar pick-up loops it is possible to compare calibrations obtained using the above method with those from the fluxgates installed. The field from the solenoid is axial, homogeneous enough that all magnetometers see, approximately, the same axial component
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Figure 3.9: Example of an alternate calibration on SQUID 5. The black line shows the measured field changes using the fluxgates, this must be compared with the SQUID response (red). The best fit produces a calibration of approximately $1 \text{nT V}^{-1}$.

of the field, and large enough to produce signals many orders of magnitude above the noise level. It is then possible to measure a large change in field from the solenoid using the fluxgates and compare this to the changes in the SQUID response. Figures 3.9 & 3.10 show an example of a large change in the solenoid field caused by a layer of superconducting shielding becoming normal. This change is observed on both the SQUIDs shown in figures 3.7 & 3.8 and internal fluxgates installed in cryoEDM. By fitting the SQUID’s response to the fluxgate response and using the fluxgate’s known calibration, the SQUIDs with axial pick-up loops can have their calibration checked.

Table 3.2 shows the best fit to the calibration pulses and the calibration observed from comparison with the fluxgates for the two axial SQUIDs, taken during the most recent data run. The values are clearly consistent but there is a large uncertainty on the value determined from the pulses due to uncertainties in the positions of pick-up loops and coils.
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Figure 3.10: Example of an alternate calibration on SQUID 11. The black line shows the measured field changes using the fluxgates, this must be compared with the SQUID response (red). The best fit produces a calibration of approximately $0.03 \text{nT V}^{-1}$ respectively.

<table>
<thead>
<tr>
<th>SQUID</th>
<th>Calibration from pulses / nTV$^{-1}$</th>
<th>Calibration from fluxgates / nTV$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>-1.01 ± 0.28</td>
<td>-0.964 ± 0.009</td>
</tr>
<tr>
<td>11</td>
<td>0.0355 ± 0.0040</td>
<td>0.0314 ± 0.0003</td>
</tr>
</tbody>
</table>

Table 3.2: A comparison of the calibration values for axial pick-up loops measures from calibration coil responses and from comparison to the fluxgates.

3.3.5 Automation

Each of the above processes can be performed without interaction with a user, provided the geometry has been defined. This removes any subjectivity in determining responses and improves the number of usable calibration pulses from the tens an operator would be willing and able to locate to hundreds, thousands, or as many required to achieve an acceptable
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The total time to calculate the applied fluxes, and to take and analyse the response data is less than two hours when using of the order one thousand steps in the Monte Carlo simulations, of the order one thousand integral regions in the pick-up loops and of the order ten thousand line segments in the calibration coils. This means that a calibration for the SQUIDs would be available early in a data run, something not achievable before due to the complex operations required to obtain a calibration.

The calculation of applied fluxes can be performed offline, indeed this process would easily fit in the period between installation of the magnetometers when their positions are measured and the point where the experiment has cooled sufficiently to operate the SQUIDs, which can take several weeks. This would make the time taken to apply the calibration pulses the limiting factor, reducing the calibration time to several minutes. This process could easily be repeated after any changes to the SQUID system, which might change the calibration, allowing accurate calibrations to be achieved even in a changeable environment.

Additionally, many sources of failure are removed: there is no need to attach an external source to the correct coil; records of which coil is active, at what voltage and at what time are unnecessary; complications of controlling the DAQ systems is removed. These simplifications means that the calibration can be performed by someone unfamiliar with the magnetometry system, or even performed remotely.

3.4 Future calibration method

The second method of calibrating the magnetometers is to use the neutrons themselves as a way of measuring a reference field. Without an electric field applied the Ramsey resonance curve is just a function of the magnetic field the neutrons are experiencing. A formalism for determining calibration factors for the magnetometers using the data obtained during a neutron resonance will be presented.
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3.4.1 Premise

After a Ramsey resonance measurement has been performed on the neutrons it is possible to reconstruct the magnetic field experienced by the neutrons during each measurement point. This is done by comparing the neutron polarisation to the theoretical curve in the same manner used to find a neutron EDM signal. In the presence of zero electric field there will be no neutron EDM contribution to the curve, and so a pure magnetic field measurement can be produced. A Ramsey, or Rabi, resonance curve can be plotted at a fixed applied AC frequency from a sequence of individual measurements taken at different solenoid fields. Performing such a resonance will yield a collection of precisely known magnetic field changes. If during this time the magnetometer response is also recorded then a set of field changes and magnetometer responses has been measured, and in principle a calibration may be performed.

To calibrate the magnetometers from measurements of the neutron resonance’s field, all that is required is a relation between the field the neutrons experience and the field measured by the pick-up loops. This can be provided by using the analysis scheme developed in section 3.1, namely, equation 3.35.

\[ \langle |B| \rangle = \text{sgn}(B_0) \sum_i B_{S_i} [\alpha + \beta z_i] \]

3.4.2 Calibration measurements

The field measured by a pick-up loop \( B_{S_i} \) is the output of the SQUID plus an arbitrary field offset, which remains constant during the SQUID’s operation. This field may be written as

\[ B_{S_i} = \frac{\partial B_z}{\partial V_i} S_i + O_i, \]

(3.53)

where \( \frac{\partial B_z}{\partial V_i} \), is the calibration constant, \( S_i \) is the raw SQUID measurement in volts, and \( O_i \) the constant offset from the real field of that SQUID. Using this it is possible to rewrite
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equation 3.35

\[ B = \sum_i^N \frac{\partial B_z}{\partial V_i} S_i[\alpha + \beta z_i] + \sum_j^N O_j[\alpha + \beta z_j], \]  

(3.54)

where \( B \) is a measurement of the field via the neutrons multiplied by the sign of the solenoid field, which is assumed to be constant for the calibration process.

The terms of the final sum in equation 3.54 are constant in time, these can be grouped together. Adding explicit time dependencies and letting the geometric terms \( \alpha + \beta z = F(z) \) we can simplify equation 3.54

\[
B(t) = B(0) + \sum_{i=1}^N \frac{\partial B}{\partial V_i} F(z_i) S_i(t) 
\]

(3.55)

\[
\Delta B(t) = B(t) - B(0)
\]

(3.56)

\[
\Delta B_j = \sum_{i=1}^N \frac{\partial B}{\partial V_i} F(z_i) S_i(t)
\]

(3.57)

The neutron resonance is performed over a time \( \delta t \) and so equation 3.57 must be averaged over that period

\[
\int_{t_j}^{t_j+\delta t} \Delta B(t) dt = \sum_{i=1}^N \frac{\partial B}{\partial V_i} F(z_i) \int_{t_j}^{t_j+\delta t} S_i(t) dt 
\]

(3.58)

\[
\Delta B_j = \kappa_i S_{ji}
\]

(3.59)

where \( \Delta B_j \) is a measurement of the change in field as seen by the neutrons in zero electric field over a measurement cycle, and \( S_{ji} \) is the measurement from SQUID \( i \) over the same period.

At this point it is worth noting that as \( F(z_i) \) is constant in time it can be absorbed by the \( \frac{\partial B}{\partial V_i} \) calibration to produce an overall calibration factor, \( \kappa_i \). For the purposes of this discussion only the overall calibration factor will be calculated, it is a simple matter to calculate the geometric factor and so to determine the calibration factor for an individual
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pick-up loop, which might be useful for comparison with the calibration coils. However, as the calculation of the field experienced by the neutrons requires the product of the terms only, it is just as convenient to combine the two factors. This has the advantage of removing the requirement for precise knowledge of the magnetometer positions for calibrating the magnetometers, which was a limiting factor in the method using calibration coils. From now on it is taken that the geometric factor is part of the total calibration coefficient $\kappa$.

3.4.3 Determining calibration factors

Equation 3.59 define a set of linear equations, which, to recover the calibration coefficients, must be solved. There are numerous ways to solve such a set, the simplest is to form a matrix equation. This gives equation 3.59 the form

$$\Delta B = S\kappa$$

(3.60)

The simplest way to solve such an equation is to find the inverse of the matrix $S$, and apply to the vector $\Delta B$. However the numerical stability of such an approach is not appropriate for our purposes, additionally a matrix inverse is only calculable for a square matrix, limiting the solution to include only as many data points as there are magnetometers to calibrate. Clearly to provide a good estimate of the calibration, and its uncertainty, it is desirable to use as many data points as possible in the calculation, and so this simplistic approach cannot be used.

For the sake of numerical stability and the desire to have an over-constrained set, and so an idea of the uncertainty, this equation is solved through a singular value decomposition (SVD) [100]. This is a matrix decomposition that is useful for finding the pseudoinverse of a non-square matrix, i.e. it can be used to find $S^{-1}$ such that $\kappa = S^{-1}\Delta B$ for an over constrained set of equations. This is the value of the calibration that minimises $||\Delta B - S\kappa||$. 
3.4 Future calibration method

3.4.4 Uncertainty in fit

There are two ways to attribute an uncertainty to the result of the fitting. A method making use of the properties of the SVD method, and that of a Monte Carlo will be discussed.

3.4.4.1 Error ellipse

An advantage of the SVD method is that one of the components calculated during the decomposition represent a set of vectors that define the semi-axes of a normalised unit-less ellipsoid in the fitted-parameter space. This ellipse represents the region in which the reduced $\chi^2$ of the fitting is within 1 unit of its minimum. This needs to be multiplied by the total uncertainty in the measurements, $\alpha$, to produce a physical meaningful uncertainty. If the matrix equation is written in the form

$$\Delta B = S\kappa + v$$  \hspace{1cm} (3.61)

where $v$ is a measure of the measurement noise, then $\alpha$ must satisfy $\alpha \geq |v|$. The simplest way of estimating this noise term is to sum in quadrature the standard deviations in the measurements i.e. $v_j^2 = \sigma_{\Delta B_j}^2 + \kappa_i^2 \sigma_{\kappa_i}^2$, this has the consequence that $|v|$ increases with each measurement. To scale the noise correctly this value must be divided by the degrees of freedom of the measurement [101], giving

$$\alpha^2 = \frac{\sum_{j=0}^{M-1} \left( \sigma_{\Delta B_j}^2 + \sum_{i=0}^{N-1} \kappa_i^2 \sigma_{\kappa_i}^2 \right)}{M - N}$$  \hspace{1cm} (3.62)

Where $M$ is the number of measurements performed and $N$ the number of calibration factors to find.
Figure 3.11: Shown is the 95% confidence error ellipses produced by the Monte Carlo method (black), and as a by-product of the SVD method (red). The simulation uses two data points in the calibration and has inputs of 0.1 and 0.2 for parameter 1 and 2 respectively, shown with a cross. Clearly over this range the two methods are comparable.

3.4.4.2 Multiple fits

A more intuitive method is to perform multiple fits with elements of the matrix chosen randomly, using a Gaussian distribution with the measurements mean and standard deviation. A correlation matrix can be computed for each step of the Monte Carlo using the resulting fit as a new measurement. After sufficient steps, a distribution will emerge that will take into account the uncertainties in the fitting and those of the inputs to the fit. This distribution agrees well with statistically expected properties.
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Figure 3.12: Shown is the 95% confidence error ellipses produced by the Monte Carlo method (black), and as a by-product of the SVD method (red). The simulation uses 1000 points in the calibration, and has inputs of 0.1 and 0.2 for parameter 1 and 2 respectively, shown with a cross. As in figure 3.11 the two methods are comparable.

3.4.4.3 Comparison

Figures 3.11 & 3.12 show the results of a comparison of the error ellipses produced by both methods using a simulated data set in two dimensions, using set calibration coefficients and random changes in input signal a simulated output could be found. The algorithm was then used to retrieve the coefficients. The first simulation uses 2 points to determine the calibration coefficients and the second uses 1000 points. The two methods for obtaining an error ellipse compare well over this range, and both scale correctly as $\sim \frac{1}{\sqrt{N}}$. In general the Monte Carlo tends to produce a slightly larger ellipse than the SVD method and, for the sake of conservatism, shall be used from now on as the measure of uncertainty in calibrations.
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The above algorithm was tested in a model as discussed above. A set of coefficients were predetermined and values for signal changes generated uniformly in the interval $[-1,1]$. The reference field was then calculated using the known coefficients and signal changes. Simulating measured values for both the reference field and signal changes by computing a randomly generated value from a Gaussian distribution centred on the appropriate value, with standard deviation to simulate measurement errors. These values were fed into the calibration calculating algorithms to test their validity. Figure 3.13 shows the result of a simulation using 10 calibration coefficients. The reduced-$\chi^2$ is plotted as a function of the number of reference points measured. This value quickly falls to 1 after a small number of additional data points. This demonstrates that the fitting is good, and the reported
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Figure 3.14: The results of determining the calibration in a simulation are shown, 10 calibration coefficients were to be determined. Plotted is the ratio of the moduli of the calibration error vector and the calibration vector as a function of the number of points used to calculate them. This value can be seen to drop significantly until nearly 20 points are used, and then decreases as $1/\sqrt{N}$ as the number of points used increases, as expected.

Uncertainties are of the correct order. Figure 3.14 shows the ratio of the modulus of the error vector, the difference between observed and input calibrations, and the modulus of the calibration vector. Again, this falls quickly after a small number of additional points, and reduces slowly afterwards. This procedure was carried out for numbers of fitted parameters from 5 to 50. Empirically the point at which the fit becomes stable appears to occur after the degrees of freedom is larger than about half the number of coefficients to fit. Then to calibrate all 12 SQUIDs would require around 20 points, which is easily obtainable from a neutron resonance.
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3.4.6 Proof of principle

A neutron resonance is yet to be observed in the experiment, and so a true test of this form of calibration was impossible. To give credibility to this method of calibration a small test set-up was created in an attempt to mimic the conditions found in cryoEDM.

As a proof of principle, data were taken using a set of five identical coaxial pick-up loops displaced from each other axially. The aim is to reconstruct the measurement of the end most SQUID from the measurements on the others, after calibration. This will be a measure of the surface average of the magnetic field not the volume average as expected, but this only changes the geometric factor, which is of no concern for this test. Figure 3.15 shows the arrangement used for this test. Five well defined pick-up loops formed from 20 mm diameter rings made of lead-tin coated copper tracks on a PCB, and connected to the SQUIDs using a niobium-titanium twisted wire pair through superconducting joints were used in the test. The pick-up loops are separated by 4 mm.

This is a factor of 15 smaller than the 300 mm maximum size of pick-up loop intended to be used in the full experiment, and scaled has a similar separation between the pick-up loops, which may vary but is typically between 50 mm and 100 mm. However, this arrangement does not, strictly, match the geometry of cryoEDM primarily due to the lack of a superconducting shield surrounding the region of interest, and so the assumption of linearity may be less valid. However the distance between the loops used here is short, and so it is hoped that this approximation will be close enough to true to conduct the test. The purpose of this measurement is simply a test of the algorithm to find calibration factors, so there is significant leeway in the permissible model.
Figure 3.15: Five lead-tin coated copper tracks on PCBs forming the pick-up loops connected to five SQUIDs. The loops are arranged coaxially and have a separation much shorter than the size of the loops. This set-up was used to test the calibration algorithms.

Figure 3.16 shows data taken by the five SQUIDs for one hour at a low noise laboratory in France, the Laboratoire Souterrain à Bas Bruit (LSBB). All five SQUIDs show a similar signal and have RMS magnetically induced noise in the range 10 mV to 30 mV. The electronics
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Figure 3.16: Shown is one hour of SQUID data taken at the LSBB taken at 1 kHz. The RMS noise of the electronics was 0.55 mV. The RMS noise of the channels is 17.6 mV (red), 29.1 mV (green), 10.1 mV (blue), 21.7 mV (yellow), and 19.6 mV (purple).

with no SQUID attached have a RMS noise of 0.55 mV. No calibration coil was present so the noise in terms of field values can not be quoted.

The algorithm was used to find the calibration factors of the first four SQUIDs using 600 seconds of the data. This calibration region was split into integral regions 30 seconds long, on which the calibration was performed. The results of applying the calibration on the next hour of data is shown in figure 3.17 with the residuals plotted in figure 3.18. The $\chi^2$ between the observed and reconstructed signals of the last SQUID is 0.58, and the RMS of the residuals between the two is 14 mV. The residuals show a drift by 10 mV from the measured value after an hour, however the uncertainty in the reconstruction is approximately 50 mV in this region and the deviation is a similar size to the noise on the channels.
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Figure 3.17: Shown is one hour of SQUID data taken at the LSBB. The box in the upper left indicates the region of data used for calibration. The \( \chi^2 \) between the observed (red) and reconstructed (black) signals is 0.58 and the RMS of the residuals is 14 mV.

The stability of the calibration coefficients with time was computed by choosing different calibration regions from which to obtain the coefficients, and is plotted in figure 3.19. Regions beginning 500 s apart over 7000 s were taken from the data, and a set of calibration coefficients computed from them. Each calibration coefficient is highly stable with time, showing that an arbitrary calibration region may be chosen, and also that regions with large field changes provide similar results to relatively small field changes.

All combinations of using one, two, three, and four SQUIDs to predict another were computed, the value for the average \( \chi^2 \) and RMS residual is tabulated in table 3.3. The average RMS residual is also plotted in figure 3.20. There is a consistent improvement in the residuals as the number of SQUIDs used in the reconstruction is increased.
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Figure 3.18: Shown are the residuals between the observed and reconstructed signals seen in figure 3.17. There appears to be a drift of about 10 mV, which is approximately 1 % of the total change observed during this period, but the uncertainty in the reconstruction at this point is approximately 50 mV.

<table>
<thead>
<tr>
<th>Number of SQUIDs</th>
<th>Average $\chi^2$</th>
<th>Average RMS of residuals / V</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.87</td>
<td>$2.09(13) \times 10^{-2}$</td>
</tr>
<tr>
<td>2</td>
<td>0.92</td>
<td>$1.54(8) \times 10^{-2}$</td>
</tr>
<tr>
<td>3</td>
<td>1.07</td>
<td>$1.43(7) \times 10^{-2}$</td>
</tr>
<tr>
<td>4</td>
<td>1.16</td>
<td>$1.38(8) \times 10^{-2}$</td>
</tr>
</tbody>
</table>

Table 3.3: The average $\chi^2$ and RMS of residuals of the extrapolation for various numbers of SQUIDs used.

This improvement in RMS residual shows that, even in this non-ideal case, the reconstruction of a field can be obtained from a number of spatially separated measurements with better agreement to the actual field than any individual measurement.
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Figure 3.19: Shown are the calibration coefficients for the four SQUIDs as a function of time. The calibrations are very stable over the data set, a two hour period.

Finally, combinations that reconstructed signals from SQUIDs at the end of a set, and in between the extremes of a set were both computed. Figure 3.21 shows RMS residuals for both cases as a function of the number of SQUIDs used in the reconstructions. The “end” SQUID case shows the same reduction in residuals as the full data set, however the “between” SQUID case shows a fairly constant RMS residual. This indicates that the magnetometry should not suffer for having pick-up loops only on one side of the Ramsey cells. This result is presumably because a linear interpolation between two points can’t be improved as much by additional points as extrapolation away from the points would.
3.5 Summary

Two new systems of calibrating the SQUIDs in cryoEDM have been investigated, one using the existing calibration coils installed in the experiment, the other using a neutron resonance to obtain the calibration data.

The calibration using calibration coils has been shown to work successfully in the running experiment, and to agree with calibrations obtained from comparison with the fluxgates. The limiting factor of this method is the knowledge of the position and orientation of the pick-up loops and calibration coils.

The second method of calibration has been shown to work well on a small test set-up with similar geometry to the cryoEDM experiment, providing calibrations of the SQUIDs to fields in the region of interest without requiring knowledge of the geometry. Additionally, as this
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Figure 3.21: Shown is the average RMS of the residuals between the observed and the reconstructed signals for combinations reconstructing “between” SQUIDs (black) and “end” SQUIDs (red) of the number of SQUIDs used in the reconstruction. For the “end” SQUIDs it can be seen that the residuals decrease as the number of SQUIDs used increases as expected. However the “between” SQUIDs have a fairly constant RMS residual, this is presumably because once two points either side of the reconstructed SQUIDs are set only small deviations to this will occur. It is observed that the reconstructions of “end” SQUIDs have a lower RMS residual than the “between” SQUIDs which is unexpected.

The method uses neutron measurements to determine the calibration, the effect of a non-uniform neutron distribution should be reduced.

To produce a fully functional magnetometry system all that remains is to correct the incoming data for hardware created artefacts.
Chapter 4

SQUID feedback artefact correction

To undertake the analysis and calibrations outlined in chapter 3, the outputs of the magnetometers must represent the magnetic flux observed through the magnetometer’s sensing region in a linear fashion. While in general this is the case, the outputs of SQUIDs can have hardware introduced artefacts, which makes this relation not fully linear. These artefacts were discussed in section 2.7.2.1. A description of algorithms for their removal will be presented, and the performance of these algorithms on simulated and real data will be given.

4.1 Correction algorithms

4.1.1 Description

4.1.1.1 General

In general the algorithms were defined in terms of the magnetometer output $V(t)$, the magnetic field induced signal $V_B(t)$, and the offsets caused by artefacts $V_A(t)$ such that

$$V(t) = V_B(t) + V_A(t).$$  \hspace{1cm} (4.1)
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This can be differentiated to give

\[
\frac{dV}{dt} = \frac{dV_B}{dt} + \frac{dV_A}{dt}. \tag{4.2}
\]

We are only concerned about this signal during measurements, and so can define a region of interest between two times \(t_0\) and \(t_1\). We can integrate equation 4.2 over this region, giving

\[
\int_{t_0}^{t_1} \frac{dV}{dt} dt = \int_{t_0}^{t_1} \frac{dV_B}{dt} dt + \int_{t_0}^{t_1} \frac{dV_A}{dt} dt \tag{4.3}
\]

\[
V(t_1) - V(t_0) = V_B(t_1) - V_B(t_0) + \int_{t_0}^{t_1} \frac{dV_A(t)}{dt} dt, \tag{4.4}
\]

If the artefacts are sufficiently quick they appear as a step function in the output, this leads to the gradient of the artefact induced signal being as follows

\[
\frac{dV_A}{dt} = \sum_i V_i \delta(t - \tau_i), \tag{4.5}
\]

where \(V_i\) are the step changes caused by artefacts occurring at times \(\tau_i\). Equation 4.4 can then be written as

\[
V(t_1) - V(t_0) = V_B(t_1) - V_B(t_0) + \int_{t_0}^{t_1} \sum_i V_i \delta(t - \tau_i) dt \tag{4.6}
\]

\[
V(t_1) - V(t_0) = V_B(t_1) - V_B(t_0) + \sum_i \begin{cases} 
V_i, & \text{if } t_0 \leq \tau_i \leq t_1 \\
0, & \text{otherwise}.
\end{cases} \tag{4.7}
\]
This can be rearranged to give a value for $V_B$

$$V_B(t_1) = V_B(t_0) + V(t_1) - V(t_0) - \sum_i \left\{ \begin{array}{ll} V_i, & \text{if } t_0 \leq \tau_i \leq t_1 \\ 0, & \text{otherwise} \end{array} \right. \quad (4.8)$$

and discretised

$$V_B(t_{j+1}) = V_B(t_j) + V(t_{j+1}) - V(t_j) - \sum_i \left\{ \begin{array}{ll} V_i, & \text{if } t_j < \tau_i \leq t_{j+1} \\ 0, & \text{otherwise.} \end{array} \right. \quad (4.9)$$

As arbitrary initial offsets can be absorbed during the calibration process, it is possible to write

$$V_B(t_0) = V(t_0) \quad (4.10)$$

without affecting the results. Using equations 4.9 & 4.10 it is possible to determine the magnetic field response of the magnetometer from measurements of its previous outputs. It only remains to determine if between times $t_j$ and $t_{j+1}$ a jump has occurred and its size.

If the sampling rate is shortened significantly and the inductance of sensing circuits is increased such that the time constant of the coupling between the feedback and SQUID coils is very large, then it is possible for a reset artefact to extend across several samples (A reset itself takes only 2 $\mu$s, however to propagate the field changes through the system takes non-zero time). Much of the above argument is equally valid for these cases, the only modification is the number of points used to determine the presence of an artefact. This presents a problem if the outputs of the algorithm are used before a full artefact is detected, as outputs during an artefact could propagate to the analysis before it is corrected. To account for this, in general a delay buffer is introduced to ensure the full artefacts are detected before earlier outputs are used. Outputs during an artefact are then linearly interpolated between the known previous value before the artefact, and the newly reconstructed value after.

This process of detecting and reconstructing artefacts will be detailed in the next section.
4.1 Correction algorithms

4.1.1.2 Algorithms

There are two constraints for the algorithms that must detect and compensate for artefacts. The first is accuracy, a high detection rate and reconstruction accuracy is needed to give a true representation of the field. The second is speed, to act in the experimental control system the corrections must be done in real time, short delays may be added if compensated for but all channels must be corrected before the next sample is ready to be processed.

Many artefact correction algorithms were developed, a brief description of some will be given here.

1. A simple threshold, changes above a certain threshold value are ignored.

![Diagram](image)

**Figure 4.1**: Shown is the operation of the threshold algorithm on a reset. A black ‘X’ represents the SQUID output, a blue ‘X’ represents where the output would be if not for an artefact. A green ‘+’ represents the output of the algorithm.

This is shown graphically in figure 4.1, clearly this approach always underestimates the value of a jump. However this is by far the quickest algorithm and useful in low noise environments for a fast field estimate.

2. A simple threshold with compensation, changes above a certain threshold have an integer number of flux quanta removed.
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Figure 4.2: Shown is the operation of the threshold with compensation algorithm on a reset. A black ‘X’ represents the SQUID output, a blue ‘X’ represents where the output would be if not for an artefact. A green ‘+' represents the output of the algorithm.

This is shown graphically in figure 4.2, where the algorithm attempts to determine the number of flux quanta missing, but in the case shown the change in voltage between points is rounded incorrectly to 3 flux quanta rather than 4. Again this is useful in low noise environments where the change in voltage between points is small. In this environment the algorithm will be fast and correct the signals with superior results compared to the previous algorithm. For better results in noisy environments a better estimate of the voltage change is required.

3. A simple prediction, the average gradient of previous points is computed, and the current point is assumed to be different by this gradient. Any difference between the expected and observed value has an integer number of flux quanta removed.
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4.1.1 Average Gradient Algorithm

Figure 4.3: Shown is the operation of the average gradient algorithm on a reset. A black ‘X’ represents the SQUID output, a blue ‘X’ represents where the output would be if not for an artefact. A green ‘+’ represents the output of the algorithm. The green line represents the algorithm’s prediction using the average gradient of the previous points extrapolating to the new point.

This is shown graphically in figure 4.3, where the algorithm uses the previous five points to calculate an average gradient of the output, and adds this gradient on to the previous value to estimate where the current point should be. The difference between the predicted point and the actual point is used to determine the size of extraneous voltage changes. Due to the extra points processed this algorithm is significantly slower than the previous algorithms, but is more immune to noisy environments.

4. A simple prediction with spike detection, similar to algorithm 3, but delays the output by a point to check if any change is a noise spike rather than an artefact needing correction. This algorithm is useful when there are also spikes in the data stream, single points that are not recorded correctly by the ADCs and make an abrupt change that returns to the expected value after the next sample. Subsequent modification to the DAQ hardware has eliminated such spikes from the data.

5. A linear prediction, a linear fit is performed to a number of previous points, the current
point is extrapolated along this line, any difference between the expected and observed value has an integer number of flux quanta removed.

Figure 4.4: Shown is the operation of the linear fit algorithm on a reset. A black ‘X’ represents the SQUID output, a blue ‘X’ represents where the output would be if not for an artefact. A green ‘+’ represents the output of the algorithm. The green line represents the algorithm’s prediction using a linear fit to the previous points and extrapolating to the new point.

This is shown graphically in figure 4.4, where the algorithm collects the previous five points and fits a straight line through them. This line is used to extrapolate forward to where the current point should be. The difference between the predicted point and the actual point is used to determine the size of any artefact. This algorithm extrapolates to the next point very well in all but the noisiest conditions, again the price is increased correction time caused by the more complicated calculations.

6. A precognitive linear prediction, a linear fit is performed to a number of previous points and future points (taken using a delay line), if the difference between the forward and backward predictions is above a threshold the two lines are forced to intersect at the current point.

7. A precognitive linear prediction with compensation, a linear fit is performed to a
number of previous points and future points, an integer number of flux quanta are added to minimise the difference between the forward and backward predictions.

Figure 4.5: Shown is the operation of the precognitive linear fit algorithm on a reset. A black ‘X’ represents the SQUID output, a blue ‘X’ represents where the output would be if not for an artefact. A green ‘+’ represents the output of the algorithm. The green line represents the algorithm’s prediction using a linear fit to the previous and future points.

This is shown graphically in figure 4.5, where the algorithm fits a straight line to five points either side of the region of interest and calculates the size of any artefact from the difference of the predictions at the current point.

The precognitive algorithms are useful in situations where an artefact can take multiple points, as they use samples away from the artefact itself to identify it. Of course an artefact will appear in the ‘future’ samples before entering the region of interest, which will make any linear fit through the future points erroneous and cause the correction to be incorrect. To counteract this, a goodness-of-fit check is performed on the data, if this fails the algorithm falls back to using just the previously analysed values.

Each algorithm has a variant where multiple points can make up the region of interest, not just one. These algorithms each take different amounts of time to correct the data, but
generally increasing up the list. Each algorithm also has slightly different efficiencies in both detection and reconstruction, a fact that will be explored in section 4.2.

### 4.1.2 Finding the flux quantum

Many of the algorithms above require knowledge of the voltage representing a flux quantum, either to compensate for large changes or to set a threshold value. In general this value can be obtained from the SQUID tuning software. Small increments of magnetic field offset are applied to the SQUID through the feedback system, and after each increment a reset is forced. If the SQUID can settle into an operating point with lower feedback value then the output will change by one flux quantum. However, this relies on the feedback signal being the only applied field, with a pick-up loop connected the environmental field is also applied, and this is far less controlled. In a noisy environment the value of flux quantum returned by this method can be highly inaccurate.

The alternative is to take a significant amount of data in the noisy environment and histogram the point changes in the signal. This should produce peaks for the general noise, centred around zero, peaks for the resets near ±10 V, and peaks for the flux losses. Resets can be created in a controlled manner by applying large fields to the magnetometer via the calibration coils, and so large numbers can be generated easily. Flux jumps are essentially random and so a large amount of data is required to extract a good value for the flux quantum. Figure 4.6 shows these peaks, however, the flux jump peak is difficult to resolve from the central noise peak. Figure 4.7 shows Gaussian fits to flux jumps of up to three flux quanta, allowing a value for the flux quantum to be obtained even in a noisy environment.

The asymmetry of the peak is caused by the linearisation hardware searching for a new working point by increasing the feedback field in a single polarity, producing flux jumps in the same direction. To reduce the field and produce flux jumps in the opposite direction an intermediate reset would be required, therefore it is far easier for flux jumps to occur in one direction than the other.
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Figure 4.6: A Histogram showing the discrete voltage changes of a SQUID output taken over 30 hours. A sharp central peak can be seen, which is due to magnetic noise detected by the magnetometer. The isolated peaks at approximately ±10 V are due to feedback resetting, and the peak at -0.85 V is the collection of flux jumps and is difficult to resolve from the noise.

Additionally the value of the reset peaks can be used to add extra statistics, as the reset peaks should occur at an integer flux quanta.

In cases where the flux quantum is within the general magnetic noise of the system, a better tactic may be to set the flux quantum to be the size of a reset artefact and accept that flux jumps, which should be rare, cannot be identified. Similarly a threshold number of flux quanta can be set so that flux quantum sized differences in reset changes are handled, but within-the-noise changes are ignored. However, the magnetometry system is not intended to run in such noisy environments.
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Figure 4.7: A Histogram showing the discrete voltage changes of a SQUID output as in figure 4.6. A Gaussian fit to the central noise peak and to $-\Phi_0$, $-2\Phi_0$, and $-3\Phi_0$ with the same widths is shown. This fit give a value of $\Phi_0 = 0.85$ V. So even in such a noisy environment a value of the flux quantum can be obtained.

4.1.3 Data quality

It is convenient to attribute a value for the data quality to the magnetometer output, so that certain outputs may be excluded from further analysis if they are noisy or unstable. It is during correction that many useful parameters are calculated, which might give a representative figure to the data quality. For example a number of resets in quick succession may indicate a loss of lock in the feedback system, especially if similar field changes are not seen on other magnetometers.

Additionally, multiple correction algorithms can be run on the input data, provided there is enough time available to run them. The data sets could be compared to determine any significant differences that could be used to attribute a quality to the data. For example if
the threshold and linear fitting correction algorithms do not detect an artefact in the same location, this would indicate the quality of the data used in the fitting region is low.
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4.2.1 Simulated data

It is possible to construct a reasonable simulation of the SQUID response to different stimuli. The SQUID response will be the field applied to the magnetometer, with an offset and a measurement noise applied. The noise is applied simply using a Gaussian random number generator, centred on the value with the appropriate width to produce a white noise level. In this discussion the low frequency noise, which scales as \( \frac{1}{f} \), shall be ignored as it can not interfere with the correction measurements due to its low frequency. The offset is calculated as an integer number of flux quanta: to bring the output within a specified range, simulating resets; and increments or decrements if the signal plus noise changes are greater than a predefined slew rate, simulating flux jumps. Both artefacts are treated as instantaneous changes in this simulation.

4.2.1.1 False positives and negatives

The first performance metric of the correction algorithms is how well they identify artefacts. Two important quantities are the number of data points misidentified as having artefacts (false positive), and the number of artefacts unidentified (false negative). The SQUID output simulation is aware of whether it has introduced an artefact or not so it is a simple matter to compare this to the artefacts found by the correction algorithms.

Figure 4.8 shows the number of false positives per 10000 simulated data points for each algorithm as a function of the SQUID noise expressed as a ratio to the voltage representing a flux quantum, \( \Phi_0 \). Most algorithms show no false positive corrections when the FWHM noise is less than 0.1\( \Phi_0 \). There is a sharp transition in the number of misidentifications when the
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Figure 4.8: Shown is a plot of several correction algorithms’ false positive rates as a function of the FWHM noise, expressed as a ratio with the size of a flux quantum. It can be seen that the false positive rate of most of the algorithms increases sharply around $0.2\Phi_0$. Below $0.1\Phi_0$ there are no false positives for most algorithms.

FWHM noise reaches $0.2\Phi_0$, after which the misidentification quickly saturates. The number of false positives is in line with the number of flux quantum size changes expected from the difference of two Gaussianly distributed data sets, this is further discussed in section 4.2.1.2.

Figure 4.9 shows the number of false negatives for each algorithm as a function of the SQUID noise expressed as a ratio to the flux quantum.

The number of false negative corrections shows similar behaviour to the number of false positives, in that there are no false negatives below $0.1\Phi_0$ and a sharp onset of false negatives at $0.2\Phi_0$. This similarity is expected, as the majority of the false negatives are actually caused by the number of false positives. This is because some algorithms limit the number of artefacts that can be identified in time, to avoid having to handle previously detected
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 artefacts in data buffers while checking for new artefacts. In normal operation this does not cause a problem as artefacts should not arrive in quick succession. However, if a false positive is identified slightly before a real artefact, the algorithm can ignore the real artefact leading to a false negative. For this reason the algorithms that do not require knowledge of previous data stability, the simple threshold based algorithms, exhibit no false negatives caused by previous false positives.
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Figure 4.10: Shown is the distribution of the voltage changes between each sample, as related to the noise on the SQUID. The threshold algorithm will attempt to correct any change above the threshold value. A certain fraction of the noise distribution will leak into the threshold region, an amount \( \text{erfc} \left( \frac{V_T}{2\sigma} \right) \), which will be misidentified as artefacts.

4.2.1.2 Comment on false positives

The false positive corrections exhibit a sharp loss in performance when the noise in the simulation reaches a level of about \( 0.2\Phi_0 \). This is simply due to the expected rate at which the difference between two randomly generated Gaussian distributions will produce a value of a certain size.

Here the threshold algorithm will be taken as an example, the same principle holds for the other algorithms but is less clear due to the complications that come from the increased processing. Figure 4.10 illustrates the cause of the sudden onset of false positives. The algorithm determines the difference between two data points. In the absence of an input signal each data point will come from a distribution with the same mean and standard deviation, \( \sigma \). As each point is an independent measurement of this distribution, the distribution of the differences will then have a mean of zero and a standard deviation of \( \sqrt{2}\sigma \). The threshold algorithm assumes that any change in voltage above a certain level is an artefact. However, if the standard deviation of the SQUID noise is non-zero, as it will be in any physical system, there is a non-zero region of the distribution above the threshold value. Every entry in this region will be a false positive.

The region of the distribution above the threshold is given by the integral of a Gaussian
Figure 4.11: Shown is the value of $10^4 \text{erfc} \left( \frac{V_T}{2\sigma} \right)$ in the noise range $10^{-1}\Phi_0$ to $\Phi_0$. This is very similar to the values obtained for the false positives of the threshold algorithms, as expected. Also shown are the expected false positive numbers for amounts of data equivalent to 10 seconds, 1 day, and 3 years. With an eight orders of magnitude change in data there is less than a factor of two change in onset.

from $\pm V_T$ to $\pm \infty$, the complementary error function

$$N = \text{erfc} \left( \frac{V_T}{2\sigma} \right),$$

where $V_t$ is the threshold voltage.

Figure 4.11 shows the value of $10^4 \text{erfc} \left( \frac{V_T}{2\sigma} \right)$, which gives a very similar curve to that of the false positives, again with an onset at approximately $0.2\Phi_0$. Also shown are the expectations in the numbers of false positives for 10 seconds, 1 day, and 3 years worth of data. The onset slowly decreases, changing by a factor of less than two with an increase in the sample size of eight orders of magnitude.
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Figure 4.12: Shown are the outputs of the correction algorithms, along with the simulated SQUID output and simulated applied field for a simulation with a FWHM noise level of $0.02\Phi_0$, all algorithms except the simple threshold lie on top of the simulated data.

4.2.1.3 Accuracy

The second aspect that the correction algorithms must exhibit is the ability to recover the size of field changes in the SQUID output. The quantity used to measure the accuracy of the reconstruction will be the correlation of the algorithm’s output with the applied signal. Figures 4.12 & 4.13 show a sinusoidal simulated signal, the SQUID’s simulated response to the signal, and the output of the correction algorithms at two FWHM noise levels: $0.02\Phi_0$, and $0.5\Phi_0$. In the low noise simulation the output curves from all algorithms apart from the simple threshold model, which by definition underestimates the magnitude of changes, lie on top of the applied curve. In the high noise simulation, the outputs of the algorithms show a somewhat sinusoidal signal, interrupted by periods of instability caused by misidentification of artefacts and their size. These periods mean that the algorithms’ outputs do not match
Figure 4.13: Shown are the outputs of the correction algorithms, along with the simulated SQUID output and simulated applied field for a simulation with a FWHM noise level of $0.5\Phi_0$, signals experiencing this much noise are not corrected well.

the input signal very well with this noise level.

Figure 4.14 shows the correlation, as defined in equation 3.52, between the input and reconstructed signals for each algorithm as a function of the FWHM of the SQUID’s noise. The correlation is very good until the value of the FWHM noise reaches $0.2\Phi_0$, where there is a sharp decrease in the correlation.

4.2.1.4 Benchmarks

The other important aspect of these algorithms is their ability to run in real time. Typical sampling times of the DAQ system for the SQUIDs are between 1 kHz and 10 kHz, it is therefore a requirement that each algorithm is able to correct the data at a frequency much
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Figure 4.14: Shown is a plot of several correction algorithms’ correlation rates with the simulated applied field as a function of the FWHM noise, expressed as a ratio with the size of a flux quantum. It can be seen that the correlation is very close to 1 until the FWHM of the noise is above $0.2\Phi_0$, at which point there is a sharp decrease in correlation.

greater than 10 kHz to allow time for performing the analysis, writing data files, etc. The average correction time of each of the above algorithms was measured on hardware configured identically to the DAQ machine with a clock speed of 2.5 GHz, and is tabulated in table 4.1. This also gives the maximum sampling frequency of a 12 channel SQUID system if that algorithm is used. All algorithms have this maximum sampling frequency above 50 kHz and so should be appropriate for use at 10 kHz data rates.
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<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Correction time / s</th>
<th>Uncertainty / s</th>
<th>Max sampling frequency / kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$1.65 \times 10^{-7}$</td>
<td>$7.4 \times 10^{-8}$</td>
<td>505</td>
</tr>
<tr>
<td>2</td>
<td>$1.71 \times 10^{-7}$</td>
<td>$6.5 \times 10^{-8}$</td>
<td>487</td>
</tr>
<tr>
<td>3</td>
<td>$8.23 \times 10^{-7}$</td>
<td>$7.6 \times 10^{-8}$</td>
<td>101</td>
</tr>
<tr>
<td>4</td>
<td>$9.87 \times 10^{-7}$</td>
<td>$8.5 \times 10^{-8}$</td>
<td>84</td>
</tr>
<tr>
<td>5</td>
<td>$8.57 \times 10^{-7}$</td>
<td>$7.7 \times 10^{-8}$</td>
<td>97</td>
</tr>
<tr>
<td>6</td>
<td>$1.38 \times 10^{-6}$</td>
<td>$9.8 \times 10^{-8}$</td>
<td>60</td>
</tr>
<tr>
<td>7</td>
<td>$1.42 \times 10^{-6}$</td>
<td>$9.6 \times 10^{-8}$</td>
<td>58</td>
</tr>
</tbody>
</table>

Table 4.1: Table showing the average time taken to correct a single data point for each algorithm, and its associated uncertainty measured on the available hardware. The last column shows the maximum sampling rate for the 12 channel SQUID system if a particular algorithm is used. All of the algorithms comfortably allow a sampling rate of 10 kHz, the most likely largest sampling rate the system will be operated at, to be used.

#### 4.2.2 Experimental data

During the 2010 data run the superconducting solenoid was seen to become superconducting and return to the normal state by both the fluxgates and the SQUIDs. This represents a large change in the magnetic field of approximately $4 \mu T$, which is a substantial test of the correction algorithms. The field change is large and homogeneous enough that the fluxgates will experience essentially the same field, allowing a comparison with the corrected SQUID signals to be made. This $4 \mu T$ field change corresponds to 4240 V and 124000 V changes of the magnetometer output of two axial SQUIDs. The SQUIDs therefore experience approximately 420 and 12000 resets, which need correction, in this time. Figure 4.15 shows the raw signals of the two SQUIDs over a 30 hour period, during which the solenoid becomes normal. Figures 4.16 & 4.17 show the output of one of the correction algorithms on the SQUID data overlaid with the fluxgate data taken during the period.
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Figure 4.15: Shown is 30 hours of data around a transition of the solenoid as observed by SQUIDs 5 (top) & 11 (bottom). A change of 4 $\mu$T to the field through the SQUIDs occurs. The number of resets during this period is 514 and 16559, for SQUID 5 & 11 respectively.
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Figure 4.16: Shown is the transition of the solenoid from figure 4.15 seen on SQUID 5 with its output corrected for artefacts (red) plotted with a fluxgate observing the same period (black). The $\chi^2$ between the reconstructed field and the fluxgate signal is 4.22. Comparison of the two signals agrees well with the calibration measured in section 3.3, giving $-9.40(2) \text{ nT V}^{-1}$.

The $\chi^2$ between the reconstructed field and the fluxgate signal is 4.22 and 3.47 for the two SQUIDs. The value of the calibration obtained in section 3.3 agrees very well with that obtained by scaling the SQUID and fluxgate signals during this period: $-9.40(2) \text{ nT V}^{-1}$ and $0.03137(8) \text{ nT V}^{-1}$ for SQUID 5 and 11 respectively.

Table 4.2 gives the $\chi^2$ for the raw data and that using correction algorithms 1 to 5 for both SQUIDs. The $\chi^2$ of the raw data is 8 and 11 orders of magnitude higher than any of the correction algorithms for the two SQUIDs respectively, indicating how little it resembles the fluxgate data. The $\chi^2$ for the corrected data is generally close to 4, this is likely larger than it would be if compared to the field entering the SQUID pick-up loop, as there are small non-homogeneous magnetic fields within the experimental volume discussed in section 6.4.
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Figure 4.17: Shown is the transition of the solenoid from figure 4.15 seen on SQUID 11 with its output corrected for artefacts (red) plotted with a fluxgate observing the same period (black). The $\chi^2$ between the reconstructed field and the fluxgate signal is 3.47. Comparison of the two signals agrees well with the calibration measured in section 3.3, giving $0.03137(8) \text{nT V}^{-1}$.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>SQUID 5 reduced $\chi^2$</th>
<th>SQUID 11 reduced $\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>$1.92 \times 10^8$</td>
<td>$1.98 \times 10^{12}$</td>
</tr>
<tr>
<td>1</td>
<td>3.85</td>
<td>23.8</td>
</tr>
<tr>
<td>2</td>
<td>3.81</td>
<td>16.7</td>
</tr>
<tr>
<td>3</td>
<td>4.06</td>
<td>3.45</td>
</tr>
<tr>
<td>4</td>
<td>4.05</td>
<td>3.44</td>
</tr>
<tr>
<td>5</td>
<td>4.22</td>
<td>3.47</td>
</tr>
</tbody>
</table>

Table 4.2: Table showing the reduced $\chi^2$ comparing the reconstructed signal of the SQUIDs to the fluxgate signal for SQUIDs 5 & 11.
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Figure 4.18: Shown is the residual of the fluxgate signal and the reconstruction in the region of the transition for algorithms 1 - 5 (black, red, green, blue, yellow) for SQUID 5. The average RMS change in the fluxgate signals over periods of this length before the transition was 15 nT, and for the SQUIDs 0.1 nT which can go some way to explaining the deviations of order 10 nT, the RMS of the residuals is 20 nT.

The threshold algorithms have a $\chi^2$ significantly larger than the other algorithms when correcting SQUID 11’s data, which highlights that the faster algorithms are unsuitable when the signal is moving very rapidly: on SQUID 11 the signal is changing at nearly 800 V s$^{-1}$ compared to 25 V s$^{-1}$ seen through SQUID 5.

Figures 4.18 & 4.19 show the residuals between the fluxgate and reconstructed signals for the SQUID 5 and 11 respectively during the transition region. The RMS of the residuals are all approximately 20 nT, this is comparable to the average RMS of the fluxgate signal over periods of this length, which is 15 nT. The maximum deviation from the fluxgate signal is 40 nT, which is 1 % of the total change seen. If this error is shared equally between each artefact corrected then it would mean an error of approximately 90 pT and 3 pT would be introduced with each correction for SQUID 5 & 11 respectively. Of course such large changes
Figure 4.19: Shown is the residual of the fluxgate signal and the reconstruction in the region of the transition for algorithms 1 - 5 (black, red, green, blue, yellow) for SQUID 11. The residuals are much larger for the threshold algorithms, an RMS of 56 nT compared with 20 nT for the other algorithms.

are not to be expected within data taking, and the SQUIDs will be operating in a sensitivity range 100 to 1000 times better, which should scale the error accordingly. Additionally, it is unclear how much of this difference in signal is caused by variations of the fluxgates from the true SQUID signal as the RMS of the fluxgates and the residuals are of similar size.

4.3 Conclusion

It has been demonstrated that artefacts introduced by the hardware linearisation system of the SQUIDs can be removed, and the magnetic signal reconstructed to a very good level if the FWHM environmental noise is below $0.1\Phi_0$. The FWHM noise on the SQUIDs in the most recent data run was typically 0.09 V and 0.4 V for the SQUIDs shown above. As discontinuities caused by resets are typically around 10 V, and the noise values are signifi-
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cantly less than 1 V, correcting resets can be performed easily, as demonstrated by the good agreement of the reconstruction of large field changes above. The value equivalent to $\Phi_0$ was 5.1 V and 0.85 V for the same SQUIDs, in the former case this is again in the good quality operating window, but the latter case the noise is $0.47\Phi_0$, which is 5 times too large to reliably correct for flux jumps. Correction for resets is possible in the current noise levels within the experiment to a very good level. However, the ability to correct flux jumps varies across SQUIDs, as the noise levels on some SQUIDs is far too high. The high noise is a problem for more than just artefact correction and will be revisited in section 6.3.

The good quality of reconstruction allows the magnetometer output to be related linearly to the magnetic field experienced by the sensing region, as required by the analysis and calibration schemes. The correction can also be performed before a new sample is ready from the data acquisition system, which allows the magnetometry to be used in real time.
Chapter 5

Material investigation

Samples of the grade 5 titanium alloy obtained from various sources were measured with an AC susceptometer to determine the superconducting transition temperature of the alloy. Transitions were found to occur within the range 1.3 K to 5.6 K for the samples. A 1 K difference in transition temperature was seen between samples from the same source, one unmodified, and one containing a example weld, the welded sample produced the higher transition temperature. The aluminium alloy Dural was also measured with this technique and found to have a transition of \((1.08 \pm 0.03)\) K.

In addition to high levels of field stability, cryoEDM requires high levels of field homogeneity. This is due to the fact that magnetic field gradients can depolarise the neutrons, obscuring the resonance fringes. The requirement for a highly uniform magnetic field leads to the exclusion of all magnetic materials from the region in the vicinity of the neutrons. Of particular concern are superconductors, due to their ability to distort a magnetic field significantly through external fields induced by the Meissner effect. This is problematic as the temperature at which the experiment is run is below the transition temperature of many known superconductors.

Additionally, the materials used to build the containment volumes must meet certain physical criteria: the ability to machine to the correct dimensions; the ability to withstand certain pressures without deformation; to be sealable and leak-tight against a superfluid; and of course must come at an acceptable cost. Many materials, e.g. steel alloys and aluminium, which may traditionally be used for such purposes fail the magnetic requirements. The
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design therefore requires consideration of more exotic materials.

For a number of candidate materials there are no data concerning their magnetic behaviour in cryoEDM’s temperature range, and so there is a need to measure their magnetic properties before use in the experiment. The Oxford group is in a unique position to run rapid tests for superconductivity in samples of these materials, and therefore remove them from consideration if found. This work is carried out before a more detailed, and expensive, magnetic analysis is performed by specialised external labs.

A proposed SCV for the experiment was to be made of titanium. Pure titanium has a superconducting transition below 0.4 K and would be suitable from a magnetic standpoint, but is prohibitively expensive. An industrial standard alloy was suggested instead, grade 5 titanium alloy [102]. The properties of this material were investigated along with the aluminium alloy Dural [103]. This chapter outlines work done to measure any superconducting transitions of these materials.

5.1 Measurement

To measure the transition temperature of the materials the magnetic susceptibility of samples was measured as a function of temperature. In the superconducting state a material will be perfectly diamagnetic with a susceptibility of $-1$, which is several orders of magnitude larger than the susceptibility of a non-magnetic material, and so a transition between the two states is easily observed.

Susceptibility is defined as the ratio of the magnetisation of a material in an applied field to the applied field:

$$M = \chi H,$$  \hspace{1cm} (5.1)

where $\chi$ is the susceptibility, $M$ is the induced magnetisation, and $H$ is the applied field.

To determine the susceptibility of the sample, it is sufficient to measure the magnetic response to a known applied field. This was achieved using an AC susceptometer constructed
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Figure 5.1: Shown is a diagram of the coil arrangement used for susceptibility measurements. The outer (primary) and inner (secondary) coils are coaxial, the secondary coil is used for read out, it is composed of two counter-wound coils one containing the sample. When no sample is present, the coupling between the primary and secondary coil produces zero output. Any change in magnetisation of the sample induces a current in the secondary coil not compensated by the counter-wound portion, and so a response is measured.

from two coaxial coils (See figure 5.1). An alternating magnetic field was applied by the outer primary coil to two spatially-separated, but connected, coaxial counter-wound secondary coils. The coils were tuned such that the induced current in one of the coils is cancelled by the induced current in the counter-wound coil, meaning there is zero total current induced in the secondary coils due to the applied field when no sample is present. When one of the secondary coils contains the sample, any current induced in the coil is caused by a change in magnetisation of the sample in response to a change in applied field. The ratio of the induced signal and the applied field is, with correct calibration, the value of the susceptibility of the sample. The applied and induced signals were read using a lock-in amplifier to produce the in-phase and out-of-phase components of the susceptibility, the former giving the magnetisation signal and the latter giving information on dissipation processes in the material. These can be seen as the real and imaginary components of a complex susceptibility. Only the modulus of this value is required for these purposes.

The applied field was created by passing a current through the primary coils. A constant current supply was used to ensure any changes in the resistance of the coils or connecting
wires as the system was cooled did not change the applied magnetic field, which would appear as a false susceptibility signal if assumed constant. The current was then sinusoidally modulated to produce an alternating field. The applied current was recorded during measurements to compensate for any change in frequency or amplitude of the field.

The resolution of the susceptometer was estimated to be of order $1 \times 10^{-4}$ for SI susceptibility, which is significantly better than the order 1 change expected for a superconducting transition. However, when compared to typical values of non-magnetic materials, which are of the order $1 \times 10^{-6}$, it is clear this susceptometer is suitable to find superconducting transitions, but not to probe the magnetic properties of the material in detail. As only transitions in the susceptibility are required to determine a superconducting state and, due to the poor resolution, no useful information could be gathered from the absolute values of the susceptibility an accurate calibration of the susceptometer was not required.

Figure 5.2 shows two AC susceptometers mounted on the experimental plate of a $^3$He cryostat. The samples were screwed into the copper mount to ensure a good thermal contact and the coils mounted over them. A thermometer is embedded into the copper mount to ensure it measures the sample temperature as close to the samples as possible, without interfering with the measurement.
5.2 Temperature calibration

To accurately determine the temperature of the sample, a Cernox thermometer was inserted into the sample holder. The resistance of the thermometer varies repeatably with temperature, and so measurement could be performed via a four point resistance measurement using a resistance bridge. The only obstacle was to relate the resistance of the thermometer to its temperature.

The resistance calibration was performed by using measurements of the transition temperature of samples of known superconductors, and fitting a curve with the functional form [104]

\[ \ln R = a(\ln T)^2 + b \ln T + c, \]

where \( R \) is the thermometer resistance, \( T \) is the temperature of the device, and \( a, b \) and \( c \) are constants to be determined. This form is valid for this type of thermometer at low temperatures, below approximately 10 K.

Six reference samples were measured with transitions between 0.39 K and 7.2 K. These were combined with measurements of the resistance of the thermometer at the boiling point of liquid helium, the boiling point of liquid nitrogen, and room temperature. The curve defined by equation 5.2 was fit to the reference values in the region of interest, but this curve is only valid for low temperatures. From 10 K to room temperature, which is outside the region of interest, the calibration is interpolated between the reference values using an Akima spline [105]. Figure 5.3 shows the thermometer calibration curve obtained in the region of interest in good agreement with the measured transitions.
5.3 Determination of $T_c$

The standard definition of the transition temperature is the point where the susceptibility increases from zero [106]. However, all signals are subject to noise, and these measurements are no exception, so deciding whether a change in the data was the onset of superconducting behaviour, or an artefact in the noise was open to interpretation. To remove any subjectivity in determining the departure from zero, a method using computable quantities was developed, as illustrated in figure 5.4. A region far above the transition was determined, this region was averaged to obtain a value and standard deviation of the susceptibility signal in the normal state. From this temperature down a moving average was taken, when this average was $1\sigma$ away from the value for the normal-state region, this temperature was taken.
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Figure 5.4: Shown is an illustration of a transition curve, and the definition of transition temperature used. A region well above the transition is used to define an average and standard deviation in the value of the normal state response. The region of the curve that lies greater than $1\sigma$, and less $2\sigma$ away from the normal state is found. The transition temperature is defined as the centre of this region. Clearly due to the gradient of the transition the definition of the lower temperature edge does not change the result significantly.

to be the upper bound of the transition region. To determine the lower bound of the region a similar procedure was carried out, but starting well below the transition and moving towards higher temperatures. Once the moving average was within $2\sigma$ of the normal-state region this was taken as the lower bound. The transition temperature was taken to be the centre of the transition region, so the average of the warmest point where the signal was more then $1\sigma$ from normal, and the coldest point where the signal was within $2\sigma$ of normal. An uncertainty in the transition temperature is attributed from the uncertainties in finding the correct transition region. Changing the length of the moving average by a factor of two in each direction, or changing the lower bound threshold from $2\sigma$ to $3\sigma$ did not change the results significantly, from this is was concluded that this method is stable with respect to the arbitrarily chosen parameters.
As a test of the apparatus a copper sample was used. Figure 5.5 shows the curve produced for the copper sample, there is a change in susceptibility between 40 K and 300 K, this is a well known phenomenon caused by the change of conductivity of the sample with temperature creating eddy currents and described in [106]. This change was visible in all samples but occurred significantly above the region of interest, it therefore did not interfere with determination of the transition temperature of samples.

A number of samples of grade 5 titanium were tested from various sources:

1. A sample provided through the Rutherford Appleton Lab (RAL) engineering department.
2. Another sample provided through RAL from the same batch as 1, but with a sample weld. As the vessel would require welding the nature of the welds would need to be determined also.

3. A sample of the titanium welding rod.

4. A sample from the manufacturer Goodfellow.

5. A sample from the manufacturer Dynamet.

6. A sample obtained through contacts in Oxford.

7. A sample reported to have no transitions in the region of interest [107].

In addition to the titanium samples, a sample of the aluminium alloy Dural was tested.

All samples were measured while both cooling and warming through the transitions, due to the design of the cryostat it was not possible to stabilise the temperature in the vicinity of the transitions and map them precisely. Some samples showed a small but noticeable hysteresis in the transition temperature, likely due to the intrinsic thermal properties of the sample itself. The hysteresis of such samples was typically about 2% of the transition temperature, an example of the hysteresis is shown in figure 5.6, which shows the transition curve of the welded grade 5 titanium sample and the two transition temperatures attributable. Due to the hysteresis, all curves and transition temperatures will be quoted for the cooling of the sample, this ensures that all data are comparable and, as the cooling transition temperature is lower, that the superconducting behaviour in the material is below the quoted transition temperature.

All samples tested showed a superconducting transition in this experiment. Table 5.1 shows the values of the transition temperature and its associated uncertainty obtained for each of the samples listed above.
5.4 Results

Figure 5.6: Shown is an example of the hysteresis exhibited by some samples. The welded grade 5 titanium sample is shown here with a transition temperature of \((3.59 \pm 0.04)\) K and \((3.69 \pm 0.04)\) K for the cooling and warming phase respectively.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Label</th>
<th>Transition / K</th>
<th>Uncertainty / K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dural</td>
<td></td>
<td>1.08</td>
<td>0.03</td>
</tr>
<tr>
<td>Ti G5 RAL (welded)</td>
<td>T1</td>
<td>4.42</td>
<td>0.03</td>
</tr>
<tr>
<td>Ti G5 RAL (unwelded)</td>
<td>T2</td>
<td>3.59</td>
<td>0.04</td>
</tr>
<tr>
<td>Ti welding rod</td>
<td>T3</td>
<td>1.38</td>
<td>0.03</td>
</tr>
<tr>
<td>Ti G5 Oxford FD</td>
<td>T4</td>
<td>5.57</td>
<td>0.02</td>
</tr>
<tr>
<td>Ti G5 Goodfellow</td>
<td>T5</td>
<td>1.34</td>
<td>0.03</td>
</tr>
<tr>
<td>Ti G5 Dynamet</td>
<td>T6</td>
<td>1.43</td>
<td>0.03</td>
</tr>
<tr>
<td>Ti UD</td>
<td>T7</td>
<td>3.21</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Table 5.1: Table showing all measured samples’ transition temperatures, with associated uncertainty. Labels on the titanium samples refer to the labels on the curves displayed in figure 5.7.
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Figure 5.7: Measured susceptibility curves for the titanium samples, offset and normalised. Each sample shows a transition in the range 1.3 K to 5.6 K.

The associated curves for the transitions of the titanium samples may be seen in figure 5.7, here the curves have been normalised and vertically offset for ease of comparison. The grade 5 titanium samples each have different and incompatible transition temperatures, occurring in the range 1.3 K to 5.6 K. The transition curve for Dural can be seen in figure 5.8, and occurred with a transition temperature of \((1.08 \pm 0.03)\) K.

5.5 Conclusion

There is a significant spread in the values of the transition temperatures of the chemically standard grade 5 titanium samples, a range between 1.3 K and 5.6 K. Of particular note is the approximately 1 K increase in transition temperature of the RAL sample after welding. As there is no visible transition at the same temperature as the not-welded sample then
the welding must have changed the bulk properties of the material, rather than simply introducing contaminants with a higher transition temperature. These results highlight the importance of obtaining test samples from the same batch of material as that intended to be used. Especially as this range of temperatures straddle the often used cryogenic temperature of liquid helium. Indeed it is easy to imagine a situation where a material, such as the RAL sample, would be used in an application assuming its normal state at liquid helium temperature, but after welding into position would be superconducting at liquid helium temperature.

The above results clearly indicate that grade 5 titanium from any of the manufacturers tested would not make a suitable material for construction of the superfluid containment vessel in cryoEDM, which requires materials that remain in a normal state down to a temperature of 0.5 K. Additionally with a transition of \((1.08 \pm 0.03)\) K, Dural would be unsuitable

![Figure 5.8: Susceptibility curve of the dural sample with a transition of \((1.08 \pm 0.03)\) K.](image)
5.5 Conclusion

for this purpose as well.

Also worthy of note is the sample claimed to have no transition above 0.2 K is clearly seen to have a transition at a temperature of \( (3.21 \pm 0.02) \) K. This corrects the previous result.
Chapter 6

The magnetometry system and the magnetic environment

A significant amount of data were taken by the cryoEDM magnetometry system in October-December of 2010 during a prototype data run. This was the first successful run of the magnetometry system, as it provided functional SQUIDs that could be calibrated, and which were generally stable and able to measure the magnetic field in the apparatus. A summary of the performance of the magnetometers, and of the magnetic environment in the experiment will be presented.

6.1 Software

The magnetometry system is used both to remove false EDM signals from the final EDM analysis, and as a component in a system keeping the magnetic field at the experimental operating point. While the former use can be done offline and only requires data files to be written while running, the latter requires a full real-time analysis to be performed on the data as it is taken. Additionally, the magnetometry data must be made available to the other components in the field stabilisation system. This is done through communications over a network, with a master DAQ server issuing commands to the magnetometry system,
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and requesting data from it.

In order to have a working real-time analysis, a significant software framework had to be developed, this included data taking, data recording, signal processing, configuration, user display, etc. The full software system is described in appendices D and E. Comments on its use and performance in real data taking situations are given here.

6.1.1 Monitoring software

The user accessible side of the data analysis software is a graphical environment in which to monitor the magnetic environment remotely, which allows a user to view and manipulate the raw and corrected/calibrated data in real time. Data sets may be stored for future reference, or combined to produce new data sets via a scripting system (detailed in section D.5.1). An example of the monitoring software in use is shown in figure 6.1. If provided with an administrative password the client program can also mimic commands sent by the rest of the cryoEDM DAQ system to the magnetometry for testing purposes.

It is useful to have the ability to observe certain parameters of the magnetic environment in real time for data quality checking. Many of these parameters are not directly measured, but are simple manipulations of the measurements, for example the stability of the dynamic shielding factors. These parameters are produced by the scripting system.

The script system was used to great effect during the susceptibility measurements described in chapter 5. The script system was used to plot the calibrated superconducting transition curves of the samples as the data were being taken, and to monitor various parameters. This allowed a rapid check of the data quality, meaning experimental issues could be spotted and corrected before the sample was removed. The system will play a similar role in the main experiment.
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Figure 6.1: Shown is a screen shot of the magnetometry monitoring software displaying the corrected and calibrated output of three example SQUIDs, and the raw output of two example fluxgates at the same time. The display properties tab at the bottom of the figure is open to allow display changes. Other tabs under the drawing region allow access to other functionality, e.g. changing incoming data rates or sending commands to the server.

6.1.2 Performance

The software detailed above was used extensively during the 2010 data run. It was tasked with recording data from the SQUIDs through a newly designed data acquisition system, and from the fluxgates through an off the shelf ADC card. A further task was controlling and recording DAC values used to supply currents to compensation coils. During this period it recorded approximately 65 days worth of data with minimal user intervention, and successfully processed and responded to instructions provided from other parts of the experiment. Data taken using this software can be used to deduce the performance of the magnetometry and to assess the magnetic environment of the experiment.
6.2 Magnetometry progress

Much work has been done by the Oxford group to achieve a functioning magnetometry system in the environment of cryoEDM. Original designs of pick-up loops were to be circular loops of approximately 20 cm diameter, a sensing area of $3 \times 10^{-2}$ m$^2$. However, this size of pick-up loop collected significant amounts of RF interference. The transmission of RF interference on to a SQUID chip can diminish the SQUID’s performance, or prevent the SQUID’s operation entirely [108]. With the levels present in the experiment, the SQUIDs could not be operated with this size of loop attached.

The loops were redesigned as rings, still with a 20 cm diameter, but with an area of approximately $3 \times 10^{-3}$ m$^2$. The RF interference picked up was reduced, and the SQUIDs could be operated intermittently, but not reliably. The sensing area of the pick-up loops was reduced further, to approximately $9 \times 10^{-4}$ m$^2$ using small, off axis circular loops. This allows the SQUIDs to be operated in most situations, but introduced a new problem. With such a small sensing area, contributions to this area from the twisted wire pairs connecting the loops to the SQUIDs became significant. Ageing shielding used to screen these wires from external sources of magnetic field had breaks, and allowed significant pick-up of field in the regions not covered by the experiments magnetic shielding. The shielding of these wires had to be remade, and this has now eliminated the extraneous pick-up problem.

Investigations into the optimal pick-up loop designs for this environment are ongoing by the group. The pick-up loops attached to the magnetometers used in this data run have the maximum sensing areas that can tolerate the RF environment and remain functional. SQUID 5 has a diameter of 16 mm and a sensing area of $2 \times 10^{-4}$ m$^2$, SQUIDs 1, 4, & 11 each have a diameter of 35mm and a sensing area of $9.6 \times 10^{-4}$ m$^2$. 6 other pick-up loops were installed with sensing areas ranging from $5 \times 10^{-4}$ m$^2$ to $3 \times 10^{-2}$ m$^2$, none of which could be brought into consistent operation, presumed to be due to pick-up of RF interference in the experiment. The performance of the functional pick-up loops is investigated below.
6.3 Magnetic noise

Oscillating magnetic fields with frequencies corresponding to times longer than the measurement cycle, or frequencies much greater than the neutron precession frequency do not significantly affect the measurement and can be ignored initially. The important range is then between approximately $4 \times 10^{-3}$ Hz and 500 Hz. A measurement of the magnetometer noise in this region is essential.

The noise spectra, again defined as the square root of the power spectra, for two axial SQUIDs are shown in figures 6.2 & 6.3. The data were taken during the normal operating mode of the experiment with all magnetic shielding available.
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Figure 6.3: Shown is the noise spectra of the axial SQUID 11 in the same frequency range as figure 6.2. SQUID 11 has a resolution of 28 pT. Again the noise power is dominated by a $\frac{1}{f^2}$ contribution, and large peaks in the noise can be seen.

The noise on the SQUIDs in this region is dominated by a $\frac{1}{f^2}$ contribution, which is not uncommon in background magnetic noise [109]. So the SQUIDs are being operated in a mode where the environment is limiting their resolution and not the thermal noise of the SQUID. The higher frequency range above 4 Hz contains many peaks from unknown sources, critically these are in the region of 30 Hz to 200 Hz and could very well interfere with the precession of the neutrons at 150 Hz.

Figure 6.4 shows the noise spectra of SQUID 1, which has a pick-up loop in the transverse direction. This shows a similar behaviour to the axial SQUIDs, meaning there is also a lot of transverse noise. Oscillating fields in the transverse direction will cause a shift in the resonance frequency that scales as $\frac{B^2_{osc}}{\omega_0 - \omega_{osc}}$, given that there are components of the noise very close to the resonance frequency, the shift could be very large.

Figure 6.5 shows the noise spectra for an internal fluxgate in the frequency range $4 \times 10^{-4}$ Hz
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Figure 6.4: Shown is the noise spectra of the transverse SQUID 1 in the same frequency range as figure 6.2. SQUID 1 has a resolution of 25 pT. Again the noise power is dominated by a $\frac{1}{f^2}$ contribution, and large peaks in the noise can be seen. Oscillating fields in the transverse direction will cause a shift in the resonance frequency, and so are dangerous.

to 50 Hz. The noise on the internal fluxgates below 1 Hz is dominated by the $\frac{1}{f^2}$ contribution. This is what would be expected of a magnetometer being limited by internal noise. However above 1 Hz the white noise level of the fluxgate is reached. This white noise takes a value of 0.5 nT Hz$^{-\frac{1}{2}}$. The fluxgates should have a bandwidth of 10 Hz, so to see the white noise dominate above a frequency of only 1 Hz is an indication of a problem explored further in the next section.

Figure 6.6 shows the noise spectra for an external fluxgate in the same frequency range as figure 6.5. Below 1 Hz the noise on the external fluxgates is dominated by the $\frac{1}{f^2}$ contribution, which would indicate that the noise is coming from the field. The difference in low noise behaviour of the two fluxgates would indicate that the shielding is enough to lower the background noise below that of the instrument noise on the internal fluxgate. Similarly to the internal fluxgate, above 1 Hz the white noise level of 0.5 nT Hz$^{-\frac{1}{2}}$ is reached. The
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Figure 6.5: Shown is the noise spectra of an internal axial fluxgates in the frequency range $4 \times 10^{-4}$ Hz to 50 Hz. Above 1 Hz the fundamental noise of the fluxgate is reached at a level of 0.5 nT Hz$^{-\frac{1}{2}}$. At low frequencies the internal fluxgate’s noise power has a $\frac{1}{f}$ dependence, which indicates the internal fluxgate is shielded enough to reach its intrinsic noise limit.

The fact that both fluxgates have the same white noise level is consistent with that being the fundamental limit of the magnetometers. The low frequency behaviour of the SQUIDs and external fluxgate being the same would also indicate that the $\frac{1}{f^2}$ contribution is very likely part of the experimental field.

6.3.1 Resolution

By using Parseval’s theorem [110] it is possible to relate the noise spectra to the resolution of the magnetometer via

$$\sigma_B = \sqrt{\int |\tilde{B}(f)|^2 df},$$

(6.1)

where $\sigma_B$ is the RMS of the variations in the signal, taken as the resolution of the magnetometers, and $|\tilde{B}(f)|$ is the noise spectrum.
Figure 6.6: Shown is the noise spectra of an external axial fluxgate in the same frequency range as figure 6.5. Again above 1 Hz the fundamental noise of the fluxgate is reached at a level of $0.5 \text{nT Hz}^{-\frac{1}{2}}$. At low frequencies the external fluxgate’s noise power has a $\frac{1}{f^2}$ dependence, which indicates that the $\frac{1}{f^2}$ is a real property of the magnetic field.

Using this with the spectra above, without any signal processing, the deviations in the signal of the SQUIDs in the $4 \times 10^{-3}$ Hz to 500 Hz band have an RMS of 95 pT for SQUID 5, 28 pT for SQUID 11, and 25 pT for SQUID 1. It is worth noting that the two SQUIDs with pick-up loops of the same dimensions have very similar resolutions. For the fluxgates in the $4 \times 10^{-4}$ Hz to 50 Hz band, the RMS is 4.4 nT and 31 nT for the internal and external fluxgates respectively. The shape of the noise spectra and the similarity of these fluxgate resolutions despite the magnetic shielding is an indication that the resolution is not being limited fully by the magnetic noise, and so the fluxgates are being operated at close to the instruments’ resolutions, especially in the case of the internal fluxgate. However, the quoted resolution of the fluxgates is 0.1 nT, which is significantly below the observed value, and so this is likely to be electrical noise rather the fundamental magnetometer resolution. The wiring of the fluxgates is such that once the sensor cables leave the cryostat they travel...
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approximately 3 m to the processing electronics, and then through a further 3 m of common
ground cabling with numerous connector changers to the ADCs. This great distance between
the magnetometer and the DAQ systems has great potential for introducing electrical noise;
this situation is not helped by the fact that the full range of the fluxgate processing units is
±2 V, while the ADC range is ±10 V reducing the effective ADC resolution to 13 bits rather
than 16. Improvements in the cabling are planned to occur before the next data run, as well
as the development of new DAQ hardware that contains on-board amplifiers to better make
use of the full ADC resolution. This should improve the resolution of the fluxgates to reach
a level closer to the 0.1 nT expected value.

The noise entering the SQUID pick-up loop scales very roughly with the inverse of the
area of the pick-up loop [111], and so larger loops would have less noise giving a better
resolution. However, larger loops increase the transmission of RF interference on to the
SQUID chip and, as noted above, that can diminish the SQUID’s performance.

As perturbations below these levels cannot be resolved, and so cannot be corrected, the
resolution of the magnetometers will produce noise in the determination of an EDM signal.
Using equation 2.5 with an electric field of 40 kV cm$^{-1}$ and the RMS SQUID resolution in
the displayed band, the RMS EDM noise induced on a typical batch of neutrons if each
were the sole magnetometer would be: 7.1 \times 10^{-23} \text{e cm} \text{ for SQUID 5; }\ 2.1 \times 10^{-23} \text{e cm}
for SQUID 11; 1.9 \times 10^{-24} \text{e cm} \text{ for SQUID 1; and }\ 3.3 \times 10^{-21} \text{e cm} \text{ for the internal
fluxgates. Contributions to the uncertainty in the EDM will be 1000 times larger than that
the of neutron counting statistics for SQUID 5, about 300 times larger than that of the
neutron counting statistics for SQUID 11 and SQUID 1, and 45000 times larger than the
neutron counts for the internal fluxgates. These are significantly above the experimental
aim of resolution of EDMs of approximately 1 \times 10^{-25} \text{e cm per batch originating from the
magnetometry’s resolution.}

To allow the SQUIDs to be operated in the sub-picotesla resolution range the pick-up
loops must be made larger, and so elimination of the RF interference is essential. This alone
will not be sufficient, as with the current environmental noise the pick-up loops would need
to have a radius on the order of 1 m, which is far from feasible, so it is necessary for the noise to be reduced by at least an order of magnitude for the largest pick-up loop that can be accommodated to have an acceptable resolution.

6.4 Internal magnetic fields

Magnetic perturbations in the neutron volume can come from internal sources of magnetic fields, or from external fields penetrating the magnetic shielding. The former are completely under the control of the experiment and can in principle be eliminated. A summary of the internal magnetic perturbations observed by the magnetometry system will be presented, and their sources and possible removal discussed.

6.4.1 Cryogenic artefacts

The experiment is not a thermally static system, the cryostat is continually using cryogens and often replenishing them. This can cause various thermal and physical stresses. An example of a large field change that correlates with cryogenic processes is shown in figure 6.7. This shows that there is a strong magnetic event, an approximately 15 nT change lasting approximately 20 seconds, after a spike in pressure on the nitrogen tanks surrounding the shield, solenoid and SCV assembly. The field then slowly returns to its previous value over the course of an hour.

The experimental volume is not fixed in place, to allow for relative thermal contraction of the components during cooling the solenoid and shields are suspended on flexible hangers connected to the cryostat wall. The shield is loosely coupled to the SCV, which is itself attached to the rest of the experiment by a set of steel bellows. The magnetic signal is consistent with the spike in nitrogen pressure, which leads to activation of a relief valve, causing a displacement of the experimental volume, producing the rapid change in magnetic field due to movement through an inhomogeneous field. Over time the set of bellows allow
Figure 6.7: Shown is a typical signal from the SQUIDs seeing a periodic signal of approximately 15 nT magnitude (red), clearly visible is the association of this signal with large changes in the pressure of Nitrogen tanks in the cryostat (black).

the neutron volume to move back to its original position, causing the slow return in field seen. However, this alone does not narrow down the source of the inhomogeneous magnetic field.

This fluctuation appears on all the magnetometers, but varies in size and polarity. Figure 6.8 shows the response of the axial SQUIDs and internal fluxgates over the same period as shown in figure 6.7. The variations across the magnetometers show that the source is local rather than external to the cryostat. It is approximately equal and opposite on SQUID 5 and the nearest fluxgate, which indicates it is equidistant to the two magnetometers. It is also attenuated by the superconducting shields, which indicates it is outside the superconducting shielding. Assuming the source is dipole like, it is possible to get a rough idea of the position of the source from the relative size of the magnetometers’ signals. Figure 6.9 shows the
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Figure 6.8: Shown is a typical magnetic signal arising from the cryogenic movement of the SCV. Seen is a periodic signal on the internal fluxgates (black, red & green) and axial SQUIDs (blue & magenta). The polarity and size variations hint to a local source, and can be used to narrow down its location.

points in the experiment that would give the observed SQUID and fluxgate responses, if occupied by a dipole source, to produce a guide to the location for the perturbation. These positions are located in the lower east quadrant of the experiment roughly in line with the neutron cells.

6.4.2 Valves and motors

The experiment has several moving parts, mostly valves and actuator rods that control the flow of the neutrons through the neutron volume. The valves are powered by motors, which are housed outside the main cryostat, and operate the valves via the actuator rods. Shown in figure 6.10 is the SQUID response when the valves controlling neutrons’ entries to the
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Figure 6.9: Shown are the approximate possible locations of the magnetic perturbation, responsible for the signal dependent on the nitrogen pressure, extrapolated from the magnetometer measurements assuming a dipole source. The majority of these locations are in the lower east quadrant of the experiment.

cells are moved. The first disturbance, starting at 0.29 s and lasting about 0.08 seconds, is the opening of the first cell. This causes a 100 Hz sine wave (aliased in the figure) on SQUID 5, and is likely due to the electromagnetic field of the motor. This sends the other two SQUIDs shown out of lock, as the signal is exceeding the slew rate of those SQUIDs. The second disturbance, starting at 0.37 s and lasting about 0.08 seconds, is the opening of the second cell. This causes a DC change in field as the actuator moves, and is likely due to a magnetic item attached to the actuator rod, e.g. a steel screw. Offline tests where the motors and rods are decoupled confirm that movement of one of the motors and movement of one of the actuator rods causes these signals. Other valves in the system also cause magnetic effects when used. This shows the magnetometry system in its current state can be used as a powerful diagnostic tool to determine, and hence improve, the state of the magnetic
environment within the experiment.

### 6.5 Magnetic shielding

As the experiment is conducted in a neutron scattering facility, there are large sources of external magnetic fields, especially from other experiments. Figure 6.11 shows the field produced by a neighbouring experiment measured using the external fluxgates. The axial component of the field shows large variations of around 300 nT over periods of 40 seconds and a repetition rate of about an hour. Uncorrected such fluctuations could cause a systematic uncertainty at the level of $2 \times 10^{-19}$ e cm on a single batch of neutrons. With the magnitude
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Figure 6.11: Shown is a typical example of the field measured in the vicinity of cryoEDM produced by a neighbouring spin-echo spectrometer (IN15). The signal shown is measured with the external fluxgate orientated along the experimental z-axis. Clearly visible is the ramping-up of IN15’s experimental field, with a sharp decrease in field of 300 nT over 40 seconds. This signal has a period of approximately an hour.

of deviations of this scale, it is important to know how effective the magnetic shielding described in section 2.4.1 is at removing these perturbations. Shielding decomposes into two parts: the static shielding, the reduction of a fixed magnetic field; and dynamic shielding, the reduction of time dependent perturbations. As we wish to see the response to external perturbations, only the dynamic shielding will be investigated here. The shielding factor is determined as the ratio of the fields at a point if no shielding is in place and when shielding is in place. Measurements of the dynamic shielding factors of the cryoEDM shields will be performed in the next two sections, which will determine the dynamic shielding factors against rapid changes in the external field, and the frequency response of the shields respectively.
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6.5.1 Shielding factor for discrete changes

In this section the shielding against large changes to the external field like that in figure 6.11 shall be determined. As the shielding cannot be moved to make this measurement, the mu-metal will always be present, so the field at the magnetometers without shielding is estimated from an external magnetometer. The source is approximately 20 m away from the experiment and so the field should be fairly homogeneous over the apparatus. This shielding factor is simply a measurement of ratio between signals produced outside the shields, and the response within the shields. Defining the shielding factor as

\[ S_i = \frac{\partial B_{\text{ext}}}{\partial B_{\text{int}}}, \]

where \( B_{\text{ext}} \) is the external magnetic field, \( B_{\text{int}} \) is the internal magnetic field, and \( i \) the component of interest: axial or transverse. The quantity should be easy to extract from measurements of field changes taken both sides of the shields. However, as there are sources of magnetic signals within the shields that are considerably larger than the shielded external perturbations, the situation is complicated.

To extract shielding factors it is sufficient to locate periods of large external fluctuations that correspond to periods of stability in the internally produced fluctuations. To do this the measurement of the internal field during large external changes was fit linearly to the measurement of the external field over the same period of time. If the correlation between the signals was high enough, and the reduced \( \chi^2 \) was sufficiently small, the period was deemed to be stable. The shielding factor could then be extracted from the fitting’s scale parameter \( \frac{\partial B_{\text{ext}}}{\partial B_{\text{int}}} \) directly.

The three forms of shielding each contribute to the total shielding factor. It is possible to run the three shields in the following configurations;

1. Mu-metal only

2. Mu-metal + superconducting shield
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3. Mu-metal + compensation coils

4. Mu-metal + superconducting shield + compensation coils

During the 2010 data run, the experiment was operated in all four of these configurations while the magnetometers were functional. The shielding factors were determined for them as follows.

6.5.1.1 Mu-metal shields only

With both the compensation coils turned off and the superconducting shields normal, data can be taken in the mu-metal shields only mode.

In this mode external $z$-axis aligned fluctuations of approximately 250 nT were recorded along with internal fluctuations of nearly 7 nT. An example of such a fluctuation is plotted in figure 6.12 showing the external fluctuation on the external fluxgate and the internal response on SQUIDs 5 & 11. This results in an axial shielding factor for the first layer of shields of approximately 36.

The radially aligned SQUIDs show no resolvable changes that correspond to external field changes in this mode. To produce an estimate of the shielding factor in the transverse direction the FWHM noise of the SQUID signal must be used as an upper bound, which has a value of 0.24 nT over the period of the external changes. There is also uncertainty in the orientation of the pick-up loop within the cryostat, which had rotated during the cool down from its installation position. So to produce a conservative lower limit to the shielding factor the lowest valued transverse perturbation will be used, which is 40 nT. This gives a value of the transverse shielding factor as $S_{f\perp} > 160$. The transverse shielding of the mu-metal is estimated to be of order $10^2$, so this limit is consistent with the estimate. As the perturbations are too small to be resolved through the mu-metal, this method will not provide shielding factors for the transverse direction for other shield combinations.
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Figure 6.12: Shown is an example of an external field change observed outside the cryostat with a z-orientated fluxgate (black), and inside the mu-metal shields with the axial SQUIDs 5 & 11 (red and green), giving an axial shielding factor of 36.

6.5.1.2 Mu-metal & superconducting shields

With the compensation coils turned off, data can be taken in the mu-metal and superconducting shields mode. In this mode external z-aligned fluctuations of approximately 250 nT were recorded, along with internal fluctuations of nearly \(-0.5\) nT. An example of such a fluctuation is plotted in figure 6.13. This results in an axial shielding factor for this combination of shields of \(-500\).

It is interesting to note that the shielding provided by the superconducting shields is negative, as would be expected from flux leakage through the end of a finite superconducting tube [112]. The shielding effect of this combination is much lower than the \(10^8\) expected. This will be discussed further in the individual shields section below.
Figure 6.13: Shown is an example of an external field change observed outside the cryostat with a fluxgate (black), and inside the mu-metal and superconducting shields with SQUIDs (red), giving an axial shielding factor of about $-500$. The SQUID response has been inverted to make the comparison more obvious.

6.5.1.3 Mu-metal shields & compensation coils

With the superconducting shields normal, data can be taken in the mu-metal shields and compensation coils mode. In this mode external $z$-aligned fluctuations of approximately 300 nT were recorded along with internal fluctuations of nearly 0.9 nT. An example of such a fluctuation is plotted in figure 6.14. This results in an axial shielding factor for this combination of shields of 300.
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6.5.1.4 All magnetic shields

With all shields operating, data can be taken in the all shields mode. In this mode external $z$-aligned fluctuations of approximately 300 nT were recorded along with internal fluctuations of nearly 60 pT. An example of such a fluctuation is plotted in figure 6.15. This results in a axial shielding factor for this combination of shields of 5000.

6.5.1.5 Individual shields

From the above measurements the shielding factor for each shield can be extracted. Given the geometry of the shielding in cryoEDM the shielding factors are expected to be multiplicative [83]. As there are four measurements and three unknowns it is possible to construct a better
Figure 6.15: Shown is an example of an external field change observed outside the cryostat with a fluxgate (black), and inside all magnetic shields with SQUIDs (red and green), giving an axial shielding factor of about 5000.

estimate of the shielding factors of the individual shields than simply calculating the ratios. Figure 6.16 shows an example of the procedure required, finding the point in parameter space that minimises the square distance to all the surfaces defined by the measurements.

Letting $\mu$ be the mu-metal shielding factor, $\varsigma$ the superconducting shielding factor, and $\kappa$ the compensation coil shielding factor, the point $P = \begin{pmatrix} \mu_{\text{min}} \\ \varsigma_{\text{min}} \\ \kappa_{\text{min}} \end{pmatrix}$ is the point that minimises
Figure 6.16: Shown is a 2D example of extracting individual shielding factors of two shields from three measurements. The shielding factors are the point in the parameter space that minimises the shortest distance to all three curves. This extends to the 3D case where the distances must be calculated to surfaces rather than curves.

The square distance to the curves defined by

\[ S_\mu = \mu \quad (6.3) \]
\[ S_{\mu \kappa} = \mu \kappa \quad (6.4) \]
\[ S_{\mu \kappa} = \mu \kappa \quad (6.5) \]
\[ S_{\mu \kappa \kappa} = \mu \kappa \kappa \quad (6.6) \]

The square distance to the curve defined by equation 6.3 is simply \( \delta_\mu^2 = (\mu_{\text{min}} - S_\mu)^2 \).

The square distance to the curve given in equation 6.4 is

\[ \delta_{\mu \kappa}^2 = (\mu_{\text{min}} - \mu)^2 + (\varsigma_{\text{min}} - \varsigma)^2 \quad (6.7) \]

or

\[ \delta_{\mu \kappa}^2 = (\mu_{\text{min}} - \mu)^2 + \left( \varsigma_{\text{min}} - \frac{S_{\mu \kappa}}{\mu} \right)^2 \quad (6.8) \]
the minimum of this is at the point $\mu$ which is the root of the quartic

$$\mu^4 - \mu_{\min} \mu^3 + \varsigma_{\min} S_{\mu \kappa \mu} - S_{\mu \kappa}^2 = 0$$  \hspace{1cm} (6.9)

There is an analogous quartic for the curve in equation 6.5. For the curve in equation 6.6 the roots of two coupled quartics must be found, these are

$$\mu^4 - \mu_{\min} \mu^3 + \kappa_{\min} \frac{S_{\mu \kappa \kappa}}{\varsigma} \mu - \frac{S_{\mu \kappa \kappa}^2}{\varsigma^2} = 0$$  \hspace{1cm} (6.10)

$$\varsigma^4 - \varsigma_{\min} \varsigma^3 + \kappa_{\min} \frac{S_{\mu \kappa \kappa}}{\mu} \varsigma - \frac{S_{\mu \kappa \kappa}^2}{\mu^2} = 0$$  \hspace{1cm} (6.11)

To find the roots of these quartics the GSL root finding library [113] is used. The Minuit package [114] was used to minimise the resulting distance. Finally, using the Monte Carlo method with the measured shielding factors and their uncertainties as sample distributions, allows the covariance matrix for the shielding factors to be computed readily. The individual shielding factors are tabulated in table 6.1, and the uncertainty ellipses plotted in figure 6.17.

<table>
<thead>
<tr>
<th>Shield</th>
<th>Shielding factor</th>
<th>Uncertainty</th>
<th>Approximate expected value [115]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mu-metal shield</td>
<td>36.4</td>
<td>1.0</td>
<td>50</td>
</tr>
<tr>
<td>Lead shield</td>
<td>-14.3</td>
<td>0.9</td>
<td>$1 \times 10^6$</td>
</tr>
<tr>
<td>Compensation coil</td>
<td>8.5</td>
<td>1.3</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 6.1: Table showing shielding factors and their uncertainties for individual magnetic shields around the experiment.

The measurement of the mu-metal shielding factor is quite close to the estimate of its shielding factor. Due to the complicated shape of the mu-metal shielding, estimates from simulations vary between 10 and 50 and so are consistent with the measurement. The compensation coils have a shielding factor of half the expected value, although the shielding from the coils is dependent on the gain in the feedback system, which was not optimised during this run so a deviation is not troubling. However, the superconducting shield has a shielding
Figure 6.17: Shown are the uncertainty ellipses for the shielding factors plotted in the mu-metal-superconducting plane, and the mu-metal-compensation-coil plane respectively. These are plotted to show 68% confidence.

factor $10^5$ smaller than expected. The disparity between the observed and expected shielding factors of the superconducting shield is due to the construction of the solenoid, which is nearly the same length as the superconducting shield, and inside the shield. Figure 6.18 shows the effect of magnetic field lines from the external field distorted by the end of the superconducting shield. The end effects of the shield cause the field lines to pass between the wires forming the solenoid. Changes in the external field change the field cutting the solenoid’s wires and induce a current in the solenoid, which creates a field in the central part of the shield, i.e. the experimental volume. Without the solenoid the perturbations through the superconducting shield to the central volume would be much smaller, an expected value of approximately $1 \times 10^6$ would be achieved in this case.
Figure 6.18: Shown is a schematic of magnetic field lines interacting with the superconducting shield and solenoid. End effects from the shield cut through the wires of the solenoid, so changes in the field outside the shield induce a current in the solenoid, and are therefore transmitted to the central region of the shield, the experimental volume.

6.5.2 AC shielding factor

Of course it is not only rapid changes in the field that are of concern, but also frequencies in the range of interest where it can significantly affect the measurements. It would be advantageous to have knowledge of the shielding the experiment has from these perturbations. In this section the shielding factors as a function of frequency will be calculated.

The most practical way of obtaining the frequency response is to Fourier transform the environmental noise. This assumes that the major sources of environmental noise are produced from outside the cryostat, this should be a reasonable assumption due to the magnetic homogeneity requirements of the experiment. Given that the environmental noise is smaller than the fields observed from IN15, larger uncertainties are expected than in the measurements in section 6.5.1. Here the shielding factor will be defined as

$$|\tilde{S}_f(f)| = \frac{|\tilde{B}_{ext}(f)|}{|\tilde{B}_{int}(f)|}$$ (6.12)
where an over tilde represents the Fourier transformed signal. The shielding factor can therefore be computed from the Fourier transform of two time domain signals, one shielded and one not.

### 6.5.2.1 Total and Mu-metal shielding factor

As there are no calibrated SQUIDs outside of the magnetic shielding, any AC shielding factors obtained for arrangements including the mu-metal shield would require the use of the fluxgate data. However, as shown in section 6.3 the fluxgates’ response is dominated by the instrument’s white noise above 1 Hz, and so at these frequencies the fluxgate is not measuring the true magnetic field it is experiencing and a measurement using the fluxgates would then not produce an interesting frequency range. An example measurement of the mu-metal shielding factor using a fluxgate and SQUID 5 is given in figure 6.19, there are artificial changes in the measurement caused by the fluxgates limited resolution. To avoid this issue all AC shielding factors have to be determined by the SQUIDs, this gives its own problems as all the calibrated SQUIDs are within the shielded regions. To obtain values of the shielding factors will require data taken with and without the shields operational, assuming the noise level remains constant over the measurement periods. This can be checked using uncalibrated SQUIDs that are installed outside of the shielded area. As the mu-metal can not be removed, this means that any shielding factors including the mu-metal shields can not be obtained.
Figure 6.19: Shown is the frequency dependence of the mu-metal shields below 1 Hz taken from SQUID 5 and an external fluxgate. The shielding factor appears to decrease from 16 to 8 over the range. It is unclear how much the limited resolution of the fluxgates is affecting this measurement in this region. Near 1 Hz the loss in resolution of the fluxgates cause the shielding factor to artificially increase.

6.5.2.2 Superconducting shield shielding factor

The AC shielding factor of the superconducting shielding was computed from the SQUID response immediately before and after the superconducting shield became normal. This time displacement should not have a significant effect as an uncalibrated SQUID outside of the shielding showed no significant changes in noise between the two periods.

Shown in figure 6.20 are the individual noise spectra and in figure 6.21 is the frequency response of the shielding factor calculated between \(4 \times 10^{-3}\) Hz to 500 Hz. The shielding factor below 10 Hz seems quite flat and has a value of approximately 10, which is close to the value obtained in section 6.5.1. There is a dip in the shielding factor just above 0.1 Hz which is caused by a small noise peak on top of the background on the two spectra. There is
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Figure 6.20: Shown are the noise spectra for SQUID 5 with superconducting shielding (black) and without superconducting shielding (red). In the high frequency region the spectra are dominated by noise peaks and both take very similar values. This would indicate that the source of the peaks must be within the shields to be unaffected by the shielding. A sharp cut off above 4 Hz where the shielding falls to 1. This does not necessarily indicate that the superconducting shields transmit frequencies above this without attenuation. Given that in this region the spectra are dominated by noise peaks rather than the background, a more likely explanation is that the dominant source of the higher frequency magnetic noise is internal to the cryostat, and so cannot be removed by the shielding.

If the sources of these > 4 Hz noise peaks are within the shields, this narrows down the likely origin greatly. The only sources of large axial magnetic fields within the shields are the field trim coils, the AC Ramsey coil, the fluxgate cabling, and the SQUID calibration coils. It is possible that external sources of noise are being transferred inside the shields by these coils. The source is yet to be identified, but if it is from one of the above coils then a low pass filter with a 1 Hz cutoff on the cabling to these coils should remove this noise in most
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Figure 6.21: The shielding factor of the superconducting shield as a function of frequency. This has a value of approximately 10 and appears constant in frequency. The sharp drop in shielding above 10 Hz is likely caused by the sources of these frequencies being within the shield, rather than full transmission of these frequencies through the shield.

cases. It would be problematic if the Ramsey coils are introducing this noise, as frequencies of around 150 Hz are required to be transmitted as part of the measurement procedure.

Figure 6.22 shows the two spectra for a transverse SQUID, these produce the shielding factor given in figure 6.23. This shows identical features to the axial shielding factor, except the flat region has a value of approximately 30. This indicates that the transverse shielding of the superconducting shield is better than that of the axial shielding, which is likely due to the effect of the solenoid discussed above.
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Figure 6.22: Shown are the noise spectra for a radially aligned SQUID within the shields, SQUID 1, with superconducting shielding (black) and without superconducting shielding (red). Again at higher frequencies the noise peaks dominate, causing the two spectra to be very similar in value.

6.5.2.3 Compensation coil shielding factor

The shielding factor of the compensation coils was computed from the SQUID response immediately before and after the shield was deactivated.

The response was so close to unity that figure 6.24 only shows a histogram of the shielding factors measured in the range $4 \times 10^{-3} \text{Hz}$ to 500 Hz. The frequency dependence of the compensation coils’ shielding factor is $1.0 \pm 0.2$, and so the compensation coils have no effect on AC frequencies. This is expected as the compensation system output is passed through a DC amplifier, which will act as a low pass filter before being applied to the coils.
6.5 Magnetic shielding

Figure 6.23: The radial shielding factor of the superconducting shield as a function of frequency. This has a value of approximately 30 and appears constant in frequency. The sharp drop in shielding above 4 Hz is likely caused by the sources of these frequencies being within the shield, rather than full transmission of these frequencies through the shield.

6.5.3 Conclusion

The above results show that the shielding factors of the current shields are far from the design intention, which was an axial shielding factor of $10^8$, a factor of $2 \times 10^4$ smaller in fact. This is mostly due to the effect of the proximity of the solenoid to the superconducting shield as discussed in section 6.5.1.5. This is planned to be corrected in the near future by installation of a second superconducting cylinder inside the solenoid and surrounding the SCV, calculations show this should recover the missing shielding. It also shows that there is a significant source of high frequency $>4$ Hz noise produced within the cryostat, which cannot be shielded against. These noise peaks are present in the axial and transverse direction. This will require reexamination of the filtering of inputs to the magnetic coils in
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It was observed that some SQUIDs lost lock during the application of the AC fields used in a Ramsey resonance. This means that the rate of change of the AC field was exceeding the slew rate of the SQUID assembly, so the feedback system could not linearise the SQUID output correctly. In normal operation a $y$-axis aligned sinusoidal field of approximately 50 nT and 150 Hz will be applied to the neutrons, this will apply a peak change in field of around $47 \mu$T s$^{-1}$. Due to the geometry of the coil the applied field will be less than this.

Figure 6.24: Shown is a histogram of the shielding caused by the compensation system for AC frequencies. The response was constant in frequency, and so just the amalgamated distribution for all frequencies is shown. This has a mean value of close to 1, and is significantly below the value of the DC shielding factor. This is not unsurprising as the compensation system is designed to offset the DC changes.

and around the SCV to determine the source.
in the $x$ and $z$ directions and will be highly position dependent, but to be conservative this value will be taken as the minimum slew rate required by all the SQUIDs. The AC coil was used to determine approximate values for the slew rate of the SQUIDs arrangements in the magnetometry system.

A set of sinusoidal signals were sent through the AC coil at various frequencies and amplitudes. Figure 6.25 shows the response of SQUID 5 and 11 to a 1 Hz field applied by the coils. SQUID 5 shows a sinusoidal field of 5 nT as desired. The behaviour of SQUID 11 is different, in the high gradient areas of the sine curve, the slew rate of this SQUID is exceeded and so SQUID 11’s response is deformed. To determine a value of the slew rate, the rate of change of field that causes the SQUID response to no longer vary sinusoidally must be determined, which in practice means finding the lowest frequency and amplitude settings that cause the deformation seen from SQUID 11 in figure 6.25.

A hardware failure interrupted the data taking so only limited data set was recorded, making determination of a precise value for the slew rate unachievable. However the upper and lower limits on the slew rate were found as the rate of change measured either side of the transition. Table 6.2 shows a summary of the slew rates found for each of the calibrated SQUIDs.

<table>
<thead>
<tr>
<th>SQUID</th>
<th>Slew rate (lower limit) / nT s$^{-1}$</th>
<th>Slew rate (upper limit) / nT s$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>200</td>
</tr>
<tr>
<td>4</td>
<td>113</td>
<td>226</td>
</tr>
<tr>
<td>5</td>
<td>5600</td>
<td>$\infty$</td>
</tr>
<tr>
<td>11</td>
<td>79</td>
<td>158</td>
</tr>
</tbody>
</table>

Table 6.2: Table showing the upper and lower limits obtained on the slew rate of the calibrated SQUIDs.

SQUID 5 did not become unstable during any of the applied signals and so its upper limit was indeterminable. The large difference between the slew rates of SQUID 5 and SQUIDs 1, 4, & 11 is likely due to the smaller size of the pick-up loop attached to SQUID 5. This has
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Figure 6.25: Shown is the response of two SQUIDs to the field produced from the AC coil. SQUID 5 (black) shows a well defined sine curve with an amplitude of 5 nT and frequency of 1 Hz. SQUID 11 (red) shows a deformed curve due to the instability caused in the quickly changing region of the curve where the slew rate has been exceeded.

Two effects: a smaller pick-up loop would produce comparatively less current through the loop in response to an environmental field change, and hence a smaller change in flux being applied to the SQUID chip; perhaps a larger effect is that with the larger loop area, SQUID 1, 4, & 11 will be subjected to larger amounts of RF interference and, due to the known RF problems which prevent the other installed SQUIDs from functioning, these SQUIDs are likely operating close to their tolerance, which will reduce the slew rate. As the SQUIDs are manufactured in a standard way, it is likely the slew rates of the SQUIDs without pick-up loops are of a similar magnitude.

The upshot is that in this environment the current magnetometry system does not, in general, have a slew rate that will cope with the required AC signal applied during a
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measurement cycle. The measured slew rate is more than two orders of magnitude away from the needed value. The magnetometry needs to be able to track the field during the whole of a Ramsey resonance measurement, and ideally be able to determine the magnitude and frequency of the applied rotation field, which is not possible if the SQUIDs become unstable during the AC field application. This situation requires urgent rectification as it makes the magnetometry system not fit for purpose. Reducing the size of the pick-up loops will reduce both the current and the RF interference being applied to the SQUID chip, and so increase the slew rate of the system. As noted earlier this will negatively impact on the resolution of the magnetometers, and so the elimination of the source of the RF interference is preferable. In the mean time, further investigation of pick-up loop designs to maximise resolution and minimise susceptibility to RF interference should be performed, along with confirmation of RF interference being the limiting factor in the system’s performance.
Chapter 7

Conclusions

To place a limit on the electric dipole moment of the neutron, cryoEDM requires a high quality real-time magnetometry system to correct for false EDM signals and to act with control software to keep the magnetic field at the correct operating point.

To accomplish this a new analysis scheme was developed, which relates the magnetic signal observed by available magnetometers to the volume average of the modulus of the magnetic field experienced by the neutrons occupying the neutron cells.

Additionally two methods of calibration were presented: an updated version of a direct calibration from magnetic sources housed within the cryostat, which agrees well with calibrations obtained from independent sources; and a new scheme that calibrates the magnetometers using measurements of the neutron polarisation was developed, and tested in a similar environment to that in cryoEDM to good agreement.

Hardware limitations that introduce artefacts to the SQUIDs’ magnetometry signals can be overcome in software, where corrections for these artefacts were performed and shown to correlate well with the applied signals when the noise is significantly smaller than the size of the artefacts.

Marrying each of these aspects together, a new software framework was created which can function as a data acquisition system, a real-time monitoring system, and operate as
part of an environmental control system.

Using the newly developed system the magnetic environment of cryoEDM could be characterised. The resolution of the SQUIDs in the current setup was found to be limited by the environmental noise. The magnetometer with the best resolution currently installed would give a RMS noise to the EDM signal of $2 \times 10^{-23} \text{ e cm per batch}$ of neutrons. This is 300 times larger than the uncertainty obtained from neutron counting statistics and is not ideal. Currently the RF environment is too harsh to increase the size of the sensing region, which would improve the resolution, however with the current environmental noise even this would not be sufficient. With the planned addition of extra superconducting shielding, both the RF interference and noise should be reduced, allowing the aimed for sensitivity to be achieved.

A significant amount of high frequency noise was observed inside the cryostat, the frequency of this noise is such that it could potentially interfere with the neutron precession at 150 Hz. The source of this high frequency noise is shown to come from within the cryostat itself, and is likely an unfiltered coil installed, and so should not be difficult to remove.

The performance of the magnetic shielding could also be determined. The design of the magnetic shielding was such that an axial shielding factor of $10^8$ could be expected. An axial shielding factor closer to $5 \times 10^3$ was observed. Given the typical perturbations to the external field from neighbouring experiments, with all shields operational the magnetic field changes would be large enough to create a false EDM signal of $4 \times 10^{-23} \text{ e cm per batch}$ if left uncorrected. However, this will improve, once the additional shielding is installed, to a level close to the original design.

Sources of magnetic perturbations that correlate with cryogenic processes in the experiment were also investigated. The largest of which was caused by a build up of pressure in the surrounding nitrogen tanks. Release of this pressure causes large magnetic field changes, likely from movement of the experiment. If uncorrected these changes would yield a false EDM signal of $1 \times 10^{-21} \text{ e cm per batch}$. The location of the source of the perturbation can be estimated assuming it is a dipole, placing it in the lower-east quadrant of the experiment.
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Additional to removal of the source, the cryogenic operation should be evaluated to remove the sudden release of pressure triggering the perturbation.

Further sources of magnetic perturbations come from operating certain aspects of the experiment. Operation of the necessary neutron control valves gives rise to both AC magnetic perturbations from the driving motors at a frequency of 100 Hz, and DC field changes from movement of magnetic components. These perturbations destabilise the SQUIDs, which can then no longer track field changes. Perhaps more importantly these changes can depolarise the neutrons as they move through the experiment, reducing the overall sensitivity.

Finally the dynamic performance of the SQUIDs was measured in response to typical AC fields, which are a necessity for the experiment to function. These fields cause some SQUIDs to become unstable during a measurement, meaning they cannot track the magnetic field during this time. As these fields are applied during a Ramsey measurement, during which excellent knowledge of the field is required, it is of critical importance to resolve this issue. The slew rate of the magnetometry system needs to be increased by at least two orders of magnitude. The reduced slew rate is caused by the SQUID pick-up loops being too large for the amount of RF interference in the experiment, which degrades performance. As the pick-up loop size needs to be increased to improve the magnetometer resolution the only option is, again, the elimination of the high levels of RF interference present.

In some respects the performance of the magnetometry system and the characterisation of the magnetic environment in cryoEDM paint an undesirable picture of the outlook for cryoEDM’s magnetometry. However, it is important to note the steps taken in getting the magnetometry to this level. It has progressed from being viewed with suspicion, to being an important diagnostic tool within the experiment in the space of just two years. Additionally many of the problems outlined have common sources. For example if the magnetic environment is improved then the SQUIDs can be operated to reach their true resolution and drop the false EDM signal below other systematics.

A thorough overhaul of the magnetic items in cryoEDM must be performed urgently to ensure they meet the required specifications. Conveniently the experiment is scheduled to
relocate to a new neutron beam line within the ILL in 2012, this will require disassembly and reassembly of the whole experiment. This would provide the perfect opportunity to remove any current magnetic items and prevent the installation of any further items. It is hoped this process will improve the magnetic environment enough for the magnetometry to meet its ultimate performance.
Appendix A

Extracting the EDM from neutron measurements

The electric dipole moment of the neutron is inferred from measurements of the polarisation of bunches of neutrons after undergoing a Ramsey cycle. This appendix will outline how one goes from the polarisation measurements to a value of the EDM from the theoretically determined Ramsey curve.

A.1 Value of $d_n$

Starting from the line shape around the central minimum of a Ramsey resonance curve given in [99]. The number of neutrons expected with a precession frequency $\omega_0$ rotated by an AC field with frequency $\omega$, applied for a time $\tau$ with a period of free precession of $T$ is given by

$$N_{\text{counts}} = N_{\text{ave}} \left( 1 \mp \alpha \cos \left[ (\omega - \omega_0) \left( T + \frac{2\tau}{\pi} \right) \right] \right),$$  \hspace{1cm} (A.1)

where the negative indicates the spin-up and positive spin-down counts respectively, $N_{\text{ave}}$ is the average population of the two states, and $\alpha$ is the product of the polarisation and the spin analyser efficiencies. In cryoEDM the measurement time is much longer than applied
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field time, so we can apply the condition $T \gg \tau$. The difference between spin up and spin down is given by

$$\delta N = -2N_{\text{ave}}\alpha \cos [(\omega - \omega_0)T]. \quad (A.2)$$

Assuming the electric and magnetic fields are either parallel or antiparallel, the precession frequency is $\omega_0 = \omega_B \pm \omega_E$ respectively

$$\delta N = -2N_{\text{ave}}\alpha \cos [(\omega - (\omega_B \pm \omega_E))T]. \quad (A.3)$$

Using the cosine summation rules to expand this gives

$$\delta N = -2N_{\text{ave}}\alpha \left( \cos [(\omega - \omega_B)T] \cos [\omega_E T] \mp \sin [(\omega - \omega_B)T] \sin [\omega_E T] \right). \quad (A.4)$$

Subtracting these counts from aligned and antialigned fields gives

$$\delta N_{\uparrow\uparrow} - \delta N_{\uparrow\downarrow} = 4N_{\text{ave}}\alpha \sin [(\omega - \omega_B)T] \sin [\omega_E T]. \quad (A.5)$$

The experiment is carried out at the point with the largest gradient to maximise the difference in counts for change in frequency, the point where $\omega - \omega_B = \frac{\pi}{2}$ and $\sin [(\omega - \omega_B)T] = 1$. It is also noted that the electric dipole moment is small, so $\omega_E T \ll 1$ and therefore $\sin [\omega_E T] \approx \omega_E T$. This leads to

$$\delta N_{\uparrow\uparrow} - \delta N_{\uparrow\downarrow} = 4N_{\text{ave}}\alpha \omega_E T. \quad (A.6)$$

Remembering that $\omega_E = \frac{2d_n E}{\hbar}$ this becomes

$$\delta N_{\uparrow\uparrow} - \delta N_{\uparrow\downarrow} = 4N_{\text{ave}}\alpha \frac{2d_n E}{\hbar} T. \quad (A.7)$$

Noting that $4N_{\text{ave}}$ is the total number of neutrons detected in both spin states and in both field orientations, denoted by $N$, equation A.7 can be rearranged to give the electric
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dipole moment of the neutron

$$d_n = \frac{\hbar(\delta N_{\uparrow\uparrow} - \delta N_{\uparrow\downarrow})}{2EN\alpha T}.$$  \hfill (A.8)

This is not the only number of note, the uncertainty on this value must be determined as well.

A.2 Uncertainty in $d_n$

Assuming the uncertainties on the electric field, polarisation and measurement time are small, the dominating effect will be uncertainties in the neutron counting, which will be Poisson distributed. The uncertainty will be given by

$$\sigma^2(d_n) = \left(\frac{\hbar}{2E\alpha T}\right)^2 \left[ \sigma^2(\delta N_{\uparrow\uparrow} - \delta N_{\uparrow\downarrow}) \left(\frac{dd_n}{d(\delta N_{\uparrow\uparrow} - \delta N_{\uparrow\downarrow})}\right)^2 + \sigma^2(N) \left(\frac{dd_n}{dN}\right)^2 \right].$$ \hfill (A.9)

Both $\sigma(\delta N_{\uparrow\uparrow} - \delta N_{\uparrow\downarrow})$ and $\sigma(N)$ equal $\sqrt{N}$. This leads to

$$\sigma^2(d_n) = \left(\frac{\hbar}{2E\alpha T}\right)^2 \left[ N \left(\frac{1}{N}\right)^2 + N \left(\frac{\delta N_{\uparrow\uparrow} - \delta N_{\uparrow\downarrow}}{N^2}\right)^2 \right].$$ \hfill (A.10)

As the change in neutron counts is expected to be small, and $N$ large, the second term in the bracket can be ignored giving

$$\sigma^2(d_n) = \left(\frac{\hbar}{2E\alpha T}\right)^2 \frac{1}{N},$$ \hfill (A.11)

or

$$\sigma(d_n) = \frac{\hbar}{2E\alpha T\sqrt{N}}.$$ \hfill (A.12)
Appendix B

Calibration

B.1 Extracting a calibration pulse from noisy data

The magnetometer output during the calibration signal will be the sum of the signal and background field changes

\[ V(t) = S(t) + B(t), \quad (B.1) \]

where \( V(t) \) is the raw magnetometer output, \( S(t) \) is the response to the applied signal, and \( B(t) \) is the background field. This can be integrated and averaged, giving

\[
\frac{1}{t_1 - t_0} \int_{t_0}^{t_1} V(t) dt = \frac{1}{t_1 - t_0} \int_{t_0}^{t_1} S(t) dt + \frac{1}{t_1 - t_0} \int_{t_0}^{t_1} B(t) dt, \quad (B.2)
\]

where \( t_0 \) and \( t_1 \) delimit the region of interest during which we expect a calibration pulse.

Assuming that the background is stable, and the region of interest is short, the background can be approximated as a linear function of time, giving

\[
B(t) = \frac{dV}{dt} t + V_0 \quad (B.3)
\]

\[
\frac{1}{t_1 - t_0} \int_{t_0}^{t_1} B(t) dt = \frac{1}{t_1 - t_0} \left[ \frac{1}{2} \frac{dV}{dt} (t_1^2 - t_0^2) + V_0(t_1 - t_0) \right] \quad (B.4)
\]

\[
= \frac{1}{2} \frac{dV}{dt} (t_1 + t_0) + V_0, \quad (B.5)
\]
where $\frac{dV}{dt}$ is the rate of change of the background field response and is assumed to be constant in time.

The value of the background during a calibration pulse can be estimated from the value of the background during times when the calibration signal will be zero, provided this period is close enough to the signal that the background has not changed significantly. If we take the average of the output during such a period, for example from a time $\delta t$ before the region of interest until the region of interest we get

$$V(t) = B(t) \quad (B.6)$$

$$\langle V \rangle_{\text{before}} = \frac{1}{\delta t} \int_{t_0-\delta t}^{t_0} V(t) dt \quad (B.7)$$

$$= \frac{1}{\delta t} \frac{dV}{dt} (2t_0 - \delta t) + V_0 \quad (B.8)$$

Similarly taking the average until a time $\delta t$ after the region of interest we get

$$\langle V \rangle_{\text{after}} = \frac{1}{\delta t} \int_{t_1}^{t_1+\delta t} V(t) dt \quad (B.9)$$

$$= \frac{1}{\delta t} \frac{dV}{dt} (2t_1 + \delta t) + V_0 \quad (B.10)$$

Summing $\langle V \rangle_{\text{before}}$ and $\langle V \rangle_{\text{after}}$ gives

$$\langle V \rangle_{\text{before}} + \langle V \rangle_{\text{after}} = \frac{1}{\delta t} \frac{dV}{dt} (2t_0 - \delta t) + V_0 + \frac{1}{\delta t} \frac{dV}{dt} (2t_1 + \delta t) + V_0 \quad (B.11)$$

$$= \frac{1}{\delta t} \frac{dV}{dt} (2t_0 + 2t_1) + 2V_0 \quad (B.12)$$

$$= \frac{2}{t_1 - t_0} \int_{t_0}^{t_1} B(t) dt \quad (B.13)$$

We can then compute a value for the integral of the signal by subtracting off the back-
ground contribution from the magnetometer output

\[ \int_{t_0}^{t_1} S(t) dt = (t_1 - t_0) \left( \langle V \rangle - \frac{\langle V \rangle_{\text{before}} + \langle V \rangle_{\text{after}}}{2} \right). \]  

(B.14)
Appendix C

Material investigation

C.1 Calibration of Cernox thermometer

To calibrate the thermometer used in the measurements to determine the transition temperature of various materials, a set of samples with well known transition temperatures was needed. These samples had their transition temperatures determined in the apparatus in terms of thermometer resistance. These resistances could then be compared to the literature value of the transition temperature. Table C.1 shows this comparison for the superconductors Titanium, Molybdenum, Aluminium, Tin, Tantalum, and Lead. Also shown in the table are the resistances at other known temperatures, the boiling point of liquid Helium, the boiling point of liquid Nitrogen, and room temperature.

The functional form of the resistance vs temperature curve in the low temperature regions ($< 10$ K) is

$$\ln R = a(\ln T)^2 + b \ln T + c \quad (C.1)$$

where $R$ is the thermometer resistance, $T$ is the temperature of the device. The data in table C.1 was used to determine the values of the parameters $a$, $b$ and $c$. The best fit values for these constants, and their associated uncertainty are shown in table C.2.
Table C.1: Table showing the calibration points used in determining the calibration of the Cernox thermometer used to measure the superconducting transition temperatures in the AC susceptometer.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Resistance / Ω</th>
<th>Temperature / K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Titanium</td>
<td>899.8206</td>
<td>0.39</td>
</tr>
<tr>
<td>Molybdenum</td>
<td>507.92895</td>
<td>0.92</td>
</tr>
<tr>
<td>Aluminium</td>
<td>427.3158</td>
<td>1.2</td>
</tr>
<tr>
<td>Tin</td>
<td>257.62911</td>
<td>3.72</td>
</tr>
<tr>
<td>Tantalum</td>
<td>243.90093</td>
<td>4.48</td>
</tr>
<tr>
<td>Lead</td>
<td>208.6227</td>
<td>7.2</td>
</tr>
<tr>
<td>Liquid Helium</td>
<td>248</td>
<td>4.2</td>
</tr>
<tr>
<td>Liquid Nitrogen</td>
<td>94.6</td>
<td>77</td>
</tr>
<tr>
<td>Room Temperature</td>
<td>50.1</td>
<td>298</td>
</tr>
</tbody>
</table>

Table C.2: Table showing the calibration factors for each term in equation C.1.

<table>
<thead>
<tr>
<th>Term</th>
<th>Value</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0.07468</td>
<td>0.01104</td>
</tr>
<tr>
<td>b</td>
<td>-0.57842</td>
<td>0.01025</td>
</tr>
<tr>
<td>c</td>
<td>6.19094</td>
<td>0.01227</td>
</tr>
</tbody>
</table>
Appendix D

Software

In addition to removing false EDM signals from the final EDM analysis, the magnetometry system is to be used as a component in a system keeping the magnetic field at the experimental operating point. The former use can be done offline and only requires data files to be written while running, but the latter requires a full real-time analysis to be performed on the data as it is taken. Additionally, the magnetometry data must be made available to the other components in the field stabilisation system. This is done through communications over a network, with a master DAQ server issuing commands to the magnetometry system, and requesting data from it.

In order to have a working real-time analysis, a significant software framework had to be developed, this included data taking, data recording, signal processing, configuration, user display, etc. The following is a description of some important aspects of the framework that was developed.

D.1 Data analysis chain

The major missing component of the system was a data analysis chain. A network based command interface was already in place, as were device drivers to read ADC values, but nothing connecting the two systems. A large quantity of code was therefore needed to turn
D.1 Data analysis chain

Figure D.1: Shown is a schematic overview of the electronics needed to acquire data from the SQUIDs and fluxgates. The SQUID data are digitised by the SQUID electronics as they exit the cryostat. The fluxgates are digitised on-board the DAQ machine.

the ADC outputs provided by the DAQ cards into the meaningful information required by the experiment upon server requests. It is the job of the data analysis chain to marshal the data from the DAQ cards, through the various subsystems developed to meet these requests. The framework can be broken down into two sections, a DAQ chain which is responsible for producing data useful in the analysis, and an analysis chain which analyses the data in response to commands from the master DAQ server.

Shown in figure D.1 is a schematic diagram of the read-out electronics for the magnetometry system on which the data analysis chain operates.

D.1.1 DAQ Chain

At a fundamental level the magnetometry is based on the outputs of the SQUIDs and fluxgates. Therefore the first step in the data chain is to acquire the raw voltage from the magnetometers. The SQUIDs and fluxgates have different sets of electronics, and operate with different bandwidths. The data for the different types of magnetometer are then taken using different DAQ systems. In software, these data are taken through various DAQ subsystems for the different types of DAQ used, but all must produce a floating-point representation of the voltage presented to the ADCs. Every DAQ system can then be treated
as identical further along the chain.

The DAQ subsystems have the responsibility of assessing the integrity of the data being collected, and fixing any DAQ errors if they arise, for example restarting data taking if the electronics freeze. Since there are multiple DAQs being operated for the various magnetometers and other equipment running at different data rates, these individual streams need to be collected, synchronised, and interleaved correctly before they can contribute to the analysis. This interleaving is done by the analysis chain described below. Once the data has been acquired a set of DAQ flags is set for each channel to indicate any issues on the channel.

After acquisition the data must be recorded, this is done to an arbitrary number of files in various formats e.g. the raw data storage format detailed in section D.2, and at various points in the DAQ chain e.g. raw voltage, or calibrated data. Each file provides an identical interface to the DAQ chain, requiring only a time stamp and a set of data, hiding the details of the format from the DAQ.

The raw data is not guaranteed to be directly relatable to the magnetic field. As described in chapter 4, there are a number of hardware artefacts that can alter the output. At this stage of the DAQ chain, the SQUID data is passed through a correction subsystem which implements one of the algorithms detailed in section 4.1.1.2. The returned data has any artefacts removed, and so is now a representation of the magnetic field. The correction subsystem sets a correction flag for each channel to indicate any corrections performed.

Once any corrections are performed the data streams represent the voltage produced by the magnetometers as a linear function of observed flux. The data are then converted to tesla using a simple linear gradient and offset, with the values of the SQUID calibration as obtained through methods detailed in chapter 3.2. After calibration the data can be filtered, as required, using a suite of digital filters as described in section E.1.

Finally, using the DAQ flags, correction flags, raw data and calibrated data, a data quality subsystem assesses the quality of the data. A quality flag is then set for each channel indicating any problems that may require exclusion from further analysis. This is the last
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Figure D.2: Shown is the representation of the DAQ section of the data analysis chain. This shows the class TCDaqChain, which is responsible for producing a stream of meaningful magnetic data to the higher level subsystems of the analysis. Here the data is taken by TC-Daq, corrected for artefacts by TCArtefactCorrection, calibrated by TCMagnetometerInfo, checked for data quality by TCDataQualityCheck, filtered by TCDigitalFilter and recorded to files implementing TCOutFile by TCDataStream.

action of the DAQ chain and the data should be ready for analysis. A UML diagram showing the structure of the DAQ chain can be seen in figure D.2.

D.1.2 Analysis Chain

The analysis chain consists of a set of DAQ chains, one for each DAQ system required. The analysis chain runs in two threads, one handling server requests and one controlling the DAQ chains. The DAQ thread is tasked with synchronising and interleaving the data from the various DAQs. This is done in a loop that ticks a master DAQ system, the fastest DAQ used, and uses this as a reference for the other DAQs. With knowledge of the clock rates, whether or not a DAQ should be providing a sample in the current iteration is calculated. If it should, the most recent sample is requested, otherwise the DAQ is ignored. This constructs
Figure D.3: Shown is the representation of the processing section of the data analysis chain. This shows the class TCEDMHandler that is responsible for presenting meaningful magnetic data to the rest of the experiment. It has connections to the monitoring GUI via TCEDMObject. It computes the required quantities from the data analysed by TCEDMEnvironment, which manages and synchronises the data streams from many TCDaqChains, and presents the data to be analysed by TCEDMAssay.

Once the DAQ section of the data chain is complete, the data are then ready for analysis, which is done via an analysis subsystem. For each tick of the master DAQ system the most recent set of data is passed to a subsystem, which implements the the algorithms as detailed in chapter 3. This subsystem is also passed the data quality flags from the DAQ chains, so that channels can be omitted if necessary. Returned is the analysed magnetic field and any...
parameters calculated in the determination of the field, e.g. the field gradient and DC value.

Once the data stream has been analysed, it is ready for formatting as requested by the rest of the experiment. This, in general, is the time average of the data sets between averaging commands received from the master DAQ server. This provides the required functionality to operate a real-time analysis. A UML diagram showing the structure analysis and formatting software can be seen in figure D.3.

D.2 Data file format

Before 2008 the SQUID DAQ hardware was event based, an array of values was recorded from the ADCs using an on-board clock, initiated by a software trigger linked to a simple timer. This left dead time between the events where the magnetic field was not being tracked. In 2008 the DAQ hardware was upgraded for continuous data taking, removing the dead time but causing problems for the data files, which were merely a representation on disk of the returned arrays, and were not suitable for continuous data. A new format for storing the data taken was needed, with the aim of handling different kinds of data from different DAQ systems, and to encapsulate DAQ, SQUID and other metadata with the data, which was not possible in the existing format.

The file format was intended to replace the existing format in other areas as well, so needed to accept both event based and continuous data. It was decided to address all of the above problems at once, and design a new file format independent of the experimental particulars that could handle both continuous and event based data taking, but reusing elements of the original data structures, where possible, to minimise the effort to produce reading/writing software.

To this end a new data file format was created with a simple philosophy, all internal data structures should conform to fixed specification as far as the file structure is concerned. Inspiration for this was taken from various audio formats [116][117] that must deal with a similar problem, but did not suit the needs of the experiment. This means that all data and
metadata must be placed inside a container that has a common and well-defined specification. Namely,

\[ <\text{Container}> = <\text{Identifier}><\text{Version}><\text{Content}><\text{Length}> \]

where the identifier is a 16-byte field containing a string to identify the container type, version is a 4-byte integer to identify any container sub-type, the content is arbitrary and depends on the container type, and the length field is an 8-byte integer specifying the total length of the container.

This enables records and metadata to be identified within the file, with an appropriate version number for future changes to the data structures. The length field allows for simple fault checking of the container, and some recovery in case of corruption. It is placed after the content to act as a delimiter. Containers that are not recognised by the reading software can be ignored by the parser, which can then skip ahead until a recognisable container is found. This allows for extra containers to be added as a system progresses, without breaking forwards or backwards compatibility of the data files.

Having simply a collection of these containers alone make up a file would be functional in principle, however it would make certain tasks slow. To solve this an overall structure is applied to the file,

\[ <\text{File}> = <\text{Header}><\text{Version}><\text{Container}>...<\text{Container}><\text{Properties}><\text{Directory}> \]

where the header is an 80-byte field containing a single string, the version is a 4-byte integer and all other content are containers, as defined above.

The header identifies the file type, and the version number makes future structural changes possible. The bulk of the file would then contain a collection of arbitrary containers, but to aid file reading, two specially designated containers are specified to follow the bulk: the properties container; and the directory container. The properties field contains information that might be useful for the file parser, e.g number of entries, but no information
that cannot be reconstructed from the previous sections in the file. The directory contains
the position of the first container in a section e.g DAQ metadata, detector metadata, data
etc, again containing information already available in the previous sections of the file. The
directory container is required to be the last container in the file. In all implementations so
far, the order of other containers is loosely specified to make parsing the file quicker, however
this is not an explicit requirement of the format.

Implicit structures in the old file format were made explicit, for example in several analy-
yses the concept of an event emerges consisting of coincident records. Events were formalised
in the file format as coincident records, produced by the same DAQ system. It was then
possible to move timing information into the event header using two 64-bit integers to record
the “real”-time defined by the recording CPU, and the DAQ-time defined by the DAQ sys-
tem’s clock, both with microsecond precision, and at a net space-saving in typical cases. A
per event header gave good opportunity for the length of the records within to be recorded,
allowing arbitrary record lengths. The header also contained an ASCII metadata section
used to define arbitrary metadata, if needed. However, the format of the ASCII metadata
was specified to be similar to that used in the FITS standard [118] already used in some
experiments.

D.2.1 Example specification

To illustrate the above design, a short example file will be given containing 2048 samples,
split into two events, on a single channel. The header string used in this example file is
“Ox2-Daq Std”.

"Ox2-Daq Std" 69 bytes 0x00>
<0x00000001>
"DaqInfo" + 9 bytes 0x00>
<0x00000001>
"Number of DaqInfos = 2
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>> Daq 0 <<
Cutoff Frequency [Hz] = 1000
Timebase [us] = 1000
Digitizer minimum [V] = -10
Digitizer maximum [V] = 10
Digitizer bits = 16

---------------------------------

<0x00000000000000fa>
"Event" + 11 bytes 0x00
<0x000000001>
<0x0000000000000018>
<0x0000000000000000>
<0x00000000123456789>
<0x0000000000000001>
"

"Pulse" + 11 bytes 0x00
<0x000000001>
<0x0000000000000018>
<0x0000000000000000>
<0x00000000123456789>
<0x0000000000000000>
"

<1024 16-bit words data>
<0x0000000000000083c>
<0x00000000000000878>
"Event" + 11 bytes 0x00
<0x000000001>
<0x0000000000000018>
<0x000000003d090000>
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<0x0000000123551789>
<0x0000000000000001>
<"">

"Pulse" + 11 bytes 0x00
<0x000000001>
<0x0000000000000018>
<0x0000000000000400>
<0x0000000000000000>
<0x0000000000000000>
<"">

1024 16-bit words data
<0x000000000000083c>
<0x0000000000000878>

"Statistics" + 6 bytes 0x00
<0x000000001>

"Number of Statistics = 2

>> Statistics 0 <<

Channel Number = 0

Start Time [s us] = 1234 123456

Stop Time [s us] = 1236 171456

Number of Events = 2

---------------------------------

<0x00000000000000d8>

"File" + 12 bytes 0x00
<0x000000001>
<0x0000000000000050>
<0x0000000000000014a>
<0x0000000000000123a>
<0x00000000000001312>
D.2.2 Summary

In table D.1 the statistics of the new data format are shown. In general the format allows many new and useful features, but this comes at the price of additional overhead in forming the data structures. However, this additional overhead is far from limiting any DAQ system conceived to be used with it, and so does not constitute a problem.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encapsulates meta data</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Maximum file size</td>
<td>16 exabytes</td>
<td>Enough for 100,000 years running at maximum data rate, for a full magnetometry system.</td>
</tr>
<tr>
<td>Typical size overhead</td>
<td>6 %</td>
<td>Higher than the 2 % of the replaced format.</td>
</tr>
<tr>
<td>Arbitrary record size</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Accepts ancillary data</td>
<td>Yes</td>
<td>Can include DAQ errors or flags, etc. with the data streams.</td>
</tr>
</tbody>
</table>

Table D.1: Statistics of the new data file format, and comments upon them in reference to the improvements or penalties of the format.

D.3 Plug-in system

D.3.1 Overview

As the experiment is still in the commissioning phase, a lot of development work is still occurring. New data acquisition systems are in active development, and the requirements of the system relating to the rest of the experiment often evolving. To handle this ever changing environment, without the need for constant redevelopment of the software, a plug-in framework was designed. This would allow a specific task required by the software to
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be defined in a fixed fashion, but leave the implementation undecided at compile time. To accomplish this, a virtual specification was created for each task that was deemed ‘plugable’. This served as the access point for interaction with the software. A separate library for each plug-in would then be created, containing an object that inherited from the virtual specification, and a number of functions used to register the plug-in. A plug-in manager would then handle the registration of each plug-in, checking compatibility with the current software version, and providing an instance of the object when requested. The correct library would then be linked into the software when the object is created giving a valid implementation.

Each of the subsystems described in the data analysis chain above are plug-ins. The DAQ systems, correction algorithms, data quality checking, and analysis algorithms can be updated, expanded, interchanged, or removed as needed without affecting the overall software framework. In addition to allowing flexibility, this introduced convenient ways of testing the software, for example if a DAQ plug-in was created that simply returned values designed to give expected results, all aspects of the system could be checked offline to see if these results are reproduced.

D.3.2 Registration

The plug-in manager needs to know certain information about the plug-in to function: general information about the plug-in e.g its name, a description, its type, etc required for the database entry; the version of software the plug-in was compiled against, used to ensure compatibility with the current version; and a method for creating an instance of an object, a factory function.

These are provided by global and predefined functions bundled with the plug-in. The functions are found in the library by searching for the names of their symbols. In C++, to accommodate functions with identical names but different signatures, a process of name mangling occurs [119]. This gives the symbol defining the location of each function a unique name. However, the name mangling process is not defined in the standard, thus the symbol
name given is compiler specific [120], which means it would be difficult to determine the name of a symbol, in advance, in a cross-compiler friendly way. The solution is to explicitly declare the functions to be made available as C symbols. This removes name mangling, but introduces a new issue: there can not be a suite of functions with different signatures to handle object creation via different constructors. The immediate solution to this is to pass a wrapper object to the factory function that details which constructor should be used, and its arguments.

D.3.3 Extensibility

An interesting side effect of this system is that it allows not only a simple way of accommodating changes, but enables extensions of functionality. By defining a class that operates on a data stream and returns a modified data stream, a complicated analysis can be reduced to a pipeline of simple tasks performed by plug-ins. The pipelines can be modified easily and extended by the creation of new plug-ins for new operations. A good example of this is the script system designed for the data monitoring software detailed in section D.5.1.

D.4 Settings system

The system is designed to interact with the rest of the data acquisition by receiving commands through the network, and therefore requires a large amount of automation. To accomplish this, a robust configuration system was needed to manage settings for multiple DAQ systems, positions, orientations and calibrations of magnetometers, along with signal processing, data recording, and data analysis options. Nearly 500 items need to be handled by the settings system in total.

The format chosen to represent the settings for storage on disk is an XML based format. This neatly captures the structure of the tree, and allows for both reliable software based access and for editing by hand. The ability to edit by hand is useful for certain cases where
Figure D.4: Shown is an example of how the settings are represented internally. Directories group related settings, and individual ‘files’ contain the value of the settings.

dangerous specialist settings need to be enabled that the GUI configuration program does not offer to the user for safety reasons.

Internally the settings are represented by a virtual file system, accessed through typical directory structure methods, each “file” containing the value of the setting. Settings can be accessed by absolute or relative paths, and the directory tree traversed by changing working directories or through iterators. Figure D.4 shows a visual representation of the internal settings structure.

This structure is represented in XML by using the tag

<dir name="dir_name">


to define the directory tree, and

<key name="key_name" value="key_value">


to define the settings and their values.

The settings are stored as ASCII strings no matter the data type of the value. The settings
can be converted between strings and the required data types automatically through the use of templated functions that make use of stream operators.

D.5 Monitoring software

To complement the data analysis software detailed above, a graphical environment in which to monitor the magnetic environment remotely, and in real time was requested. As the data-taking framework allows multiple data outputs to be attached to a data stream, this seemed the logical place to extract portions of the data to transmit to a client. Both raw and corrected/calibrated data are available in the client program.

Multiple clients are supported, up to a user set limit. Clients can choose arbitrary length data sets, again up to a user set limit, and can reduce the data rate by any integer factor. Once acquired, the user can display the data set in various dynamically created tabs with various display options. Data sets may be stored for future reference, or combined to produce new data sets via a scripting system (detailed in section D.5.1). An example of the monitoring software in use is shown in figure D.5.

In addition to the passive features, the client program may also take the place of the server requests from the rest of the experiment. It can start and stop data taking, emulate data runs and neutron batches, and perform the automated calibrations described in section 3.3. These actions can be dangerous and are only permitted if the client has been granted administrative privileges. The administration mode can only be accessed if enabled by the local configuration, and upon presentation of the correct password, which is hashed locally as an MD5 check sum [121]. Further security measures are not seen as necessary at this time, as access to the local network is required to counteract these measures, and in such cases direct damage could be performed anyway.
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Figure D.5: Shown is a screen shot of the magnetometry monitoring software displaying the corrected and calibrated output of three example SQUIDs, and the raw output of two example fluxgates at the same time. The display properties tab at the bottom of the figure is open to allow display changes. Other tabs under the drawing region allow access to other functionality, e.g. changing incoming data rates or sending commands to the server.

D.5.1 Script system

Various collaborators have often requested the ability to observe certain parameters of the magnetic environment in real time for data quality checking. Many of these parameters are not directly available from the measurements, but are simple manipulations of them, for example DC shielding factors. To this end, a scripting system was developed to allow a user to perform simple analysis of the magnetic environment in real time. This was created using the plug-in system to provide operators that are defined to take a number of data sets and return a new data set. These operators could be combined into any expression in reverse-polish notation.
To make the scripts easy to write, a graphical user interface was constructed which allowed expressions to be created in a block diagram style. An example of such a script can be seen in figure D.6 to display the ratio of two Fourier transforms on input waveforms. Inputs to the scripts can be raw or calibrated data, previously stored data, other scripts, constant values, or the previous version of the scripts output, allowing a large range of analysis to be performed. This is useful as a large number of diagnostics are required while the experiment is running, e.g. stability or shielding factors, and this system provides a way to easily access this information in real time.

There are a number of built in operators including: basic arithmetic; parameter calculations e.g. averages; comparisons; conditionals; concatenation; application of c-style functions to data points; and axis manipulation. As the script system is based on the plug-in system, a user may create their own operators, or use operators which may not be appropriate on all systems, with which to extend the basic functionality, e.g. a Fourier transform operator. This makes the script system very powerful.

The script system was used to great effect during the susceptibility measurements de-
scribed in chapter 5. The script system was used to plot the calibrated superconducting
transition curves of the samples as the data was being taken, and to monitor various param-
eters. This allowed a rapid check of the data quality, meaning experimental issues could be
spotted and corrected before the sample was removed. The system will play a similar role
in the main experiment.
Appendix E

Signal processing

E.1 Digital filters

The recorded and analysed data streams may not require the full amount of data required by the artefact correction algorithms. Before the data rate can be reduced, it must be filtered to remove any high frequency components above the Nyquist frequency [122] of the new sampling rate to avoid aliasing effects. To achieve this a suite of digital filters was created.

The implementation of digital filters is rather simple, just a sum of the product of a coefficient and an input [123]. They fall into two broad categories depending on the types of inputs required;

Finite impulse response (FIR) are the simplest type of digital filters, and require no feedback, using only the raw data as inputs. They are inherently stable but at the price of performance. FIR filters have the following implementation:

\[ y_k = \sum_{n=0}^{k-1} a_n x_{k-n}, \quad (E.1) \]

where \( y_k \) is the output of the filter at time \( k \), \( x_k \) the input at time \( k \), and \( a_n \) coefficients that determine the filter response.
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Infinite impulse response (IIR) require feedback of the previous filter outputs in addition to the raw data as inputs, they can produce sharper cut-off frequencies at the cost of stability. IIR filters have the following implementation:

\[ y_k = \sum_{n=0}^{k-1} a_n x_{k-n} - \sum_{n=1}^{k-1} b_n y_{k-n}, \]  

(E.2)

where \( y_k \) is the output of the filter at time \( k \), \( x_k \) the input at time \( k \), and \( a_n \) and \( b_n \) coefficients that determine the filter response.

The calculation of the coefficients is the more interesting problem. The coefficients are the time domain representation of the desired frequency response, which for the FIR filters is simply the Fourier transform of a rectangular function with edges at the cut-off frequency, \( \pm f_0 \). This gives a sinc function. The problem is complicated slightly by the fact that in practice there is a limit to the number of data points that can be used to calculate a new output point. This effectively means the sinc function is truncated. To accomplish this a windowing function is multiplied on to the sinc function, clearly leading the frequency response to be the convolution of the rectangular function with the Fourier transform of the windowing function. For the trivial windowing function, itself a rectangular function, this is a sinc in the frequency domain, causing the response to oscillate. Various windowing functions with particular properties have been previously investigated and tabulated [124]. The coefficients \( a_n = 2 f_0 W(t_n) \text{sinc}(2 f_0 t_n) \), where \( t_n \) is the relative time of the point associated with the coefficient, and \( W(t) \) is the windowing function, are thus readily calculable for any order and any cut-off provided the window is known.

IIR filters are generally based on physical filters, and thus the coefficients are given by the solutions of the differential equations governing their behaviour. These equations are often solved in the frequency domain using a Laplace transformation, and used to produce to a transfer function, the ratio of Laplace transformed outputs and inputs \( H(s) = \frac{Y(s)}{X(s)} \), where \( s \) is the complex angular frequency. Two popular IIR filters are based on the Bessel [125] and Butterworth [126] polynomials, with the transfer functions for a particular order of filter...
derived from that order of polynomial. These polynomials are defined elsewhere [127][128] and easily computed, and so, therefore, are the transfer functions for arbitrary filter orders in powers of $s$.

For a Butterworth filter the transfer function is

$$H(s) = \frac{1}{B_n(s/\omega_c)}, \quad (E.3)$$

where $B_n(s)$ is the $n^{th}$ normalised Butterworth polynomial given by

$$B_n(s) = \begin{cases} \prod_{k=1}^{n/2} \left( s^2 - 2s \cos\left( \frac{2k + n - 1}{2n} \pi \right) + 1 \right), & \text{for even } n \\ (s + 1) \prod_{k=1}^{n-1} \left( s^2 - 2s \cos\left( \frac{2k + n - 1}{2n} \pi \right) + 1 \right), & \text{for odd } n \end{cases} \quad (E.4)$$

and $\omega_c$ is the cutoff frequency of the filter.

For a Bessel filter the transfer function is

$$H(s) = \frac{\theta_n(0)}{\theta_n(s/\omega_c)}, \quad (E.5)$$

where $\theta_n(s)$ is the $n^{th}$ normalised Bessel polynomial given by

$$\theta_n(s) = \sum_{k=0}^{n} a_k s^k \quad (E.6)$$

where

$$a_k = \frac{(2n-k)!}{2^n k! (n-k)!} \quad (E.7)$$

and $\omega_c$ is the cutoff frequency of the filter.

### E.1.1 Bilinear transform

Of course, these transfer functions are only valid for continuous time, to convert the continuous transfer function into a discrete transfer function a bilinear transform is used [129],
with
\[ s \rightarrow \frac{2z - 1}{Tz + 1}, \tag{E.8} \]
where \( z \) is the discrete equivalent of complex frequency and \( T \) the sampling time, giving \( H_d(z) = H(s) \). This needs to be rewritten in the form
\[ H_d(z) = \sum_{n}^{k} a_n z^{-n} \]
\[ \frac{1}{\sum_{n}^{k} b_n z^{-n}} \]
\[ \frac{Y(z)}{X(z)} \tag{E.9} \]
to give the coefficients used in equation E.2 (See appendix E.2 for details of why this is true). Unfortunately it is non-trivial to calculate this transform directly, so an algorithm was written that would compute the transform for an order \( k \) filter
\[ H(s) = \sum_{n}^{k} a'_n s^n \rightarrow H_d(z) = \sum_{n}^{k} a_n z^{-n} \]
\[ \sum_{n}^{k} b'_n s^n \rightarrow \sum_{n}^{k} b_n z^{-n} \tag{E.10} \]
as follows (for brevity only showing the calculation of the numerator, the method to determine the denominator is identical),
\[ \text{Num} [H_d(z)] = \sum_{n}^{k} a'_n \left( \frac{z-1}{z+1} \right)^n \]
\[ = \sum_{n}^{k} a'_n (z-1)^n (z+1)^{k-n} \tag{E.11} \]
\[ = \sum_{n}^{k} a'_n (z-1)^n (z+1)^{k-n} z^{-k} \tag{E.12} \]
where in equation E.12 both numerator and denominator are multiplied by \((z+1)^k\) and in equation E.13 both numerator and denominator are multiplied by \(z^{-k}\). Using the binomial
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\[ \text{Num}[H_d(z)] = \sum_{n} a'_n \left( \sum_{m} \binom{n}{m} z^m (-1)^{n-m} \right) \left( \sum_{l} \binom{k-n}{l} z^l \right) z^{-k} \] (E.14)

\[ = \sum_{n} \sum_{m} \sum_{l} (-1)^{n-m} a'_n \binom{n}{m} \binom{k-n}{l} z^{m+l-k} \] (E.15)

The powers of \( z \) can then be summed and normalised such that \( b_0 = 1 \) to find the correct coefficients to be used in equation E.2.

### E.1.2 Performance

Shown in figure E.1 is the frequency response of the digital filters to applied random Gaussian noise. A Bessel, a Butterworth and a FIR filter with 6 different windows with a cut-off frequency 0.1 (normalised so the sampling frequency is 1), all filters have the same order. Clearly visible is the oscillation of the rectangular window FIR filter. The sharpest cut-off is from the Butterworth filter, as expected. The choice of window has significant effects on the frequency response and so care in selection must be taken. Typical attenuation for signals in the stop band of the filters is seen to be between \( 10^3 \) and \( 10^4 \) depending on the filter type.

### E.1.3 A note on numerical stability

Naive implementations of calculations to find the above coefficients can lead to numerical instabilities in calculating values due to terms such as \( \frac{n!}{m!(n-m)! l!(k-n-l)!} \) from the binomial coefficients. The calculation of which, if computed carelessly, will cause instabilities in calculations for order 11 filters due to the multiplication and division of very large integers to produce typically order unity coefficients.

To combat this, the algorithm implemented splits the calculations into sections of approximately order unity, producing better stability at the cost of computational speed, but
Figure E.1: Frequency response of the Bessel, Butterworth, and sinc filters with a cut-off frequency of 0.1 normalised to the sampling frequency. The response for a sinc with rectangular, Bartlett, Hann, Hamming, Blackman, and Blackman-Harris windows are shown.

as the coefficients are calculated only once for the lifetime of the filter this not a significant issue.
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Digital filters are defined by a transfer function that maps input values $x[n]$, into output values $y[n]$ in the Z-domain.

$$H(z) = \frac{Y(z)}{X(z)} \quad (E.16)$$
where the Z-transform is defined as

\[ F(z) = Z\{f[n]\} \quad (E.17) \]
\[ = \sum_{n=0}^{\infty} f[n]z^{-n} \quad (E.18) \]

If the filter is causal (which it must be to act in real-time) the transfer function may be expressed as follows

\[ H(z) = \sum_{k=0}^{N-1} a_k z^{-k} \]
\[ \quad \sum_{k=0}^{M-1} b_k z^{-k} \quad (E.19) \]

This leads to

\[ \sum_{k=0}^{M-1} b_k z^{-k}Y(z) = \sum_{k=0}^{N-1} a_k z^{-k}X(z) \quad (E.20) \]

Noting from equation E.18 a time delayed signal \( f[n - k] \) would Z-transform as

\[ Z\{f[n - k]\} = \sum_{n=0}^{\infty} f[n - k]z^{-n} \quad (E.21) \]
\[ = \sum_{j=-k}^{\infty} f[j]z^{-j-k} \quad (E.22) \]
\[ = \sum_{j=0}^{\infty} f[j]z^{-j}z^{-k}, \quad (f[j] = 0 \text{ if } j < 0) \quad (E.23) \]
\[ = z^{-k}\sum_{j=0}^{\infty} f[j]z^{-j} \quad (E.24) \]
\[ = z^{-k}F(z) \quad (E.25) \]

Therefore the inverse Z-transform of equation E.20 will be
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\[ Z^{-1} \{ \sum_{k=0}^{M-1} b_k z^{-k} Y(z) \} = Z^{-1} \{ \sum_{k=0}^{N-1} a_k z^{-k} X(z) \} \quad (E.27) \]

\[ \sum_{k=0}^{M-1} b_k Z^{-1} \{ z^{-k} Y(z) \} = \sum_{k=0}^{N-1} a_k Z^{-1} \{ z^{-k} X(z) \} \quad (E.28) \]

\[ \sum_{k=0}^{M-1} b_k y[n - k] = \sum_{k=0}^{N-1} a_k x[n - k] \quad (E.29) \]

If this is normalised such that \( b_0 = 1 \), then we may write

\[ y[n] = \sum_{k=0}^{N-1} a_k x[n - k] - \sum_{k=1}^{M-1} b_k y[n - k] \quad (E.30) \]

giving the equation of the next output as a function of previous inputs and output.

For an FIR filter where there is no feedback of previous outputs so the value of the feedback coefficients will be,

\[ b_k = \begin{cases} 1, & k = 0 \\ 0, & k > 0 \end{cases} \quad (E.31) \]
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