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Abstract

This work was produced as part of a multidisciplinary study of the corrosion of zirconium alloys undertaken by a consortium of universities working in the MUZIC program; Oxford, Manchester and The Open University. The objective of the project as a whole was to further the understanding of the mechanisms of the breakaway oxidation process and to characterise these corrosion processes within a number of fuel rod cladding materials. This thesis describes laser 3D atom probe characterisation of the nano-scale chemical redistribution of oxygen and other solutes that occurs at the metal-oxide interface during corrosion, and a large body of technique development that was required to achieve this goal.

The development of the metal-oxide interface of ZIRLO, a Zr-Nb-Sn-Fe-O alloy, is followed by generating 3D atomic scale reconstructions at four different stages of corrosion. The formation of a sub-oxide ZrO layer is seen during pre-transition oxide development. The ZrO interfacial layer is consumed by the rapid formation of oxide after the breakaway transition. After transition the chemistry of the interface is similar to the early pre-transition case, although an oxygen-saturated layer of metal adjacent to the interface formed during corrosion remains. The ZrO interfacial layer (Zr-ZrO-ZrO₂) and the region of oxygen-saturated material ahead of the metal-oxide interface alter the distribution of minor alloying additions such as niobium and iron. The ZrO layer increases the acceptance of niobium into the oxide, which is otherwise seen to be rejected at the Zr-ZrO₂ interface along with iron. Niobium is seen to precipitate out of solution as nano-scale particles near the interface after around 100 days of corrosion. This is not seen in the bulk metal matrix of the corroded material due to the absence of other factors driving the process: the stress at the interface and a very high oxygen concentration in the metal ahead of the interface. The nano-scale niobium particles are found to be of a meta-stable composition. Iron is seen to redistribute in the corroded material and can be correlated with the local oxygen concentration. Similarities are seen in the behaviour of solutes within pre-transition ZIRLO and Zircaloy-4 (Zr-Sn-Fe-O). In both cases no redistribution of tin is seen at the metal-oxide interface. A Zr-Nb-Ti alloy with very poor corrosion resistance was also analysed in this way, and the similarities and differences with chemically-similar ZIRLO are discussed. The segregation of solutes to grain boundaries and solute clustering within the matrix are also examined before and after corrosion.
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1 Introduction

1.1 Background

Zirconium-based alloys are widely used in nuclear reactor fuel rod cladding and structural applications. These alloys are chosen for this role due to their low thermal neutron cross-section, high corrosion resistance and good mechanical properties. The corrosion resistance of the material is due to the formation of a protective oxide film on the surface of the metal. Unfortunately, the protective nature of this film is seen to fail after the oxide reaches a critical thickness. This is known as ‘breakaway’, after which the oxidation proceeds at a faster, linear, rate. This increase in corrosion kinetics places a limitation on the lifespan of the fuel rod, and the fuel efficiency that can be achieved by the reactor.

1.2 The current work

The work described in this thesis formed part of a multidisciplinary project undertaken by a consortium of universities working in the MUZIC program; Oxford, Manchester and The Open University. The objective of the project as a whole was to further the understanding of the mechanisms of breakaway oxidation process and to characterise the corrosion processes within a number of fuel rod cladding materials in PWR conditions. This has involved several researchers separately concentrating on the analysis of the same corroded materials in order to produce complementary data. The characterisation performed using synchrotron-XRD, TEM, HR-TEM, nano-indentation, SEM, 3D-FIB cross-sectioning and 3D atom probe has allowed many different aspects of the corrosion process to be studied on a number of length scales. This thesis describes
3D atom probe characterisation of the nanoscale chemical redistribution of solutes that occurs during the corrosion process, focussing in particular on ZIRLO, a commercial Zr-Nb-Sn-O-Fe alloy. These results are compared with two other materials, Zircaloy-4, another commercial alloy and a test Zr-Nb-Ti alloy that demonstrates remarkably poor corrosion resistance, seemingly due to the addition of 0.2 wt.% titanium.

In order to conduct this study, a large amount of atom probe background experimental work was required to ascertain suitable 3DAP analysis conditions, develop specimen fabrication methods, identify the large number of peaks within mass-to-charge spectra, and implement data processing methods that allow the precise quantification of very low solute concentrations.

1.3 Thesis structure

Chapter 2 introduces the uses of zirconium in the nuclear industry (§ 2.1) and the problems associated with its deployment in the application of nuclear fuel rod cladding in PWR conditions. This chapter goes on to describes the existing literature regarding the effect of zirconium alloy chemistry on corrosion resistance (§2.2 - 2.8), as well as the contributions of previous atom probe studies (§ 2.9). An overview of atom probe tomography is described in chapter 3, with further sections in this chapter devoted to the specification of the atom probes used in the present study (§ 3.2), methods of analysis and interpretation of results (§ 3.3). The materials that were analysed in this study and the corrosion treatment they underwent (§ 3.4) as well as the processes involved with the fabrication of specimens for the 3D atom probe (§ 3.5) are also described in chapter 3.

Chapter 4 details references studies that analysed native oxides and hydrides formed on atom probe specimens of commercial purity zirconium (§ 4.3 - 4.4). The remainder of this chapter is devoted to finding suitable analysis conditions with which to perform laser-pulsed atom probe
analysis of metallic zirconium specimens (§ 4.5 - 4.6). This knowledge is put to use in chapter 5, where the metal matrix, second phase particle and grain boundary chemistry of three zirconium alloys are characterised. This information provides a benchmark for comparison of these materials after they have been subjected to various levels of corrosion. The analysis of corroded material is presented in chapter 6. The main focus of this investigation is the nanoscale chemical redistribution that occurs within ZIRLO (§ 6.2) during corrosion, focussing on a 100 nm wide region centred on the metal-oxide interface. The changes in chemistry of the material remote from the interface are also presented to provide explanation of some of the behaviour observed. These changes in chemistry during corrosion are compared to those seen in two other alloys, Zircaloy-4 (§ 6.3), which like ZIRLO is a commercial fuel rod cladding material, and a test alloy containing titanium which suffers vastly inferior corrosion resistance (§ 6.4). A discussion of the results, together with a summary of the findings and conclusions are given in chapter 7.

Appendices A and B describe work that was performed in the course of this project in order to standardise the mass ranging techniques used in atom probe tomography. Currently, this process is carried out manually, and there is no recognised convention on the definition of mass ranges. This variation can create large discrepancies in the detected solute concentration, especially those of low concentration solutes.

Appendix C is under an embargo.
2 Literature review: oxidation of zirconium and its alloys

2.1 Introduction

2.1.1 Structure of the literature review

The focus of this review is restricted to studies of the effects of chemical variations on oxidation resistance and the ‘breakaway’ process. The effect of irradiation is not discussed here, as the problem of breakaway oxidation is not dependent upon a radiation field. This later area was recently covered by another review [1]. Readers interested in this areas may also find a much earlier review by the same author of interest [2], demonstrating the development of ideas in this field between 1968 and 2005, as well as more recent articles relating to the effect of irradiation on these materials [3-5].

There is a large body of literature related to understanding the development of crystallographic texture and its effect on the corrosion properties of these alloys. This area is better understood than the effects relating to microscopic chemistry and interested readers may consult recent reviews [6-7] for more information on these topics.

The evolution and adsorption of hydrogen during the aqueous corrosion of zirconium alloys is also seen to be life limiting for high burn-up scenarios. It is instructive to consider the problem of hydrogen uptake and hydride precipitation separately from the central issue of this review, as the relationship between these processes and zirconium oxidation is a mutually dependent and complex one. Readers interested in issues regarding hydrogen-uptake are commended to a recent [8] and an historic [9] review on the subject.
This review will introduce the role of zirconium in the nuclear industry (§2.1.2) and the efficiency limiting problem of break-away oxidation (§2.1.3). The oxides formed on zirconium and its alloys are described (§2.2) followed by details of the mechanics of oxidation and the effect of different reactor environments (§2.3). The families of alloys that have developed to cater for the various reactor environments and the most significant intermetallic compounds these alloys contain are described in section 2.4. A brief summary of the effect of processing variables on the microstructure of these materials is presented in §2.5 as well as more detailed information on the role of individual solute additions within these materials (§2.6). After the problem and materials have been fully described, the focus of the review turns to the structure of the oxide that develops during the oxidation process and the correlation between the oxide microstructure and the oxidation rate, as well as the redistribution of solute during corrosion (§2.7). The corrosion resistance of various alloys is then compared with the observed oxide microstructure and their original precipitate morphology (§2.8). The review concludes with a summary of previous atom probe studies on zirconium alloys (§2.9), the state of knowledge of the oxidation mechanisms of these systems and how additional atom probe microscopy experiments with the new generation of instruments can assist in furthering the understanding of these processes (§2.10).

2.1.2 Zirconium in the nuclear industry

Zirconium alloys are widely deployed in nuclear reactor fuel rod cladding and structural applications. In water moderated reactors arrays of fuel rods, shown in Figure 1, containing uranium dioxide fuel are immersed in primary water. The primary water acts both as the moderator for the nuclear reaction, slowing down fast neutrons and so increasing their probability of producing further fission events, and conducting heat away to a secondary coolant system remote from the core. This heat transferred to the secondary coolant may be used to
perform useful work. It is the role of the cladding to contain the fuel and keep it separated from the coolant.

Figure 1: A cut-away perspective illustration of the arrangement of rods that make up a fuel assembly. Adapted from [10]. The fuel rod assembly is of the order of 4 m long.

Zirconium-based alloys are chosen for this role due to their relatively high transparency to the neutron flux generated by the nuclear reaction occurring within the fuel rod; the average thermal neutron cross section of zirconium is 0.18 barn [11]. Zirconium also possesses the desirable properties of high corrosion resistance in corrosive environments and good mechanical properties. Figure 2 shows a representation of the thermal neutron cross sections of several possible cladding materials and hafnium. The main difficulty in the preparation of pure zirconium is the separation of its fellow group IV element hafnium. Unfortunately, this extraction is essential due to the poisoning effect of hafnium on the neutron cross-section.

An extensive variety of alloys and alloy families has developed to cater for the various reactor environments. In general the corrosion resistance of these alloys is adequate for use in commercial nuclear reactors. However, as fuel burn-up requirements have grown tighter, in order to achieve higher reactor efficiency, the life-span of the cladding has become a limiting factor. This places more stringent specifications on the corrosion performance of these materials.
Currently, only one third of the fuel encased in each rod can be used in a fuel cycle before the rod must be removed because of degradation of cladding. Although the reactor core is designed to allow periodic inspection and removal of these rods, the necessity to remove two thirds of the fuel unused in each cycle is both expensive and wasteful. Also, in applications such as in nuclear submarine reactors, periodic replacement of core components is less convenient than in civil power plants.

Figure 2: Representation of thermal neutron cross sections of various cladding materials in comparison with tungsten and hafnium, which is chemically similar to, and very difficult to separate from zirconium. Plot created from data within [11-13]

2.1.3 Passivation and breakaway oxidation

Like many reactive metals, a clean zirconium surface grows a passivating oxide film that has the effect of retarding further corrosion. It is such naturally occurring layers that allow highly reactive aluminium to be considered to be unreactive in the many engineering environments to
which it is applied. Unfortunately, unlike aluminium, the passivating layer that grows on the surface of zirconium reaches a critical thickness and then loses its corrosion-protective properties [14]. This is known as breakaway oxidation, not because the oxide mechanically fails to such an extent that it breaks off from the surface, but because the corrosion rate increases dramatically after this transition. Figure 3 shows the exemplar oxidation kinetics for a generic zirconium alloy. The mechanisms by which this breakaway occurs are under much debate in the literature and the effect of alloying additions on this transition, as well as the overall corrosion kinetics, is poorly understood.

Figure 3: Typical oxidation kinetics of a generic zirconium-based alloy. The blue line shows the weight gain that would be expected for a material with a protective barrier layer. After the pre-transition region where the oxidation kinetics follow a quadratic/cubic relationship, depending upon the oxidising environment, the protective layer breaks down and cyclic oxidation proceeds with an overall linear rate. The critical thickness before transition occurs (usually of the order of $2\mu m$) and the oxidation rates pre- and post-transition are dependent upon the alloy composition and processing, as well as the oxidising environment.
The chemical distributions of solute within the alloy and oxide, and the microstructures of each of the phases, are of fundamental importance in understanding the differing corrosion rates and onset of breakaway corrosion seen in different alloy classes. The processing route and thermo-mechanical treatment applied to the alloys greatly affects the distribution and role of solute within the corrosion process. The difference in microstructure also affects the build-up and maintenance of stress at the metal-oxide interface, where oxide growth occurs. The microstructure of the resultant oxide is also strongly correlated to the further corrosion resistance of the material. The periodic oxide growth structure has been observed by several researchers [15], and the relative thickness of each layer can be correlated to the overall oxide growth rate.

2.2 Oxide properties

Zirconium dioxide is reportedly the only thermodynamically stable oxide of zirconium. Bonding in the oxide is almost completely ionic in character, implying that there can be few free electrons [1]. The band gap of ZrO₂ is approximately 5-6 eV. [16], work function 4.0 eV and relative permittivity 22 [17]. The oxide exists in three different solid phases, depending upon its environment. These are listed in Table 1. The corresponding phase diagram for these oxides is displayed in Figure 4.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Formula</th>
<th>Symmetry</th>
<th>Space group</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha)-ZrO₂ / m-ZrO₂</td>
<td>ZrO₂</td>
<td>Monoclinic</td>
<td>P2₁/c</td>
</tr>
<tr>
<td>(\beta)-ZrO₂ / t-ZrO₂</td>
<td>ZrO₂</td>
<td>Tetragonal</td>
<td>P₄₂/nmc</td>
</tr>
<tr>
<td>(\gamma)-ZrO₂ / c-ZrO₂</td>
<td>ZrO₂ₓ</td>
<td>Cubic</td>
<td>Fm3m</td>
</tr>
</tbody>
</table>

*Table 1: The three phases of zirconium dioxide [18]*
2.2.1 Monoclinic and tetragonal

Monoclinic ZrO$_2$ is the most frequently observed oxide phase after oxidation in PWR conditions and occupies the greatest volume fraction. The tetragonal phase, which occupies a smaller volume fraction, and also a lower specific volume, is distributed inhomogeneously within the oxide film. The tetragonal phase is less stable at standard PWR reactor conditions than the monoclinic. Chemically stabilised zirconia ceramics undergo degradation from t-ZrO$_2$ to m-ZrO$_2$ when exposed to moisture, even at low temperatures 100 °C [20]. However, t-ZrO$_2$ can be stabilised over m-ZrO$_2$ by the effects of hydrostatic pressure or compressive stress [21] as well as possible unknown factors [22]. Stresses in the oxide due to the Pilling-Bedworth$^1$ ratio are

---

$^1$ The ratio of the oxide volume compared to the volume occupied by the metal from which it was produced.
compressive [23]. The metallic phase at the interface is reported to be under tensile stress [24] and it is possibly these stresses that stabilise the tetragonal oxide at the interface.

### 2.2.2 Cubic

The hypo-stoichiometric cubic phase is not typically observed in the temperature and pressure regimes of PWR as the necessary stabilising factors are not present. Small volume fractions of this phase are observed in high temperature corrosion experiments [25].

### 2.2.3 Suboxides

Many sub-oxide phases have been reported in zirconium-related literature, using a variety of techniques and considering various sections of the oxide. It is useful to draw a distinction between the literature describing phases arising from partially, or highly ordered interstitial oxygen in alpha-zirconium and oxide phases that are not isomorphous with the HCP $\alpha$-Zr phase. We may then reserve the term ‘sub-oxide’ to describe oxide phases dissimilar from $\alpha$-Zr or any form of ZrO$_2$. These observations usually relate to regions adjacent to the metal-oxide interface of corroded material.

Moseley and Hudson [26] observe structures that they characterise as ZrO and Zr$_3$O using electron diffraction and develop as cogent argument for the need of these phases as an explanation for efficient oxygen packing over the composition gradient of the oxide-metal interface. Iltis and Michel [27] also present [in French] electron diffraction that demonstrates the existence of an ordered phase which the authors purport to be Zr$_3$O. Iltis, along with other authors [28], later conducted a multi-scale characterisation of the metal-oxide interface of Zircalloy-4. In this study $\omega$-Zr, not Zr$_3$O, was identified at the oxide-metal interface. $\omega$-Zr is a
meta-stable hexagonal phase. The authors identified a compositional plateaux by taking an EDX line scan across the interface and suggest that the omega phase has the composition of approximately 60 at.% Zr, 40 at.% O and 0.5 at.% Sn. The size of the grain was taken to be about 200 nm. Motta et al. [15] also observe a phase described as Zr$_3$O at the metal-oxide interface region using micro-beam synchrotron radiation diffraction. The authors identified the Zr$_3$O as having a hexagonal (rhombic) structure with lattice parameters $a = 0.556$ nm and $c = 3.119$ nm.

There is some confusion in the literature regarding a consistent description of sub-oxide phases of zirconium. At this stage, several distinctions should be elucidated. The high solid solution saturation of oxygen in $\alpha$-Zr described by Figure 4 suggests that at higher levels of uptake some interstitial ordering may be expected. The result of which would be the creation of an order or semi-ordered $\alpha$-Zr(O), which could sensibly be denoted as $\alpha'$Zr. Oxygen occupies the octahedral interstitial sites in $\alpha$-Zr. An HCP unit cell contains 6 Zr atoms and 6 octahedral sites [29]. Two of these sites must be filled order to achieve solid solution saturation, a condition that might be expected near the oxide-metal interface in $\alpha$-Zr. In such circumstances oxygen atoms are preferentially sited in order to minimise their higher order bond energies. This ordering is often referred to in the literature as Zr$_3$O [15]; although it seems likely that such an arrangement would possess a large degree of variation in stoichiometry. A more suitable description would be as a specific ordered phase, such as $\alpha''$Zr in which the process of ordering perturbs the lattice parameters from those of $\alpha$-Zr This labelling notation is used by Abriata in Figure 4. In contrast, reported sub-oxide phases such as ZrO cannot be based on the HCP $\alpha$-Zr(O) as they are well above the solubility limit of oxygen in alpha-zirconium. If such phases exist, they must possess a different crystal structure, although it is likely that it is closely related to the HCP structure and remains equiaxed to it. Tetragonal ZrO$_{2-x}$ is also often referred to as a sub-oxide as it is sub-
stoichiometric. This is misleading; t-ZrO$_{2-x}$ is a well defined form of zirconium dioxide that is stable at high temperature and pressure.

2.3 Oxidation mechanisms and kinetics

2.3.1 Oxide formation

Oxidation of zirconium proceeds by chemical diffusion of component oxygen from the free surface to the metal-oxide interface [30-32]. Metallographic investigation have shown that a post-breakaway oxide film consists of a black [33], hypo-stoichiometric, highly conductive layer next to the oxide–metal interface, and a white oxide layer with high resistivity near the outer surface [17]. The concept of a barrier layer that consists of a 30 nm thick dense layer at the metal-oxide interface has been suggested [34]. These authors suggest that a uniform oxide formed at the metal surface is initially a quasi-amorphous sub-stoichiometric oxide, and this oxide crystallises to fine equiaxed tetragonal grains. The mode of growth changes from recrystalisation to preferential crystal growth. This leads to a columnar monoclinic grain structure [34]. Small oxide grains are due to a high nucleation rate [22]. Well developed columnar grains are seen to be related to high corrosion resistance [34].

Mott–Schottky$^2$ analysis shows that a passive film formed anodically on zirconium in PWR-like environments is n-type in electronic character, corresponding to a preponderance of oxygen/hydrogen vacancies and/or zirconium interstitials, with the former being likely, in the barrier layer region [35]. The n-type electronic character of the film is consistent with the diagnostic criteria offered by a point defect model [35]. There is a relatively high electron

$^2$ The Mott-Schottky relationship results from an absence of charge rearrangement or interaction at a metal oxide interface. Mott-Schottky analysis can be developed from the comparison of capacitance$^2$ vs. potential curves.
concentration in the barrier layer, which is independent of temperature and originates from oxygen vacancies [17].

The conductivity mechanism of oxide films on tubes of various zirconium alloys grown in water and steam was investigated by Frank [17] using I–V measurements. He asserted that neither the Schottky emission\(^3\) mechanism nor the Poole–Frenkel\(^4\) effect could be proved. A high constant carrier concentration with extremely low, but temperature dependent mobility could be proved using the Mott–Gurney\(^5\) relation. Cox found a complex behaviour of current in Zircaloy-2 oxides when measuring I-V curves, showing that the electronic current fits a Schottky emission process whereas the ionic current follows the Tafel\(^6\) relationship [36]. The potential measured on the metal is always negative indicating that electron transport is usually the more difficult, hence rate determining, process [1, 37]. Howlander et al. [37] also measured the electrical conductivity of Zircaloy-2 and 4 oxide films. The current–voltage characteristics of all oxide films showed non-Ohmic behaviour where the bulk current (electronic in nature) was associated with the Schottky and/or the Poole–Frenkel processes. Cox argued that the electronic conductivity was controlled by minor alloying elements by comparing the characteristics of unalloyed and alloyed oxides. He concluded that both electrons and ions were equally important in the rate-controlling process. Howlader et al. [37] and Frank [17] concluded that electron conduction dominates the electrical conductivity of zirconium alloy oxide films and so slow-diffusing negative oxygen ions control

---

\(^3\) In Schottky emission electrons are emitted from a metal surface over a potential barrier reduced by the presence of an externally applied electric field.

\(^4\) The Poole-Frenkel effect is an internal Schottky effect where the electrical conductivity of insulators and semiconductors increase in strong electric fields.

\(^5\) The Mott-Gurney relationship relates the theory of space-charge-limited current between plane parallel electrodes. Current density is proportional to free carrier mobility multiplied by the dielectric constant of the oxide, and the applied potential squared, divided by the oxide thickness cubed.

\(^6\) Tafel relates the rate of an electrochemical reaction to its overpotential.
the oxidation process. Tupin et al. [38] describes the process of oxide growth by a mechanism involving oxygen vacancy diffusion, this has been shown by Tupin to provide a good interpretation of the oxidation of Zircaloy-4 [39].

2.3.2 Nodular corrosion

As well as the undesirable change in oxidation rate during uniform corrosion, under certain circumstances zirconium alloys also suffers from a localised rapid corrosion, known as nodular corrosion. This has been observed in BWR reactor conditions, but not in PWR. A comparison of PWR and BWR conditions is given in Table 2. The conditions in BWR allow bulk boiling, whereas only localised boiling occurs in PWR. In recent years the corrosion potential in BWR has been reduced to similar levels found in PWR by the addition of hydrogen. Previously, products of radiolysis had increased the potential. Two approaches to the problem of nodular corrosion in alloys have been suggested; one suggestion is that nodular corrosion occurs at SPPs, the other is that corrosion nucleates in solute depleted regions of the matrix [40]. It has been noted that nodules nucleate and grow, but do not tend to increase in number [41], suggesting their occurrence may be correlated with specific nucleation sites.

<table>
<thead>
<tr>
<th></th>
<th>Temperature / °C</th>
<th>Pressure / MPa</th>
<th>Water chemistry (deliberate additions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PWR</td>
<td>290-360</td>
<td>15.5-17</td>
<td>LiOH (2.2-0.7 ppm), H$_3$BO$_3$ (1600-500ppm), H$_2$ (3.5 ppm)</td>
</tr>
<tr>
<td>BWR</td>
<td>275-285</td>
<td>7</td>
<td>H$_2$ (continuous addition to compensate for H$_2$ lost in steam and maintain reducing conditions)</td>
</tr>
</tbody>
</table>

Table 2: Summary of conditions in PWR and BWR reactors, adapted from [41].
2.3.3 Uniform oxidation kinetics

The uniform oxidation behaviour is often described by Equation 1. Where the increase in mass, $\Delta m$, is proportional to the increase in cladding thickness, $\xi$, $k$ is a rate constant, the exponent, $n$, is determined experimentally and $t$ is time [42].

$$ (\Delta m)^n = kt $$

The rate of oxidation is a function of composition, thermal history and temperature of oxidation. In commercially pure zirconium and in many dilute zirconium alloy systems the oxidation kinetics are characterised by a two-stage process. The first regime is most clearly seen in Figure 5 curve (b), and the first half of Figure 5 curve (a). The rate follows a kinetics curve that has been fitted between a cubic and parabolic rate. It is suggested that during pre-transition oxide formation the diffusion of oxygen through the existing oxide layer is the rate limiting factor [22]. A parabolic rate is expected for oxidation due to the diffusion of oxygen through the bulk material [43], a thermally activated process. However, the pre-transition kinetics at reactor temperature (300–360 °C) have repeatedly shown an approximately cubic rate law [44], $n \sim 3$, rather than the parabolic rate, $n \sim 2$, predicted for a process controlled by bulk diffusion of oxygen through the oxide [1].

Cox [45] postulated that stress has an effect on corrosion behaviour. This was later explained by Rudling [46] and Yoo et al. [30], who suggest that a better mechanism for the understanding of zirconium oxidation can be attained by considering the stress gradient at the metal-oxide interface as well as the chemical potential, where the mechanically driven diffusion opposes the chemically driven diffusion. This causes the overall kinetics to deviate from the parabolic rate law, as observed experimentally.
Figure 5: The oxidation kinetics of three zirconium-based alloys in a PWR-type environment (350 °C, 17 MPa water with PWR-like additions). a) Zircaloy-4 (black squares); b) Zr – 1 wt.% Nb (red circles); c) Ozhenite, a Zr – 0.2 Sn – 0.1 Nb – 0.1 Fe – 0.1 Ni (all wt. %) alloy (blue triangles). Re-plotted from experimental data [47].

After the pseudo-parabolic pre-transition period [48], a kinetic transition occurs when the thickness of the oxide layer exceeds a critical, material specific, value. Figure 5 curve (a) demonstrates this transition in oxidation kinetics after ~1000 days. After this transition the scale takes on a periodic structure with a linear overall rate, similar to that most clearly seen in Figure 5 curve (c). This regime is known as ‘breakaway oxidation’ due to the increase in oxidation rate.

2.3.4 Breakaway mechanisms

In general, it is not possible to grow oxide films thicker than two micrometres without a change in the oxidation kinetics to either an approximately linear or a cyclic kinetic stage (post-
The mechanism for the breakaway transition is not entirely understood, with arguments within the literature about the relative importance of different observed effects that have been correlated with transition. These effects are summarised in Table 3.

<table>
<thead>
<tr>
<th>Observation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tetragonal to monoclinic oxide transformation</td>
<td>There is much interest in the effect of the oxide structure on its morphology [20, 49-53]. The t/m phase ratio is observed to reduce as oxidation proceeds in PWR conditions [52], indicating either a change in growth mechanism or a degradation of t-phase to m-phase oxide. The monoclinic to tetragonal phase transition results in a volume contraction of between 3 – 5 % at 1 bar [54] due to the higher density of the tetragonal phase [55]. This transformation allows for the accommodation of some of the stresses built up at the metal-oxide interface by oxide growth. Studies of t → m degradation have reported that the transition is governed by a martensitic transformation, resulting in micro-cracks around twin boundaries [45]. There is evidence from XRD of cyclic variations in the levels of tetragonal and monoclinic oxide across the oxide thickness with a definite fixed period [56].</td>
</tr>
<tr>
<td>Formation of cracks by purely mechanical breakdown</td>
<td>The transition between kinetic regimes is associated with the appearance of cracks and pores in the oxide layer [39, 57-58]. The arguments are whether the cyclic behaviour is caused by cracks normal to the oxide surface that can pass most of the way through the oxide [59], or by fine pores that form a network within the oxide [60]. A purely mechanical breakdown of the material by stresses built up by oxide development would likely cause mechanical failure by crack development perpendicular to the metal-oxide interface. Such cracking is not typically seen, and when it is, is usually attributed to poor specimen preparation techniques. Cracks are frequently seen parallel with the metal oxide interface, but have not be convincingly shown to form a network in three dimensions</td>
</tr>
<tr>
<td>Coalescence of pores within the oxide</td>
<td>Recent TEM work has shown that nanometre-scale pore coalescence can be correlated with the different stages in the corrosion process [14], and that these are sites of high local stress may give rise to crack initiation [61]. It is suggested that pores nucleate at the metal oxide interface and develop to form paths for enhanced oxidising species diffusion as oxidation progresses [14].</td>
</tr>
</tbody>
</table>

Table 3: Proposed mechanisms by which breakaway occurs.
2.4 Zirconium alloys

2.4.1 Summary of alloy development and usage

A great variety of zirconium-based alloys have been developed since the first zirconium clad fuel rods. The two primary alloy systems are Zr-Sn and Zr-Nb with the tin based alloy being favoured initially America and Western Europe and the niobium-based alloy principally developed in the former USSR and later in the Canadian CANDU pressurised heavy water reactors [62]. In both of these alloy groups, zirconium comprises a minimum of 97.5 wt.% of the bulk material. Minor elements used as alloying additions in these two families include Fe, Cr, Ni, V, Mo, and Cu. Some values for the alloying additions used in specific instances of the major industrial zirconium alloys are given in Table 4.

In western literature, the Zircaloy family developed from tin-based alloys with a variety of carefully controlled and restricted alloying additions. All but Zircaloy-2 (Zry-2) and Zircaloy-4 (Zry-4) are now redundant. Zry-2 is mainly used in fuel cladding in boiling water reactors (BWR). Zry-4 is used in fuel cladding and for fuel components in pressurised water reactors (PWR), BWR and cladding in heavy water reactor (HWR) applications [40]. Table 4 shows that the primary differences between Zry-4 and Zry-2 are that Zry-4 contains slightly higher levels of iron and no nickel.

Niobium containing alloys used for cladding materials in PWR usually contain around 1 wt. % niobium with fewer additions, such as E110 and M5. Zr-2.5Nb is mainly used as pressure tubing in heavy water reactors (HWR) [40].
Table 4: Typical compositions of common zirconium alloys. All in wt.%. NR: Not recorded.

<table>
<thead>
<tr>
<th>Material</th>
<th>Sn</th>
<th>Nb</th>
<th>Fe</th>
<th>Cr</th>
<th>Ni</th>
<th>O</th>
<th>Zr</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zircaloy-2</td>
<td>1.32</td>
<td>-</td>
<td>0.17</td>
<td>0.10</td>
<td>0.07</td>
<td>NR balance</td>
<td>[37]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>-</td>
<td>0.12</td>
<td>0.1</td>
<td>0.05</td>
<td>NR balance</td>
<td>[63]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.3-</td>
<td>-</td>
<td>0.12-</td>
<td>0.09-</td>
<td>0.04-</td>
<td>NR Balance</td>
<td>[64]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.6</td>
<td>-</td>
<td>0.16</td>
<td>0.12</td>
<td>0.06</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>'Improved'</td>
<td>1.48</td>
<td>-</td>
<td>0.23</td>
<td>0.10</td>
<td>0.09</td>
<td>NR balance</td>
<td>[37]</td>
<td></td>
</tr>
<tr>
<td>Zircaloy-2</td>
<td>1.29</td>
<td>-</td>
<td>0.21</td>
<td>0.11</td>
<td>-</td>
<td>NR balance</td>
<td>[37]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.52</td>
<td>-</td>
<td>0.22</td>
<td>0.11</td>
<td>-</td>
<td>0.13 balance</td>
<td>[65]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.20-</td>
<td>-</td>
<td>0.12-</td>
<td>0.05-</td>
<td>-</td>
<td>NR balance</td>
<td>[63]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.74</td>
<td>-</td>
<td>0.18</td>
<td>0.15</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.3-</td>
<td>-</td>
<td>0.19-</td>
<td>0.09-</td>
<td>-</td>
<td>NR balance</td>
<td>[64]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.6</td>
<td>-</td>
<td>0.23</td>
<td>0.11</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M5</td>
<td>-</td>
<td>1.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.1 balance</td>
<td>[66]</td>
<td></td>
</tr>
<tr>
<td>E110</td>
<td>-</td>
<td>0.97</td>
<td>0.01</td>
<td>-</td>
<td>-</td>
<td>0.05 balance</td>
<td>[65]</td>
<td></td>
</tr>
<tr>
<td>ZIRLO®</td>
<td>0.99</td>
<td>0.98</td>
<td>0.11</td>
<td>0.03</td>
<td>0.01</td>
<td>NR balance</td>
<td>[40]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>1.0</td>
<td>0.1</td>
<td>NR</td>
<td>-</td>
<td>0 balance</td>
<td>[67]</td>
<td></td>
</tr>
<tr>
<td>E635</td>
<td>1.0-</td>
<td>1.3</td>
<td>0.35-</td>
<td>0.4</td>
<td>-</td>
<td>NR balance</td>
<td>[68]</td>
<td></td>
</tr>
</tbody>
</table>

In the 1990s a new alloy group was developed that combined both tin and niobium as major alloying additions. ZIRLO® is the most widely used Zr-Sn-Nb alloy [62]. ZIRLO is used in structural and cladding applications in PWRs [40] and has generally supplanted Zircaloy-4; under standard PWR conditions ZIRLO is seen to have improved corrosion resistance over Zry-4 [15, 56, 69].

2.4.2 Significant intermetallic phases

Pure zirconium undergoes a phase transformation at 863 °C [19]. The α-phase, a hexagonal close-packed structure with lattice parameters of a = 0.32312 nm and c = 0.51477 nm [63], exists below this temperature. Above the transition point the metal adopts a body-centred cubic structure (β-phase) with lattice parameter a = 0.36090 nm [63]. The β-phase of the pure metal melts at 1855 °C [19]. The majority of alloying additions tend to be more soluble in this β-phase, and this is discussed further in section 2.6.
α-zirconium has a very low solubility for most transition metals [70], but it also has a high affinity for these metals, and so the formation of second phase particles (SPPs) in favoured. The common phases found in the major alloys are listed in Table 5. The 2009 review by Tedenac and Perrot [71] describes the Zr-Nb-Fe precipitate literature in further detail. Table 6 details the observation of all these, and other minor phases, in various common alloys. The SPPs containing Fe, Cr and Ni can only occupy a volume fraction of less than 0.3 % in most alloys, assuming that almost all the transition metals are precipitated out of the matrix. β-Nb can be expected to have a higher volume fraction of up to 0.4 % based on the maximum solid solution level of niobium remaining in solution.

The composition, size and distribution of intermetallics are functions of the bulk chemical composition of the material and thermal history. The differences in the character of the intermetallics are a major factor in the quality of the material in terms of its corrosion resistance and performance. In particular, it has been reported that a fine distribution of precipitates is the main reason for the good corrosion resistance of ZIRLO [67, 72] in PWR conditions.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Symmetry</th>
<th>Space group</th>
<th>Atoms per unit cell</th>
<th>a (nm)</th>
<th>c (nm)</th>
<th>Unit cell volume (nm³)</th>
<th>Density (g.cm⁻³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>α-Zr</td>
<td>Hexagonal P63/mmc</td>
<td>1 · 2 · 6</td>
<td>0.3231</td>
<td>0.5148</td>
<td>0.14</td>
<td>6.51</td>
<td>6.51</td>
</tr>
<tr>
<td>β-Nb</td>
<td>Cubic Fm-3m or F-43m</td>
<td>3 · 12 · 6</td>
<td>0.33</td>
<td>0.8792</td>
<td>0.658</td>
<td>8.59</td>
<td>8.59</td>
</tr>
<tr>
<td>Zr(Nb,Fe)₂</td>
<td>Hexagonal P63/mmc</td>
<td>3 · 6 · 12</td>
<td>0.5366</td>
<td>0.88</td>
<td>1.10</td>
<td>7.5</td>
<td>-</td>
</tr>
<tr>
<td>Zr(Nb)_₃Fe</td>
<td>Orthorhombic Fd-3m</td>
<td>6 · 16</td>
<td>1.215</td>
<td>1.794</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Zr(Nb)_₄Fe₂</td>
<td>Cubic P63/mmc</td>
<td>1 · 3 · 12</td>
<td>1.215</td>
<td>1.794</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Zr(Fe,Cr)₂</td>
<td>Hexagonal P63/mmc</td>
<td>3 · 12</td>
<td>0.505</td>
<td>0.825</td>
<td>0.558</td>
<td>7.12</td>
<td>-</td>
</tr>
<tr>
<td>Zr₂(Fe,Ni)</td>
<td>Cubic Fd-3m</td>
<td>4 · 3</td>
<td>0.72</td>
<td>0.373</td>
<td>-</td>
<td>6.98</td>
<td>-</td>
</tr>
<tr>
<td>Zr₂(Fe,Ni)</td>
<td>Tetragonal l4/mcm</td>
<td>4 · 3</td>
<td>0.6385</td>
<td>0.5596</td>
<td>0.228</td>
<td>6.94</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5: Common phases in zirconium alloys. Amended from [73] using data from [74] and data regarding the orthorhombic phase from [75].
Most precipitates in the Zr–Sn–Nb–Fe–Cr alloy used by Liu et al. [75] are HCP Zr(Nb,Fe)₂, Zr(Nb,Fe)₂ precipitates were found in material containing 0.8 wt.% Nb, whereas β-Nb particles were observed in materials containing higher ratios of niobium [76]. The distribution of elements for each iron-containing β-Nb particle varied [77]. The majority of β-Nb particles consist of Zr, Nb and Fe or Cr, although some contain only Zr and Nb in detectable quantities.

<table>
<thead>
<tr>
<th>Material</th>
<th>Intermetallic phases observed</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zircaloy-4</td>
<td>Zr(Fe,Cr)₂, ZrCr₂</td>
<td>[75]</td>
</tr>
<tr>
<td>Zircaloy-2</td>
<td>Zr(Fe,Cr)₂, Zr₂(Fe,Ni)</td>
<td>[75, 78]</td>
</tr>
<tr>
<td>Zr-Sn-Nb-Fe-Cr</td>
<td>Zr(Fe,Cr)₂, Zr(Nb,Fe,Cr)₂</td>
<td>[79]</td>
</tr>
<tr>
<td>ZIRLO®</td>
<td>β-Nb, Zr(Nb,Fe)₂</td>
<td>[75]</td>
</tr>
<tr>
<td>Zr-1Nb</td>
<td>β-Nb, Zr(Nb,Fe)₂</td>
<td></td>
</tr>
<tr>
<td>E635</td>
<td>Zr(Nb,Fe)₂, (Zr,Nb)₂Fe, (Zr,Nb)₃Fe *</td>
<td>[75]</td>
</tr>
</tbody>
</table>

Table 6: The phases present in various zirconium based alloys, listed in order of abundance.

Zircaloy-2 may respond differently than Zircaloy-4 to reduced matrix solute composition because Zr₂(Fe,Ni) has a different oxidation rate to Zr(Fe,Cr)₂ [40]. Zr(Fe,Cr)₂ oxidises more slowly than α-Zr in Zircaloy systems. This is expected as Fe and Cr are more noble than Zr and are reduced by un-oxidised Zr in their vicinity [40]. When oxidised this phase was reported to transform to an orthorhombic structure from hexagonal close packed with little effect on the surrounding oxide morphology [50]. In instances of the material not containing chromium, Zr₂Fe is formed by slow quenching but is metastable at low temperatures. Zr₃Fe is formed by more rapid quenching [80]. At equilibrium Zr₃Fe can dissolve up to 12% nickel [80], presumably as Zr₃(Fe,Ni).
2.5 Material processing considerations

2.5.1 Annealing temperature, time and cold working

Measuring the size distribution of intermetallics is not a convenient parameter for controlling manufacture. This has prompted the development of a normalised annealing parameter, $\sum A_i$, which is generally considered to be a reflection of second phase particle distribution [40]. This allows the comparison of materials treated at different temperatures and time periods [51]. Thorvaldsson et al. [81] proposed that the corrosion resistance of Zircaloy-4 can be related to this accumulated annealing parameter, which is an index of the total amount of heat treatment received in the $\alpha$-region after the last $\beta$-quench treatment [79]. The formulation of the parameter is given in Equation 2, where $T$ is temperature and $t$ time of anneal $i$, $Q$ is the activation energy and $R$ is the ideal gas constant. A typical value for $Q/R \approx 40,000$ K [41].

$$\sum_i A_i = \sum_i t_i e^{\left(\frac{-Q}{RT_i}\right)}$$  

Equation 2 has a number of drawbacks, the first being that it is only valid after the last $\beta$-treatment, a fact that has caused confusion in some literature. The parameter is also not independent of the $\beta$-quench that preceded the alpha phase annealing, especially the cooling rate [40]. The assumption that a high temperature, short time anneal is equivalent to a low temperature, long time anneal is not always valid, especially in extremes [82]. Most importantly, the annealing parameter, $\sum A_i$, is not affected by cold working. However, corrosion resistance increases after cold working. This effect is probably due to work hardening increasing the yield strength of the substrate [83]. It must also be considered that cold working increases the rate of approach towards phase equilibrium [84]. So, use of the normalised annealing parameter is
limited in certain circumstances. More complex heating programmes with multiple β-quenches or significant cold working are not suitably described by the parameter [79].

The final treatment stage in the fabrication process is usually performed within two temperature ranges. A stress relieved state (SR) is mostly used for Zry-4 in PWR. It consists of a final treatment of 475 °C for 2 hours under a protective atmosphere after which the grain shape remains elongated and highly deformed from previous cold rolling cycles [41]. The recrystallised state (RX) uses a higher heat treatment of 550 - 600 °C with the effect of reducing dislocation density and producing equiaxed grains [41]. It has been found that crystal texture strongly affects the corrosion resistance of cladding. A high proportion of basal poles orientated in the direction of the sheet, perpendicular to the rolling direction, provides the lowest corrosion weight gain [83, 85]. Charquet et al [86] noted also that corrosion resistance is considerably improved when the (0002) poles are close to the sheet normal. However, the textures of cladding tubes are relatively independent of fabrication method and basal poles do not change orientation significantly with annealing [87].

### 2.5.2 Beta-quenching

Whereas α-annealing predominantly affects SPP size and distribution in the matrix, beta quenching tends to have a far more severe implication for the materials microstructure, as well as affecting the SPP properties. An obvious expectation for this process is that quenching might leave Fe, Cr and Ni in solid solution of alloys containing these constituents, and this has been found to be the case [40].

A comparison of the microstructure of oxide films of sub-micron thickness after β-quench and α-anneal heat treatments is given in Figure 6. The schematic suggests possible changes in the electronic properties of the oxide that may affect its further growth. Intermetallics in the oxide
retain their metallic nature, before themselves becoming oxidised, as previously discussed. The alloying element distributions in the oxide have important effects on the oxidation rate of the alloy [88]. The electrical resistivity of the oxide film on Zry-2 tends to increase with an increase in nodular corrosion resistance [89], and β-quench samples have the highest resistivity. Figure 6 offers a qualitative explanation for this, where the smaller SPP distribution presents a series of barriers to electron conduction through the oxide.

![Figure 6: A schematic of microstructures in oxide films [89]. Larger precipitates in α-annealed material act as continuous condition paths for electrons through the oxide layer. The fine precipitate distribution in β-quenched material leads to regions of high resistivity between the embedded metallic particles in the oxide layer.](image)

The β to α phase transformation in Zircaloy commonly yields a Widmanstätten microstructure [90]. This microstructure can manifest itself in two types of morphology, referred to as the basket-weave [90] and parallel-plate structures, as noted by Ökvist and Källström in Zry-2 [91]. The type of structure produced appears to be dependent on the rate of cooling. Holt [92-93] found that by increasing the cooling rate of Zry-4 from 2 to 200 Ks⁻¹ finer Widmanstätten plates are produced, while cooling at 2000 Ks⁻¹ produced quenched martensitic structure. Wadekar [94]
used water quenching with an estimated cooling rate of 300 Ks\(^{-1}\) to achieve a martensitic structure in a binary Zr-Sn alloy.

It was found that β-quenched Zircaloy cladding had more tetragonal oxide close to the metal-oxide interface than material with increased annealing parameter [40]. The authors suggest that this is likely to be due to the decomposition of the oxide to a more stable form after annealing. β-phase grain size in the metal is correlated to the holding time in β-phase prior to quenching, and α-phase plate width is correlated to the cooling rate of quenching from the beta phase [90].

2.6  **Effect of alloying elements in zirconium alloys**

2.6.1  **Tin**

Figure 7 demonstrates the moderate solubility of tin in α-Zr; it is unsurprising that there are no common tin-containing SPPs in any dilute Zr-Sn systems. Up to 1% Sn there is no influence of tin on the SPP nature and composition [50, 73, 84], and up to 1.3 wt.% tin does not influence the ternary phase diagram Zr–Nb–Fe in a significant way [95].

Tin is a solid solution strengthener and α-Zr stabiliser [90, 94]. Tin may also stabilise monoclinic zirconium dioxide [50]. There is disagreement in the literature as to the ideal level of tin for optimised corrosion resistance. Sell et al. [64] found their ideal value to be 1.1-1.7 wt.% tin, whereas a lower level of tin of about 0.5 wt.% was found to be preferable for corrosion resistance in a system with 0.2 wt.% added niobium, although mechanical properties were degraded [96]. Most authors state that using lower concentrations of tin in the Zircaloy family has the effect of improving corrosion resistance, but that this is detrimental to mechanical properties such as the yield stress and creep resistance [62, 97]. A similar effect has been
observed in ZIRLO, although a minimum level of tin was required [98]. Qualitatively, the work hardening behaviour and tensile test curve of Zr-Sn alloys was similar for alloys with tin concentration in the range 0.5-1.5 wt.% [94] and a linear relationship between 0.2% yield stress and tin content to the power of 2/3 has been observed [94]. This relationship suggests the operation of the Mott-Nabarro model of solid solution strengthening in which clustering of solute atoms is envisaged. These clusters are considered to be an effective obstacle against dislocation motion. Sn clusters are observed in TEM images of β-quenched alloys [94].
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*Figure 7: Partial phase diagram of the zirconium-rich region of the binary Zr-Sn system [99].*
2.6.2 Niobium, vanadium and molybdenum

A calculated phase diagram for the Zr-Nb and Zr-Nb-O systems is given in Figure 8 [95]. The maximum solubility limit of niobium in the matrix of Zr–Nb alloy is 0.6% [79], this can be seen at around 900 K in Figure 8. Other authors’ TEM investigation of a ternary Zr-Nb-Fe(-O) system have separately shown the solubility of niobium in alpha zirconium to be 0.37 ±0.05 wt.% [73], much lower than the usual value for Zr-Nb. Niobium acts as a β–stabiliser [100], an effect that can be counteracted by the addition of the α–stabiliser. The addition of the α–stabiliser oxygen in Figure 8 reduces the solubility of niobium in the α–phase and increasing the α/β transition temperature.

Figure 8: Calculated isoplethal section of Zr-Nb-0.12wt.%O (black line) and Zr-Nb (grey line) phase diagrams as calculated by Thermo-Calc [101]. Experimental data: Triangle: a → (a + b) and cross: (a + b) → b. Adapted from [95].
The corrosion resistance of niobium-containing alloys has been seen to be controlled by the Nb solubility in $\alpha$-Zr and the type of $\beta$-phases, which are determined by the annealing temperature [76]. Zr-Nb alloys containing niobium only in solid solution showed a good corrosion resistance and their corrosion resistance was not affected by the annealing temperature. In the middle range of niobium content, 0.5–0.8 wt.% Nb, where niobium-containing precipitate were formed in the matrix, the corrosion resistance was increased by increasing the niobium content. In the high Nb content of 1.0–2.0 wt.%, the corrosion rate was sensitive to the type of the second phase formed which was determined by the annealing temperature [76]. A comparison of the microstructure of various binary Zr-Nb alloys is given in Figure 9. The niobium content can be visually correlated to number density and size of SPPs. Sabol et al. [62] compared the corrosion resistance of 0.5-1 wt.% Nb alloys and concluded that their results strongly supported the significance of matrix composition in controlling alloy corrosion. After aging was completed about 0.5 % niobium was retained in the matrix [62], this is comparable to the maximum solubility of Nb in $\alpha$-Zr from the phase diagram in Figure 8. Deformation of $\alpha$–Zr at high temperature produces dislocation networks. This increases the diffusivity of niobium within the matrix, which is normally very sluggish. Above 573 K strain has been seen to induce $\beta$-Nb precipitation [102].

Another general trend is that increasing the Nb and Fe content decreases the grain size [73]. As we know from the Hall-Petch relationship, this has beneficial effects on the macroscopic mechanical properties of a material. A qualitative demonstration of the decrease in grain size with increased niobium content can be seen in Figure 10.

The addition of molybdenum and vanadium to zirconium-based alloys to Zry-4 improves the mechanical [96] and corrosion [62] properties, as long as thermal processing allows the additions to be precipitated out of the matrix. Despite these advantages it was found that the same results could be obtained using niobium, but with a less sensitivity to thermal history [62], which is advantageous in terms of allowing greater flexibility in production techniques.
Figure 9: TEM micrographs of Zr–Nb annealed at (570 / 640) °C with various Nb content [76].

Figure 10: Polarised optical microscopy of claddings: (a) 0.07 wt.% Nb, (b) 0.56 wt.% Nb [73].
2.6.3 Iron, chromium and nickel

Iron has vanishingly low solubility in α-zirconium, and so forms intermetallics [84]. Iron is more soluble in β-Zr [77]. The main influence of iron is on phase boundaries [84]. Small increases in iron content reduces hydrogen uptake, whereas nickel increases it. Chromium and nickel also have low solubility in α-Zr. The heavy segregation of Fe and Cr to intermetallics causes solute deficiency in the α-matrix [77]. The phase diagram in Figure 11 demonstrates the low solubility of Fe in α-Zr; the miscibility and phase domain behaviour of chromium are qualitatively very similar to iron.

![Phase diagram for Zr-Fe system](image)

_Figure 11: Partial phase diagram for the zirconium rich region of the binary Zr-Fe system (blue dashed line) and proposed Zr – 1.4 wt.% Sn – Fe system (red and black lines). The black line is based upon the experimental points; α-Zr with Fe in solution (circles), two phase region with α-Zr with Fe in solution and iron containing intermetallics (crosses), and β-Zr with iron in solution (triangles). Adapted from [1]._
Iron additions of 0.1 wt.% improve workability of ZIRLO [62]. Increasing Fe and Cr in Zry-4 improves mechanical properties without affecting corrosion resistance [96]. The improvement in strength is to be expected as, in general, increasing the iron content decreases the grain size [73]. New alloys with improved corrosion resistance in PWRs are generally low in Fe (and Sn), or have Fe in the form of more radiation resistant SPPs than those in the Zircaloys [1], that is, SPPs that tend not to become amorphous under irradiation. Iron chromium and nickel have been shown to increase the local oxygen vacancy level within the oxide [16, 103] and have also been shown to control its electronic conductivity [104].

Barberis et al. [80] suggest that grain boundaries may be pinned by SPPs because of the bent and wavy boundaries they observed in Zr-0.5Fe-0.5Cr and Zr-0.5Cr-0.5Ni systems. Intermetallics were found at the α-Zr grain boundary along with β-Nb in all heat-treated materials examined by Northwood [77]. These small precipitates found had a definite but unknown orientation to the boundary [77]. These observations are unsurprising given that within most systems heterogeneous nucleation of SPPs is more likely than nucleation within the bulk matrix.

Wang et al [83] suggest that Sn solute distribution is uniform but Ni, Fe and Cr vary in the Zircaloy matrix and that the fluctuation or depletion of solutes is likely to be responsible for nodular corrosion resistance. Similarly, Harada et al. [50] observed that uniform corrosion properties seem to be affected by solute elements but not by SPPs. During oxidation tests by Cox [105] in oxygen and low pressure steam, the insoluble transition metals did not decrease the diffusion controlled pre-transition oxidation rates, but did result in the generally earlier onset of the linear post-transition oxidation rates.
2.6.4 Impurities: titanium and aluminium

Small additions of titanium and aluminium are seen to be severely detrimental to the corrosion performance of zirconium and its alloys [106]. The reason for this is not mechanistically understood and particularly surprising for titanium, which is chemically very similar to zirconium. The addition of a 0.2 wt.% titanium to an alloy with good corrosion resistance, Zr-1wt.% Nb, resulted in an huge increase in weight gain during corrosion testing. After 1 day in water at 360 °C this material had undergone a transition in oxidation rate and developed an oxide with weight gain 1189 mg.dm$^{-2}$ [107]. In comparison, a similarly treated Zr- 1 wt.% Nb alloy in the same conditions underwent a weight gain of 63.6 mg.dm$^{-2}$ in 189 days [108]. The oxidation rate increases by a factor of ~ 3500 becuase of this 0.2 wt.% addition of titanium.

2.6.5 Impurities: oxygen, nitrogen, sulphur

Some alloying additions are unintentional, and introduced either due to high affinity and availability from the environment or the manufacturing process. Nitrogen is commonly introduced by the Kroll process, which is not a common route for nuclear grade alloys. Nitrogen causes embrittlement of the alloy [109]. Oxygen is an alpha stabiliser at 1200 wt. ppm and is brought in to solid solution from the environment by sponge zirconium. Sulphur is also an impurity introduced during production of non-nuclear grade alloys. The solubility limit of sulphur in $\alpha$-Zr is about 20 wt. ppm [110]. While sulphur in solid solution markedly enhances creep strength due to solid solution hardening, the presence of sulphide precipitates has been seen to have an additional beneficial influence on the corrosion behaviour [110] in high temperature steam.
2.7 Effect of oxide microstructure on oxidation kinetics

2.7.1 Correlation of structural changes with breakaway oxidation

Oxides with a columnar structure composed of primarily monoclinic grains have been shown to offer better corrosion resistance than alternative configurations with less regular structure. Figure 12 shows a representation of the development of an oxide. Initial fast nucleation of grains occurs at the interface (a). The smaller grains in the vicinity of the metal-oxide interface are reported to be mainly tetragonal phase oxide [15]. The average grain size of the tetragonal oxides is smaller than that of the matrix by a factor of ten [52]. Grains with orientation such that growth can occur more rapidly normal to the plane of the interface grow preferentially (b-c).
Figure 12: Schematic diagram of the observed oxide grain structure. Adapted from [15].

The black bold lines are intergranular cracks due to induced growth stresses, this author suggests that a network of cracks is created allowing a free path to close to the metal-oxide interface [15]. It should be noted that lateral cracking within the body of the oxide actually acts as a barrier to the oxidising ionic species diffusing. A network of cracks from the oxide/water interface into the body of the oxide is required to shorten the diffusion path.

TEM studies of real oxide microstructures show a more complicated picture than the idealised cyclic growth suggested by Figure 12, although it has many features that are seen in real
materials. Three schemes by which rate transition occurs in real alloys have been proposed by Cox, and these are described in Table 7.

<table>
<thead>
<tr>
<th>Type of transition</th>
<th>Situation / conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sudden</td>
<td>A rapid transitions such as Zry-4 in PWR conditions (Figure 5a)</td>
</tr>
<tr>
<td>Slow transition</td>
<td>May be a fast process nucleating and spreading slowly over the surface, or a genuinely slow but uniform process [2]. There is not usually enough evidence to distinguish between them [1].</td>
</tr>
<tr>
<td>Para-linear breakdown</td>
<td>A steady kinetic change from approximately cubic, through parabolic, to linear without any actual oxidation rate increase throughout the whole process [111]. This is sometimes, but not always, seen during the oxidation of Zr–Nb binary alloys [1] (Figure 5b).</td>
</tr>
</tbody>
</table>

*Table 7: Three schemes by which rate transition occurs in zirconium alloys, as noted by Cox [1].*

### 2.7.2 Second phase particles in the oxide

Intermetallic precipitates have been observed to influence corrosion behaviour significantly [34]. The alloying element distributions in the final oxide have an important impact on the oxidation rate of the alloy [88]. SPP size and distribution in the oxide film affect stress gradient opposes the chemical potential gradient and decreases the rate of corrosion [70].

Several authors suggest SPPs provide short-circuit routes for oxidation [112-113] with ions migrating around intermetallics. Others dispute this and claim that matrix solute concentration is more important [86, 114].

Electrochemical investigations show that intermetallics are nobler than the surrounding zirconium. So SPPs act as a cathode relative to the Zr anode [70]. Kubo and Uno [89] used EDX to show that particles in the oxide dissolved during corrosion in high temperature steam. From their observations they concluded that corrosion resistance improvements are due not to short-circuit oxidation effects, but to changed oxide properties. Oxidation in the region of a SPP begins with the oxidation of $\alpha$-zirconium and is later accompanied by iron diffusion in to the
surrounding oxide. It is generally agreed that SPP in the oxide film readily oxidise [70]. This process is illustrated in Figure 13. Metallic precipitates do not oxidise until they are completely surrounded by the oxide [115], before this their metallic character is retained within the oxide [116]. EDX showed that Ni and Cr also diffused away from precipitates in the oxide, although at a lesser rate than Fe [89]. Anada et al. [117] reported that a transformation from columnar grains to equiaxed grains was observed predominantly around the oxidised precipitates and that oxidation of the precipitates was the cause of an accelerated corrosion.

Figure 13: Schematic of the effect of iron diffusion from intermetallics precipitates in the oxide film on Zircaloy-4 [117].
2.7.3 Oxidised grain boundaries

The distribution of alloying additions within the grain boundaries of the alloy substrate allow for localised concentration of dopant that would be taken up by oxide grown on these regions. This localised doping would be expected to alter the vacancy and electronic conductivity of the oxide.

It has been suggested that oxygen transport in the oxide occurs principally by grain boundary diffusion [49], known as short circuit oxidation. Many species, including oxygen, show diffusion rates many orders of magnitude higher in grain boundaries than in the bulk. It has been calculated that for oxygen $D_{\text{boundary}} \sim 10^8 D_{\text{bulk}}$ at reactor temperatures [49]. This is the case both before and after the rate transition.

Cathodoluminescence (CL) has been used to image the oxide films formed on binary zirconium based alloys [59]. Only the Zr-Fe alloy showed strong CL variations. The strong CL signals from the oxide originated from grain boundaries and were especially strong near Zr–Fe intermetallic precipitates. No localised CL signals were observed at grain boundaries when examining as-received zirconium, but were strong near cracks in the oxide. For the as-received, β-annealed sample oxidised in air at 600 °C, very strong CL signals originated from the grain boundaries and cracks [59]. The segregation of iron to the grain boundaries in the Zr-Fe alloy seems to be a continuous process as the oxide grows in the 600 °C temperature range [59]. High intensity CL emissions at the cracks were not observed when using a Zr-Sn-Fe alloy. The authors consider that this suggests either that tin may be slowing down the diffusion of other solute, such as iron, to the free surface or it is quenching the luminescence. The observation of iron at grain boundaries by this method is somewhat indirect, as it detects the elements grown as an oxide film on top of the substrate, and it is possible that further redistribution occurs during this process.
2.8 Alloy corrosion resistance comparison

In a PWR-like environment, Zry-4 is seen to corrode at a greater rate to ZIRLO and Zr-2.5Nb, as shown in Figure 14. The sampling period of Figure 14 is too coarse to demonstrate the periodic features seen in a similar environment in Figure 5. A comparison of these figures also demonstrates the marked variation that can be seen in the corrosion performance of materials with the same nominal composition with very slight variations in experimental conditions.

*Figure 14: Corrosion weight gain vs. exposure time of Zircaloy-4, ZIRLO and Zr–2.5Nb in 360 °C pure water. Solid arrows show the transition for each material. Adapted from [15, 69].*
Figure 15: Grain size, shape and orientation comparison near the oxide/metal interface of (a) Zircaloy-4, (b) ZIRLO and (c) Zr–2.5Nb alloy oxides formed in 360 °C pure water environments. The cartoons below each bright-field images show the hand-drawn sketch of the grain boundaries. Black arrows indicate oxide growth direction [69].

The microstructure of the oxides formed on these materials near the metal-oxide interface is shown in Figure 15. The percentage of tetragonal oxide was highest in the first two micrometres or so, near the interface, and was higher in Zircaloy-4 than in ZIRLO [69]. Comparing the layer periodicity from alloy to alloy, the average spacing between layers was inversely proportional to the post-transition corrosion rate, indicating a clear benefit to delaying the oxide transition [69]. Experimental results for this were produced in an earlier work by the same authors [56] using various zirconium alloys and are reproduced in Figure 16. The character of the metal-oxide
interface of Zircaloy-4 has been noted to exhibiting an undulating morphology, whereas the Zr-2.5Nb demonstrates a more jagged “jigsaw” interface [23]. The most regular columnar structure was seen in Zr-2.5Nb, the best performing alloy. The relation between differences in oxide morphology and alloy composition is not immediately apparent, and is masked by the interplay between numerous variables. The regularity of the oxide structure upon the corrosion resistance of the alloys is more marked.

Figure 16: Post-transition corrosion rate of various zirconium alloys in 360 °C water versus average thickness of oxide layer. Oxide spacing refers to the distance between successive layers of equiaxed grains as seen in Figure 12. Adapted from [56].
2.8.1 Zr-Sn

Zr-Sn based systems, such as the Zircaloy family, are qualitatively the most similar to zirconium in their corrosion performance, the alloying additions imparting the benefit of a reduced corrosion rate. Zircaloy-4 shows a columnar oxide structure, with a fine tetragonal phase observed at the metal-oxide interface [1].

The oxides that develop on these alloys tend to be uniform films that are not susceptible to early spalling [118]. Improved uniform corrosion resistance of Zircalloys in PWR conditions requires complete precipitation of Fe and Cr [79, 119]; highly annealed structures with most alloying elements in large, widely spaced, intermetallics have optimal uniform corrosion resistance [40].

Like many factors we have encountered, there is a variation of behaviour between the Zr-Sn and Zr-Nb systems. Harada et al. [50] reported that the composition of SPPs varied with bulk content but had no correlation to uniform corrosion resistance in Zircalloys. However, many authors have observed a correlation between intermetallic distribution and macroscopic corrosion performance [34, 51, 89, 120-122]. Small high density intermetallics have better corrosion resistance than larger, lower number density SPPs [51, 120-122]. A large number of particles, those with a diameter less than 300 nm, were excluded from their analysis. The effect of SPPs on corrosion resistance may be due to their effect on electronic conductance [34]; resistivity of Zircaloy-2 increased with a decrease in the mean diameter of SPPs [89].

2.8.2 Zr-Nb

The main benefit of Zr-Nb based systems over Zr-Sn is that the kinetic transition is not so sharp in Nb-containing alloys and it occurs after a longer period of time [39], as seen previously in
Figure 5b. However the Nb-containing alloys are oxidised faster than recrystallised Zircaloy in oxygen and in water vapour [24, 58, 123].

Zr-Nb alloys have very different corrosion properties to Zr-Sn alloys. This is mainly due to the change of microstructure with heat treatment [40] as demonstrated earlier in Figure 9. Microstructural evolution in Zr-Nb-(Fe-Sn) alloys is governed by the most slowly diffusing elements in the system, niobium [84]. In the Zr-Nb system the required level of annealing is strongly related to the amount of niobium addition [96]. Although it is necessary to perform long term annealing in order to reach thermodynamic equilibrium in the Zr-Nb-(Fe-Sn) system [84], generally Nb-containing Zr based alloys demonstrated increasing weight gain with increased levels of annealing [96]. A non-equilibrium, uniform distribution of fine iron-containing $\beta$-Nb particles was found to be an important factors for improving corrosion resistance of these alloys in PWR environments [79].

2.8.3 Zr-Sn-Nb

Cold worked ZIRLO-type alloys are optimised after only one hour anneal at a temperature of 550 °C [98]. The Zr-Sn-Nb system shares similar corrosion properties to the Zr-Nb system. It has been suggested that the diffusion of niobium governs the process, and that a fine distribution of $\beta$-Nb is also the main reason for the good corrosion resistance of ZIRLO [67, 124]. It should also be remembered that the ZIRLO system also contains Fe and Cr. After relatively short annealing periods these elements are precipitated out of solution along with the niobium [77].
2.9 Previous atom probe studies of zirconium alloys

One dimensional atom probe analysis (1DAP) has been used by Kruger et al. [125] and Wadman et al. [126-127] to directly measure solute matrix composition. 1DAP is a challenging technique, especially using zirconium; the tiny needles with end radii of the order of 50 nm analysed by this process are frequently subject to fracture. This means that the conclusions drawn by these authors are based upon small data sets. Kruger et al. observed alloying element depletion in the matrix of Zry-2 and Zry-4. Contrary to expectations, this technique measured lower values after β-quenching Zircaloy-2 than after high α-annealing. Kruger et al. attributed the improved nodular-corrosion resistance from the former to direct oxidation of tiny precipitates. They found a 5-10 nm thick oxide film on the surface of their atom probe specimens. The detected levels of Cr, Fe and Ni were reportedly higher in this film than the zirconium matrix. Wadman et al. [127] found the several nanometres of oxide grown on the tip of Zircaloy needles to have a composition of ZrO. Using TEM they identified this layer as being amorphous but containing small crystallites. Wadman et al. did not report the same enrichment of alloying elements in the oxide as observed by Kruger and neither set of workers found segregation of transition elements to the metal-oxide interface. Wadman et al. [126] found the α-Zr matrix to be depleted of Fe and Cr in Zry-4. The matrix composition measurements of Kruger [125] and Wadman [127] both agreed nominally with the solubility limits of Charquet et al. [128]. Wadman demonstrated the sensitivity of the technique to changes in analysis conditions such as temperature and pulse fraction\(^7\) [129]. Comparison of values is only valid for specimens probed using the same analysis conditions. The precision of the measurements of small concentration elements is limited by the small quantities of data. For a particular specimen of Zr-4 exposed to air for 312 hrs, only 380

\(^7\) The relative magnitude of the electrical pulse used in 1DAP to liberate ions from the end of the needle compared to the standing potential on the tip.
ions were detected before the specimen failed. Of these, 1 ion was ranged as an iron containing species, meaning the matrix concentration of Fe = 0.26 ± 0.26 %\(^8\). No chromium was detected in the matrix of this Zry-4 sample [127].

Sano and Takeda [130] used the 1D atom probe to analyse Sn profiles in a range of Zr-Sn alloys. It was found that for Zircaloy-4 and Zr-0.6Sn binary alloy all of the tin was in random solid solution over the length scale measured. For a higher tin Zr-1.39Sn binary alloy small tin clusters composed of a few tens of atoms were found in the matrix. No tin-rich phases were observed. This could be due either to their non existence or to their low number density compared to the small region of analysis, typically a cylinder with radius of 1 -2 nm and length of around 50 nm. It is also possible that specimens containing intermetallics may be more prone to fracture during atom probe analysis than those without.

Zircaloy materials were found to be sensitive to surface oxidation during atom probe specimen preparation [131]. Specimens were prepared using electrochemical etching in all three cases, using a solution consisting of varying proportions of acetic acid and perchloric acid [125, 130] or perchloric acid, iso-butanol and methanol [132]. These specimens typically allowed 5,000 – 30,000 ions to be collected for analysis by combining the data from several specimens. The method successfully allows the analysis of matrix solute concentration but would benefit from a greater quantity of data to improve the precision of results. 1DAP techniques are not suitable for analysing SPPs in zirconium alloys as the number density of particles compared to the volume of analysis is highly unfavourable. Analysing conditions must be carefully controlled and great care taken when comparing results obtained on different instruments and using different conditions.

\[^8\] In atom probe analysis the error in the detected quantity of atoms, n, is that dictated by Poisson statistics and is commonly quoted as 1 standard deviation.
2.10 Conclusions

Breakaway corrosion occurs in all alloy classes to some extent. There are several morphological changes that have been observed in the oxides undergoing this transition, as discussed in Table 3, yet a precise mechanism that may be used to describe the breakaway transition is as yet unknown. Such a mechanism is likely to involve all of these phenomenological observations, to different degrees, depending upon the local conditions and alloy. Different modes of transition are seen between different alloys, as was described in Table 7. The different alloy classes have been shown to develop oxides with similar features, but varying degrees of regularity. Highly textured columnar structures in the oxide are seen to impart improved corrosion resistance.

A good empirical understanding has developed of the thermal/mechanical treatments required to produce alloys with desired substrate microstructures (section 2.2), and the alloying addition chemistry is also well understood empirically (section 2.6). This has not translated into a mechanistic understanding of how alloying additions effect the breakaway transition in oxidation kinetics, or how the microstructure of the substrate causes the change in morphology of the oxide. The preferred precipitate distribution in the substrate varies largely upon the environment to which the material is to be subjected, as well as the alloy bulk composition.

Many authors have suggested that another factor, such as the matrix composition may be important in explaining these discrepancies. However, the precise quantitative determination of the matrix solute concentration is experimentally challenging with few techniques giving the spatial resolution and chemical precision required and as yet the matrix alloy chemistry and its redistribution during corrosion are not understood.

The high spatial resolution, chemical sensitivity and superior data collection rate of the current generation of 3D atom probe instruments allows for a systematic study of the solute distribution
in the ‘as-received’ substrate alloy matrix and subsequent redistributed during the corrosion process. This redistribution occurs where the new oxide forms: at the metal-oxide interface. The change in chemical properties at this interface will affect the on-going corrosion resistance of the alloy and so have a direct effect upon the oxidation process. Nano-scale analysis of different alloys at various stages in the corrosion process allows the key similarities and differences due to the addition of various solutes to be established. After a series of preliminary studies in chapter 4, the characterisation of the solute distributions within the metal matrix of uncorroded materials, and the redistribution of these solutes at the metal-oxide interface of three alloys are described in chapters 5 and 6, respectively.
3 Experimental methods

3.1 Atom probe tomography

3.1.1 Introduction

3D atom probes (3DAP) represent a unique category of instrument that allow the construction of three dimensional maps displaying the chemical distribution of individual atoms within a small region of interest (ROI). The dimensions of this region are of the order of 100 nm x 100 nm x several hundred nanometres for the current generation of instruments. These instruments acquire data at a typical rate of 1,000 ions per second creating datasets of many tens of millions of ions during a matter of hours. Atomic spatial-resolution can be achieved in the specimen depth direction and near atomic resolution can be achieved laterally in homogeneous regions of metal matrix away from features such as boundaries and intermetallics, which create ion trajectory aberrations (discussed later in section 3.3.6) [133]. In favourable conditions atomic planes may be observed in ordered metallic structures [134]. The chemical sensitivity of these instruments is uniform for all atomic species and the efficiency of the detector is such that over a third of all of the atoms within the ROI are detected. As such, the 3D atom probe is a powerful tool for conducting experiments pertaining to nanoscale chemistry.

3.1.2 History and development of the instrument

The development of the atom probe has been a gradual affair, built on the dedication and skill of various groups of scientists from around the world. The first one-dimensional atom probe (1DAP) was built by Muller in 1967. The apparatus was a development on the concept of a field
ion microscope (FIM). FIM consist of a needle-like conductive specimen held at a high electric potential in a vacuum chamber. The high potential results in an electric field that is strong enough to ionise atoms at the end of the tip. Equation 3 demonstrates that this field, $F$, is inversely proportional to the radius, $r$, of the tip.

$$F = \frac{V}{k_f r}$$

Where $V$ in Eq. 3 refers to the applied electric potential and $k_f$ is a numerical constant. In a FIM the ions are projected radially from the tip and impact a phosphor screen, producing a magnified image of the specimen apex. It was found that superior image resolution could be obtained by cooling the emitter to cryogenic temperatures [131]. The 1DAP used a hole in the phosphor screen to allow atoms from a specific site to pass through into a time-of-flight mass spectrometer. This resulted in a 1D composition profile of the ions emitted from a selected area of the surface of the needle.

The removal of substrate atoms that are bound to the surface of the specimen is referred to as field evaporation. Two models have been developed to explain the process of field evaporation: the image force model and the charge exchange model. These are described in section 2.4.2 of reference [131], some important points from which are briefly summarised here. In both models, an applied electric field promotes the stability of ionic species over neutral atoms with increasing distance from the surface of the metal specimen. However, the image force model provides a more accurate description of the behaviour of most transition metals, which are predicted to predominantly form doubly charged ionic species.

In both models an energy barrier must be overcome for a neutral atom to leave a metal surface. For the image force model this energy barrier equates to the magnitude of the Schottky hump, which is assumed to lie outside the neutral atomic curve. This activation energy for producing
an n-charged ion in zero field, \( Q_n(F = 0) \), is given as being the sum of the heat of sublimation of the neutral atom, \( \gamma \), and the sum of its ionisation energies, \( I_n \), less the work function of the emitting surface, \( \varphi_n \). In the presence of an applied field, \( F \), this relationship also takes on a term which reduces the activation energy proportional to the square root of the applied field. The activation energy in the presence of field \( F \) is given in Eq. 4. The form of this function is shown in Figure 17.

\[
Q_n = \gamma + \sum n I_n - n\varphi_e - \frac{n^2 e^2 F}{4\pi\varepsilon_0}
\]

![Figure 17](image)  

*Figure 17: Potential energy diagram for the image force model of field evaporation in the presence of an applied electric field. Reformatted from [131].*
A correction factor to take account of the change in surface atom binding energy with field should also be applied. The rate constant, \( K \), for thermally activated field evaporation takes the form of an Arrhenius equation, shown in Eq. 5 [135] using the activation energy \( Q_n \) described above.

\[
K = v \exp \left( \frac{-Q_n}{k_BT} \right)
\]

By contrast, another process that takes place in the atom probe, field ionisation, is a quantum mechanical process that proceeds independently of temperature. Field ionisation governs the ionisation, and subsequent radial projection of free atoms and free molecules in the vicinity of the emitter that are not bound to the specimen surface. Material that has been adsorbed onto the surface is field desorbed, a process similar to the field evaporation described above.

An overview of the processes involved in field ionisation is provided in section 2.3.2 of reference [131], from which some important points are summarised here. The potential energy experienced by a tunnelling is given below in Eq. 6. The form of this potential function is shown in Figure 18.

\[
V(x) = \frac{e^2}{4\pi\varepsilon_0|x-x_i|} + eFx - \frac{e^2}{16\pi\varepsilon_0x} + \frac{e^2}{4\pi\varepsilon_0(x_i+x)}
\]

where \( F \) is the electric field strength, \( e \) is the elemental charge, and \( x_i \) is the distance from the centre of the positive ion to the plane of the surface. The successive terms in this equation represent the potential funnel of the ion plus external field energy minus electron image potential plus repulsion energy of the electron from the ion image. The form of this function is shown in Figure 18. The rate of tunnelling increases as the gas atom approaches the surface until a critical distance, \( x_c \), is reached, at which point the potential energy of an outer shell electron of the gas
atom coincides with the Fermi energy of the metal and tunnelling of an electron from the atom to the surface may occur. A forbidden zone exists in which ionisation cannot occur at distances closer to the metal than the critical distance.

![Potential energy diagram for field ionisation near a clean metal surface](image)

*Figure 18: Potential energy diagram for field ionisation near a clean metal surface [131].*

A narrow, 0.015-0.0025 nm thick, region of space exists at the critical distance in which there is a moderate probability of tunnelling occurring. The presence of field adsorbed layers on the surface of the metal and the atomic scale geometry of the sample influence the field ionisation process. The ionisation probability for free atoms in close proximity to the surface is modified because the presence of the adsorbed atom modifies the barrier through which an electron of the free atom has to tunnel. The modification is more intense because the barrier is relatively narrow, and so the adsorbed atom occupies a large part of it. At low fields, the ionisation probability at lower-field sites is so low as to be virtually negligible and so nearly all the observed ionisation takes place at localised higher-field sites, such as regions of high curvature.
The first operational 3DAP was produced by Cerezo and colleagues in 1988 [136]. The position sensitive atom probe PoSAP replaced the phosphor screen with a position sensitive detector. Time-of-flight mass spectrometry is achieved by applying a positive standing voltage below that required to ionise atoms from the specimens together with a high frequency pulse set at a level such that a small fraction of the pulses will result in an ionisation event occurring. The mass-to-charge-state ratio \((m/n)\) can be deduced as the time of the application of each pulse is known, as is the time of the atom impacting the detector. The mass-to-charge state ratio is given in Equation 7:

\[
\frac{m}{n} = 2eV \frac{t^2}{d^2}
\]

Here, \(V\) is the combined amplitude from the standing voltage and the pulse voltage, \(e\) is the charge of an electron, \(t\) is the time of flight and \(d\) is the flight length. Equation 7 assumes that the distance between the specimen and detector remains constant. As the run progresses and ionisation continues to occur this distance will increase marginally, but the variation in \(d\) will only be \(-1 \mu m\) over a flight path of several centimetres.

Eq. 7 also assumes that all ions are created using an instantaneous pulse, resulting in immediate acceleration, and constant velocity thereafter. Suitable design modifications to the pulsing system limits \(\Delta t\) due to uneven square wave pulsing in which the leading edge of the pulse is at a higher amplitude than the remainder of the pulse and so reduces the evaporation period. Other energy compensation techniques have been developed utilising lenses to limit unwanted spread in \(m/n\) resulting from the tails of pulses. The overall time of flight of the ions is of the order of microseconds, so the duration of each pulse must be restricted to the nanosecond range in order to minimise the spread in flight time caused by the pulse duration.
Attempts to produce an atom probe that applied negative standing and pulse voltages to the specimen resulted in field emission of electrons from the specimen at lower applied fields than that required to evaporate ions. The effect of this was that specimens were destroyed by resistive heating caused by the electron flux before field evaporation of the specimen material was achieved. This process can, however, be used to field desorb weakly bonded surface adsorbates [131].

The high electron flux emitted by such specimens makes them useful for other areas of research, such as field emitters for electron [137] and surface scanning microscopy [138], but hampers the ability of a 3DAP detector to identify emitted ionic species because of the high electron flux [131]. Subsequent variants of the 3DAP have used the application of positive potential to the specimen, which avoids the possibility of field emission.
3.1.3 Reflectron lens

Electrostatic lenses have been developed to achieve improved 3DAP mass resolution. The reflectron lens is an electrostatic mirror that compensates for the spread in ion energy caused by non-instantaneous evaporation time from the specimen. Such lenses typically have the effect of improving the mass resolution from $\Delta m/m = 1/70$ FWHM to around $1/500$ FWHM [139]. A schematic demonstrating the principle of the lens is given in Figure 19.

![Figure 19: Reflectron lens schematic [131].](image)

3.1.4 Local electrode

The local electrode is a conical electrode placed in close proximity to the atom probe specimen [140]. During analysis the electrode sits between the specimen and the detector, as shown in Figure 20. Ions travel through a 10-50 micron aperture in the electrode. The effect of this configuration is that the path over which ions are accelerated is reduced, improving the mass resolution. Other advantages from this configuration are that it affords a superior field of view and reduces the standing and pulse voltages required to produce an ionising field by around 50%.
Lower pulse voltages mean that higher pulse repetition rates can be achieved as the generation of a lower current is level is permitted. These currents become very high (hundreds of amps) for several kilovolt potentials applied and removed in nanoseconds. The high pulse repetition rate applied to the local-electrode (200 kHz) allows a greater analysis data acquisition rate at a lower level of evaporation per pulse. This allows a slight reduction in the field at the apex of the specimen, reducing the stress placed upon the specimen.

Figure 20: The configuration of a typical local electrode within the 3D atom probe. Schematic courtesy of Dr. D. Saxey, Oxford Materials.

3.1.5 Micro-channel plate

The atom probe detectors used in this study consist of a chevron micro-channel plate (MCP) arrangement in front of a delay-line detector (described below in section 3.1.6). The MCP performs the function of a signal amplifier, similar to a photomultiplier, magnifying the weak input signal from a single particle impact to creating a usable electrical signal, a cascade of secondary electrons. The MCP consists of an array of hollow channels, a few microns in
diameter. Each of these acts as a miniature electron multiplier, generating a cascade of secondary electrons following a primary ion impact event. Each plate has many slots of a few microns in thickness parallel to each other. These act as channels for electron flow under a large imposed field. The gap between the two plates creates a spread in the electron cloud between the first and second plates. This ensures that several channels in the second plate multiply the signal. This double plate arrangement significantly increases the gain of the detector. A schematic of this arrangement is shown in Figure 21.

![Figure 21: A chevron micro-channel plate arrangement.](image)

The gain of the MCP has a broad spread of statistical amplitudes. The amplitude of the signal is not used in the calculation of the incident particle mass, which is achieved solely by time of flight mass spectrometry; or the incident particle \((x,y)\) position, which is calculated from the position of the charge cloud. The amplitude of the signal events is required to meet a threshold level. Low energy MCP noise that falls below this amplitude is ignored by the signal processing systems.
3.1.6 Delay-line detector

Single particle positioning is achieved using a delay-line detector (DLD) arrangement. The sandwich arrangement of multiple DLDs allows for the accurate determination of flight time and impact position. A delay line is a single conductive channel in a zig-zag pattern. Figure 22 shows a two layer DLD used in combination with a circular MCP. Only the area behind the MCP is active. A particle incident at point P, with 2D coordinates (x,y) produces four signals from the DLD (t₁, t₂, t₃, t₄). These signals are the times at which the charge produced by the particle interaction with the MCP takes to reach the end of the DLD. The incident time of P can be found by taking the arithmetic mean of the four output signals. The x and y coordinates are proportional to \( t₂ - t₁ \) and \( t₄ - t₁ \) respectively. A third delay line is used in modern 3DAP detectors. This delay line is positioned as a parallel third slice of the DLD sandwich, and its lines run at 45° to the other two DL elements [141]. This yields a further two unique time coordinates for each hit event (t₅, t₆). This additional information provides a further degree of freedom that can be used to identifying and disentangle the information acquired when a multiple hit event occurs [142].
3.1.7 Laser-pulsed atom probe

Pulsed laser atom probing (PLAP) was developed by Kellogg and Tsong in 1980 [144]. PLAP replaces the voltage pulses, which take the field at the specimen apex to above that required to cause ionisation, with thermal pulses, which increase the field evaporation process probability at the standing voltage potential [131]. A comparison of the modes by which laser and voltage pulsing promote field evaporation is shown in Figure 23. The excitation of free carriers within the skin depth of the material by incident radiation decays to heat on the picosecond timescale [145]. Thermal pulsing has the advantages that it allows the technique to be applicable to a wider range of materials, including semiconductors. The reasons for this are two-fold; the electronic conductivity requirements are reduced, high conductivity is required to allow the prompt propagation of nanosecond voltage pulses, and reduced mechanical strength requirements, as there is no need to withstand the elastic shockwave induced by voltage pulsing.

Figure 22: Complete detector configuration for a local electrode atom probe, including DLD.
Adapted from [143].
Figure 23: **Schematic showing the operating mode of the laser and voltage pulsed atom probe techniques.** The blue circle represents the position of the specimen on the evaporation curve during the holding part of the pulsing cycle. The Blue arrows mark the effect of voltage and thermal (laser) pulsing on the evaporation field experienced by the specimen: to take it above the required field and increase the probability of field evaporation from near nil to that which will induce the desired evaporation rate [131].

Laser pulsing removes the uncertainty in ion energy due to the voltage pulse shape, instead there is uncertainty due to the laser pulse width and the dissipation of energy within the specimen. This energy dissipation is a complex function of the specimen geometry and thermal conductivity. This has led to concerns that the comparison of results between different specimens analysed using PLAP should be treated cautiously. However, for the majority of specimens, those with a sharp apex and good thermal conductivity, it can be assumed that the tip is illuminated uniformly. In the 3000 HR LEAP a high repetition rate (200 kHz) femtosecond pulse laser is used. The femtosecond pulsing produces a suitably small fractional uncertainty in the spread of ion evaporation, given that the time-of-flight is of the order of a microsecond.
3.2 **Apparatus**

### 3.2.1 The LAR-3DAP

Oxford has two 3D atom probes. One of these, the LAR-3DAP, is fitted with a large area reflectron. This instrument has three chambers. A load-lock, operating in the low to intermediate vacuum range, allows 3 specimens to be introduced into the chamber at a time. When the load lock has been pumped down to below $5 \times 10^{-6}$ mbar, the specimens can be transferred to a storage chamber. When the pressure in the storage chamber is below $5 \times 10^{-8}$ mbar a single specimen can be admitted to the analysis chamber. The analysis chamber contains two detectors; a phosphor screen and CCD camera arrangement for recording FIM images, and a delay-line detector for atom probe analysis. The two detectors are positioned perpendicular to each other. The needle-like specimen can be rotated so that it faces the relevant detector. Although the instrument is fitted with femtosecond laser pulsing capability, this is still the subject of development. In this study the LAR-3DAP was used only for some preliminary studies (described in sections 4.1, 4.3 and 4.4) using voltage pulsing. The pulse generator of the LAR-3DAP operates at 20 kHz with $\sim 8$ ns pulse duration. The pulse-pair resolution of the instrument is 20 ns. The field of view is typically 20 nm diameter.

### 3.2.2 The local electrode atom probe

The local electrode atom probe (LEAP) is a 3D atom probe with enhanced field of view of around 50 nm. This is afforded by the implementation of a local electrode between the specimen and detector. The LEAP has a similar chamber configuration to the LAR-3DAP, but is capable of storing more specimens and transferring six of these into the load-lock in a single pumping
The LEAP is a commercially developed instrument with both reliable voltage and femtosecond laser pulsing capability. The maximum repetition frequency of the pulses is 200 kHz. The combination of the higher pulse rate and enhanced field of view allows the data acquisition rate of the LEAP to be many times greater than the LAR-3DAP. The 3 ns pulse-pair resolution of the LEAP is also superior to the LAR-3DAP.

3.2.3 Atomic-scale reconstruction

Unprocessed atom probe data consists of a sequence of records containing the times that a pulse was detected at the end of a series of delay lines along with the standing voltage and pulse amplitude when the ion was detected. The position the ion hits the detector corresponds to its original position on the hemispheric tip surface. This lateral resolution is limited by aberrations due to deviations in the tip geometry from the assumed hemispheric shape, and to surface migration. The lateral resolution is usually taken to be between 0.5 – 1 nm. The position of the detected ion along the axis of the tip (z direction) is calculated from the order in which it was detected. This makes the reasonable assumption that atoms at the surface are ionised before those underneath them. The lateral resolution in the z direction is taken to be that of a single atomic layer. The mass-to-charge-state ratio can be calculated from the voltage and time-of-flight data, as discussed previously in section 3.1.2. Specialist software is commercially available to reconstruct 3D datasets from raw atom probe data. The Imago IVAS package was used in this project as a front end for a version of CERN’s ROOT software.
3.2.4 Parameters

The reconstruction of atom probe data is based on five physical parameters. These are the image compression factor, the density of the material being analysed, the atom probe detector efficiency, and the initial tip radius and tip shank angle. The image compression factor (ICF) is due to the non-radial nature of projection from the tip; it is assumed that the surface is hemispherical, when in fact it is a needle with a finite shank angle. To account for this, the magnification of the image must be reduced by a constant factor. The ICF and detector efficiency are both considered to be constant for a specific atom probe instrument [146]. The LAR-3DAP has a ICF of 1.7 and the LEAP has a factor of 1.4. The detector efficiencies of these instruments are 35% and 38% respectively. The detection efficiency is lower than previous generations of instrument because a substantial fraction of the ions become incident upon grids within the reflectron.

For all alloys discussed in this work, the atomic density is approximated to that of pure alpha phase zirconium. This assumption is necessary due to a limitation of the reconstruction software. It is expected that this assumption affects the reconstruction of metallic specimens little, as the alloys are all at least 98 wt.% zirconium. However, the assumption of constant density of the material under analysis poses a problem for the analysis of metal-oxide interfaces or intermetallic phases, where the densities of the two phases are distinct. The Pilling-Bedworth ratio of ZrO$_2$ is 1.56. In order to correctly reconstruct such datasets an estimate of the initial radius from TEM would be useful. This is not possible for micro-tip coupon specimens where the physical construction of the specimen prevent TEM investigation. The initial tip radius can be estimated from atom probe analysis by rearrangement of Eq. 3 into Eq. 8.

$$r = \frac{V}{k_f F_{ex}}$$  

\[8\]
$k_f$ is a constant $\sim 5$. $V$ is the applied voltage when evaporation ‘turns on.’ $F_{ex}$ is the expected electric field (textbook value for a given material) required to cause field evaporation. The measurement of the radius by this method often compares poorly with examination by TEM [147], a difference of up to 50% is not unusual. The radius also evolves as the run progresses; the rate of increase is dependent upon the shank angle.

3.3 Statistic analysis and interpretation

3.3.1 Three-dimensional atom maps

After successful reconstruction, the resulting dataset comprises a correctly scaled, three-dimensional collection of points, each with a fourth value representing the ion mass-to-charge-state ratio. The term ‘atom map’ is somewhat of a misnomer as the map actually offers a useful way of displaying the position of the ionic species collected during the analysis, which may consist of either monatomic or molecular species, or both. Appropriate mass-charge ranging of ionic species is necessary to assign identities to the ions detected. This is achieved by inspection of the mass-to-charge spectrum of the dataset, or a particular sub-volume of ions. For dilute zirconium alloy systems this identification process is non-trivial and will be discussed further in section 3.3.2, below.

The reconstructed atom map data are highly flexible, allowing numerous ways of interrogating and displaying the collected data. There are a great variety of useful data analysis techniques that can be implemented to extract information about the physical chemistry of the specimen material. The data interpretation techniques that were used in this project are described below in sections 3.3.2 to 3.3.5. Some of the more important artefacts that affect the type of atom probe data examined in this study are discussed in section 3.3.6.
3.3.2 Ranging metric selection

Mass ranges are the definitions of where windowed peaks begin and end on the mass spectrum. The definition of mass ranges is a key issue in the identification of ions in order to perform accurate and precise compositional analysis. These atomic identities are also used in the reconstruction protocol to assign an adequate in-depth increment to each detected ion [148]. Despite the importance of range selection, and the impact that the choice and application of ranging criteria has on both the accuracy of the reconstructed volume and its apparent composition, no standardised protocols exist with regard to the ranging metrics used by atom probe microscopists. The process is also currently conducted manually and with little consistency of methodology, even within a single research group.

A variety of automated ranging metrics are described and characterised in Appendix A. This is achieved by using the various metrics to calculate the composition of a series of simulated datasets. The composition of these datasets can be known with absolute certainty and compared with the measured composition given by the different ranging metrics. The results of this analysis inform the choice of ranging metric applied to real atom probe data in order to find the concentration of low level solute. These automated methods are used to analyse the iron concentration in sections 5 and 6.

3.3.3 Deconvolution

Deconvolution is the name given to the method of distinguishing between different ionic species that occupy the same position in the mass-charge spectrum. For an illustrative example, the mass-to-charge spectrum in Figure 24 contains 3 peaks, a, b and c. The spectrum is that of a binary alloy containing A and B atoms. The $A^+$ ions have three isotopes with mass-to-charge
ratios of 2, 4 and 5 (a, b, c). The relative isotopic abundance of isotopes is 60 at.%, 20 at.% and 20 at.% respectively. B is a mono-isotopic species with a mass-to-charge ratio of 5.

\[ \text{Figure 24: Example of the use of deconvolution in determining the amount of A and B atomic species in peaks a, b and c. Similar to that in [131].} \]

The amount of solute A and B is easily determined in this example,

\[ A = \frac{(a+b)}{(0.6+0.2)} \]

\[ B = c - 0.2A. \]

Unfortunately there are several more complicated series of peak overlaps in the zirconium alloy systems that we shall encounter later. For our example above it should be noted that although the concentration of A and B could be determined trivially there was a loss of information compared to the case where the overlap had not occurred. This manifests itself in two ways:

- It is not possible to label individual atoms within peak c as A or B atoms, only the proportion of each. This means that any segregation of A and B will be harder to
distinguish from interrogation of the 3D atom map as the map can only display the atoms ranged within peak \( c \), not A or B atoms within \( c \).

- Not all the information from the spectrum was used in the calculation of the number of atoms. This increases the uncertainty in the measured composition of A and B. For some situations this could be a significant disadvantage. These cases include where a minor solute overlaps with a major component of a system.

IVAS Version 3.4.1 contains automated deconvolution tools. These were not used for the majority of the work detailed in this project as this software takes away some choices from the user which can limit its flexibility. These choices include the ability to select the isotopes of a species that are used to determine its concentration. Such functionality is useful when considering areas of the spectrum where multiple species overlap, or where it is suspected peaks contain a contribution from an unknown species. For the most part, deconvolution was carried out numerically, away from the IVAS environment.

### 3.3.4 Multiple hit analysis

Ions detected during atom probe tomography are liberated by discrete pulses of energy, rather than a continuous stream of ions emitted during DC FIM. This allows time of flight mass spectrometry to be conducted.

Ions can be liberated singularly, or sometimes more than one ion is field evaporated from the specimen during the same pulse. Of these multiple hit events, a fraction will not be fully resolvable by the detector and a proportion of the signal lost. A potential problem arises for quantitative compositional analysis as the proportion of ions evaporated as multiple hits is different for different species. This in turn means that a different proportion of hit information is
lost regarding different species – altering the observed composition. In order to minimise the number of multiple hit ion events the evaporation rate is controlled so that the average rate of ionisation is in the range of 1 ion per 200 - 500 pulses.

Multiple hit events can provide useful information about the identity of overlapping species. An example of this is at 28 Da, where Fe$^{2+}$ and CO$^+$ overlap. In some circumstances, the distribution of iron can be better observed by plotting only the multiple hit events, as a greater proportion of the multiple hits at this mass position are iron than CO, as can be determined from the isotopic ratio between 27, 28, 28.5 in the multi-hit spectra.

### 3.3.5 Proxigrams and compositional profiles

Sub-volumes, or 3D regions of interest, can be defined within reconstructed atom probe datasets. The bounds and orientation of these regions can be varied so that they either contain only one region, or are across an interface between regions of different composition. In the first case, the atoms within selected volumes can be displayed as separate mass-to-charge spectra. This is particularly useful if the sub-volume selected is chemically homogeneous. However, where there is variation of composition within a defined region it can be useful to represent these data as a one-dimensional compositional profile. This can be generated by splitting the region into slices separated by a small increment along a selected axis of the volume. The composition of each individual section is calculated and saved as a single data point. For such data representations, the uncertainty in the individual slice composition is dependent upon the number of atoms within the slice. A compromise must be found between thick slices, where the uncertainty in the composition is lower but the measurement of variations is coarser, and thinner slices. Such profiles are convenient for measuring the composition across planar features, such as sections of...
When the concentration profile of a feature with a more complex geometry is of interest a proxigram may be used. ‘Proxigram’ is a combination of ‘proximity’ and ‘histogram.’ Proxigrams are a method of displaying local concentration of species against proximity to a defined surface [149]. The profile produced is normal to the surface at all points. The surface is known as an ‘isosurface’, usually a surface of uniform composition. The proxigram is a useful tool when examining precipitates above a certain size of a few nanometres – this threshold is well below the size of the precipitates found in commercial zirconium allows. An isosurface can easily be defined around the boundary of such features.

### 3.3.6 Important artefacts and aberrations

Reconstruction algorithms normally assume a homogeneous magnification of the tip surface structure. This is not the case where there is a variation in the geometry of the tip from that of a hemisphere. This occurs when precipitates are analysed as the evaporation field of the precipitate tends to be different from that of the matrix. Because of this there is preferential evaporation of the material with the lower evaporation field. This process leads to changes in curvature around the precipitate. This will lead either to localised convergence or divergence of ion trajectories from the precipitate region [150]. This has the effect of altering the observed size of the particle on the detector and also its density. Another case where the geometry of the tip is altered by a microstructural feature is in the case of high angle grain boundaries. The grain misorientation at the interface creates additional curvature and generates an apparent increase in density at the grain boundary on the detector.
Figure 25: Atom probe specimen containing various microstructural features: An intermetallic with a) higher and b) lower evaporation field than the matrix, the outer surface of the precipitate has a larger radius of curvature that the specimen matrix. c) Shows a specimen containing a grain boundaries. There is a high angle mismatch between orientation A and B. The extent of the difference in curvature is exaggerated for this example.

There are several other common problems with the reconstruction or interpretation of atom probe results, however, these can be mitigated by careful consideration or additional data manipulation. These are summarised as follows:

- Improper selection of analysis conditions leading to retention of atomic species. This causes a perturbation in the apparent concentration of species. Calibration experiments must be performed to ensure that species are not subject to preferential evaporation.

- Poor thermal conductivity leading to the delay of ions liberated during laser pulsing creating ‘thermal tails’ in mass spectra. If two peaks have a similar mass-to-charge value this can lead to interference between the two and if a basic ranging method is used then one species may be incorrectly defined within the window of the other. This is a special case of incorrect ranging, or the requirement to deconvolute overlapping peaks.
• Incorrect choice of reconstruction parameters, leading to dimensionally inaccurate reconstructions. This causes the incorrect scaling of micro-structural features within reconstructions. It can be corrected by ensuring atomic planes in reconstructions are not curved and that micro-structural features are the correct shape; spherical features are not oval in appearance, linear features are not curved. Geometric information about the tip end form can be acquired using TEM before analysis; this information can then be fed into the reconstruction.

3.3.7 Summary

Atom probe data can be reconstructed to give 3-dimensional datasets that aim to represent faithfully the distribution of individual atoms over a volume of up to 100 nm x 100 nm x 1000 nm. Modern computational techniques allow the manipulation of these datasets to acquire precise details of microstructural features at almost an atomic scale. A variety of such methods have been developed for the inspection of different regions and interrogating them in order to obtain different types of information. In the course of this project, original work has been performed that adds to, and complements, existing data analysis techniques regarding background correction and ranging metric application. The design and testing of these methods and metrics is described in Appendix A.

Artefacts introduced by atom probe tomography are less amenable to quantitative theoretical analysis than those encountered in more common electron microscopy techniques. The results chapters (sections 4, 5 and 6) describe in detail the steps that have been taken to identify and account for artefacts and inaccuracies within reconstructed datasets.
3.4 Materials

3.4.1 Materials studied

Four zirconium-based alloys were investigated during the course of this study: commercially pure zirconium, ZIRLO, Zircaloy-4 and a Zr-Nb-Ti test alloy. Compositional information for the batches of material used can be found in Table 8.

<table>
<thead>
<tr>
<th></th>
<th>Commercially 'pure' zirconium</th>
<th>ZIRLO</th>
<th>Zircaloy-4</th>
<th>Zr-Nb-Ti</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(wt.%) (at.%)</td>
<td>(wt.%) (at.%)</td>
<td>(wt.%) (at.%)</td>
<td>(wt.%) (at.%)</td>
</tr>
<tr>
<td>Nb</td>
<td>0 0</td>
<td>0.98 0.96</td>
<td>0 0</td>
<td>0.98 0.96</td>
</tr>
<tr>
<td>Sn</td>
<td>0 0</td>
<td>0.99 0.76</td>
<td>1.28 0.98</td>
<td>0 0</td>
</tr>
<tr>
<td>Fe</td>
<td>0.02 0.03</td>
<td>0.11 0.18</td>
<td>0.22 0.36</td>
<td>0.05 0.08</td>
</tr>
<tr>
<td>Cr</td>
<td>&lt;0.01 &lt;0.02</td>
<td>0.11 0.19</td>
<td>- -</td>
<td>- -</td>
</tr>
<tr>
<td>Ni</td>
<td>- -</td>
<td>&lt;0.01 &lt;0.02</td>
<td>- -</td>
<td>- -</td>
</tr>
<tr>
<td>N</td>
<td>0.01 0.06</td>
<td>0.04 0.25</td>
<td>- -</td>
<td>- -</td>
</tr>
<tr>
<td>C</td>
<td>0.025 0.19</td>
<td>0.014 0.11</td>
<td>0.016 0.12</td>
<td>- -</td>
</tr>
<tr>
<td>Hf</td>
<td>0.25 0.13</td>
<td>- -</td>
<td>- -</td>
<td>- -</td>
</tr>
<tr>
<td>Ti</td>
<td>0 0</td>
<td>0 0</td>
<td>0 0</td>
<td>0.21 0.4</td>
</tr>
<tr>
<td>O</td>
<td>0.1 0.57</td>
<td>0.19 1.1</td>
<td>0.13 0.74</td>
<td>- -</td>
</tr>
<tr>
<td>H</td>
<td>0.001 0.09</td>
<td>- -</td>
<td>- -</td>
<td>- -</td>
</tr>
<tr>
<td>Si</td>
<td>- -</td>
<td>0.01 0.03</td>
<td>- -</td>
<td>- -</td>
</tr>
<tr>
<td>Zr</td>
<td>balance balance</td>
<td>balance balance</td>
<td>balance balance</td>
<td>balance balance</td>
</tr>
</tbody>
</table>

Table 8: Bulk compositional information regarding the four alloys studied. ‘-’ is inserted in elements where data has not been provided. Data courtesy of Goodfellow Cambridge Ltd, EDF Energy and Westinghouse Electric Company Ltd.
3.4.1.1 Commercially pure zirconium

Commercially pure (> 99.2 wt.%) zirconium was used as a reference material so that the added complexities of alloying additions could be introduced later, after a better understanding of specimen fabrication and analysis of the pure zirconium mass spectra, had been obtained. The material was supplied by Goodfellow Cambridge in the form of a 0.125 mm drawn wire. This wire was further stress relieved at 500 °C for 30 minutes in an inert atmosphere.

3.4.1.2 ZIRLO

Standard ZIRLO sheet was supplied by the Westinghouse Electric Company. The sheet had undergone numerous hot- and cold-rolling stages. Between each rolling stage the material was annealed at around 595 °C with the intention of fully recrystallising the material. Suitable methods for performing this process are described in detail by [151]. The final anneal created a fine, equiaxed microstructure. An optical micrograph of this material is shown in Figure 26.

Figure 26: Electrochemically etched ZIRLO RXA sheet material. Courtesy of Jianfei Wei, UoM.
3.4.1.3  Zircaloy-4

Zircaloy-4 specimens from two different autoclave studies were analysed. Tubular material was prepared and subjected to a final stage recrystallising heat treatment in argon at 620 ºC for 2 hours before being subjected to autoclave exposure. This material was used in an initial study of the metal-oxide interface of autoclave corroded material. Further work was conducted on recrystallised sheet material that underwent a similar thermal processing route. The microstructure of this material is shown in Figure 27. Both materials were provided by Westinghouse Electric Company.

![Microstructure of Zircaloy-4](image)

Figure 27: Optical micrograph of electrochemically etched Westinghouse Zircaloy-4 RXA sheet material. Courtesy of Jianfei Wei, University of Manchester.

3.4.1.4  Zr-Nb-Ti

The Zr-Nb-Ti alloy was processed as a 350 g test ingot and deformed to a strip. Processing of the resulting button included beta-quenching followed by hot rolling to an intermediate size. The
sample was reduced to a final size by two iterations of cold rolling and annealing. The intent of
the final anneal was to fully recrystallise the strip. The recrystallising conditions used were
similar to those used to process ZIRLO. However, in this case the resulting material
microstructure has grains elongated by a factor of 5 that are finer than the grains in the ZIRLO
material. A TEM micrograph showing the grain structure of this material is shown in Figure 28.

![Figure 28: Bright field TEM micrograph of the Zr-Nb-Ti test alloy metal grain structure. Courtesy of Na Ni, Oxford Materials.](image-url)
3.4.2 Corrosion treatment

3.4.2.1 Commercially pure zirconium

Laboratory studies on the commercially pure drawn wire were conducted by subjecting atomically clean atom probe needle specimens to corrosion by air at room temperature and by boiling water. The atomically clean needle surface was prepared by field ion microscopy or atom probe analysis of the atom probe specimen, removing the original surface layer. Room temperature air experiments allow the description of very early stage oxidation that cannot practically be attained in real life corrosion environments or during autoclave experiments. Boiling water treatments were applied in order to replicate more severe corrosion, and to develop methods of analysing such specimens before progressing to full-scale autoclave experiments. The results of these laboratory experiments are described in section 0.

3.4.2.2 ZIRLO

Recrystallised annealed sheet ZIRLO was subjected to aqueous corrosion in a static autoclave. This corrosion testing was conducted by Jianfei Wei of Manchester University at an EDF Energy facility near Paris. The static autoclave was operated at 360 °C, 18 MPa using primary water chemistry (pure H\(_2\)O with additions of 2 ppm LiOH and 1000 wt.ppm boric acid) as a corrosive medium. Many identical specimens were placed in the autoclave and subsequently removed after incremental periods of time. Figure 29 demonstrates the first transition in the corrosion kinetics of the ZIRLO specimens. Specimens were chosen from this large matrix so that a wide range of corrosion conditions would be encountered whilst limiting the number of atom probe specimens to be examined. A description of the condition of each sample is given in Table 9. Several specimens were examined for each data point, with the objective of looking at the metal-oxide
interface and the regions of metal and oxide closely adjacent to the interface (within a few hundred nanometres). The specimen preparation of metal-oxide interface specimens is more time consuming and skilled than the specimen preparation methods required for bulk metal specimens. These processes are described in § 3.5.3.

![Graph showing corrosion of ZIRLO and Zircaloy-4](image.png)

*Figure 29: The corrosion of ZIRLO and Zircaloy-4 in a 360 °C water static autoclave. Data supplied by Jianfei Wei, Manchester University.*

<table>
<thead>
<tr>
<th>Sample ID #</th>
<th>Weight gain (Mg.dm⁻²)</th>
<th>Duration (days)</th>
<th>Duration (hours)</th>
<th>Description of oxidation progress</th>
</tr>
</thead>
<tbody>
<tr>
<td>SZLRX 17</td>
<td>18.25</td>
<td>34</td>
<td>816</td>
<td>Pre-transition oxide</td>
</tr>
<tr>
<td>SZLRX 1</td>
<td>25.66</td>
<td>114</td>
<td>2736</td>
<td>Further corroded pre-transition oxide</td>
</tr>
<tr>
<td>SZLRX 12</td>
<td>28.52</td>
<td>100</td>
<td>2400</td>
<td>Pre-transition oxide nearest break-away</td>
</tr>
<tr>
<td>SZLRX 4</td>
<td>45.91</td>
<td>140</td>
<td>3360</td>
<td>Post-transition oxide</td>
</tr>
</tbody>
</table>

*Table 9: Description of the conditions of the corroded ZIRLO specimens.*
Specimen SZLRX1 presented lower-than-trend weight gain. The weight gain of this sample after 114 days was more typical of a specimen having undergone 75 – 80 days exposure.

3.4.2.3  **Zircaloy-4**

Initial investigations relating to the metal-oxide interface of Zircaloy-4 were conducted using Westinghouse Zry-4 supplied by EDF energy. The recrystallised tube specimens were subjected to corrosion testing for 90 days (2160 hrs) in 360 °C primary water containing water 2 wt.ppm Li and 1000 wt.ppm boric acid.

Recrystallised Zircaloy-4 sheet specimens were also examined after 7 and 114 days of autoclave exposure treatment administered by Jianfei Wei and Peng Wang of Manchester University. These specimens are also listed in Table 10. The weight gain curve for the Westinghouse sheet Zircaloy-4 used in this study was shown in comparison to ZIRLO in Figure 29. It is seen that the Zircaloy-4 material performed better than ZIRLO in the autoclave environment tested in this study, a result that would not be expected from the literature. The water chemistry of this autoclave is similar to the conditions experienced by the tube material – 360 °C at 18 MPa in a static autoclave using primary water chemistry (pure H₂O with additions of 2 ppm LiOH and 1000 wt.ppm boric acid). The tube specimen corroded for 90 days have a higher average weight gain than the sheet material exposed to 114 days exposure.

<table>
<thead>
<tr>
<th>Sample ID #</th>
<th>Weight gain (Mg.dm⁻²)</th>
<th>Duration (days)</th>
<th>Duration (hours)</th>
<th>Description of oxidation progress</th>
</tr>
</thead>
<tbody>
<tr>
<td>7day Zry-4</td>
<td>15.3</td>
<td>7</td>
<td>168</td>
<td>Early-oxidation pre-transition oxide</td>
</tr>
<tr>
<td>Z4RX1</td>
<td>23.43</td>
<td>114</td>
<td>2736</td>
<td>Pre-transition oxide</td>
</tr>
</tbody>
</table>

*Table 10: Description of the conditions of the corroded ZIRLO specimens*
3.4.2.4  **Zr-Nb-Ti**

Atom probe specimens were prepared from a sample that had increased in weight by 1189 mg.dm$^{-2}$, equivalent to an average oxide thickness of ~ 80 microns [14]. This corrosion occurred after only 1 day (24 hrs) in primary water at 360 °C. The corrosion rate experienced by this material was ~ 400 times greater than that seen in similar alloys such as ZIRLO, M5 or Zr-1Nb. The processing route to which the material was subjected was similar to that of the ZIRLO used in this study. The large difference in corrosion performance is attributed to the presence of 0.21 wt.% titanium added to this material.

3.5  **Atom probe specimen preparation**

Three methods of atom probe sample preparation were used during the course of this project. These are described in sections 3.5.1 Electrochemical etching, 3.5.2 Focussed ion beam (FIB) milling and 3.5.3 Advanced FIB techniques. The three methods were used to create specimens from different types of material and balanced the ease of preparation with the requirements related to analysing localised sites within materials.

3.5.1  **Electrochemical etching**

The preparation of field ion microscope needles for the 3-D atom probe is a critical step in the analysis process. The acquisition of useful quantities of high quality data is dependent upon the creation of needles with good structural integrity, the absence of points of mechanical weakness, and an even, hemispherical end form to allow correct reconstruction. As mentioned previously the tip apex must be less than ~ 100 nm in radius in order to allow the creation of the high electric fields necessary for field evaporation.
Electrochemical etching can be used to create needle specimens from conductive material. The etching is usually a two-stage process. Initially a rod or wire is placed as the anode in an electrochemical cell. A typical arrangement of such an apparatus is shown in Figure 30. The electrolyte in the cell is supported by a dense fluid that does not take part in the etching process. The cathode is formed by a gold wire. The specimen can be inserted and retracted from the etchant in order to avoid the formation of a passive layer on the area under electrochemical attack. The rate of removal of material from the specimen can be controlled by the choice of electrolyte and the potential difference applied across the cell. The temperature of the solution also has an effect; lower temperatures tend to produce a smoother finish due to the development of a polishing layer near the interface. The conditions used for the electrochemical etching are given in Table 11.

![Figure 30: An electrochemical cell (stage 1) arrangement used to etch away the mid-section of a conductive electrode.](image-url)
<table>
<thead>
<tr>
<th>Stage</th>
<th>Cell chemistry</th>
<th>Applied p.d.</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Start</td>
<td>25% perchloric acid (60%), 75% acetic acid (100%)</td>
<td>20 V</td>
<td>~ 3 min</td>
</tr>
<tr>
<td>1 Middle</td>
<td>“</td>
<td>10 V</td>
<td>~ 3 min</td>
</tr>
<tr>
<td>1 End</td>
<td>“</td>
<td>5 V</td>
<td>~ 3 min</td>
</tr>
<tr>
<td>2 Start</td>
<td>2% perchloric acid (60%), 98% 2-butoxyethanol</td>
<td>10 V</td>
<td>~ 3 min</td>
</tr>
<tr>
<td>2 End</td>
<td>“</td>
<td>4 V</td>
<td>~ 3 min</td>
</tr>
</tbody>
</table>

*Table 11: The experimental conditions used during electrochemical etching.*

The result of this stage in the process is the gradual removal of material from the mid-section of the sample material, eventually causing it to etch through the mid-point. This produces two needle-like specimens. At this stage, the specimen end radii are of the order of a micron. Further thinning is required, and this can be most easily achieved by drop-polishing. The specimen is held in a small vice that may be moved towards or away from a drop of fluid using a fine control. The specimen may pierce the drop and may also be withdrawn from the drop. The process may be monitored using an optical stereomicroscope. Figure 31 shows a schematic of a specimen during drop polishing. Table 11 also details the conditions used in this arrangement, which are designed to strip material from the specimen at a much reduced rate compared to the previous stage.

![Figure 31: A schematic of a specimen during drop-polishing (stage 2).](image-url)
The careful removal of additional material from near the tip creates a second region of thinning, similar to the necking that resulted from the first stage. This area is further thinned until a sharp point is formed.

The main disadvantages of this electrochemical polishing are the need for good specimen conductivity, making it unsuitable for non-metallic specimens, and the anisotropic polishing of materials that can be achieved when applied to hexagonal crystal structure metals. The process is also a minor source of heat and allows a possible route for hydrogen and oxygen uptake. Hydrogen, being a more mobile species, is able to diffuse further into the bulk specimen in the same amount of time.

### 3.5.2 Focussed ion beam (FIB) milling

Focused ion-beam milling can be used to further sharpen samples after preparation by electropolishing. Although electropolishing alone is capable of producing tips of the required geometry for analysis using 3DAP, sharpening tips using FIB has some additional benefits. FIB allows precise control of tip geometry, such as the end radius and shank angle. Hexagonal α-Zr has a tendency to electropolish anisotropically, forming specimens with an elongated axial-dimension. It can also remove any secondary sharp points that have formed near the tip apex, which might interfere with the laser targeting system.

The FEI 200 FIB is a focussed ion beam milling instrument with a single liquid gallium source. It also allows the deposition of platinum to enable the construction of thermally and electrically conductive islands, as well as the deposition of a protective layer against ion implantation damage. Imaging can be performed using secondary ion and secondary electron detectors. The ion current is varied to control the rate of milling. This instrument can deliver beam currents between 10 pA and 20 nA and can achieve a spatial resolution of ~ 20 nm. Characterisation of
the finished tips using the FIB as an ion-microscope is undesirable, as the act of characterisation mills away material from the surface under examination. The role of the single beam FIB must therefore be restricted to use as a milling tool.

Tip sharpening is conducted by the application of a beam using an annular milling pattern down the shank of a tip. The inner and outer radii of the pattern can be progressively altered to cause the reduction in inner radius and shank angle. If a single pattern was used, with a large outer radius and a small inner radius, then the tip would have a larger shank angle. There are situations where this might be desirable, such as the creation of tips from poor thermally conducting material. In this case, the additional shank provides a greater area for the diffusion of heat from the apex and the atom probe laser beam would still fully illuminate the tip during analysis. Despite this advantage this is not a good approach as this would lead to a large increase in the specimen radius during analysis.

Although the imaging resolution of the instrument is very good, there is some beam spread. The effect of this is that the tips created are sharper than the nominal inner radius of the beam scan. The final desired inner radius and the actual diameter of the tip were compared using bright field TEM, these data are given in Table 12 (over leaf). Table 12 also indicates the variation in geometry of the tips produced using this method and instrument. The variation in shank angle for these tips was less apparent. All of these specimens had a half-shank angle of $(4 \pm 2)^\circ$.

After the final stage of polishing in the FIB the tips were removed and transported in air to either the atom probe, where they would be stored at $\sim 1 \times 10^{-8}$ mbar, or a storage desiccator, where they would be stored at around 5.3 mbar. The sputtering of environmental oxygen onto the tip of a charged field emitter has been informally conjectured to explain the unexpected deterioration of some atom probe specimens in transit between FIB and atom probe. Precautions were taken to
prevent the build up of static charge around the specimens. These include using earthed tweezers and lining specimen cases with metal foil to act as a Faraday cage.

<table>
<thead>
<tr>
<th>Nominal radius (nm)</th>
<th>Nominal diameter (nm)</th>
<th>Measured diameter (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>160</td>
<td>130 ± 20</td>
</tr>
<tr>
<td>80</td>
<td>160</td>
<td>140 ± 20</td>
</tr>
<tr>
<td>80</td>
<td>160</td>
<td>160 ± 30</td>
</tr>
<tr>
<td>140</td>
<td>280</td>
<td>180 ± 40</td>
</tr>
<tr>
<td>140</td>
<td>280</td>
<td>250 ± 40</td>
</tr>
<tr>
<td>140</td>
<td>280</td>
<td>290 ± 30</td>
</tr>
</tbody>
</table>

Table 12: Comparison between nominal and actual tip geometry prepared using a FEI FIB 200.

Focussed ion beam milling allows the fine control of tip end geometry. It also removes any surface impurities that may be left after electrochemical etching. However, the FIB methods discussed thus far are only suitable for the creation of atom probe specimen from conductive materials, and often involve cases where the selection of the region of interest is not critical. These methods are not suitable for the investigation of the metal-oxide interface of zirconium, or any other specific pre-identified region of interest. It was necessary to develop a separate method for such cases, as the immediate locality of the metal-oxide interface is important in furthering our understanding of the oxidation mechanisms of zirconium.
3.5.3 Advanced FIB techniques

Specimens can be prepared from the metal-oxide interface by cutting out a wedge along the interface, similar to a TEM lift-out technique [152-153]. This requires the preparation of a cross-section by cutting, mounting and polishing. The wedge-shaped beams are equilateral triangular prisms with lengths between 20 – 30 µm and widths of 2 – 3 µm [154]. A prism is created from the bulk by applying two long cuts parallel to the interface and at 30º to the surface normal, along with a cut at one end to create a prism attached to the bulk by a single face. Such a structure is shown in Figure 32, along with a smaller part-finished prism where only one long cut has been created.

Figure 32: Left) Schematic of a lifted-out prism showing the geometry of the specimen and metal-oxide interface. Right) Optical micrograph showing a prism containing a metal-oxide interface, and a second, incomplete prism (right).
A number of possible options exist for the geometry for metal-oxide interface lift-out specimens. Specimens have been created where with interfaces parallel and perpendicular to the axis of the tip. The stages above describe the steps in the production of specimens with the interface parallel to the axis of the tip. Specimens can be created from the prismatic lift-outs prepared by fibbing directly into a flat oxidised surface, rather than a cross-sectioned metal-oxide interface. This specimen production technique has the advantage that it requires less mechanical preparation of the specimen, and the final formation of the end-apex region containing the interface is less challenging. Figure 33 shows the geometry of lift-out sections prepared using this method.

Figure 33: An alternative prism geometry to Figure 32, where the wedge has been dug into the plane of the oxide.

These prisms can be manufactured using the FEI FIB 200 instrument. However, the work necessary to create atom probe specimens from these prisms is greatly aided by use of a more advanced instrument. The Carl Zeiss NVision 40 microscope is a dual beam FIB; a combined FIB and high resolution SEM. It is also fitted with a micromanipulator, a small probe that can be finely controlled and brought into contact with the specimen and welded in place using tungsten or amorphous carbon deposition. Using the NVision FIB, the prism may be welded to the
manipulator and cut free from the bulk of the material (Figure 34a). A microtip coupon is then introduced into the FIB chamber; this is a silicon wafer with numerous posts attached to it. Each post can be transformed into an atom probe needle and analysed separately in the LEAP. The prism is brought into contact with the top of a post and welded on at one side. The remainder of the prism is then cut free, creating a wedge welded to a post (Figure 34b). This step can be repeated to create more specimens from the prism. The wedge is further secured by deposition of tungsten on to the opposite side (previously welded). Annular milling, similar to that performed in conventional FIB preparation, is used to create a tip from the block. The high resolution SEM, which can achieve a pixel size below 10 nm, assists greatly when used to monitor the progression of the milling during the milling process. The electron column can be used during milling to verify progress made and any further action required in real time.
Figure 34: Stages of dual beam FIB preparation. a) A manipulator is welded to the prism and cut away from the bulk. The manipulator is visible, welded to the left hand side of the beam. b) The prism welded to and cut away from a micro-tip post. Courtesy of Dr. David Saxey.
4 Reference studies

This chapter describes the selection of analysis conditions for the LAR-3DAP (§ 4.1) and the identification of mass spectra of commercially pure zirconium analysed using the LAR-3DAP with voltage-pulsed atom probe tomography (§ 4.2). This analysis platform was used to characterise the very early stage formation of native oxides (§ 4.3) and the analysis of laboratory induced hydrides (§ 4.4). Chapter 4 also describes work performed to identify the mass spectra of zirconium alloys analysed by laser-pulsed 3DAP (§ 4.5) and the variation of the measured solute concentration with analysis conditions (§ 4.6). This acts as a foundation for the analysis of materials described in chapters 5 and 6.

4.1 Determining suitable analysis conditions for voltage-pulsed LAR-3DAP

As discussed previously, cooling the specimens improves the lateral resolution of the instrument as it reduces surface migration and also reduces the lateral kinetic energy of the field evaporated ions. Unfortunately, cooling also increases the incidence of fracture. Specimens were analysed between T = 40 K and 120 K in the LAR-3DAP. It was found that no useful quantity of data could be obtained using this instrument below 50 K. At temperatures above 100 K there was no notable increase is specimen longevity. 90 K was found to be a suitable balance between these two requirements. A lower temperature would need to be used for tin-containing alloys as it has been shown by previous workers that there is a potential problem with solute retention at higher temperatures [155].

The target evaporation rate from the LAR-3DAP was set between the range 0.2 % and 1 % at the beginning of data acquisition. This means that the control software aimed to keep the standing
potential such that between 0.2 and 1% of the pulses applied to the specimen caused an ion to be detected. During acquisition this rate was gradually increased until the median value was up to 1%. For the LAR-3DAP this means 200 ions per second were detected. A higher data rate is preferred as it reduces the proportion of detector hits due to dark current and so increases the signal to noise ratio. However, this also increases the proportion of ions detected as multiple hit species, which can lead to a loss of information that varies for different atomic species. This evaporation rate is still relatively low and yields only a few percent (3 – 4%) of ions as multiple hit events.

The pulse fraction, the amplitude of the voltage pulse over the standing voltage applied to the tip, was typically between 15% and 20%. A lower pulse fraction causes the tip to undergo less stress, and consequently last longer. However, if the pulse fraction is insufficient then this will lead to the preferential evaporation of species with lower evaporation fields. The commercially pure material examined using voltage pulsing in the LAR-3DAP contained only Zr, Fe, O and H.

4.2 Voltage-pulsed mass spectra

4.2.1 Zirconium

Zirconium has an average relative atomic mass of 91.22 derived from five naturally occurring isotopes, listed in Table 13. This 5 isotope fingerprint of zirconium aids the identification of zirconium-containing species. Figure 35 demonstrates the correspondence between expected and observed zirconium spectra. This is the same pattern seen in all ZrX\textsubscript{i} ions, where X\textsubscript{i} is a mono-isotopic species or one where a single isotope is dominant (e.g. X\textsubscript{i} = H, C, N, O). Metal ions were observed in the 3+, 2+ and 1+ charge states. In most analysis conditions triply-charged zirconium ions are the dominant species detected. The effect of analysis conditions on
evaporation field is described in section 4.6.1. Zirconium- and oxygen-containing species are tabulated in Table 14 (below, in section 4.2.2).

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Atomic mass (Da)</th>
<th>Relative abundance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{90}$Zr</td>
<td>89.9043</td>
<td>51.46</td>
</tr>
<tr>
<td>$^{91}$Zr</td>
<td>90.9053</td>
<td>11.23</td>
</tr>
<tr>
<td>$^{92}$Zr</td>
<td>91.9046</td>
<td>17.11</td>
</tr>
<tr>
<td>$^{94}$Zr</td>
<td>93.9061</td>
<td>17.40</td>
</tr>
<tr>
<td>$^{96}$Zr</td>
<td>95.9082</td>
<td>2.80</td>
</tr>
</tbody>
</table>

*Table 13: The naturally occurring isotopes of zirconium [156].*

*Figure 35. A comparison of a) the isotopic distribution of Zr$^{2+}$; and b) the corresponding spectra obtained by 3DAP (right).*
4.2.2 Oxygen

The majority of oxygen in commercially pure zirconium metal matrix is detected in the form of a ZrO\(^+\) species. All of the oxygen containing species and the charge-states at which they are observed are given by Table 14.

<table>
<thead>
<tr>
<th>Species</th>
<th>Zr</th>
<th>ZrO</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charge state</td>
<td>1,2,3</td>
<td>2,3</td>
<td>1</td>
</tr>
<tr>
<td>Relative abundance (%)</td>
<td>~ 99</td>
<td>~ 1</td>
<td>&lt; 1</td>
</tr>
</tbody>
</table>

*Table 14. Zirconium- and oxygen-containing ionic species detected by voltage-pulsed APT.*

4.2.3 Hydrogen

Hydrogen was detected as ZrH, as well as H, H\(_2\) and H\(_3\). The source of this ZrH species is difficult to identify unequivocally; it is either from the vacuum system of the atom probe, or is a representative of the level of hydrogen in the sample. For specimens that have been prepared using chemical etching, another possible source of hydrogen is introduced. However, ZrH was not detected in the majority of specimens, and appeared to be concentrated in localised regions of datasets when it was observed. A number of such samples, containing a high proportion of ZrH ions, were detected. The analysis of these regions is discussed in more detail in section 4.4. In these datasets, the doubly-charged ZrH\(^{2+}\) and Zr\(^{2+}\) spectra overlap, and so each ZrH peak is shifted half a mass-to-charge unit higher than its corresponding zirconium peak. The two sets of peaks, an example of which is shown in Figure 36, can be deconvoluted to find the total amount of hydrogen.
Figure 36: A spectrum taken from a region with overall composition ZrH showing the overlapping of Zr$^{2+}$ and ZrH$^{2+}$ spectra.

Figure 36 shows a region of the mass-to-charge spectrum of a zirconium specimen where a large proportion of the Zr$^{2+}$ ions are evaporated together with a hydrogen ion. The individual isotopes are labelled, a – h (see horizontal axis). The contribution of the number of atoms of each species from these two overlapping ion-types is given by (with reference to the peak labelling in Figure 36):

\[
N_{Zr} = \sum_{i=a}^{h} \frac{h}{i}
\]

\[
N_H \approx N_{Zr} - \frac{a + e + g}{x_{90} + x_{94} + x_{96}}
\]
where \( i \) is a dummy variable, \( a \) to \( h \) are the sum of counts from the peaks as labelled in Figure 36, and \( x_j \) is the isotopic abundance of zirconium with mass \( j \). \( N_{Zr} \) and \( N_H \) are the total number of atoms of zirconium and hydrogen. In all cases \( x_{90} + x_{94} + x_{96} = 0.7167 \).

The summation in eq. 11 is obvious by inspection, as all the ions contain exactly one zirconium atom. Eq. 12 loses possible information by subtracting a calculated value for the ions that contain only zirconium, and no hydrogen, from the total number of ions. The uncertainty in these measurements (one standard deviation) are given by:

\[
\sigma_{Zr} = \sqrt{N_{Zr} \left(1 - \frac{N_{Zr}}{N}\right)}
\]

\[
\sigma_H = \sqrt{\sigma_{Zr}^2 + \sigma_X^2}
\]

\[
\text{where } \sigma_X = \sqrt{N_X \left(1 - \frac{N_X}{N}\right)}
\]

where \( N = N_{Zr} + N_H \) and \( \sigma_X \) is the uncertainty associated with \( N_X = (a + e + g)/(x_{90} + x_{94} + x_{96}) \).

For dilute solutions of hydrogen this can be approximated to:

\[
\sigma_H \approx \sqrt{N_X}
\]

as the uncertainty in the measurement of \( N_{Zr} \) is negligible compared to the uncertainty in \( N_H \).
4.3 Native oxides formed on commercially pure zirconium atom probe specimens

Atom probe specimens made from commercially pure zirconium wire were subjected to corrosion in a variety of media. The cumulative concentration profiles in Figure 37 show the oxygen against zirconium atom count taken along the specimen axis for a variety of oxidation treatments: a) boiling water for 3 s, b) air for 10 min. and c) the native oxide created by the electro-polishing process. The gradient of the curve yields the instantaneous O/Zr ratio. This ratio in the native oxide and the metal matrix is listed in Table 15 for treatments a-c. The oxygen content of the matrix is due to the processing of the wire, and is very similar for all of the treatments, ~ 0.5 at.%. The native oxide formed by these three very different processes is also very similar, as can be seen from the close agreement of the curves a-c towards zero zirconium atoms (the specimen surface) in Figure 37.

![Figure 37: O/Zr ladder diagrams for specimens oxidised (a) in boiling water for 3s, (b) by the sample preparation process and (c) in 150 °C air for 10 min.](image)
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The O/Zr ratio of all of the native oxides formed on these commercially pure zirconium samples is ~ 0.9, which agrees well with the compositional measurements performed by Wadman et al. [157] on Zircaloy-4 needles oxidised in air and water (0.91 and 0.89, respectively). This oxide layer is better described as oxygen deficient ZrO than the expected stable oxide of ZrO$_2$.

Figure 37 shows a sharp transition in oxygen concentration between the metal and oxide regions of samples b and c, and the thickness of the scale on these samples is very similar. The transition in the oxygen concentration of the water corroded sample is more gradual, suggesting that a small amount of oxygen has diffused into the metal ahead of the oxide, even during this very rapid oxidation experiment.

The kinetics of the very early stages of the oxidation process were analysed by atomically cleaning a specimen by 3DAP and exposing it to air at room temperature and pressure for a variety of time periods. The same specimen was repeatedly oxidised and analysed to ensure that the crystallographic structure of the specimen was similar in all cases. The oxidation kinetics of many metals show an initially high rate of growth which for zirconium alloys continues as a parabolic/cubic oxidation regime [109]. Figure 38 shows the initial kinetics for zirconium as analysed by 3DAP. A discontinuity is seen between 0 – 5 minutes, suggesting that there is almost immediate formation of a native oxide layer when atomically clean zirconium is exposed to air at room temperature. Over the course of an hour this film increases in thickness. The rate

<table>
<thead>
<tr>
<th>Oxidation method</th>
<th>Temperature</th>
<th>O/Zr ratio in oxide</th>
<th>O/Zr ratio in matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>100 °C</td>
<td>0.902 ± 0.001</td>
<td>0.0054 ± 0.0002</td>
</tr>
<tr>
<td>Polishing</td>
<td>Ambient</td>
<td>0.907 ± 0.001</td>
<td>0.0047 ± 0.0003</td>
</tr>
<tr>
<td>Air</td>
<td>150 °C</td>
<td>0.925 ± 0.001</td>
<td>0.0046 ± 0.0003</td>
</tr>
</tbody>
</table>

*Table 15: Summary of data from Figure 37.*
of growth is linear within experimental limits, suggesting that the oxide layer that initially forms is non-protective against further growth since the oxide growth rate is not dependent upon film thickness. At some later point this initial mechanism is superseded by the parabolic growth of zirconium dioxide.

![Graph showing oxide growth rate](image)

**Figure 38:** The initial oxidation kinetics of an atomically clean zirconium surface in room temperature air. Adjusted correlation coefficient $R^2 = 0.972$ for linear fit shown. Adjusted $R^2 = 0.965$ for parabolic trend.

### 4.4 Bulk hydrides formed on zirconium atom probe specimens

Hydrides were induced in atom probe needle specimens by cathodic charging using the electrochemical solutions described in section 3.5. A potential of -10 V DC was applied to the specimen to perform the charging in this case, although this is likely to be much higher than the minimum potential required, which is likely to be of the order of -1 V [158]. The hydride regions analysed here correspond well with the stoichiometry expected of meta-stable ZrH hydride, as demonstrated by Table 16. Other workers looked at a similar system, TiH, but used FIB...
preparation of hydrided samples. They found that the FIB method caused partial hydride dissolution [159].

<table>
<thead>
<tr>
<th>Species</th>
<th>Total ions (#)</th>
<th>1 s.d. (#)</th>
<th>Concentration (at.%)</th>
<th>1 s.d. (at.%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zr</td>
<td>1014996</td>
<td>711</td>
<td>50.265</td>
<td>0.035</td>
</tr>
<tr>
<td>O</td>
<td>6883</td>
<td>83</td>
<td>0.341</td>
<td>0.004</td>
</tr>
<tr>
<td>H</td>
<td>997421</td>
<td>710</td>
<td>49.394</td>
<td>0.035</td>
</tr>
<tr>
<td>H/Zr ratio</td>
<td>0.983</td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Table 16: The composition of the hydride region shown in Figure 39.*

*Figure 39: 3D atom maps showing a bulk hydride region (blue) with composition ZrH in a commercially pure zirconium specimen.*

The 3D atom maps in Figure 39 display the ZrH$^{2+}$ ionic species at 46.5 Da and 47.5 Da as blue dots. The Zr ionic species are represented as green dots and the H species as red dots. There is a sharp interface of the ZrH species. The atom probe detection efficiency is less around a major pole, which is visible in the blue and red atom maps as the light region running almost vertically on the page (the specimen axis). The profile in Figure 40 is produced using a proxigram around a
volume contained within a region bounded by 45 at.% hydrogen. As was seen in Figure 39, the light H⁺ ions are observed around the periphery of the hydride. The H ions undergo a more gradual decay over ‘12 – 16 nm’. This is likely due to trajectory aberrations around the hydride causing the very light H⁺ species to undergo a much greater spreading in their flight path at the interphase boundary, which causes a magnification effect. This effect is not so pronounced for the ZrH species, which are a similar weight to Zr ions.

![Graph showing concentration profile](image)

*Figure 40: Concentration profile across the Zr-ZrH interface for the commercially pure Zr sample shown in Figure 39.*

Figure 41 and Figure 42 compare the mass spectra around Zr²⁺ in hydrided pure zirconium and ZIRLO specimens. The isotopic ratios of the spectra match very closely, suggesting that there is a fixed relationship for H⁺ / ZrH²⁺ ionic species evaporation in this type of hydride in zirconium alloy systems. This Zr⁺ / ZrH²⁺ ‘finger print’ can therefore act as a useful identifier when looking for Zr hydrides in future studies.
Figure 41: Mass spectra for ZrH hydride regions within; left) commercially pure zirconium, and left) ZIRLO.

Figure 42: Comparison of the Zr/ZrH (2+) region of the mass-to-charge-state spectrum of hydride regions in commercially pure zirconium and ZIRLO specimens.
4.5 Laser-pulsed mass spectra

4.5.1 Zirconium

The zirconium-ion containing mass spectra peaks are similar to those in voltage pulsed data (4.2.1), with the exception that the dominant charge state is at the 2+ position and a minor contribution can be found at the 4+ charge state. The zirconium-containing ionic species apparent in laser-pulsed data are listed in Table 17.

4.5.2 Oxygen

The distribution of oxygen amongst ionic species detected from specimens analysed using laser-pulsed 3DAP is more complex than in the case seen in voltage mode. These species are also listed in Table 17.

<table>
<thead>
<tr>
<th>Species</th>
<th>Zr</th>
<th>ZrO</th>
<th>ZrO₂</th>
<th>O</th>
<th>O₂</th>
<th>Zr₂O₂</th>
<th>Zr₂O₃</th>
<th>Zr₂C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charge state</td>
<td>1, 2, 3, 4</td>
<td>1, 2, 3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Relative abundance (%) in metal matrix</td>
<td>~ 97</td>
<td>~1</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>~0</td>
<td>&lt; 0.05</td>
<td>&lt; 0.05</td>
<td>&lt; 0.05</td>
</tr>
</tbody>
</table>

*Table 17: Zirconium- and oxygen-containing ionic species detected by laser-pulsed 3DAP.*

The laser-pulsed 3DAP is capable of analysing ceramic oxides. The ionisation behaviour of oxygen in these regions was very different to that seen in the metal. Singly-charged O₂ ions were found in the ceramic oxide region of the specimens and make a large contribute to the species detected. The sum of ZrO and O₂ in this region gives a composition of ~ ZrO₂. A typical
spectrum from a ceramic oxide region is shown in Figure 43. The poor thermal conduction of the ceramic oxide causes peak broadening and ‘tails’ to appear on the mass peaks. This is because the specimen is held at an elevated temperature for a longer duration during each pulse, increasing the period in which field evaporation is promoted and so increasing the spread in ion time-of-flight.

Figure 43: A region of ceramic oxide (of Zircaloy-4). The view of the whole mass spectrum (a) shows the main constituents are detected as singularly charged $O_2$ at 32 Da and doubly charged ZrO around 53 Da. The mass spectrum (b) displays 52 – 57 Da (ZrO$^{2+}$) and demonstrates the inferior mass resolution that is often achieved by analysis of the oxide.
4.5.3 Hydrogen

The analysis of hydrogen containing peaks is the same for laser-pulsed data as that discussed for the voltage-pulsed data in section 4.2.3. The only noticeable difference is that in voltage pulsed data ZrH ions were not seen in metallic specimens, only in hydride regions. In laser-pulsed analyses of metallic specimens around 10 % of zirconium-containing ions are evaporated as a ZrH species.

4.5.4 Tin

Tin was detected as a doubly-charged ion in all instances. Of the ten naturally occurring tin isotopes, listed in Table 18, seven are clearly visible in Figure 44. Doubly-charged tin is subject to interference from the tail from the ZrO$^{2+}$ peaks around 56 Da. $^{114}$Sn$^{2+}$ and $^{115}$Sn$^{2+}$ are barely distinguishable from this noise level in the metallic region (a) of Figure 44. In order to reduce the effect of overlap of delayed ions from ZrO$^{2+}$ on the measured tin content, only the two most significant tin-containing peaks are used to calculate the tin concentration. $^{118}$Sn$^{2+}$ and $^{120}$Sn$^{2+}$ are found at 59 Da and 60 Da and contain 24.3 % and 32.4 % of the total tin content of the mass spectra, respectively. The extent of overlap of ZrO$^{+}$ ions at these positions in the Mass-to-charge-state ratio spectra can be estimated by taking a range window of equal width directly ahead of the mass positions, at around 58.75 Da and 59.75 Da.
<table>
<thead>
<tr>
<th>Isotope</th>
<th>Atomic mass (Da)</th>
<th>Relative abundance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{112}\text{Sn}$</td>
<td>111.9048</td>
<td>1.01</td>
</tr>
<tr>
<td>$^{114}\text{Sn}$</td>
<td>113.9028</td>
<td>0.67</td>
</tr>
<tr>
<td>$^{115}\text{Sn}$</td>
<td>114.9033</td>
<td>0.38</td>
</tr>
<tr>
<td>$^{116}\text{Sn}$</td>
<td>115.9017</td>
<td>14.8</td>
</tr>
<tr>
<td>$^{117}\text{Sn}$</td>
<td>116.9029</td>
<td>7.75</td>
</tr>
<tr>
<td>$^{118}\text{Sn}$</td>
<td>117.9016</td>
<td>24.3</td>
</tr>
<tr>
<td>$^{119}\text{Sn}$</td>
<td>118.9033</td>
<td>8.6</td>
</tr>
<tr>
<td>$^{120}\text{Sn}$</td>
<td>119.9022</td>
<td>32.4</td>
</tr>
<tr>
<td>$^{122}\text{Sn}$</td>
<td>121.9034</td>
<td>4.56</td>
</tr>
<tr>
<td>$^{124}\text{Sn}$</td>
<td>123.9052</td>
<td>5.64</td>
</tr>
</tbody>
</table>

*Table 18: The naturally occurring isotopes of tin [160].*

*Figure 44: The ten isotopes of tin in the 2+ charge state and ZrO$^{2+}$ at 56 Da. Data is taken from regions of (a) metal and (b) oxide at a metal oxide interface (later reproduced in Figure 123). The higher noise at 55 – 58 Da is due to delayed ions from the comparatively large ZrO peaks around 53 – 56 Da. Although this noise is noticeable on the linear scale in (a), the signal to noise ratio is severely degraded in the oxide region (b). Both regions contain a similar number of ions.*
Figure 44 also shows a difficulty that is encountered when analysing the ceramic ZrO$_2$. The background count due to the extended tail of the ZrO peak increases greatly. However, the above method of measuring the tin concentration and correcting for this species overlap is efficient at providing an accurate description of the tin concentration in such conditions, albeit with reduced precision. Example spectra are given where necessary in the analysis of metal-oxide interfaces (chapter 6) in order to explain the findings and their limitations.

4.5.5 Niobium

Niobium ions are detected in 2$^+$, 3$^+$ and 1$^+$ charge states under typical analysis conditions. Niobium is monoisotopic. The niobium peak at the 2$^+$ state is subject to interference from ZrH$^{2+}$ in specimens where hydrogen adsorption on the surface of the needle causes these species to be field evaporated. As ZrH species are found exclusively in the 2$^+$ state, other niobium charge states are not subject to this overlap. Nb$^{2+}$ is detected at the same position as $^{92}$ZrH$^{2+}$. Eq. 11 and 12 cannot be used to estimate the hydrogen content of the Zr/ZrH$^{2+}$ spectra for niobium containing alloys. The Zr/ZrH/Nb species at 2$^+$ positions in the mass charge spectra are shown for a ZIRLO specimen in Figure 45 (semi-log scale). There are several methods that may be used to deconvolute the niobium content from the ZrH species. $^{92}$Zr represents 17.1 % of the relative isotopic abundance of zirconium, and so $^{92}$ZrH will represent 17.1 % of the total amount of the ZrH ionic species present. A simple method of compensating for the added ZrH is to deduct the peak at 47.5 Da, which is entirely $^{94}$ZrH, multiplied by a small correction factor to account for the difference in the abundance of $^{94}$Zr to $^{92}$Zr. $^{94}$Zr represents 17.4 % of the relative isotopic abundance of zirconium, so:

$$N_{Nb} = N_{46.5 \text{amu}} - \frac{171}{174} N_{47.5 \text{amu}}$$
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This has the advantage of being relatively simple to apply and can be used to correct proxigram and 1D concentration profiles with separately ranged 46.5 and 47.5 Da peaks. This correction also removes the equivalent of the overlap of the tail from the peak at 46 Da from the count at 46.5 Da, as this overlap is similar in form to the overlap of 47 Da that is contained within the count of 47.5 Da. This correction is also relatively insensitive to the ranging metric applied.

\[ \sigma_{Nb} = \sqrt{\sigma_{46.5\ amu}^2 + \sigma_{47.5\ amu}^2} \]  

Figure 45: Zr$^{2+}$ section of the mass-spectrum of a ZIRLO alloy.

A limitation of this correction method is that in situations where the abundance of the ZrH ionic species is high, the uncertainty in the estimate of niobium content is strongly affected.

The relative uncertainty in the niobium observed in a variety of sample volumes is given in Table 19. As the Nb/(ZrH + Nb) ratio tends to 1 the analysis volume would contain a large proportion of Nb ions compared to ZrH ions. There is a fixed relative increase in the uncertainty...
irrespective of the datasets size (the ratio between the uncertainty in Nb at high and low ZrH overlap). At low sample counts, such as in proxigrams or concentration profile samples, there is a large uncertainty in the niobium concentration. For a 10,000 ion sample this would be 14.1 % without the extra complications caused by the ZrH overlap. This increases to an uncertainty of 42.4 % when 80 % of the ions at 46.5 Da are due to ZrH species.

<table>
<thead>
<tr>
<th>Analysis volume (ions)</th>
<th>Nb / (ZrH + Nb) ratio</th>
<th>1 standard deviation uncertainty in Nb (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000000</td>
<td>0.2</td>
<td>1.34</td>
</tr>
<tr>
<td>10000000</td>
<td>0.5</td>
<td>0.77</td>
</tr>
<tr>
<td>10000000</td>
<td>0.8</td>
<td>0.55</td>
</tr>
<tr>
<td>10000000</td>
<td>0.2</td>
<td>4.24</td>
</tr>
<tr>
<td>10000000</td>
<td>0.5</td>
<td>2.45</td>
</tr>
<tr>
<td>10000000</td>
<td>0.8</td>
<td>1.73</td>
</tr>
<tr>
<td>1000000</td>
<td>0.2</td>
<td>13.42</td>
</tr>
<tr>
<td>1000000</td>
<td>0.5</td>
<td>7.75</td>
</tr>
<tr>
<td>1000000</td>
<td>0.8</td>
<td>5.48</td>
</tr>
<tr>
<td>100000</td>
<td>0.2</td>
<td>42.43</td>
</tr>
<tr>
<td>100000</td>
<td>0.5</td>
<td>24.49</td>
</tr>
<tr>
<td>100000</td>
<td>0.8</td>
<td>17.32</td>
</tr>
</tbody>
</table>

Table 19: Uncertainty in the concentration of niobium (nominally 0.5 at.%) deconvoluted from ZrH at 46.5 Da with various proportions of ZrH ions and different analysis volume sizes.

In samples with higher oxygen content, niobium is also field evaporated with oxygen atoms. As well as the Nb\(^{1+}\), Nb\(^{2+}\) and Nb\(^{3+}\) charge states normally observed, NbO\(^{1+}\), NbO\(^{2+}\) and NbO\(_2\)\(^{1+}\) are also found in these regions of material. These additional charge states tend to represent very small proportions of the total niobium content found in metal matrix material.

In regions where the level of niobium is high, such as inside some intermetallic precipitates, a higher than expected single peak at 62 Da was found. This was interpreted as Nb\(_2\)\(^{3+}\), rather than \(^{124}\)Sn\(^{2+}\). This unusual species is likely to be an effect of the laser-initiated field evaporation process, similar to the formation of Zr\(_2\)C and Zr\(_2\)O\(_2\) species described later in sections 4.5.9 and 4.6.8.
4.5.6 Iron

The majority of the iron present in the zirconium alloy matrix is detected as Fe$^{2+}$. This is fortunate, as these peaks are not interfered with by any of the other alloying additions, as shown in Figure 46. There is overlap in the spectrum between ZrO$^+$ and Fe$^+$ at 56 Da. The amount of iron that should be present as Fe$^+$ was calculated for the dataset from which Figure 46 was produced. This was achieved by comparing the count within the peak at 56 Da with the count that would be expected due to $^{96}\text{ZrO}^{2+}$ based on the isotopic abundance of Zr and the counts within the other ZrO$^{2+}$ peaks. The relative isotopic abundance of iron is given in Table 20. 28 ± 9 iron ions were found in the 1+ charge state. This is about 2% of the level found at 28 Da (Fe$^{2+}$). This uncertainty is usually less than that relating to the counting statistics of the observation of Fe$^{2+}$. The charge state distribution of iron is very different in second phase particles, where a significant amount of iron is found at the 1+ charge state, rather than at the 2+ charge state seen in the alloy matrix. The 1+ state is included in the analysis of such features in section 5.2.1.

![Figure 46. A semi-log scale spectra showing the iron and niobium peaks due to Zr$^{3+}$, Fe$^{2+}$ and Nb$^{3+}$ in uncorroded ZIRLO alloy matrix. Rendered using 1000 mass bins per Da.](image-url)
Unfortunately, although none of the other alloying additions share mass-charge positions with Fe\(^{2+}\), other overlapping of spectrum peaks does occur. In some datasets the mass peak at 28 Da contains both iron and CO molecules that are adsorbed onto the atom probe specimen from the vacuum system and subsequently field desorbed. The ions due to iron can often be at least partially recovered from those due to CO\(^+\). The CO\(^+\) events are usually homogeneously distributed throughout a dataset; whereas iron may decorate any microstructural features present (discussed in detail in chapters 5 and 6). The CO\(^+\) counts are also more prominent in the tail of the mass peak, with iron taking the shape of a normal mass peak (Gaussian, with a quicker decaying exponential tail than CO\(^+\)). This allows the leading edge of the mass peak to be used to give a qualitative impression of the iron distribution in a dataset. An example of these differences in spatial distribution is given in Figure 47.

Dividing the detector hit events into those where multiple ions arrive at the detector during a single pulse, and those where only a single ion arrives, demonstrates that a greater proportion of iron ions are evaporated as multiple hit events than CO\(^+\) ions. This is determined by comparing the spatial distribution of the two types of event, similar to the process of comparing the leading and trailing edges of the 28 Da peak with ionic spatial distribution shown in Figure 47.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Atomic mass (Da)</th>
<th>Relative abundance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{54}\text{Fe})</td>
<td>53.9396</td>
<td>5.8</td>
</tr>
<tr>
<td>(^{56}\text{Fe})</td>
<td>55.9349</td>
<td>91.8</td>
</tr>
<tr>
<td>(^{57}\text{Fe})</td>
<td>56.9353</td>
<td>2.15</td>
</tr>
<tr>
<td>(^{58}\text{Fe})</td>
<td>57.9332</td>
<td>0.29</td>
</tr>
</tbody>
</table>

*Table 20: The naturally occurring isotopes of iron [160].*
Figure 47: Comparison of the spatial distribution of irons at the leading and trailing edge of the 28 Da mass peak. This corroded ZIRLO specimen is later reproduced as Figure 120.

A comparison of the single hit event and multi-hit event spectra around 28 Da is shown in Figure 48. Some of the single hit species at 28 Da will be due to iron, but might also include a contribution from CO from the vacuum system. From Figure 48 it can be seen that a higher proportion of the leading edge of the peak at 28 Da is due to the multiple hit (iron, very little noise) species than the single hit (some iron, some CO, some noise) species. This validates the method of using the leading edge of 28 to demonstrate the qualitative distribution of iron in such datasets.
Figure 48: Mass-to-charge-state spectrum for multiple and single hit events around at 28 Da. The multiple hits are considered to be iron and very little detector noise. The single hit events are a mixture of iron and CO and detector dark current noise.

Another method that could be usefully employed to determine the iron concentration would be to use the peak at 27 Da (5.8 % relative isotopic abundance) and ignore 28 Da. Unfortunately, as well as being a minor isotope, this peak is more prone to interference from other minor species than 28 Da. Additional counts found at 27 Da cause a discrepancy between the experimentally observed isotopic ratio of 27 Da / 28 Da seen and that which would be expected of iron (5.8 / 91.8). This additional contribution could come from Al\(^+\), although this would lead to the expectation of a peak at 13.5 Da (Al\(^{2+}\)) which is not observed.

Figure 49 (a) shows an example where the isotopic ratio 27 Da / 28 Da does not match that expected for iron. This is due to a larger number of counts being observed at 27 Da than would be expected. Figure 49 (b) shows the same data using only the multiple hit events. In this case the isotopic ratios do match, suggesting that these counts are due to iron. However, this method of determining the iron counts from the impurity species counts is unreliable, as in a second
example, Figure 49 (c) and (d), the counts do not match the expected isotopic ratio using either single or multiple hit events. The full peak anomaly at 27 Da therefore remains to be established.

**Figure 49**: Comparison of the 25.5 – 29.5 Da mass-to-charge spectra from two specimens, the first shown in (a) and (b); and the second in (c) and (d). (a) and (c) display all of the detector hit events and (b) and (d) display only multiple hits. Note the difference in vertical scale between the spectra. The isotopic abundance of iron would lead to 5.8 % of the Fe$^{2+}$ counts at 27 Da and 91.8 % at 28 Da.

In the following results chapters a variety of these methods have been used to determine the iron concentration or, where this is not possible, its relative spatial distribution. The process used is recapped briefly, where necessary, to provide validation of these results.
4.5.7 Chromium and nickel

Chromium is a very minor solute in most zirconium alloys. The largest peak occurs at 52, 26, 17.33 Da positions in the 1+, 2+ and 3+ charge states, respectively. The relative isotopic abundance of chromium (and nickel) is given in Table 21. A peak is observed in experimental data at 52 Da, but is attributed to the presence of the ZrN and ZrC species. A peak at 26 Da in some datasets and is attributed to $^{52}\text{Cr}^{2+}$. Figure 50 shows an example spectrum containing transition metal alloying additions at the 2+ charge state.

$^{58}\text{Ni}$ and $^{60}\text{Ni}$ make up around 95% of the isotopic abundance of nickel (see Table 21). This overlaps with tin at both positions, meaning that no reliable results can be obtained for zirconium alloys containing tin if tin were to be present at this charge state. The isotopic abundance of these peaks agrees well with tin, which would suggest that there is no nickel present in the 1+ charge state, although the expected level of nickel in the metal matrix is very low. At the doubly charged state, 29 Da, there is no overlap (68.3%) with other alloying additions. A peak is often seen at the very beginning of analyses together with gallium damage and native oxide formation, but this is taken to be an impurity from the atmosphere.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Atomic mass (Da)</th>
<th>Relative abundance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{50}\text{Cr}$</td>
<td>49.9460</td>
<td>4.35</td>
</tr>
<tr>
<td>$^{52}\text{Cr}$</td>
<td>51.9405</td>
<td>83.75</td>
</tr>
<tr>
<td>$^{53}\text{Cr}$</td>
<td>52.9406</td>
<td>9.5</td>
</tr>
<tr>
<td>$^{54}\text{Cr}$</td>
<td>53.9389</td>
<td>2.36</td>
</tr>
<tr>
<td>$^{58}\text{Ni}$</td>
<td>57.9353</td>
<td>68.3</td>
</tr>
<tr>
<td>$^{60}\text{Ni}$</td>
<td>59.9308</td>
<td>26.1</td>
</tr>
<tr>
<td>$^{61}\text{Ni}$</td>
<td>60.9311</td>
<td>1.13</td>
</tr>
<tr>
<td>$^{62}\text{Ni}$</td>
<td>61.9283</td>
<td>3.59</td>
</tr>
<tr>
<td>$^{64}\text{Ni}$</td>
<td>63.9280</td>
<td>0.91</td>
</tr>
</tbody>
</table>

*Table 21: The naturally occurring isotopes of chromium and nickel [160].*
Figure 50: Mass spectrum showing the 2+ charge state of the transition metal solute for a corroded Zircaloy-4 specimen (further analysed in section 6.3.1).

4.5.8 Titanium

The expected order of precedence for the evaporation of titanium ions is in the 2+, 3+ and 1+ charge states [131]. Quantifying the level of titanium at 3+ and 1+ could be complicated by peak overlap. 73.7% of titanium occurs at 48 Da, 24 Da, 16 Da positions in the 1+, 2+ and 3+ charge states, respectively. The other titanium isotopes each contain 5-9% of the relative isotopic abundance (see Table 22). Oxygen is also present at 16 Da and Zr$^{2+}$ overlaps with 48 Da. It is fortunate, then, that in practice the only observed peak is seen at the expected, 2+ position using pulsed laser atom probe. Zr$^{4+}$ would also overlap with Ti$^{3+}$ at 24 Da, but this problem is overcome by selecting analysis conditions that do not lead to such a high field at the tip that zirconium becomes field ionised in the 4+ charge state. The titanium content in the Zr-Nb-Ti alloy can be clearly resolved using Ti$^{2+}$, as shown in Figure 51.
<table>
<thead>
<tr>
<th>Isotope</th>
<th>Atomic mass (Da)</th>
<th>Relative abundance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{46}\text{Ti}$</td>
<td>45.9526</td>
<td>8.2</td>
</tr>
<tr>
<td>$^{47}\text{Ti}$</td>
<td>46.9518</td>
<td>7.4</td>
</tr>
<tr>
<td>$^{48}\text{Ti}$</td>
<td>47.9479</td>
<td>73.7</td>
</tr>
<tr>
<td>$^{49}\text{Ti}$</td>
<td>48.9479</td>
<td>5.4</td>
</tr>
<tr>
<td>$^{50}\text{Ti}$</td>
<td>49.9447</td>
<td>5.2</td>
</tr>
</tbody>
</table>

*Table 22: The naturally occurring isotopes of titanium [160].*

*Figure 51: The Ti$^{2+}$ spectrum from within the metal matrix of a Zr-Nb-Ti alloy between 22 and 26 Da. All five peaks are due entirely to the presence of titanium.*
4.5.9 *Ion complexes formed by laser pulsing*

Three ionic species containing multiple Zr atoms have been observed in the ZIRLO metal matrix, these are Zr$_2$C, Zr$_2$O$_2$ and Zr$_2$O$_3$. These were identified by comparison with calculated isotopic distributions. Data for Zr$_2$O$_2$ is given as an example in Figure 52. These species are very low in abundance, and this abundance is heavily dependent upon the analysis field conditions. This is discussed in detail in section 4.6.8.

*Figure 52: A comparison of the calculated isotopic distribution of Zr$_2$O$_2$ triply charged ions and a partial mass spectrum showing the corresponding mass-to-charge spectrum obtained by 3DAP.*
4.6 Determining suitable analysis conditions for laser-pulsed LEAP

The criteria for selecting suitable experimental conditions for laser pulsed acquisitions are different to those for voltage pulsing. Temperatures between 30 – 90 K were trialled in the LEAP. It was found that a very high incidence of fracture occurred with specimens probed at 30 K and 40 K without the acquisition of useful quantities of data. Above this range the rate of fracture became tolerable. Temperatures in the range 50 – 60 K were used for all experiments.

The target evaporation rate used fell within two regimes. For data where the aim was to study a microstructural feature, the evaporation rate was kept low, 0.2 – 0.5 %. For specimens where the aim was to examine a (supposedly) homogeneous region in order to make high accuracy compositional calculations, a rate, around 0.5 – 1 % was used. This equates to a detection rate of up to 2000 ions per second. In this way, datasets comprising millions of ions can be captured in a single LEAP session.
Calibration experiments, analysing a single specimen with a variety of laser energies, were conducted in order to ascertain the sensitivity of compositional measurement to changes in experimental conditions. A ZIRLO specimen was prepared for a calibration experiment using the electropolishing method and FIB finishing described in 3.5.2. ZIRLO provides information on the evaporation behaviour of all of the solute found in Zircaloy-4, as well as niobium. The reproducibility of specimen preparation was found to be good. This is important as there is a lack of understanding regarding laser interaction with APT specimens and this is itself a very active area of research [161-162]. Limiting the variation in specimen geometry removes uncertainty regarding the change in the laser interaction properties with temperature. Figure 53 shows the specimen examined in the calibration study. The diameter of the end of the specimen is $(130 \pm 20)$ nm and it has a very low shank angle, around 3°.

Figure 53: FIB images of a ZIRLO specimen prepared for calibration experiments. The end diameter of the needle is $(130 \pm 20)$ nm and has a very low shank angle of $(3 \pm 1)$°.
4.6.1 Evaporation field variation

Samples of roughly 1 million ions were taken at various laser energies between 0.2 nJ and 0.6 nJ. Increasing the laser energy causes the control software to drop the DC potential on the specimen in order to maintain the evaporation rate (0.2 %, in this case), as can be seen in Figure 54. This figure also shows that there is a slight deviation in the laser energy during the run. This is due to the variation in laser coolant temperature. The range of this deviation is of the order of 0.02 nJ.

![Voltage History](image)

**Figure 54:** Comparison of laser energy and specimen DC potential during acquisition of the calibration experiment. Specimen temperature: 55 K.

An estimate of the field strength at the apex of the tip can be obtained by comparing the proportion of ions detected at different charge states with theoretical predictions. The majority of
Zirconium species are detected as Zr\(^{2+}\) in all the experimental conditions tested. The Zr\(^{3+}\)/Zr\(^{\text{all}}\) ratio is a useful comparator to find the field at the apex of a specimen. An experimental curve obtained for the ZIRLO specimen has been fitted to the theoretical model proposed by Kingham [163], as shown in Figure 55. Note that the laser energy axis increases from right to left as a lower laser energy corresponds to a higher standing field. The graph has been constructed by superimposing a section of the theoretical Correlation between charge state ratio and evaporation field onto the experimental curve plotting charge state ratio against laser energy. The excellent fit is thus a result of choice of scaling; the graph allows a specimen evaporation field to be estimated for each of the laser energies, it does not prove the relationship between the laser energy and evaporation field.

*Figure 55: Estimating the field strength at the apex of the tip using various intensities of laser illumination. 55 K specimen base temperature. Red crosses mark experimental observations (~ 1 m ions) of the charge state ratios at differing laser energies. Black circles are theoretical predictions of the evaporation field that would cause a particular charge state ratio.*
For the specimen tested, which had a similar geometry to all of the metal matrix specimens used in the course of this work, varying the laser energy for a fixed evaporation rate of 0.2 % yields a reduction in calculated specimen field from 24.8 Vnm\(^{-1}\) at 0.2 nJ to 22.4 Vnm\(^{-1}\) at 0.6 nJ. The field changes by \(\sim 10\ %\) between these laser energies. By extrapolation, evaporation would occur at 26 Vnm\(^{-1}\) with negligible laser energy at 55 K. The predicted evaporation field at 77 K is given as 28 Vnm\(^{-1}\) [131].

The variation in field intensity over the surface of the specimen in reconstruction-space is shown for the various laser energies tested in Figure 56. This shows the spatial distribution of the field that is represented by a mean value in Figure 55. A crystallographic pole is visible at (-10, 0) with an associated zone line roughly defined by the line [ (-10, -10), (0, 15) ]. As a general trend, the appearance of the crystallographic features is more apparent at higher laser energies, where the overall evaporation field is lower. A larger proportion of ions field evaporated at the pole are so at a 3+ charge state than elsewhere on the sample. The rate of ions evaporated at the pole is also lower, as shown in the density profile of the reconstruction-space, Figure 57. As the laser energy increases, the probability of field evaporation increases more for the regions away from the pole than at the pole, increasing the difference in evaporation rates of the two regions.

At the higher laser energies, 0.5 – 0.6 nJ, the laser beam heating experienced by the specimen is non-uniform. The energy deposited in each pulse is too large – it increases the ionisation potential for the atoms with which the laser initially interacts by an amount greater than a threshold that would allow conduction of the heat to occur through electrons within the skin depth of the material and increase the evaporation rate of the area which the beam is initially incident upon. This increase in the local evaporation rate leads to a reduction in the local curvature of the specimen, as seen by other workers in low thermal conductivity steels [162]. The higher local radius of curvature leads to a reduced local magnification of this region of the specimen and so its apparent density as seen by 3DAP increases. The effect of this non-uniform
heating can be seen in the 0.6 nJ example shown in Figure 57, where the laser beam is incident on the (+x, -y) corner of the profile.

**Figure 56:** 2D profiles showing the field distribution inferred from the local Zr charge state ratio at various laser energies. Profiles are shown in the plane of the specimen axis. A single colour scale is used for all of the profiles.
4.6.2 Oxygen

Figure 58 shows the apparent oxygen concentration against laser pulse energy. The apparent oxygen concentration is stable between 0.3 – 0.6 nJ at ~ 0.65 at.%. The detected oxygen concentration increases sharply from 0.7 at% to 2 at.% at low laser energy. It is also noted that this datapoint is taken from the start of the run. Although care was taken not to include any native surface oxide in the volume analysed, it appears that native surface oxidation might be the cause of this additional oxygen, although the volume analysed contained no discernable oxygen density variation visible by eye so this is unlikely to be the cause of this variation. The influence of native oxides formed on atom probe specimens is examined in further detail in section 5.1.2.

The low laser energy corresponds to a high field; in such circumstances evaporation of low field...
species between pulses is increased. If ZrO is a higher field species than Zr, the DC evaporation of Zr between pulses would cause a rapid increase in the apparent oxygen concentration at low laser energy, similar to that seen in Figure 58.

Figure 58: Apparent concentration of oxygen against laser pulse energy.
4.6.3 Hydrogen

The adsorption and removal of hydrogen from the surface of atom probe specimens are field dependent processes [131]. Increasing the laser pulse energy increases the thermal heating applied to the specimen, but it also reduces the evaporation field (as seen in Figure 54) as the automated control software attempts to maintain a constant evaporation rate of ions by varying the standing potential applied to the specimen.

The proportion of the dataset detected as hydrogen in the form of H$^+$ increases with laser energy between 0.2 – 0.4 nJ and remains stable between 0.4 – 0.55 nJ. Figure 59 demonstrates how the abundance of hydrogen-containing ionic species evaporation on laser energy. These data are plotted in Figure 59 along with the variation in concentration of two hydrogen complex ions, H$_2^+$ and ZrH$_2^+$. These three species account for the vast majority of hydrogen detected by the 3DAP. The behaviour of the concentration of hydrogen-complex ions is very different to that of the H$^+$ species. The molecular ion species are seen in greater proportions in lower energy datasets. The concentration of H$_2$ falls from a maximum value at low energy to be almost absent from the data at high laser energy. The rate of hydrogen evaporated or desorbed as H$^+$ and H$_2^+$ compared to the rate of zirconium evaporation changes little as the laser conditions (and so electric field) are varied. The number of H$_x^+$ ions detected is ~ 3 % of all ions counted in all conditions. There is a small increase, ~ 10 %, in the proportion of light hydrogen species detected at low laser energy; where the standing field is higher. The data point for 0.6 nJ is off-trend.
The amount of hydrogen detected as ZrH complex ions is much greater than the amount detected as H$^+$ and H$_2^+$. Although the scale of Figure 59 (ZrH) is in arbitrary units (the magnitude of which is equal to approximately 10 at.% at low laser energy) the trend is one of decreasing ZrH detection with increasing laser energy, as was seen with H$_2^+$ complex ions. Unlike H$_2^+$, the concentration of ZrH does not reach zero in this analysis. The evaporation rate of ZrH compared to Zr is increased at higher fields and lower temperatures.

*Figure 59: Detected concentration of hydrogen-containing species against laser energy.*
The supply of hydrogen from the vacuum system is likely to be far higher than the zero-field adsorption/desorption rate [164]. There are two mechanisms by which hydrogen can arrive at the apex of the tip. Hydrogen gas from the vacuum system is polarised by the high electric field near the specimen apex and the dipole is attracted to the surface of the needle. The strength of this dipole is proportional to the field strength. At lower laser energies the field strength at the apex of the tip was increased in order to maintain a constant evaporation rate. In the direct case these hydrogen molecule are adsorbed onto the apex surface, some of which are immediately field desorbed and some of which become dissociated into two protons and desorbed. This offers an explanation for the greater number of ZrH ions (one Zr ion and a proton) at lower laser energies, but does not explain why the number of ions detected as protons is lower at lower laser energies. Howe, it should be noted that this mechanism is only valid if the extent of dissociation of hydrogen molecules into individual atoms on the specimen surface increases with increasing holding field.

Hydrogen can also become physisorbed onto the specimen shank and undergo field-enhanced surface migration to the apex. This second process is thermally activated. This mechanism offers an explanation as to why the apparent concentration of H$_2$ is laser energy (temperature) dependent.

It is assumed that hydrogen has a much lower evaporation field than zirconium, as hydrogen ions are seen in greater proportions while specimens are ramping up and in low field regions. The ‘best’ desorption field for hydrogen is given as 22 V nm$^{-1}$ in the literature [164]. This value is very similar to the evaporation field for zirconium at all of the laser energies (although most similar to the higher energy values). Hydrogen atoms are field desorbed by the potential at the specimen. The mechanism for the desorption of light species may differ significantly from heavier species. For the metallic species, thermal activation ‘over’ the energy barrier dominates over quantum-mechanical tunnelling ‘through’ the barrier. However, for light species such as H$^+$
and H$_2^+$, quantum mechanical tunnelling may be the dominant mechanism below about 55 K [131].

4.6.4 Tin

The apparent tin concentration increases linearly with laser energy. This can be seen in Figure 60. The expected tin concentration in this sample is 0.76 at.%. Figure 60 also shows that laser energy of 0.3 – 0.4 nJ at 55 K using a specimen of similar geometry would be expected to yield a reasonable value for the overall tin content. Zr-Sn bond strength data are not forthcoming from the literature. However, the addition of tin to zirconium results in a drop in melting point from 1855 °C for pure zirconium to 1592 °C for Zr-21 wt.% Sn (the limit of the β-phase field) [165], which qualititatively indicates the reduced strength of the Zr-Sn metallic bond compared with that of the Zr-Zr metallic bond.

The lower tin concentration found at lower laser energies suggests that tin is preferentially evaporated at these energies. Tin evaporates at a lower field than zirconium due to the lower activation energy required to break Zr-Sn bonds than Zr-Zr bonds. This leads to a greater proportion of tin atoms than zirconium atoms becoming evaporated between pulses. As only the species evaporated during pulses are counted, this lowers the apparent tin concentration. As the laser energy is increased the standing field falls and the proportion of tin ions lost to preferential evaporation decreases.
4.6.5 Niobium

The niobium concentration compared to laser pulse energy is also shown in Figure 60. There is no clear trend in these data. The uncertainty in the niobium concentration measurement is higher than that seen for tin even though they are at a similar concentration. The reason for this is that niobium must be deconvoluted from other species, as was discussed in detail in section 4.5.5. This increase in uncertainty does not account fully for the variation. The variation in the level of niobium is likely due to a physical variation in the niobium concentration within the material, and so this method is not appropriate for evaluating suitable analysis conditions for niobium. Niobium is more refractory than zirconium. The addition of niobium to zirconium has less of an effect on the melting point than was seen with tin. Zr-22 wt.% Nb melts at 1743 °C, suggesting that Zr-Nb bonds are stronger than Zr-Sn, although not as strong as Zr-Zr bonds. This also suggests that niobium will be underestimated at lower field conditions, but that the behaviour of
niobium will not differ from that of zirconium as much as is seen for tin; the niobium concentration verses laser energy curve is relatively insensitive to laser energy over this range.

4.6.6 Iron

The uncertainty in each observation of iron taken from these 1 million ion samples is high due to the low matrix concentration of iron. Increasing the size of each sample is not practical as a ten-fold increase in sample size would reduce the uncertainty by a factor of less than 3.2. Only a limited amount of data can be captured from a specimen before the inevitable fracture occurs. Figure 61 shows the data that is available for the apparent iron level sampled at various laser energies. The observations fall within a band and do not appear to be particularly sensitive to analysis conditions.

![Figure 61: Apparent concentration of iron against laser pulse energy.](image-url)
4.6.7 Titanium

A similar calibration experiment was conducted for the titanium-contain Zr-Nb-Ti test alloy. The voltage and laser energy curve for this experiment are shown in Figure 62. A narrower range of laser energies was used in this study over the interval 0.3 – 0.55 nJ. The detected titanium concentration is stable with laser energy over this interval (Figure 63). The apparent concentration of titanium should not be affected by small variations in analysis condition. This is unsurprising as the chemical similarity of zirconium and titanium would be expected to result in Zr-Ti and Zr-Zr bonds being similar in strength.

![Voltage History](image)

*Figure 62: Comparison of laser energy and specimen DC potential during acquisition of the Zr-Nb-Ti calibration experiment. Specimen temperature: 55 K.*
4.6.8 Ion complexes formed by laser pulsing

The occurrence of unusual complex ions such as Zr$_2$C is an effect of laser pulsing; such species are not seen in voltage pulsed datasets. Figure 64 demonstrates the relationship between laser energy and the apparent composition of a dataset with regard to Zr$_2$C. Each data point is created from 500,000 ions. Two regimes are apparent. At low laser energy, below 0.35 nJ, there is a very slight linear increase in level of Zr$_2$C ions detected. The level is so low that it could be ignored for many purposes. Above 0.35 nJ the rate of increase of detected Zr$_2$C increases dramatically with laser energy. At this level thermal heating is promoting the formation of complex ions at or above the surface of the tip. The step change in the increase of this species at 0.35 nJ can be explained by the mechanism by which additional carbon are made available for ion formation. The decomposition of a CO molecule from the vacuum system would require a fixed amount of thermal energy in order to break the CO bond. Above this threshold, additional energy promotes the formation of the Zr$_2$C species, but without this energy there is little carbon in the system with which this species can be formed.
Figure 64: Apparent level of Zr$_2$C (in at.%) as a function of laser energy.

Zr$_2$O$_2$ was not detected at any of the laser intensities used in this calibration experiment. This ionic species has only been seen in large (> 10 m ion) high laser energy (0.6 nJ) datasets.

4.6.9 Summary

A 0.35 nJ laser pulse is a suitable energy for analysing a ~ 70 nm radius zirconium alloy specimen at a base temperature of 55 K. At 0.2 % evaporation rate this will ensure that the correct proportion of tin and oxygen will be detected, many complex ion species will be avoided and the niobium, titanium and iron concentration will be analysed in a regime that is insensitive to variation in the field conditions. This laser energy also provides a pulse of sufficient magnitude that DC evaporation of species between pulses is avoided.
5 Examination of ‘as-received’ alloys

5.1 Alloy matrix chemistry

5.1.1 Overview

5.1.1.1 Introduction

The alloy matrix chemistry of all of these materials is very poorly described in the existing literature. The data that is available is often inconsistent or imprecise. Atom probe analysis of metal matrix material has been conducted to provide a baseline with which to compare materials sporting various levels of corrosion, as well as to examine the fundamental chemical properties of the alloy matrix.

There are two issues of interest regarding the behaviour of solute in the alloy matrices. These are the absolute level of solute in solution, and the variation of this level as a function of distance. This second point is a multi-length-scale problem, in that locally the distribution may be homogeneous, but the solute level can vary between local concentration measurements made at random macroscopic distances. The modern generation of 3D atom probe, after the considerations outlined in sections 4.5 and 4.6, can be used to determine both of these parameters. The main limitation that the instrument places on this description is the amount of good quality information that can be obtained over a sensible timescale.

The rest of this overview contains tabulated data detailing the concentration of solute in the metal matrix found within a number of atom probe specimens. This gives both the mean concentration of solute and a description of its variation over a limited number of points in the
material (section 5.1.1.2). Analysis of the distribution of solute on a macroscopic scale, the variation over each dataset has been characterised and compared to that which would be expected of a random solid solution (see section 5.1.1.3). The remainder of selection 5.1 discusses these results for the individual solutes.

5.1.1.2  Matrix solute concentration

ZIRLO

A large number of ZIRLO specimens were analysed in order to characterise the elemental distribution of alloying element additions in as-received material. Of the ~ 50 atom probe specimens studied in this condition, 19 of these yielded useful data for this purpose using the analysis conditions selected in section 4.6.9. The compositional information derived from these specimens is summarised in Table 23. Several of the analysed volumes reported in Table 23 contain large amounts of hydrogen, and the majority of samples contain ~ 10 at.% hydrogen. This is likely due to the adsorption of gas from the vacuum system. These data are more sensibly interpreted by comparing the concentration of the major alloying additions (Nb, Sn, O) without this additional hydrogen, as summarised in the columns of Table 23.
<table>
<thead>
<tr>
<th>Dataset size (10^6 at.)</th>
<th>Zirconium</th>
<th>Niobium</th>
<th>Tin</th>
<th>Oxygen</th>
<th>Gross Hydrogen</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Conc. ± 1 σ (at.%)</td>
<td>Conc. 1 s.d. (at.%)</td>
<td>Conc. 1 s.d. (at.%)</td>
<td>Conc. 1 s.d. (at.%)</td>
<td>Conc. 1 s.d. (at.%)</td>
</tr>
<tr>
<td>0.84</td>
<td>98.3 0.014</td>
<td>0.39 0.04</td>
<td>0.71 0.01</td>
<td>0.6 0.01</td>
<td>24.37 0.05</td>
</tr>
<tr>
<td>6.02</td>
<td>97.39 0.006</td>
<td>0.42 0.01</td>
<td>0.6 0.01</td>
<td>1.59 0.01</td>
<td>8.49 0.01</td>
</tr>
<tr>
<td>1.07</td>
<td>96.75 0.017</td>
<td>0.29 0.04</td>
<td>0.65 0.01</td>
<td>2.31 0.01</td>
<td>31.06 0.04</td>
</tr>
<tr>
<td>0.65</td>
<td>97.32 0.020</td>
<td>0.48 0.05</td>
<td>0.38 0.01</td>
<td>1.82 0.02</td>
<td>44.41 0.06</td>
</tr>
<tr>
<td>2.08</td>
<td>97.51 0.011</td>
<td>0.33 0.02</td>
<td>0.71 0.01</td>
<td>1.46 0.01</td>
<td>12.53 0.02</td>
</tr>
<tr>
<td>0.34</td>
<td>97.68 0.026</td>
<td>0.29 0.01</td>
<td>0.58 0.01</td>
<td>1.46 0.02</td>
<td>11.21 0.05</td>
</tr>
<tr>
<td>0.16</td>
<td>97.08 0.042</td>
<td>0.36 0.11</td>
<td>0.69 0.02</td>
<td>1.86 0.03</td>
<td>44.4 0.1</td>
</tr>
<tr>
<td>0.28</td>
<td>97.1 0.032</td>
<td>0.41 0.06</td>
<td>0.76 0.02</td>
<td>1.74 0.02</td>
<td>3.46 0.03</td>
</tr>
<tr>
<td>0.08</td>
<td>95.21 0.076</td>
<td>0.22 0.08</td>
<td>0.67 0.03</td>
<td>3.9 0.07</td>
<td>14.8 0.1</td>
</tr>
<tr>
<td>2.04</td>
<td>97.93 0.010</td>
<td>0.43 0.01</td>
<td>0.78 0.01</td>
<td>0.86 0.01</td>
<td>2.04 0.01</td>
</tr>
<tr>
<td>0.55</td>
<td>97.98 0.019</td>
<td>0.38 0.02</td>
<td>0.66 0.01</td>
<td>0.98 0.01</td>
<td>7.08 0.03</td>
</tr>
<tr>
<td>0.86</td>
<td>96.9 0.019</td>
<td>0.38 0.02</td>
<td>0.74 0.01</td>
<td>1.97 0.02</td>
<td>13.04 0.04</td>
</tr>
<tr>
<td>1.02</td>
<td>98.13 0.013</td>
<td>0.43 0.03</td>
<td>0.68 0.01</td>
<td>0.76 0.01</td>
<td>19.65 0.04</td>
</tr>
<tr>
<td>0.72</td>
<td>98.24 0.015</td>
<td>0.27 0.01</td>
<td>0.65 0.01</td>
<td>0.84 0.01</td>
<td>2.57 0.02</td>
</tr>
<tr>
<td>45.94</td>
<td>97.52 0.002</td>
<td>0.41 0.01</td>
<td>0.85 0.01</td>
<td>1.22 0</td>
<td>10.51 0.01</td>
</tr>
<tr>
<td>1.91</td>
<td>97.63 0.011</td>
<td>0.34 0.01</td>
<td>0.78 0.01</td>
<td>1.24 0.01</td>
<td>7.69 0.02</td>
</tr>
<tr>
<td>2.13</td>
<td>97.72 0.010</td>
<td>0.33 0.01</td>
<td>0.74 0.01</td>
<td>1.21 0.01</td>
<td>10.2 0.02</td>
</tr>
<tr>
<td>6.1</td>
<td>97.98 0.006</td>
<td>0.3 0.01</td>
<td>0.75 0.01</td>
<td>0.98 0.01</td>
<td>11.74 0.01</td>
</tr>
<tr>
<td>1.99</td>
<td>93.5 0.017</td>
<td>0.76 0.01</td>
<td>0.66 0.01</td>
<td>5.08 0.02</td>
<td>1.52 0.01</td>
</tr>
</tbody>
</table>

Unweighted mean value 0.36 0.06 0.72 0.08 1.30 0.36

Table 23: Compositional information regarding sub-volumes (devoid of any surface contaminants or surface oxides) of several (19) ZIRLO 3DAP specimens. The light grey highlighted regions show the composition of specimens with low hydrogen and ‘normal’ oxygen content. The summary at the bottom of the table contains a simple (not weighted) arithmetic mean and standard deviation of the highlighted data.
The issues involved with the chemical analysis of Zircaloy-4 alloy matrix using 3DAP are the same as those involved with the analysis of ZIRLO, albeit without the complications associated with the measurement of niobium concentration. The local chemical compositions of four Zircaloy-4 specimens containing regions of alloy matrix are given in Table 24. The size of the datasets (in terms of atoms contained) varies greatly between the examples shown and this is not accounted for in the simple mean value. This value considers the individual samples as separate zero-dimensional points of fixed composition, the standard deviation of which gives an estimate of the variation over position within the material.

<table>
<thead>
<tr>
<th>Dataset size (10^6 atoms)</th>
<th>Tin Conc. (at.%) ± 1 σ (at.%)</th>
<th>Oxygen Conc. (at.%) ± 1 σ (at.%)</th>
<th>Iron Conc. (at.%) ± 1 σ (at.%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.53</td>
<td>0.94 0.02</td>
<td>0.78 0.01</td>
<td>0.0035 0.0010</td>
</tr>
<tr>
<td>0.37</td>
<td>1.03 0.02</td>
<td>0.99 0.02</td>
<td>0.004 0.002</td>
</tr>
<tr>
<td>5.00</td>
<td>1.08 0.01</td>
<td>0.732 0.004</td>
<td>0.0038 0.0005</td>
</tr>
<tr>
<td>5.02</td>
<td>1.02 0.01</td>
<td>0.829 0.004</td>
<td>0.0035 0.0006</td>
</tr>
<tr>
<td>Mean value</td>
<td>1.02 0.06</td>
<td>0.83 0.11</td>
<td>0.0037 0.0004</td>
</tr>
</tbody>
</table>

**Table 24: Chemical composition of four regions of the alloy matrix of as-received Zircaloy-4.**

*Note that regions 3 and 4 contain an order of magnitude more atoms than regions 1 and 2. The mean value gives equal weighting to all of the data points irrespective of their size.*

**Zr-Nb-Ti**

Several uncorroded Zr-Nb-Ti alloy specimens were analysed using 3DAP. The concentration of the major alloying additions Ti, Nb and O are given for four specimens in Table 25. The mean value given is calculated in the same way as that shown for Zircaloy-4 and ZIRLO.
Table 25: Concentration of major alloying additions within the metal matrix of Zr-Nb-Ti in four specimens. The uncertainty given is 1 standard deviation based on the counting statistics of all of the ranges used to create a given concentration value.

5.1.1.3 Matrix solute distribution

As well as the variation in concentration taken at random points over a macroscopic distance, the nanoscopic variation of solute concentration within a sub-set of these samples has been measured. For each alloy, several datasets were inspected to remove any surface oxide and divided into 250 ion blocks. A histogram of the number of blocks containing a given level of solute was produced, and this distribution compared to a series of binomial frequency distributions with the same mean as the individual solutes. Conventional $\chi^2$ statistics and significance testing was performed on the correlation between the experimentally determined data and the theoretical distributions.

The $\chi^2$ value, with $v$ degrees of freedom, has been compared with statistical tables [131] to give a p-value, the probability that the $\chi^2$ value obtained by randomly sampling N observations from a Gaussian distribution is larger than the value that would be obtained by fitting the experimental data with the binomial frequency distribution. If the p-value is low, less than 0.01, then we must reject the hypothesis that the distribution is that of a random solid solution. The converse, that a
high p-value proves the distribution is a random solid solution, is not true, but can be used to support that assertion while considering this limitation.

The Pearson coefficient, μ, is a better metric than $\chi^2$ with which to compare the correlation of different solutes between specimens with different volumes. This is because $\chi^2$ scales with the number of ions in the sample. The Pearson co-efficient aims to normalise the $\chi^2$ coefficient for the number of ions [166]. This value can range between 0 and 1. A value of 0 being a perfect correlation between the observed distribution and a random solid solution. A value greater than 0.05 indicates that the distribution deviates greatly from that of a random solid solution.

Table 26, Table 27 and Table 28 give the parameters that describe the correlation between these distributions and those of random solid solutions for ZIRLO, Zircaloy-4 and Zr-Nb-Ti alloys, respectively. All of the data available is presented for Zr-Nb-Ti and Zircaloy-4. The four ZIRLO samples chosen (row 2, 5, 10, 18 of Table 23) contain 2 – 7 million ions.
<table>
<thead>
<tr>
<th>Element</th>
<th>Reduced $\chi^2$</th>
<th>N</th>
<th>p-value</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>0.016</td>
<td>2</td>
<td>0.9844</td>
<td>0.0016</td>
</tr>
<tr>
<td></td>
<td>0.037</td>
<td>1</td>
<td>0.8481</td>
<td>0.0024</td>
</tr>
<tr>
<td></td>
<td>0.007</td>
<td>1</td>
<td>0.9327</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>1</td>
<td>0.9696</td>
<td>0.0005</td>
</tr>
<tr>
<td>ZrO</td>
<td>0.274</td>
<td>8</td>
<td>0.9746</td>
<td>0.0132</td>
</tr>
<tr>
<td></td>
<td>18.125</td>
<td>8</td>
<td>&lt;0.0001</td>
<td>0.1504</td>
</tr>
<tr>
<td></td>
<td>40.431</td>
<td>8</td>
<td>&lt;0.0001</td>
<td>0.2023</td>
</tr>
<tr>
<td></td>
<td>10.213</td>
<td>9</td>
<td>&lt;0.0001</td>
<td>0.1235</td>
</tr>
<tr>
<td>Nb$^{2+}$ + ZrH$_2^+$</td>
<td>79.706</td>
<td>15</td>
<td>&lt;0.0001</td>
<td>0.1954</td>
</tr>
<tr>
<td></td>
<td>2.678</td>
<td>6</td>
<td>0.0134</td>
<td>0.0506</td>
</tr>
<tr>
<td></td>
<td>27.062</td>
<td>9</td>
<td>&lt;0.0001</td>
<td>0.1628</td>
</tr>
<tr>
<td></td>
<td>216.26</td>
<td>11</td>
<td>&lt;0.0001</td>
<td>0.535</td>
</tr>
<tr>
<td>ZrH$_2^+$</td>
<td>100.92</td>
<td>14</td>
<td>&lt;0.0001</td>
<td>0.2116</td>
</tr>
<tr>
<td></td>
<td>16.018</td>
<td>4</td>
<td>&lt;0.0001</td>
<td>0.1006</td>
</tr>
<tr>
<td></td>
<td>27.062</td>
<td>9</td>
<td>&lt;0.0001</td>
<td>0.1765</td>
</tr>
<tr>
<td></td>
<td>179.42</td>
<td>9</td>
<td>&lt;0.0001</td>
<td>0.4626</td>
</tr>
<tr>
<td>Nb$^{3+}$</td>
<td>0.068</td>
<td>2</td>
<td>0.934</td>
<td>0.0063</td>
</tr>
<tr>
<td></td>
<td>0.465</td>
<td>2</td>
<td>0.6284</td>
<td>0.0122</td>
</tr>
<tr>
<td></td>
<td>0.061</td>
<td>2</td>
<td>0.941</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>0.016</td>
<td>1</td>
<td>0.8995</td>
<td>0.0016</td>
</tr>
<tr>
<td>Sn</td>
<td>78.996</td>
<td>6</td>
<td>&lt;0.0001</td>
<td>0.1245</td>
</tr>
<tr>
<td></td>
<td>1.168</td>
<td>5</td>
<td>0.322</td>
<td>0.0305</td>
</tr>
<tr>
<td></td>
<td>9.919</td>
<td>5</td>
<td>&lt;0.0001</td>
<td>0.0806</td>
</tr>
<tr>
<td></td>
<td>11.783</td>
<td>4</td>
<td>&lt;0.0001</td>
<td>0.0888</td>
</tr>
<tr>
<td>C</td>
<td>0.013</td>
<td>2</td>
<td>0.9873</td>
<td>0.0014</td>
</tr>
<tr>
<td></td>
<td>0.057</td>
<td>1</td>
<td>0.8116</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>0.005</td>
<td>1</td>
<td>0.9435</td>
<td>0.0008</td>
</tr>
<tr>
<td></td>
<td>0.071</td>
<td>1</td>
<td>0.7894</td>
<td>0.0035</td>
</tr>
<tr>
<td>Fe</td>
<td>0.175</td>
<td>2</td>
<td>0.8399</td>
<td>0.0053</td>
</tr>
<tr>
<td></td>
<td>0.006</td>
<td>1</td>
<td>0.938</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>0.004</td>
<td>1</td>
<td>0.9491</td>
<td>0.0007</td>
</tr>
<tr>
<td></td>
<td>0.005</td>
<td>1</td>
<td>0.9438</td>
<td>0.0009</td>
</tr>
<tr>
<td>Cr</td>
<td>None present</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ni</td>
<td>None present</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 26: Statistics relating to the agreement between the distribution of solute in ZIRLO and that expected for a random solid solution. The p-value is the probability level for the hypothesis that the distribution is random. $\mu$ is derived from $\chi^2$, but reduces the dependence on the dataset size, which hampers the comparison of samples using $\chi^2$. 
### Table 27: Statistics relating to the agreement between the distribution of solute in Zircaloy-4 and that expected for a random solid solution. The order of the examples is the same as the order of samples in Table 24. The p-value is the probability level for the hypothesis that the distribution is random. $\mu$ is derived from $\chi^2$, but reduces the dependence on the dataset size, which hampers the comparison of samples using $\chi^2$. 

<table>
<thead>
<tr>
<th>Element</th>
<th>Reduced $\chi^2$</th>
<th>V</th>
<th>p-value</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>0.141</td>
<td>1</td>
<td>0.7077</td>
<td>0.0127</td>
</tr>
<tr>
<td></td>
<td>0.236</td>
<td>1</td>
<td>0.627</td>
<td>0.0127</td>
</tr>
<tr>
<td></td>
<td>0.153</td>
<td>1</td>
<td>0.6955</td>
<td>0.0036</td>
</tr>
<tr>
<td></td>
<td>0.006</td>
<td>1</td>
<td>0.9363</td>
<td>0.0009</td>
</tr>
<tr>
<td>ZrO</td>
<td>3.997</td>
<td>7</td>
<td>0.0002</td>
<td>0.1764</td>
</tr>
<tr>
<td></td>
<td>6.624</td>
<td>7</td>
<td>&lt;0.0001</td>
<td>0.1757</td>
</tr>
<tr>
<td></td>
<td>0.752</td>
<td>7</td>
<td>0.6276</td>
<td>0.0211</td>
</tr>
<tr>
<td></td>
<td>3.815</td>
<td>7</td>
<td>0.0004</td>
<td>0.0609</td>
</tr>
<tr>
<td>Sn</td>
<td>5.038</td>
<td>5</td>
<td>&lt;0.0001</td>
<td>0.1676</td>
</tr>
<tr>
<td></td>
<td>6.637</td>
<td>6</td>
<td>&lt;0.0001</td>
<td>0.1623</td>
</tr>
<tr>
<td></td>
<td>122.527</td>
<td>7</td>
<td>&lt;0.0001</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>7.531</td>
<td>7</td>
<td>&lt;0.0001</td>
<td>0.0853</td>
</tr>
<tr>
<td>C</td>
<td>0.078</td>
<td>1</td>
<td>0.0095</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>0.002</td>
<td>1</td>
<td>0.0013</td>
<td>0.9617</td>
</tr>
<tr>
<td></td>
<td>0.113</td>
<td>1</td>
<td>0.0031</td>
<td>0.7365</td>
</tr>
<tr>
<td></td>
<td>0.014</td>
<td>1</td>
<td>0.0006</td>
<td>0.9064</td>
</tr>
<tr>
<td>Fe</td>
<td>0.052</td>
<td>1</td>
<td>0.962</td>
<td>0.0016</td>
</tr>
<tr>
<td></td>
<td>0.005</td>
<td>1</td>
<td>0.9781</td>
<td>0.0019</td>
</tr>
<tr>
<td></td>
<td>0.018</td>
<td>1</td>
<td>0.8932</td>
<td>0.0012</td>
</tr>
<tr>
<td></td>
<td>0.002</td>
<td>1</td>
<td>0.9638</td>
<td>0.0005</td>
</tr>
<tr>
<td>Cr</td>
<td>None present</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ni</td>
<td>No analysable quantity</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 28: Statistics relating to the agreement between the distribution of solute in Zr-Nb-Ti and that expected for a random solid solution. The order of the examples is the same as the order of samples in Table 25. The p-value is the probability level as described for Table 27.

<table>
<thead>
<tr>
<th>Element</th>
<th>Reduced ( \chi^2 )</th>
<th>v</th>
<th>p-value</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>0.504</td>
<td>2</td>
<td>0.6044</td>
<td>0.0045</td>
</tr>
<tr>
<td></td>
<td>1.026</td>
<td>2</td>
<td>0.3586</td>
<td>0.0086</td>
</tr>
<tr>
<td></td>
<td>0.028</td>
<td>1</td>
<td>0.8675</td>
<td>0.0058</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>0.9963</td>
<td>0.0001</td>
</tr>
<tr>
<td>ZrO</td>
<td>2.339</td>
<td>8</td>
<td>0.0165</td>
<td>0.0194</td>
</tr>
<tr>
<td></td>
<td>37.702</td>
<td>9</td>
<td>0.0007</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>4.004</td>
<td>6</td>
<td>0.0005</td>
<td>0.1666</td>
</tr>
<tr>
<td></td>
<td>84.061</td>
<td>8</td>
<td>&lt;0.0001</td>
<td>0.4895</td>
</tr>
<tr>
<td>Nb(^{2+}) + ZrH(^{2+})</td>
<td>337.608</td>
<td>21</td>
<td>&lt;0.0001</td>
<td>0.3559</td>
</tr>
<tr>
<td></td>
<td>171.494</td>
<td>20</td>
<td>&lt;0.0001</td>
<td>0.3318</td>
</tr>
<tr>
<td></td>
<td>1.436</td>
<td>16</td>
<td>0.1144</td>
<td>0.1731</td>
</tr>
<tr>
<td></td>
<td>87.475</td>
<td>16</td>
<td>&lt;0.0001</td>
<td>0.6294</td>
</tr>
<tr>
<td>ZrH(^{2+})</td>
<td>386.932</td>
<td>20</td>
<td>&lt;0.0001</td>
<td>0.3675</td>
</tr>
<tr>
<td></td>
<td>155.602</td>
<td>17</td>
<td>&lt;0.0001</td>
<td>0.2951</td>
</tr>
<tr>
<td></td>
<td>0.905</td>
<td>16</td>
<td>0.5626</td>
<td>0.1301</td>
</tr>
<tr>
<td></td>
<td>81.462</td>
<td>16</td>
<td>&lt;0.0001</td>
<td>0.5902</td>
</tr>
<tr>
<td>Nb(^{3+})</td>
<td>1.873</td>
<td>2</td>
<td>0.1536</td>
<td>0.0088</td>
</tr>
<tr>
<td></td>
<td>0.263</td>
<td>2</td>
<td>0.7688</td>
<td>0.0044</td>
</tr>
<tr>
<td></td>
<td>0.011</td>
<td>1</td>
<td>0.9166</td>
<td>0.0038</td>
</tr>
<tr>
<td></td>
<td>0.044</td>
<td>1</td>
<td>0.8335</td>
<td>0.0046</td>
</tr>
<tr>
<td>Ti</td>
<td>0.477</td>
<td>6</td>
<td>0.8258</td>
<td>0.0076</td>
</tr>
<tr>
<td></td>
<td>1.436</td>
<td>9</td>
<td>0.1553</td>
<td>0.0740</td>
</tr>
<tr>
<td></td>
<td>0.519</td>
<td>3</td>
<td>0.6695</td>
<td>0.043</td>
</tr>
<tr>
<td></td>
<td>1.055</td>
<td>3</td>
<td>0.3669</td>
<td>0.0385</td>
</tr>
<tr>
<td>C</td>
<td>0.381</td>
<td>2</td>
<td>0.6831</td>
<td>0.0039</td>
</tr>
<tr>
<td></td>
<td>&lt;0.001</td>
<td>1</td>
<td>0.9881</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>0.002</td>
<td>1</td>
<td>0.9607</td>
<td>0.0017</td>
</tr>
<tr>
<td></td>
<td>0.065</td>
<td>1</td>
<td>0.7985</td>
<td>0.0055</td>
</tr>
<tr>
<td>Fe</td>
<td>2.807</td>
<td>3</td>
<td>0.038</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td>&lt;0.001</td>
<td>1</td>
<td>0.9953</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td>0.012</td>
<td>1</td>
<td>0.9133</td>
<td>0.0038</td>
</tr>
<tr>
<td></td>
<td>0.007</td>
<td>1</td>
<td>0.9357</td>
<td>0.0017</td>
</tr>
<tr>
<td>Cr</td>
<td>0.002</td>
<td>1</td>
<td>0.9678</td>
<td>0.0002</td>
</tr>
<tr>
<td></td>
<td>&lt;0.001</td>
<td>1</td>
<td>0.9925</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ni</td>
<td>&lt;0.001</td>
<td>1</td>
<td>0.9925</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0.007</td>
<td>1</td>
<td>0.9331</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>&lt;0.001</td>
<td>1</td>
<td>0.9955</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
5.1.2 Oxygen

Macroscopic variation

Studies of second phase particles have shown that they occupy less than 1% volume fraction and contain little, if any, oxygen (see section 2.4.2). The level of oxygen present in the bulk material would be expected to be similar to that found in solid solution within the alloy matrix. Table 29 compares the mean of the datapoints given in Table 23 (ZIRLO), Table 24 (Zry-4) and Table 25 (Zr-Nb-Ti). In all cases care was taken not to include regions of native surface oxide in the analysis of the specimen. The bulk level of oxygen introduced in the processing of the Zr-Nb-Ti test alloy is not known, but it would be expected that it would be similar to that seen in ZIRLO, as the same processing route was employed in the manufacture of this test ingot.

ZIRLO and Zircaloy-4 alloy matrix oxygen levels both agree within one standard deviation with the expected composition (the bulk composition). The level of oxygen in the metal matrix of the Zr-Nb-Ti alloy is similar to that seen in ZIRLO. The local oxygen concentration in all three of the uncorroded materials is seen to vary with position. There is no discernable difference between the variation in oxygen concentration in the uncorroded matrix of the alloys that exhibit good corrosion resistance (ZIRLO, Zircaloy-4) and Zr-Nb-Ti.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Bulk Oxygen content</th>
<th>Oxygen Conc. (at.%)</th>
<th>± 1 σ (at.%)</th>
<th>Number of observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZIRLO</td>
<td>1.10</td>
<td>1.30</td>
<td>0.36</td>
<td>12</td>
</tr>
<tr>
<td>Zry-4</td>
<td>0.74</td>
<td>0.83</td>
<td>0.11</td>
<td>4</td>
</tr>
<tr>
<td>Zr-Nb-Ti</td>
<td>NR</td>
<td>0.97</td>
<td>0.12</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 29: Comparison between the expected level of oxygen in solution and the mean level seen over a number of experimentally obtained 3DAP specimens. The concentration given is the arithmetic mean of the atom probe analyses in Table 23, Table 24 and Table 25.
Nanoscopic variation

The nanoscopic distribution of solute within each sample was described in Table 26, Table 27 and Table 28, and the information regarding oxygen-containing ions is reproduced below in Table 30 and Table 31.

### Distribution of O ions within the alloy matrix

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Reduced $\chi^2$</th>
<th>v</th>
<th>p-value</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZIRLO</td>
<td>0.016</td>
<td>2</td>
<td>0.9844</td>
<td>0.0016</td>
</tr>
<tr>
<td></td>
<td>0.037</td>
<td>1</td>
<td>0.8481</td>
<td>0.0024</td>
</tr>
<tr>
<td></td>
<td>0.007</td>
<td>1</td>
<td>0.9327</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>1</td>
<td>0.9696</td>
<td>0.0005</td>
</tr>
<tr>
<td>Zircaloy-4</td>
<td>0.141</td>
<td>1</td>
<td>0.7077</td>
<td>0.0127</td>
</tr>
<tr>
<td></td>
<td>0.236</td>
<td>1</td>
<td>0.627</td>
<td>0.0127</td>
</tr>
<tr>
<td></td>
<td>0.153</td>
<td>1</td>
<td>0.6955</td>
<td>0.0036</td>
</tr>
<tr>
<td></td>
<td>0.006</td>
<td>1</td>
<td>0.9363</td>
<td>0.0009</td>
</tr>
<tr>
<td>Zr-Nb-Ti</td>
<td>0.504</td>
<td>2</td>
<td>0.6044</td>
<td>0.0045</td>
</tr>
<tr>
<td></td>
<td>1.026</td>
<td>2</td>
<td>0.3586</td>
<td>0.0086</td>
</tr>
<tr>
<td></td>
<td>0.028</td>
<td>1</td>
<td>0.8675</td>
<td>0.0058</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>0.9963</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

**Table 30:** The quality of fit between experimentally observed distributions of O ions in ZIRLO, Zircaloy-4 and Zr-Nb-Ti with those expected for a random solid solution. Data summarised from Table 26, Table 27 and Table 28.
Distribution of ZrO ions within the alloy matrix

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Reduced $\chi^2$</th>
<th>$v$</th>
<th>p-value</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZIRLO</td>
<td>0.274</td>
<td>8</td>
<td>0.9746</td>
<td>0.0132</td>
</tr>
<tr>
<td></td>
<td>18.125</td>
<td>8</td>
<td>&lt;0.0001</td>
<td>0.1504</td>
</tr>
<tr>
<td></td>
<td>40.431</td>
<td>8</td>
<td>&lt;0.0001</td>
<td>0.2023</td>
</tr>
<tr>
<td></td>
<td>10.213</td>
<td>9</td>
<td>&lt;0.0001</td>
<td>0.1235</td>
</tr>
<tr>
<td>Zircaloy-4</td>
<td>3.997</td>
<td>7</td>
<td>0.0002</td>
<td>0.1764</td>
</tr>
<tr>
<td></td>
<td>6.624</td>
<td>7</td>
<td>&lt;0.0001</td>
<td>0.1757</td>
</tr>
<tr>
<td></td>
<td>0.752</td>
<td>7</td>
<td>0.6276</td>
<td>0.0211</td>
</tr>
<tr>
<td></td>
<td>3.815</td>
<td>7</td>
<td>0.0004</td>
<td>0.0609</td>
</tr>
<tr>
<td>Zr-Nb-Ti</td>
<td>2.339</td>
<td>8</td>
<td>0.0165</td>
<td>0.0194</td>
</tr>
<tr>
<td></td>
<td>37.702</td>
<td>9</td>
<td>0.0007</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>4.004</td>
<td>6</td>
<td>0.0005</td>
<td>0.1666</td>
</tr>
<tr>
<td></td>
<td>84.061</td>
<td>8</td>
<td>&lt;0.0001</td>
<td>0.4895</td>
</tr>
</tbody>
</table>

Table 31: The quality of fit between experimentally observed distributions of ZrO ions in ZIRLO, Zircaloy-4 and Zr-Nb-Ti with those expected for a random solid solution. Data summarised from Table 26, Table 27 and Table 28.

Figure 65: 2D density and concentration profiles showing the effect of the laser incidence position on the observed local concentration of ZrO ions and the distribution of O ions.
Figure 66: Comparison of binomial distributions (which represent the distribution of solute with a random solid solution) and histograms of the number of blocks of 1000 ions with a certain ZrO and O composition. The region of interest contains 2895 blocks.

The distribution of the two major oxygen containing species, ZrO and O, are treated separately in order to identify non-random behaviour due to crystallographic, or specimen specific, effects that lead to an altering of the distribution of some ionic species and not others. This prevents such artefacts being interpreted as non-random intrinsic behaviour of a solute species. The distribution of O ions agrees well with that expected of a random distribution of solute, however the comparison of the distribution of the ZrO ionic species with a binomial suggests that the distribution is non-random. Figure 65 compares the ionic density of zirconium with 2D profiles of the concentration of ZrO and O species for a dataset. The dataset is typical of many of those studied in that a sub-oxide ZrO layer is apparent on an outer face of the field of view. This
region is excluded from the analysed region of interest, but this exclusion may not fully remove a slight gradient in the ZrO profile running into the material. This variation in this concentration gradient is of the order of 0.1 at.% and although it does not affect the qualitative distribution of ZrO species, presented in the histogram Figure 66, it causes the residuals between the distributions to increase and for the correlation to be rejected below the significance threshold, as seen in Table 31. The distribution of O ions appears to be less dependent on the native oxide (see Figure 65). As such, the distribution of O ions is not perturbed by this effect, and agrees well with that expected of a random solid solution, as is seen for all the alloys listed in Table 30.

5.1.3 Tin

Macroscopic variation

The tin concentration within the ZIRLO and Zircaloy-4 datasets in Table 23 and Table 24 vary considerably between samples. Although the simple mean of each set of datapoints from these tables does yield tin concentrations that agree within 1 standard deviation with the expected value, as summarised below in Table 32, the individual points do not all agree within this uncertainty with the expected composition. This would normally suggest that tin is non-randomly distributed on a macroscopic scale. However, the reason for the manner in which tin is apparently distributed is that tin is seen to undergo surface diffusion on atom probe specimens; Figure 67 compares the atomic density reconstructed across the plane of the detector for all atoms (a) and tin atoms (b) within one of the ZIRLO specimens. Tin ‘hotspots’ are present at crystallographic orientations where the overall evaporation rate is low.
Table 32: Comparison between the expected level of tin in solution and the mean level seen over a number of experimentally obtained 3DAP specimens. Data from Table 23 and Table 24.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Bulk tin content</th>
<th>Tin Conc. (at.%)</th>
<th>± 1 σ (at.%)</th>
<th>Number of observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZIRLO</td>
<td>0.74</td>
<td>0.72</td>
<td>0.08</td>
<td>12</td>
</tr>
<tr>
<td>Zry-4</td>
<td>0.98</td>
<td>1.02</td>
<td>0.06</td>
<td>4</td>
</tr>
</tbody>
</table>

The crystallography of the specimen, and its orientation with respect to the region of interest, results in a different measured tin concentration depending upon the level of inclusion of tin-decorated poles. This effect means that the overall matrix tin concentration from these crystalline materials can be determined, but only by looking at many random orientations and effectively averaging over all of them.

In the preliminary experiments, performed to find the optimal analysis conditions for tin (section 4.6.4), it was seen that the measured tin concentration was a function of laser energy. This can now be better understood by comparison of the 2D density profiles shown in Figure 68, where the total reconstructed density and tin density are shown at various laser energies (0.2, 0.4, .6) nJ. Sections at 0.3 and 0.5 nJ are similar in appearance to 0.2 and 0.4 nJ, respectively.
The density of zirconium around the central pole decreases as the laser energy is increased. There is segregation of tin to specific crystallographic features at all laser energies. At 0.6 nJ the laser produces non-uniform heating of the sample and the apparent density of atoms within the specimen is much greater at the area where the laser is incident. The evaporation of tin is also much greater in this region, and this appears to be at the expense of tin evaporation from the poles.
Figure 68: Comparison of the detected atomic density of atoms for all species and tin at various laser energies. Profiles at 0.3 nJ and 0.5 nJ are qualitatively similar to 0.2 nJ and 0.4 nJ.
**Nanoscopic distribution**

Laser pulsed 3DAP is not a suitable tool for studying the local, nanoscopic, distribution of tin because of the artefacts related to field enhance diffusion. Although averaging over many samples yield valid compositional information, the solute distribution is affected by the surface migration problem. This produces the artefact of tin apparently being non-uniformly distributed on a nano-scale.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Reduced $\chi^2$</th>
<th>v</th>
<th>p-value</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZIRLO</td>
<td>78.996</td>
<td>6</td>
<td>&lt;0.0001</td>
<td>0.1245</td>
</tr>
<tr>
<td></td>
<td>1.168</td>
<td>5</td>
<td>0.322</td>
<td>0.0305</td>
</tr>
<tr>
<td></td>
<td>9.919</td>
<td>5</td>
<td>&lt;0.0001</td>
<td>0.0806</td>
</tr>
<tr>
<td></td>
<td>11.783</td>
<td>4</td>
<td>&lt;0.0001</td>
<td>0.0888</td>
</tr>
<tr>
<td>Zircaloy-4</td>
<td>5.038</td>
<td>5</td>
<td>&lt;0.0001</td>
<td>0.1676</td>
</tr>
<tr>
<td></td>
<td>6.637</td>
<td>6</td>
<td>&lt;0.0001</td>
<td>0.1623</td>
</tr>
<tr>
<td></td>
<td>122.527</td>
<td>7</td>
<td>&lt;0.0001</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>7.531</td>
<td>7</td>
<td>&lt;0.0001</td>
<td>0.0853</td>
</tr>
<tr>
<td>Zr-Nb-Ti</td>
<td>Not applicable</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 33:** The quality of fit between experimentally observed distributions of tin in ZIRLO and Zircaloy-4 with those expected for a random solid solution. Data summarised from Table 26 and Table 27.

Table 33 summarises the matrix solute analysis data for ZIRLO and Zircaloy-4, and demonstrates that in almost all cases the hypothesis that tin is distributed as a random solid solution must be rejected using this method because of preferential evaporation from some crystallographic orientations. This artefact may well have influenced the results of Sano and Takeda [130] who observed clustering in high-tin Zr alloys (although not Zircaloy-4) using voltage pulsed 1DAP. The methods employed by these workers also involved aligning their instrument around high evaporation crystallographic orientation to maximise their ion yield. As
the yield of this species in laser pulsed analysis appears to be dependent on the orientation analysed, this could have the affect of skewing the experimental result. The amount of experimental evidence the conclusions are based upon is unclear, only a single dataset (a few thousand ions) is presented for each case. In order to further assess the likely impact of this form of atom probe analysis on the field enhanced surface migration of tin, the LEAP was used to analyse ZIRLO using voltage pulsing. The effect of segregation to pole is more subtle in data captured using voltage pulsing. Despite this, segregation is still present, as seen in the central spot in Figure 69. Less data are present in this profile than the profiles shown for laser pulse spectra; this has the effect of accentuating other variation that is due to the random distribution of tin within the specimen. Although the spatial distribution of tin is perturbed by the artefacts introduced by the analysis technique, the overall compositional detected by voltage pulsed 3DAP is accurate. This is demonstrated by the good correlation between the measured values of A and B away from the poles with their respective values produced over the whole dataset.

![Image](image.png)

*Figure 69: 2D concentration profile of voltage pulsed recrystallised ZIRLO sheet analysed by voltage pulsed LEAP (15 % pulse fraction, 55 K).*
Table 34: A comparison of the apparent tin concentration in ZIRLO as found using different voltage pulsed analysis conditions. The expected composition is 0.78 at.%. Regions taken over the whole specimen and regions away from high-tin concentration poles are compared for samples A and B.

5.1.4 Niobium

Macroscopic distribution

The concentration of niobium, and its variation with respect to position, was given in Table 23 for ZIRLO and Table 25 for Zr-Nb-Ti. These values are summarised here in Table 35. The level of niobium in solid solution is similar in both of the materials, agreeing within 1 standard deviation from the mean values.

Table 35: Comparison between the mean niobium concentration seen over a number of experimentally obtained 3DAP specimens of ZIRLO and Zr-Nb-Ti. Data from Table 23 and Table 25.
This level of niobium, ~ 0.4 at.%, represents a supersaturated solid solution both at room and reactor temperature, as seen in the Zr-Nb phase diagram in section 2.6.2. The expected level in solution at 350 °C is less than 0.1 at.%. The ~ 0.4 at.% value does, however, appears sensible, given that the maximum solubility of Nb in low oxygen concentration α-Zr is ~ 0.6 at.% and that the β → α quenching processes employed in the fabrication of this material causes the majority of this niobium to be retained in solution. The limited thermal processing after the last β-quench, and the sluggish diffusion and precipitation kinetics of zirconium appears to do little to reduce this concentration.

**Nanoscopic distribution**

The overlap of ZrH\(^{2+}\) with Nb\(^{2+}\) complicates the analysis of the nanoscopic distribution of niobium as the effect of this species must be accounted for. There are three methods that can be used to distinguish the distribution of niobium from the ZrH contribution. These are described in Table 36.

<table>
<thead>
<tr>
<th>Case</th>
<th>Method</th>
<th>Advantage / disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ignore the presence of ZrH at the same position as Nb(^{2+}).</td>
<td>The concentration of Nb(^{2+}) &gt;&gt; ZrH(^{2+}) (46.5 Da contains many more counts than 47.5 Da).</td>
</tr>
<tr>
<td>2</td>
<td>Separate dataset into blocks and perform deconvolution on each block.</td>
<td>If the blocks are small (i.e. 1000 ions) then the statistics of the correction are small. E.g. 46.5 Da = 10 atoms, 47.5 Da = 5 atoms, then Nb = (5.0 ± 3.9) atoms. If the block size is increased to correct for this then the number of blocks must be reduced and so the distribution becomes less well defined.</td>
</tr>
<tr>
<td>3</td>
<td>Use only Nb(^{3+}) to determine the distribution of niobium</td>
<td>Lose a large proportion of the niobium counts, but the entire peak is due to niobium alone. This assumes that the proportion of niobium evaporated in the 3+ charge state remains constant over the volume. Variation in the evaporation field could cause apparently non-random distribution of niobium.</td>
</tr>
</tbody>
</table>

*Table 36: Methods of determining the Nb distribution within an analysis volume without including the contribution from ZrH.*
The ZrH/Nb ratio of the experimental data was too high to allow method 1 from Table 36 to be used with confidence. The second method is also less appropriate when the ZrH/Nb ratio is high, and so this was also discounted for use in this section. The appearance of the ZrH ionic species is highly dependent on local field conditions, the result of this being that its distribution is non uniform, as seen in summary Table 37.

<table>
<thead>
<tr>
<th>Species</th>
<th>Reduced χ²</th>
<th>ν</th>
<th>p-value</th>
<th>µ</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZIRLO</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nb²⁺ +</td>
<td>79.706</td>
<td>15</td>
<td>&lt;0.0001</td>
<td>0.1954</td>
</tr>
<tr>
<td>ZrH²⁺</td>
<td>2.678</td>
<td>6</td>
<td>0.0134</td>
<td>0.0506</td>
</tr>
<tr>
<td></td>
<td>27.062</td>
<td>9</td>
<td>&lt;0.0001</td>
<td>0.1628</td>
</tr>
<tr>
<td></td>
<td>216.26</td>
<td>11</td>
<td>&lt;0.0001</td>
<td>0.535</td>
</tr>
<tr>
<td>ZrH²⁺</td>
<td>100.92</td>
<td>14</td>
<td>&lt;0.0001</td>
<td>0.2116</td>
</tr>
<tr>
<td></td>
<td>16.018</td>
<td>4</td>
<td>&lt;0.0001</td>
<td>0.1006</td>
</tr>
<tr>
<td></td>
<td>27.062</td>
<td>9</td>
<td>&lt;0.0001</td>
<td>0.1765</td>
</tr>
<tr>
<td></td>
<td>179.42</td>
<td>9</td>
<td>&lt;0.0001</td>
<td>0.4626</td>
</tr>
<tr>
<td>Nb³⁺</td>
<td>0.068</td>
<td>2</td>
<td>0.934</td>
<td>0.0063</td>
</tr>
<tr>
<td></td>
<td>0.465</td>
<td>2</td>
<td>0.6284</td>
<td>0.0122</td>
</tr>
<tr>
<td></td>
<td>0.061</td>
<td>2</td>
<td>0.941</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>0.016</td>
<td>1</td>
<td>0.8995</td>
<td>0.0016</td>
</tr>
<tr>
<td>Zr-Nb-Ti</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nb²⁺ +</td>
<td>337.608</td>
<td>21</td>
<td>&lt;0.0001</td>
<td>0.3559</td>
</tr>
<tr>
<td>ZrH²⁺</td>
<td>171.494</td>
<td>20</td>
<td>&lt;0.0001</td>
<td>0.3318</td>
</tr>
<tr>
<td></td>
<td>1.436</td>
<td>16</td>
<td>0.1144</td>
<td>0.1731</td>
</tr>
<tr>
<td></td>
<td>87.475</td>
<td>16</td>
<td>&lt;0.0001</td>
<td>0.6294</td>
</tr>
<tr>
<td>ZrH²⁺</td>
<td>386.932</td>
<td>20</td>
<td>&lt;0.0001</td>
<td>0.3675</td>
</tr>
<tr>
<td></td>
<td>155.602</td>
<td>17</td>
<td>&lt;0.0001</td>
<td>0.2951</td>
</tr>
<tr>
<td></td>
<td>0.905</td>
<td>16</td>
<td>0.5626</td>
<td>0.1301</td>
</tr>
<tr>
<td></td>
<td>81.462</td>
<td>14</td>
<td>&lt;0.0001</td>
<td>0.5902</td>
</tr>
<tr>
<td>Nb³⁺</td>
<td>1.873</td>
<td>2</td>
<td>0.1536</td>
<td>0.0088</td>
</tr>
<tr>
<td></td>
<td>0.263</td>
<td>2</td>
<td>0.7688</td>
<td>0.0044</td>
</tr>
<tr>
<td></td>
<td>0.011</td>
<td>1</td>
<td>0.9166</td>
<td>0.0038</td>
</tr>
<tr>
<td></td>
<td>0.044</td>
<td>1</td>
<td>0.8335</td>
<td>0.0046</td>
</tr>
</tbody>
</table>

Table 37: The quality of fit between experimentally observed distributions of niobium-containing ions in ZIRLO and Zr-Nb-Ti with those expected for a random solid solution.
The Nb$^{3+}$ distribution agrees well with that of a random solid solution in the majority of the samples listed in Table 37, and so it is concluded both that the field conditions do not vary greatly within the sub-volumes analysed and that niobium, as determined from this charge state, is distributed in a way that is consistent with a random solid solution.

5.1.5 Titanium

Macroscopic variation

Titanium is only present in the Zr-Nb-Ti alloy. The titanium concentration varies very little between the different regions examined in Table 25. The concentration of titanium is $(0.343 \pm 0.005)$ at.%, homogeneously distributed within the alloy matrix. This value seems reasonable, given that it is less than the concentration of titanium within the bulk, 0.4 at.%. It suggests that 15% of the bulk titanium is accommodated within second phase particles or at grain boundaries.

Nanoscopic variation

Comparison of the distribution of titanium ions within the metal matrix and the binomial distribution shows good agreement between the experimental and theoretical profiles, the correlations of which are summarised below in Table 38 for the data listed in Table 25.

<table>
<thead>
<tr>
<th>Distribution of Ti ions within the alloy matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alloy</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>Zr-Nb-Ti</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

*Table 38: The quality of fit between experimentally observed distributions of niobium-containing ions in ZIRLO and Zr-Nb-Ti with those expected for a random solid solution.*
5.1.6 Iron

5.1.6.1 Overview

The iron solute concentration within the alloy matrices was analysed using the automated method described in Appendix A with background correction method B1 and ranging metric R3. R3 was chosen because this metric had been shown to provide the least fluctuation in performance. Based on the simulated data findings, the concentration figures obtained for the experimental data are assumed to have an additional uncertainty of 4.6 %, added in quadrature to the statistical uncertainty due to population sampling. A summary of the concentrations of iron seen in the uncorroded alloy matrices is given in Table 39.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Iron level</th>
<th>Iron Conc. (at.%</th>
<th>± 1 σ (at.%)</th>
<th>Number of observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZIRLO</td>
<td>‘base’</td>
<td>0.003</td>
<td>0.0005</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>‘enhanced’</td>
<td>0.018</td>
<td>0.001</td>
<td>3</td>
</tr>
<tr>
<td>Zircaloy-4</td>
<td>‘base’</td>
<td>0.0026</td>
<td>0.0003</td>
<td>4</td>
</tr>
<tr>
<td>Zr-Nb-Ti</td>
<td>‘base’</td>
<td>0.0027</td>
<td>0.0004</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>‘enhanced’</td>
<td>0.004 – 0.04</td>
<td>-</td>
<td>2</td>
</tr>
</tbody>
</table>

*Table 39: Summary of the iron concentration of the metal matrix of ZIRLO, Zircaloy-4 and Zr-Nb-Ti alloys measured using 3DAP. The local concentration is separated into two groups, those with ‘base’ and enhanced iron concentration, discussed in sections 5.1.6.2 – 5.1.6.4.*

The variation of the iron concentration with distance was determined by comparing the iron concentration within blocks of 1 million ions taken from within a number of ZIRLO specimens. The Imago IVAS distribution analysis tool was also used to compare the iron solute distribution, and the data describing these correlations are summarised in Table 40. The iron distribution
within the three alloys shows different patterns of behaviour, and so in this section (5.1.6) the different alloys are discussed separately.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Reduced $\chi^2$</th>
<th>v</th>
<th>p-value</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZIRLO</td>
<td>0.175</td>
<td>2</td>
<td>0.8399</td>
<td>0.0053</td>
</tr>
<tr>
<td></td>
<td>0.006</td>
<td>1</td>
<td>0.938</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>0.004</td>
<td>1</td>
<td>0.9491</td>
<td>0.0007</td>
</tr>
<tr>
<td></td>
<td>0.005</td>
<td>1</td>
<td>0.9438</td>
<td>0.0009</td>
</tr>
<tr>
<td>Zircaloy-4</td>
<td>0.052</td>
<td>1</td>
<td>0.962</td>
<td>0.0016</td>
</tr>
<tr>
<td></td>
<td>0.005</td>
<td>1</td>
<td>0.9781</td>
<td>0.0019</td>
</tr>
<tr>
<td></td>
<td>0.018</td>
<td>1</td>
<td>0.8932</td>
<td>0.0012</td>
</tr>
<tr>
<td></td>
<td>0.002</td>
<td>1</td>
<td>0.9638</td>
<td>0.0005</td>
</tr>
<tr>
<td>Zr-Nb-Ti</td>
<td>2.807</td>
<td>3</td>
<td>0.038</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td>&lt;0.001</td>
<td>1</td>
<td>0.9953</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td>0.012</td>
<td>1</td>
<td>0.9133</td>
<td>0.0038</td>
</tr>
<tr>
<td></td>
<td>0.007</td>
<td>1</td>
<td>0.9357</td>
<td>0.0017</td>
</tr>
</tbody>
</table>

Table 40: The quality of fit between experimentally observed distributions of iron ions in ZIRLO, Zircaloy-4 and Zr-Nb-Ti with those expected for a random solid solution.

5.1.6.2 ZIRLO

Macroscopic variation

Data acquired from the analysis of 7 specimens (with suitably low levels of hydrogen and an absence of surface oxidation) is shown in Figure 70. The left hand profile shows the contributions of the individual datasets to the profile. The right hand profile plots these data points as a histogram. The distribution of iron falls roughly into two groups, as summarised in Table 39. The proportion of the material with an ‘enhanced’ iron concentration (around 0.018 at.%) and a ‘base’ concentration (around 0.003 at.%) cannot be determined from these data, and would required hundreds of additional atom probe analyses to answer this question with
confidence. Of the specimens analysed a roughly equal number contain the base level and enhanced levels of iron. It should be noted that the local iron distribution in all of the regions analysed appeared to be disordered by a visual inspection (no segregation to intragranular features).

Figure 70: Profiles showing the distribution of iron concentration within 7 separate specimens (each with a different marker). The left hand profile shows the contributions of the individual datasets to the profile. The histogram on the right hand side shows that the distribution of these points using bins of width 0.003 at.%. 

The largest dataset (enhanced iron - black markers in Figure 70) is displayed as a 3D atom map in Figure 71. The dataset contains a grain boundary, and although this region was excluded from the analysis of the metal matrix, it is helpful in that the distribution of the leading edge and
trailing edge of the peak at 28 Da can be compared. There is no difference in the distribution of the species at the leading and trailing edges of the peak, suggesting that the whole of this enhanced iron level peak is attributable to iron and does not contain a contribution from the CO impurity species, which would not be segregated to the grain boundary.

![Image](image_url)

**Figure 71:** 3D atom maps showing the distribution of iron from i) the leading edge and ii) trailing edge of 28 Da, iii) Cr at 26 Da. The section of the mass spectrum where these ranges are defined is shown in (b). The Cr ions in (iii) are shown using a larger pixel size to emphasise their position.

**Nanoscopic variation**

Figure 72 compares the experimentally obtained histogram of iron distribution within the alloy matrix of the dataset shown in Figure 71 dataset with an approximation of the binomial function. By comparison with the theoretical curve it is shown that the distribution of iron within the matrix of ‘as-received’ recrystallised ZIRLO alloy is that of a random solid solution. The analysis of the four ZIRLO datasets listed in Table 26 (summarised above in Table 40) also showed a very good correlation between the experimental distributions and the binomial distribution for both ‘base’ and ‘enhanced’ iron concentration matrix.
Figure 72: A histogram showing the distribution of iron atoms per data point. Each blue data point is 1 million ‘raw’ ions, including un-ranged events such as background noise. The data points displayed in bins with a width of 10 Fe atoms. The red curve is what would be expected of a random solid solution distributed about the mean concentration.

5.1.6.3 Zircaloy-4

Macroscopic variation

The iron concentration in the metal matrix of Zircaloy-4 was found to be \((0.0026 \pm 0.0003)\) at.\% using the automated ranging method from Appendix A. The 3rd and 4th Zircaloy-4 datasets listed in Table 24 were further subdivided into blocks and analysed using the same the automated techniques. The level of iron seen in these four samples is consistent and similar to the level seen in the regions of ZIRLO matrix with base iron concentration. Within this limited number of observations, no enhanced iron concentration regions of metal matrix were observed. The iron concentrations within the regions described in Table 24 agree within 1 standard deviation.
Nanoscopic variation

A histogram showing the distribution of iron concentration within 1 m ion raw data blocks is shown in Figure 73. The experimental data (blue curve) are compared with the distribution that would be expected of a random solid solution (red curve). The number of blocks is very small, in an ideal situation a factor of 10 times more data points would provide a better comparison between the distributions, but this is not practical given the current generation of atom probe instrumentation. Reducing the block size by a factor of ten would skew the distribution towards a mean of 1.8 atoms per block, hampering visual assessment of the symmetry and spread of the distribution, but still not providing enough data to perform meaningful statistical analysis. The distribution of the experimental histogram occupies a similar range to the binomial and is symmetric about the mean value. Excellent agreement between the 250 ion block size experimental and binomial distributions was seen for Zircaloy-4 in Table 40.

![Figure 73: Histogram of number of blocks containing a specific amount of iron atoms in Zircaloy-4 alloy matrix. Experimental data (10 blocks of 1 m raw ions of which ~600,000 are ranged within the FWHM) is shown by the blue curve, an approximation of the Poisson distribution is shown by a red curve. The step size of the histogram is 4 atoms.](image-url)
5.1.6.4 Zr-Nb-Ti

Macroscopic variation

The iron distribution in the as-received Zr-Nb-Ti alloy exhibits a more complicated behaviour than was found for the ZIRLO and Zry-4 alloys. Figure 74 shows the distribution of iron solute within Zr-Nb-Ti metal matrix taken from two specimens. Comparison between the two regions allows us to determine if the iron concentration varies macroscopically within the material, the distributions themselves describe the microscopic distribution of solute locally. The iron concentration in specimen (a) in Figure 74 is consistent with the base iron level. The enhanced iron concentration seen in matrix (b) is around 3 times this level. Other local iron concentration measurements were performed on a specimen with iron concentration as high as $(0.0443 \pm 0.0006)$ at.% over a volume of several million ions.

![Figure 74: Histograms showing frequency of blocks containing a given number of iron atoms. Histograms are produced using 1 million ion blocks of raw data ranged using the FWHM metric R1 and background correction method B1. Plots (a) and (b) are taken from large datasets from different specimens. Histogram bin size: a) 2 atoms, b and c) 5 atoms.](image)
Nanoscopic variation

The spread of observations for specimen (a) is consistent with that of a random solid solution. The distribution of iron within specimen (b) of Figure 74 is not consistent with that of a random solid-solution, this was also seen in Table 40. The distribution is both skewed towards lower concentration than the local mean and the range of the distribution is greater than would be expected. This local mean value is also much higher; approximately three times that of specimen (a).

5.1.7 Chromium and nickel

Macroscopic variation

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Bulk (at.%)</th>
<th>Simple mean (at.%)</th>
<th>No. Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZIRLO</td>
<td>&lt;0.02</td>
<td>0.0004 – 0.0005</td>
<td>1</td>
</tr>
<tr>
<td>Zry-4</td>
<td>0.19</td>
<td>None detected</td>
<td>6</td>
</tr>
<tr>
<td>Zr-Nb-Ti</td>
<td>NR</td>
<td>None detected</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.005</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>None detected</td>
<td>2</td>
</tr>
<tr>
<td>ZIRLO</td>
<td>&lt;0.02</td>
<td>None detected Trace</td>
<td>7</td>
</tr>
<tr>
<td>Zry-4</td>
<td>NR</td>
<td>Trace</td>
<td>1</td>
</tr>
<tr>
<td>Zr-Nb-Ti</td>
<td>NR</td>
<td>None detected 0.003 - 0.006</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>None detected</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 41: Summary of the chromium and nickel content present in the metal matrix of ZIRLO, Zircaloy-4 and Zr-Nb-Ti.

Chromium and nickel were found either not to be present, or to be in solution at very low solute concentrations. The observation of this solute differed for ZIRLO and Zircaloy-4 than the Zr-Nb-
Ti material. Fifteen specimens were suitable for examining the concentration of chromium and nickel, of these seven were ZIRLO, four Zircaloy-4 and four Zr-Nb-Ti. The results are summarised in Table 41.

Three of the four Zr-Nb-Ti alloy specimens contained detectable levels of nickel and chromium in solution, whereas two specimens of the eleven ZIRLO and Zircaloy-4 samples contained detectable quantities of chromium or nickel.

In the ZIRLO specimen that contained a detectable amount of chromium, a difference in chromium concentration was seen in two neighbouring grains. This dataset, containing the grain boundary is shown in Figure 71. The left hand grain in Figure 71 (iii) has a chromium concentration of $(0.00036 \pm 0.00007)$ at.% based on 9.2 m atoms. The right hand grain contains $(0.00054 \pm 0.00006)$ at.% chromium based on a volume of 16.9 m atoms. Background correction of the data was conducted by subtracting a mass area of equal size ahead of the 26 Da peak from its count.

![Figure 75: Mass-to-charge-state ratio spectra showing Zr-Nb-Ti matrix regions with a) \(0.003\) iron and nickel content and b) \(0.04\) at.% Fe, \(0.01\) at.% \((Cr + Ni)\) and \(0.001\) at.% Mn (27.5 Da).](image)
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The mass spectra showing the high nickel and chromium regions of Zr-Nb-Ti analysed are shown in Figure 75. Figure 75 (a) is a dataset containing ‘base’ level iron and some nickel. Figure 75 (b) shows material containing ‘enhanced’ iron as well as chromium and nickel. Figure 75 (b) also shows a low concentration species at 27.5 Da (0.0013 ± 0.0001) at.%. This has been attributed to manganese (Mn$^{2+}$) in the figure. This peak could also be due to a complex ion species Al$_2$H$^{2+}$, but the formation of such an ion at 0.35 nJ laser energy in a metal tip of ~ 80 nm radius seems unlikely. The count at 28 and 28.5 Da are not high enough to explain the peak at 27.5 Da as $^{54}$FeH$^{2+}$.

**Nanoscopic variation**

No analysable quantity of chromium and nickel was found in the ZIRLO or Zry-4 material analysed in Table 26 and Table 27. The distribution of these solutes in the Zr-Nb-Ti material is summarised in Table 42. All of the solute distributions agree very well with those of a random solid solution. These results were retested with a larger ion per block count (1000 ions), with similar results. An example of this agreement is shown in Figure 76, a log-log scale frequency distribution of iron, chromium and nickel with the metal matrix of a Zr-Nb-Ti sample.

<table>
<thead>
<tr>
<th>Element</th>
<th>Reduced $\chi^2$</th>
<th>v</th>
<th>p-value</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cr</td>
<td>0.002</td>
<td>1</td>
<td>0.9678</td>
<td>0.0002</td>
</tr>
<tr>
<td></td>
<td>&lt;0.001</td>
<td>1</td>
<td>0.9925</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ni</td>
<td>&lt;0.001</td>
<td>1</td>
<td>0.9925</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td>0.007</td>
<td>1</td>
<td>0.9331</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>&lt;0.001</td>
<td>1</td>
<td>0.9955</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

*Table 42: The quality of fit between experimentally observed distributions of chromium and nickel ions in Zr-Nb-Ti with those expected for a random solid solution.*
Figure 76: Comparison of binomial distributions (which represent the distribution of solute with a random solid solution) and histograms of the number of blocks of 1000 ions with a certain concentration of a number of transition metals (logarithmic scale). The region of interest contains 5729 blocks. The iron frequency distribution has been created for this plot using tools within the Imago IVAS program, not the ranging methods described by section Appendix A.
### 5.1.8 Summary

The distribution of solutes within the metal matrix of these uncorroded materials is summarised in Table 43.

<table>
<thead>
<tr>
<th></th>
<th>ZIRLO</th>
<th>Zircaloy-4</th>
<th>Zr-Nb-Ti</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nb</td>
<td>Non-equilibrium concentration distributed inhomogeneously on a microscopic scale, with some evidence of conforming to a random solid solution on the nanoscopic scale. (0.39 ± 0.06) at.% of the 1 at.% bulk niobium is present in solution in the matrix.</td>
<td>Not present</td>
<td>Non-equilibrium concentration distributed inhomogeneously on a microscopic scale, with some evidence of conforming to a random solid solution on the nanoscopic scale. (0.43 ± 0.04) at.% of the 1 at.% bulk niobium is present in solution in the matrix.</td>
</tr>
<tr>
<td>Sn</td>
<td>Crystallographic dependence of tin concentration prevents distribution analysis. The average matrix composition is (0.72 ± 0.08) at.%, which accounts for the entire bulk content.</td>
<td>Crystallographic dependence of tin concentration prevents distribution analysis. The average matrix composition is (1.02 ± 0.06) at.%, which accounts for the entire bulk content.</td>
<td>Not present</td>
</tr>
<tr>
<td>Ti</td>
<td>Not present</td>
<td>Not present</td>
<td>Titanium is present homogeneously within the metal matrix on a microscopic lengthscale. (0.343 ± 0.005) at.% of the 0.4 at.% bulk titanium is present in solid solution within the metal matrix. On a local nanoscopic level, the titanium is distributed as a random solid solution within the metal matrix.</td>
</tr>
</tbody>
</table>
The oxygen concentration varies considerably on a microscopic scale. The concentration of oxygen is \( (1.30 \pm 0.31) \) at.\%. The local solute distribution agrees well with that of a random solid solution.

The oxygen concentration varies considerably on a microscopic scale. The concentration of oxygen is \( (0.83 \pm 0.11) \) at.\%. The local solute distribution agrees very well with that of a random solid solution.

The oxygen concentration varies considerably on a microscopic scale. The concentration of oxygen is \( (0.97 \pm 0.12) \) at.\%. The local solute distribution agrees very well with that of a random solid solution.

The oxygen concentration varies considerably on a microscopic scale. The concentration of oxygen is \( (0.97 \pm 0.12) \) at.\%. The local solute distribution agrees very well with that of a random solid solution.

<table>
<thead>
<tr>
<th>O</th>
<th>The oxygen concentration varies considerably on a microscopic scale. The concentration of oxygen is ( (1.30 \pm 0.31) ) at.%. The local solute distribution agrees well with that of a random solid solution.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe</td>
<td>Iron is distributed inhomogeneously within the metal matrix and follows a bi-modal distribution with means at ( (0.0035 \pm 0.0007) ) at.% and ( (0.018 \pm 0.01) ) at.%. Locally the iron is distributed as a random solid solution.</td>
</tr>
<tr>
<td>Cr</td>
<td>Chromium seen in the metal matrix at the ~ 5 at. ppm level. Limited evidence that Cr is distributed inhomogeneously between grains.</td>
</tr>
<tr>
<td>Ni</td>
<td>Matrix nickel below detection threshold (&lt; 10 at. ppm.).</td>
</tr>
</tbody>
</table>

| Table 43: Summary of the distribution of solute within the ‘as-received’ zirconium alloys studied. |
5.2 Microstructural features

During the characterisation of the alloy matrix chemistry several microstructural features (second phase particles and grain boundaries) were observed. This information, although insufficient to be described as a thorough or complete description of the microscopic scale chemistry of such features, does allow a limited description of the behaviour of solute at these sites in as-received material and serve as a basis for comparison with large-scale changes that occur after corrosion in autoclave environments.

5.2.1 Second phase particles

5.2.1.1 ZIRLO

A second phase particle (SPP) embedded in a ZIRLO alloy matrix was analysed by 3DAP. The particle has an estimated diameter of 100 nm. As such, it was wider that the LEAP field of view. Figure 77 shows a schematic of the SPP within the atom probe specimen. The composition of the particle, detailed in Table 44, corresponds roughly with that of the intermetallic phase $\text{Zr(Nb,Fe)}_2$ identified in ZIRLO by Liu et al. [75] (see section 2.4.2). However, the particle also contains Cr, and so is better described as $\text{Zr(Nb,Fe,Cr)}_2$, which was identified in a different Zr-Nb-Sn-Fe-O alloy by Liu et al. [79].
A 2D concentration profile across the particle/matrix interface is shown in Figure 78. There is a sharp interface, which is at the limit of the atom probe spatial resolution. Each element is shown using a different colour scale, as described within the figure. Oxygen and tin are seen in their usual concentration in the alloy matrix but at a very low, or zero level within the particle. No segregation of any solute to the particle matrix/interface is observed, which would have been expected to have ramifications for the creep resistance of the material. The concentration of niobium and iron appears to vary within the particle. In Figure 78 the niobium concentration appears greater (more red) towards the surface of the particle, whereas the iron concentration increases towards the core. This behaviour is also apparent from the 1D concentration profile across the interface, shown in Figure 79. This behaviour could be real, or a possible artefact, caused by the change in field conditions altering the iron and niobium evaporation ratio as more of the particle enters the field of view. Although this is a possibility, it was seen in the preliminary work (4.6.5 and 4.6.6) that the apparent concentration of iron and niobium in the ZIRLO metal matrix was not strongly affected by changes in the evaporation field over quite a large variation of field conditions, so the result is probably reliable.
<table>
<thead>
<tr>
<th>Element</th>
<th>Number of atoms (atoms)</th>
<th>Concentration (at.%)</th>
<th>± 1 σ (at.%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zr</td>
<td>334,433</td>
<td>38.96</td>
<td>0.053</td>
</tr>
<tr>
<td>O</td>
<td>1,421</td>
<td>0.17</td>
<td>0.004</td>
</tr>
<tr>
<td>Nb</td>
<td>287,418</td>
<td>33.48</td>
<td>0.06</td>
</tr>
<tr>
<td>Sn</td>
<td>93</td>
<td>0.01</td>
<td>0.001</td>
</tr>
<tr>
<td>Fe (28)</td>
<td>217,227</td>
<td>25.30</td>
<td>0.05</td>
</tr>
<tr>
<td>Cr (29)</td>
<td>17,891</td>
<td>2.08</td>
<td>0.02</td>
</tr>
<tr>
<td>Total</td>
<td>858,483</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 44: Composition of the intermetallic precipitate shown in Figure 78.

Figure 78: 2D concentration profiles taken through a second phase particle in the metal matrix. Profiles show the distribution of various elements using alternative colour scales (labelled in figure) ranging from blue (zero) to red (highest concentration).
Figure 79: 1D concentration profile produced using a proxigram across the alloy matrix/particle interface. The surface of the particle is at zero distance. The distance becomes positive (RHS) towards the centre of the particle. Although the sampling error increases towards the centre, it is not resolvable on this scale of this figure.

Figure 80: Mass-to-charge state spectra showing the chemical composition within the SPP. Note the semi-logarithmic scale and that (a) and (b) have a different vertical scale to (c).
Figure 80 shows three sections of the relevant mass-to-charge-spectrum. The mass resolution, related to the thermal conductivity of the material, was poor within the SPP. Several unusual charge states were observed within the particle. The fourth period transition metals present at the 2+ charge state are visible in (a). The three most significant iron isotopes in the 2+ charge state are discernible. 0.29% of iron is also present at 29 Da but cannot be distinguished from the overlap of 28 Da. Large amounts of chromium are also found in the 2+ charge state. The Nb$^{2+}$ and Nb$^{3+}$ remain the major niobium-containing peaks, seen in (a) and (b). However, within the particle other Nb containing charge states are also found. Nb$_2$$^{2+}$, seen in (c), and (NbFe)$^{2+}$ at 74.5 Da. Fe$^+$, Cr$^+$ are also visible in spectrum (c). This accounts for a very small proportion of the overall iron and chromium content.

5.2.1.2 Zr-Nb-Ti

The Zr-Nb-Ti test alloy has not been extensively covered by previous publish literature in the same way that ZIRLO has. TEM and EDX have been used to characterise a sample of second phase particles [167]. Seven particles, with diameter ranging from 40 – 100 nm, a similar distribution as seen in ZIRLO, were characterised. Structural and chemical information regarding these particles is detailed in Table 45. A TEM micrograph and diffraction pattern for SPP #5 is also given in Figure 81. Atom probe tomography was used to characterise a precipitate with similar composition to SPP #5, a 3D atom map of which is shown in Figure 82. The diameter of this precipitate is estimated at 40 – 50 nm. Nickel, albeit at a very low concentration (0.09 ± 0.01 at.%), chromium and iron are seen to be segregated to the SPP along with iron and niobium. The atom probe allows more precise quantification of the composition than EDX. The concentration of a 25 nm diameter region of the core of the SPP is shown in Table 46.
<table>
<thead>
<tr>
<th>#</th>
<th>Crystal structure type identified by diffraction</th>
<th>Composition measured by EDX (at. %)</th>
<th>Diameter (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BCC beta-Nb</td>
<td>Zr (47.5) – Nb (51.7) – Fe (0.3) – Ti (0.5)</td>
<td>40</td>
</tr>
<tr>
<td>2</td>
<td>Hex. Zr(Fe,Nb)$_2$ or bcc beta-Nb</td>
<td>Not recorded</td>
<td>70</td>
</tr>
<tr>
<td>3</td>
<td>Hexagonal Zr(Fe,Nb)$_2$</td>
<td>Zr(48.6) – Nb(49.2) – Fe(0.7) – Ti(1.0) – Cr(0.5)</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>Hexagonal Zr(Fe,Nb)$_2$</td>
<td>Zr(71.6) – Nb(17.7) – Fe(8.5) – Cr(1.1)</td>
<td>50</td>
</tr>
<tr>
<td>5</td>
<td>Hexagonal Zr(Fe,Nb)$_2$</td>
<td>Zr (52.3) – Nb (29.3) – Fe (14.1) – Ti (2.4) – Cr (1.8)</td>
<td>70</td>
</tr>
<tr>
<td>6</td>
<td>Hexagonal Zr(Fe,Nb)$_2$</td>
<td>Not recorded</td>
<td>60</td>
</tr>
<tr>
<td>7</td>
<td>Hexagonal Zr(Fe,Nb)$_2$</td>
<td>Not recorded</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 45: Analysis of intermetallic compounds within the metal matrix of the as-received Zr-Nb-Ti alloy, courtesy of Na Ni, Oxford Materials.

Figure 81: TEM micrograph and diffraction pattern for SPP #5 from Table 45. Data courtesy of Na Ni, Oxford Materials.
Figure 82: Atom map of a Zr-Nb-Ti specimen containing a second phase particle (SPP).

Figure 82: Atom map of a Zr-Nb-Ti specimen containing a second phase particle (SPP).

Table 46: Composition of a region at the core of the SPP shown in Figure 82.

<table>
<thead>
<tr>
<th>Element</th>
<th>Number of atoms (atoms)</th>
<th>Composition Conc. ± 1 σ (at.%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zr</td>
<td>40,838</td>
<td>36.63 ± 0.144</td>
</tr>
<tr>
<td>O</td>
<td>517</td>
<td>0.46 ± 0.01</td>
</tr>
<tr>
<td>Nb</td>
<td>42,919</td>
<td>38.5 ± 0.12</td>
</tr>
<tr>
<td>Ti</td>
<td>2,958</td>
<td>2.65 ± 0.03</td>
</tr>
<tr>
<td>Fe (all)</td>
<td>21,430</td>
<td>19.22 ± 0.08</td>
</tr>
<tr>
<td>Ni (29)</td>
<td>95</td>
<td>0.09 ± 0.01</td>
</tr>
<tr>
<td>Cr (all)</td>
<td>2,717</td>
<td>2.44 ± 0.03</td>
</tr>
<tr>
<td>Total</td>
<td>111,474</td>
<td></td>
</tr>
</tbody>
</table>

The distribution of species within the mass spectra of this particle is similar to that described for ZIRLO in the previous section (5.2.1.1) with the addition of titanium in the 2+ charge state. From the 1D concentration profile the composition within the precipitate seems stable over its radius and no segregation of solute is seen at the alloy/particle interface. Like the SPP seen in
ZIRLO, this particle showed no interfacial segregation of any species. However, in another dataset where the specimen appears to have been affected by surface oxidation segregation of iron to a niobium-rich precipitate was observed. This segregation is shown in Figure 84, and the concentration of the core of the particle is given in Table 47. The particle in Figure 82 is a very low iron content Zr(Nb,Fe)_2 type.

Figure 83: Concentration profile generated by a proxigram across the alloy/particle interface.
The particle core is towards the right of the profile.
Figure 84: 2D Left) niobium concentration profile and right) an iron 3D atom map (pink dots are Fe). The atom map displays a thin slice (~ 10 nm) through the dataset, orientated in plane with the page. This removes the effect of viewing the iron distributed across the entire curved surface of the hemisphere.

<table>
<thead>
<tr>
<th>Element</th>
<th>Number of atoms (atoms)</th>
<th>Composition Conc. ± 1 σ (at.%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zr</td>
<td>8,684</td>
<td>32.5 ± 0.3</td>
</tr>
<tr>
<td>Nb</td>
<td>17,457</td>
<td>65.3 ± 0.5</td>
</tr>
<tr>
<td>Ti</td>
<td>221</td>
<td>0.83 ± 0.06</td>
</tr>
<tr>
<td>O</td>
<td>337</td>
<td>1.26 ± 0.07</td>
</tr>
<tr>
<td>Fe</td>
<td>16</td>
<td>0.06 ± 0.02</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>26,715</strong></td>
<td></td>
</tr>
</tbody>
</table>

*Table 47: Concentration within the niobium rich precipitate shown in Figure 83.*

3DAP analysis of this type of particle provides additional information that is not available from conventional microscopy. Precise chemical analysis of individual particles provides a basis for analysing corroded specimens and gives information regarding the location of very low concentration solute (e.g. Ni) and the nature of the particle/matrix interface.
5.2.2 Grain boundaries

5.2.2.1 Introduction

The chemical sensitivity and high spatial resolution of the atom probe is capable of detecting segregation of alloying additions to interfaces that might not be possible using conventional electron microscopy. Analysis of grain boundaries in zirconium alloys and the variation in their chemistry has not been directly studied and so there is very little understanding of their effect on corrosion resistance, mechanical creep, or irradiation stability. In this section, a handful of grain boundaries in as-received materials are analysed to act both as a benchmark for comparison with behaviour in corroded materials, and as an early step in characterising the chemical behaviour at these interfaces.

The analysis methodology used to analyse grain boundaries studied using 3D atom probe is introduced in 5.2.2.2. This describes the important features of the 3D atom map and cumulative concentration profile of the first example, a ZIRLO grain boundary, in a generalised way. The specific chemical properties of this boundary are described in 5.2.2.3, along with a second example of a ZIRLO grain boundary with different interfacial characteristics. A Zr-Nb-Ti boundary has also been examined, and these data are presented in 5.2.2.4. These results are compared and discussed in 5.2.2.5. Section 5.2.2.6 summarises the properties of the grain boundaries analysed in ‘as-received’ material.

5.2.2.2 Grain boundary analysis

Figure 85 shows 3D atom maps of a specimen containing a grain boundary. The feature is unambiguously identifiable as a boundary as its image is two-dimensional, as opposed to dislocation networks that might be present in the material. Solute segregated to dislocations
would be visible in the atom probe as distinct one-dimensional arrangements. The grain boundary maps in Figure 83 have been oriented so that the view is along the plane of the grain boundary. Local magnification effects occur at interfaces observed in the atom probe [168] which limits the spatial resolution that can be achieved mapping species in these regions. For example, field-focussing can occur in the region of interfaces, leading to an apparent increase in total atom density in that region. This is evident in Figure 85 (a), which shows a map of all of the ions detected, regardless of their identity. This acts as a further confirmation of the presence of the boundary.

![Figure 85: 2D view along a grain boundary from 3DAP analysis of ZIRLO showing a) all atoms, b)iron atoms and c) niobium atoms. The higher apparent density of atoms in (a) is due to local magnification effects encountered by 3DAP at boundaries.](image)
The relative proportions of the various atomic species present at different locations across the boundary can be determined using cumulative concentration profiles [169-170]. Cumulative profiles are calculated across the grain boundary by selecting cylindrical regions perpendicular to the interface within the 3D atom map reconstruction. These profiles are plots of the cumulative number of atoms of a particular solute against the total number of atoms detected along this region, normal to the interface. The gradient of each curve at a given point describes the instantaneous concentration at that position in the cross section. This method excludes effects relating to the boundary geometry. The disadvantage of this approach is that it reduces the sample size and so increases the statistical uncertainty related to an observation. Cumulative compositional profiles, taken across the boundary from Figure 85, are shown in Figure 86 (found below in section 5.2.2.3).

Quantitative measurement of the number of “equivalent monolayers” of excess solute present at the boundary can be obtained by calculation of the Gibbsian boundary excess, $\Gamma_I$, using these cumulative compositional profiles. Several profiles were taken at different positions on the interface and their results averaged in order to improve the significance of the measurement. For an interface such as a grain boundary we would expect to find that the material in the grains on either side shares a common composition. For such a boundary the number of excess atoms detected at the interface, $N_{\text{excess}}$, can readily be found by measuring the distance between the two parallel regions of the profile that represent the concentration of solute within either grain. An estimate of the amount of solute at the boundary can be made using

$$\Gamma = \frac{N_{\text{excess}}}{e_d A}$$

where $\Gamma$ is the excess amount of solute in terms of atoms per unit area, $e_d$, is the atom probe detector efficiency, and $A$ is the surface area of the region of interest over which the cumulative
composition profile was taken. For the LEAP $e_d \sim 0.38$. For the grain boundary case where a cumulative profile is created with equal distance on either side of the interface, this can be more usefully expressed as

$$\Gamma_i = \frac{N(c_a - c_m)}{e_s A}$$

where $N$ is the total number of atoms in the cross section, $C_a$ is the average concentration of a solute, $i$, over the entire profile and $C_m$ is the concentration of a solute, $i$, in matrix region.

The calculated value for the Gibbsian excess can be related to known properties of the material to give an estimate of the excess solute at the interface in terms of an equivalent number of monolayers of material [131],

$$\Phi_i = \frac{\Gamma_i}{\rho \omega}$$

where $\rho$ is the average density of the material and $\omega$ is the closest matrix plane spacing. These properties are taken to be the density and basal (0001) plane spacing of $\alpha$-Zr, $\rho = 43.0$ atom.nm$^{-3}$ and $\omega = 0.323$ nm [63] respectively.

Enhancement factors for individual solutes at the interface can be estimated by making the simplifying assumption that the excess solute is concentrated in a single atom layer at the plane of the interface. This analysis is best suited to the situation where the enrichment factor is high, i.e. the concentration of solute at the boundary is much higher than that in the matrix, and where the concentration of solute within the grains on either side of the interface is uniform.
Example 1

The 3D atom maps shown in Figure 85 relate to a grain boundary in ZIRLO reconstructed from voltage-pulsed atom probe data. The 3D atom maps in Figure 85 (b) and (c) demonstrate the spatial distribution of iron and niobium respectively. The extent of the non-uniformity in the distribution of these species is much greater than that due to the field focussing effects seen in Figure 85 (a). Segregation of iron and niobium to the boundary region is clearly evident, as is the niobium present in solid solution. This substantial enrichment of iron and niobium at the boundary is also apparent in the cumulative concentration profile Figure 86. The other elements (Sn, O, C, and N) are not segregated to the boundary. The constant oxygen concentration across the interface suggests that this grain boundary was not acting as a short circuit route for oxidation, despite its proximity to the zirconium-air interface after specimen preparation.
Figure 86: Cumulative composition profile showing the number of solute atoms detected across the ZIRLO grain boundary. A cylindrical region is selected perpendicular to the interface with equal length entering both grains.

Figure 87 demonstrate that the ratios of the peaks at 28 Da and 28.5 Da agree well with the isotopic ratio of iron. No significant amounts of chromium or nickel were detected at or around this particular grain boundary. The main species detected were identified as containing Zr, Nb, Sn, C, N, O and Fe. The background noise levels seen in the mass spectrum is low. The composition of the matrix (defined as material inside the grain interiors and more than 10 nm away from the interface) is summarised in Table 48. The observed level of iron in solution agrees well with the base level seen in section 5.1.6.2. As expected, appreciable quantities of niobium, tin and oxygen are found to be in solid solution in this dataset.
Figure 87: Mass spectrum showing 4th period transition metals in the 2+ charge state and Zr and Nb in the 3+ charge state in this ZIRLO specimen.

<table>
<thead>
<tr>
<th>Element</th>
<th>Matrix Concentration (at.%)</th>
<th>± 1 σ (at.%)</th>
<th>Boundary(1) Concentration (at.%)</th>
<th>± 1 σ (at.%)</th>
<th>Boundary(2) Concentration (at.%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zr</td>
<td>98.31</td>
<td>0.3</td>
<td>93.90</td>
<td>0.5</td>
<td>95.6</td>
</tr>
<tr>
<td>Nb</td>
<td>0.52</td>
<td>0.02</td>
<td>1.83</td>
<td>0.07</td>
<td>2.1</td>
</tr>
<tr>
<td>Sn</td>
<td>0.69</td>
<td>0.02</td>
<td>0.74</td>
<td>0.04</td>
<td>1.0</td>
</tr>
<tr>
<td>Fe</td>
<td>0.003</td>
<td>0.001</td>
<td>2.84</td>
<td>0.09</td>
<td>0.5</td>
</tr>
<tr>
<td>O</td>
<td>0.39</td>
<td>0.02</td>
<td>0.56</td>
<td>0.04</td>
<td>0.9</td>
</tr>
<tr>
<td>C</td>
<td>0.055</td>
<td>0.006</td>
<td>0.051</td>
<td>0.011</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Table 48: Bulk composition of ZIRLO matrix and grain boundary. The matrix data are taken from a region more than 10 μm away from the grain boundary. The boundary composition has been calculated using two different methods: 1) The interface region is classed as the volume within an iron concentration isosurface of 0.8% around the interface, approximately 5 nm diameter in reconstruction space. The uncertainty quoted is one standard deviation. 2) The boundary concentration has been determined by the maximum gradient of the curves shown in Figure 86. The two metrics agree well, except for the iron concentration.
It is estimated that the equivalent of \((0.33 \pm 0.03)\) monolayers of iron are segregated to the interface, where the uncertainty in the measurement represents one standard deviation over seven interface cross sections. Niobium segregated to a lesser extent, with \((0.15 \pm 0.04)\) monolayers of excess material at the grain boundary. There was a much greater relative variation in the measured excess niobium than iron.

Two methods of calculating the boundary composition are used in Table 48. Both are subject to limitations. The boundary composition given by boundary\(^{(1)}\) calculates the composition of a fixed volume of atoms within isosurfaces defined at the interface. The uncertainty quoted is calculated from the counting statistics associated with this volume, not variation caused by the choice of volume definition. The second method (boundary\(^{(2)}\)) calculates the composition from the gradient of the cumulative concentration profiles in Figure 86. Although this can be achieved by averaging over several points on this section of the curve, the value is very sensitive to noise. The agreement between the two values is good, except for the iron concentration where the measurements differ by a factor of five. This may be due to the lighter species such as iron being affected by the local magnification at the interface more than the heavier elements and so affecting the apparent distance over which the iron atoms are distributed. Enhancement factors produced by comparison of the matrix and boundary composition must be treated with this limitation in mind. The enhancement factor for iron is very sensitive to the uncertainty in the measurement of its matrix and boundary concentration. However, it is of the order of hundreds of times. The enhancement factor for niobium can be estimated with more certainty, and is found to be \(3 - 4\). Qualitatively, the presence of enhancement at the interface can be judged by visual inspection of cumulative concentration profiles.
Example 2

Figure 88 shows a cumulative concentration profile across a different grain boundary separating two regions of metal matrix with higher iron content (as described in 5.1.6.2). The oxygen concentration of the metal matrix is also towards the higher end of the range and the niobium matrix concentration is similar to that seen in the previous example. The composition of the matrix and boundary are given in Table 49. The iron is enriched at this interface, but only by a factor of ~ 20. This is not only due to the higher matrix concentration. The absolute amount of excess iron segregated to the matrix per unit area is also lower by a factor of ten. Chromium, which was not present in detectable quantities in the grain boundary shown in Figure 85, is seen to be enriched at this interface by a factor of the same order as iron. Niobium, which was also previously seen to be enriched at the grain boundary shown in Figure 85, shows no enrichment at this interface. The interstitial species O and C showed no apparent segregation in the previous example. In this case these species demonstrate a very slight preference for grain boundary occupation. Tin is not segregated to any of the boundaries studied.

<table>
<thead>
<tr>
<th>Element</th>
<th>LHS Matrix</th>
<th>Boundary</th>
<th>RHS Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No. (atoms)</td>
<td>Conc. (at.%)</td>
<td>± 1 σ (at.%)</td>
</tr>
<tr>
<td>Zr</td>
<td>4,622,816</td>
<td>97.41</td>
<td>0.007</td>
</tr>
<tr>
<td>Nb</td>
<td>22,220</td>
<td>0.47</td>
<td>0.01</td>
</tr>
<tr>
<td>Sn</td>
<td>35,841</td>
<td>0.755</td>
<td>0.004</td>
</tr>
<tr>
<td>Fe</td>
<td>1,048</td>
<td>0.0221</td>
<td>0.0007</td>
</tr>
<tr>
<td>Cr</td>
<td>23</td>
<td>0.0005</td>
<td>0.0001</td>
</tr>
<tr>
<td>O</td>
<td>63,331</td>
<td>1.334</td>
<td>0.005</td>
</tr>
<tr>
<td>C</td>
<td>435</td>
<td>0.0092</td>
<td>0.0004</td>
</tr>
</tbody>
</table>

Table 49: Compositional information derived from the two grains shown in Figure 71 (section 5.1.6.2) calculated using a bulk region of interest defined at least 10 nm away from the grain boundary and the local composition at the boundary as determined from the maximum slopes of the cumulative concentration profiles in Figure 88.
Figure 88: Cumulative composition profile showing the number of solute atoms detected across the grain boundary. A cylindrical region is selected perpendicular to the interface, and extending an equal distance into each grain.
5.2.2.4  **Zr-Nb-Ti**

Two grain boundaries of the Zr-Nb-Ti test alloy were analysed in the as-received condition in this study, one was corroded by the ambient environment of the needle-like specimen, rather than any intentional treatment. The other did not show signs of corrosion around the grain boundary region, and is described here in comparison to the ZIRLO alloy grain boundary behaviour (5.2.2.3) and the Zr-Nb-Ti alloy matrix chemistry (5.1.8).

![Figure 89: 3D atom map showing the iron distribution in the region of interest.](image)

A 3D atom map showing the distribution of iron within the dataset from the uncorroded grain boundary is presented in Figure 89. A 2D concentration profile has been prepared from a section of this interface. A cumulative version of this profile is shown in Figure 90 for the solutes O, Nb, Ti and Fe. Iron, as seen in the ZIRLO specimens is enriched at the grain boundary. There is slight enrichment of O and Nb at the grain boundary and no significant enrichment of titanium at the site studied. The matrix chemistry of the grains on either side of the interface agrees well with the alloy matrix chemistry of Zr-Nb-Ti. The composition of the grains, and a local composition at the interface obtained from the gradient of the curves in Figure 90, is shown in Table 50.
Figure 90: Cumulative composition profiles showing the number of solute atoms detected across the Zr-Nb-Ti grain boundary. A cylindrical region is selected perpendicular to the interface. An equal distance in each grain is shown. Iron is displayed on a different vertical scale to oxygen, niobium and titanium. Niobium appears noisy due to the on-going correction for ZrH ions present at 2+.
Table 50: Compositional information derived from the two grains shown in Figure 89, calculated using a bulk region of interest defined at least 10 nm away from the grain boundary and the instantaneous composition at the boundary as determined from the cumulative concentration profile in Figure 90.

The iron concentration in the matrix region of both grains correspond with the low Fe concentration matrix (~ 0.003 at.%) seen in many ZIRLO and Zr-Nb-Ti specimens. The enrichment of iron to the grain boundary is of the order of a factor of ~ 40. This is lower than the factor seen in the ZIRLO material with a similar matrix concentration and the absolute amount of excess iron at the boundary (per unit area) is lower than was seen in either of the ZIRLO examples.

5.2.2.5 Discussion

As might be expected, the behaviour of solute at grain boundaries in the as-received material shows variation depending upon the locality of the boundary studied. From the three examples described we can draw limited but insightful conclusions on the possible range of behaviour of solute at such interfaces in this material. A summary of the data from each boundary is presented in a consistent form in Table 51 (see page 195), giving the chemistry of the grains either side of the interface and the composition at the boundary as determined from cumulative concentration
profiles. The enhancement factors determined from these data are given, as are relative excess figures for each solute.

Using data from [160] the Goldschmidt atomic radii for atoms in conditions of 12-fold symmetry are Zr 1.6 Å, Sn 1.58 Å, Nb 1.47 Å, Fe 1.28 Å, Cr 1.28 Å, C 0.77 Å, N 0.71Å and O 0.60 Å. From these data the substitutional atoms with smaller mismatch with zirconium are seen to have lower excess at the boundary.

There is disagreement within the literature as to whether iron is a substitutional or interstitial element in α-Zr, due to its fast diffusion and intermediate size [171]. Based on its atomic radius, iron has a mismatch greater than 20 % with zirconium; therefore one might expect it to be a low solubility substitutional alloying addition. Iron segregates to the boundary more strongly than any other element. The degree of iron segregation is similar in terms of solute concentration (or excess) at the boundary, and this is independent of the matrix chemistry, which was seen to vary between the different examples, as would be expected from the study in 5.1.6. Zirconium alloys are generally resistant to stress-corrosion cracking [172], suggesting that excess iron at the grain boundary does not lead to enhanced corrosion in these systems.

Chromium atoms are approximately the same size as iron and are not enriched at the interface in the first example. However, there is also no chromium in the matrix locally, which limits the local supply of material to segregate.

Niobium has a 7.5 % mismatch with zirconium. In the first ZIRLO example niobium is seen to be segregated to the interface, although to a much less extent than iron. In the second ZIRLO grain boundary niobium shows no segregation. There are two possible mechanisms by which the segregation of niobium (and iron) to the boundary could have occurred, during the β → α transition or during annealing and cold working within the α phase. The quantities of niobium and iron present in this alloy are both completely soluble in the β phase. On quenching this
material is rejected from the formation of the $\alpha$ matrix. It is likely that much of the iron and niobium found at the boundary was rejected during the allotropic phase transformation. In other systems, local solute redistribution is seen during the $\beta \rightarrow \alpha$ transition, and this could explain the variation in the observed behaviour of niobium. The variation in the behaviour of niobium could also be explained by difference in the boundary energy between the two sets of grains encountered, where the mismatch is greater in the first ZIRLO example and promotes the segregation of niobium and iron to the boundary. If the local degree of disorder between the grains in the second example were less, the driving force for segregation would be reduced, resulting in the lack of niobium segregation. For the Zr-Nb-Ti alloy, the low (but detectable) segregation of niobium to the interface is also between the values seen in the two ZIRLO examples, which could suggest the interfacial energy at this interface is greater than that seen in the second ZIRLO grain boundary. It is not possible to determine the relative grain orientation from this atom probe data as the spatial resolution of the instrument is insufficient. Field ion microscopy of such specimens would give the required information, but this method results in a very high specimen failure rate.

Interstitial solutes such as carbon, nitrogen and oxygen show very limited segregation to homophase interfaces. This is presumably related to their high solid solubility in alpha zirconium, and is in marked contrast to their behaviour in BCC metals such as iron, where segregation of interstitial elements to grain boundaries is very pronounced. The segregation of these interstitial elements is the reverse of that seen for the substitutional elements; no segregation is seen in the ‘high energy’ ZIRLO grain boundary (1st example) and a small degree of segregation was seen in the ‘low energy’ ZIRLO grain boundary (2nd example). In the Zr-Nb-Ti sample, segregation of interstitial oxygen to the grain boundary is observed, but only to a very slight degree (seen in Table 50 and Figure 90). No significant carbon segregation is detected in this example.
Tin, which has only a very small difference in radius from zirconium (1%), is completely solubility in zirconium (see section 2.6.1) at the concentration present in ZIRLO; tin does not show any interfacial segregation in either ZIRLO example.

Titanium, because of its chemical similarity to zirconium, is soluble in zirconium at all concentrations [173] and so there is a low driving force for rejection of this solute from the alloy matrix despite titanium having an atomic radius of 1.47 Å [160], similar to niobium and representing a 7.5 % mismatch with zirconium. Segregation of titanium to the metal oxide interface is not observed.
<table>
<thead>
<tr>
<th>Element</th>
<th>LHS grain</th>
<th>RHS grain</th>
<th>Boundary</th>
<th>$N_{\text{excess}}$</th>
<th>Enrichment factor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Conc. ± 1 σ (at.%)</td>
<td>Conc. ± 1 σ (at.%)</td>
<td>Conc. ± 1 σ (at.%)</td>
<td># ± 1 σ (at.) $\times 10^{16}$ m$^{-2}$</td>
<td>vrs. LHS vrs. RHS (#) (#)</td>
</tr>
<tr>
<td>ZIRLO - high segregation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zr</td>
<td>97.88 0.3</td>
<td>97.80 0.2</td>
<td>95.56</td>
<td>-214 200</td>
<td>1 1</td>
</tr>
<tr>
<td>Nb</td>
<td>0.55 0.03</td>
<td>0.53 0.02</td>
<td>2.06</td>
<td>216 10</td>
<td>4 4</td>
</tr>
<tr>
<td>Sn</td>
<td>0.74 0.03</td>
<td>0.76 0.02</td>
<td>0.95</td>
<td>-79 20</td>
<td>1 1</td>
</tr>
<tr>
<td>Fe</td>
<td>Inc. cluster</td>
<td>0.003 0.001</td>
<td>0.47</td>
<td>78 5</td>
<td>- 155</td>
</tr>
<tr>
<td>Cr</td>
<td>None detected</td>
<td>None detected</td>
<td>0.02</td>
<td>1.5 0.8</td>
<td>High High</td>
</tr>
<tr>
<td>Ni</td>
<td>None detected</td>
<td>0.01 0.00</td>
<td>0.04</td>
<td>3.7 0.4</td>
<td>High 4.4</td>
</tr>
<tr>
<td>O</td>
<td>0.71 0.03</td>
<td>0.79 0.02</td>
<td>0.9</td>
<td>-3 18</td>
<td>1 1</td>
</tr>
<tr>
<td>C</td>
<td>0.08 0.01</td>
<td>0.08 0.01</td>
<td>0.02</td>
<td>-2 3</td>
<td>0.3 0.2</td>
</tr>
<tr>
<td>ZIRLO - low segregation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zr</td>
<td>97.41 0.007</td>
<td>97.37 0.007</td>
<td>96.62</td>
<td>-74 126</td>
<td>1 1</td>
</tr>
<tr>
<td>Nb</td>
<td>0.47 0.01</td>
<td>0.50 0.01</td>
<td>0.5</td>
<td>-68 9</td>
<td>1 1</td>
</tr>
<tr>
<td>Sn</td>
<td>0.755 0.004</td>
<td>0.763 0.004</td>
<td>0.8</td>
<td>55 11</td>
<td>1 1</td>
</tr>
<tr>
<td>Fe</td>
<td>0.0221 0.0007</td>
<td>0.0242 0.0007</td>
<td>0.4</td>
<td>49.2 1.3</td>
<td>17 16</td>
</tr>
<tr>
<td>Cr</td>
<td>0.0005 0.0001</td>
<td>0.0012 0.0002</td>
<td>0.01</td>
<td>4.7 -0.1</td>
<td>27 11</td>
</tr>
<tr>
<td>Ni</td>
<td>None detected</td>
<td>None detected</td>
<td>0</td>
<td>0 0</td>
<td>1 1</td>
</tr>
<tr>
<td>O</td>
<td>1.334 0.005</td>
<td>1.329 0.005</td>
<td>1.7</td>
<td>22 14</td>
<td>1 1</td>
</tr>
<tr>
<td>C</td>
<td>0.0092 0.0004</td>
<td>0.0123 0.0005</td>
<td>0.035</td>
<td>11 1</td>
<td>4 3</td>
</tr>
<tr>
<td>Zr-Nb-Ti</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zr</td>
<td>98.41 0.004</td>
<td>98.14 0.023</td>
<td>97.2</td>
<td>-166 79</td>
<td>1 1</td>
</tr>
<tr>
<td>Nb</td>
<td>0.311 0.002</td>
<td>0.52 0.012</td>
<td>0.9</td>
<td>54 4</td>
<td>3 2</td>
</tr>
<tr>
<td>Ti</td>
<td>0.325 0.002</td>
<td>0.277 0.009</td>
<td>0.4</td>
<td>-12 5</td>
<td>1 1</td>
</tr>
<tr>
<td>Fe</td>
<td>0.0028 0.0002</td>
<td>0.0046 0.0011</td>
<td>0.1</td>
<td>22 2</td>
<td>41 25</td>
</tr>
<tr>
<td>Ni</td>
<td>0.0003 0.0001</td>
<td>None detected</td>
<td>0</td>
<td>0 0</td>
<td>1 1</td>
</tr>
<tr>
<td>Cr</td>
<td>None detected</td>
<td>None detected</td>
<td>0</td>
<td>0 0</td>
<td>1 1</td>
</tr>
<tr>
<td>O</td>
<td>0.955 0.003</td>
<td>1.051 0.017</td>
<td>1.4</td>
<td>102 6</td>
<td>2 1</td>
</tr>
<tr>
<td>C</td>
<td>0.0008 0.0001</td>
<td>0.003 0.0009</td>
<td>0.005</td>
<td>1 0</td>
<td>6 2</td>
</tr>
</tbody>
</table>

**Table 51:** Summary of the chemistry at and adjacent to the grain boundaries described in section 5.2.2. The boundary concentration is determined by taking the average gradient at the interface of the relevant cumulative concentration profile (this figure is very sensitive). The enrichment factor takes this value as its denominator. The $N_{\text{excess}}$ is based on well defined values, but is still very sensitive to the matrix concentration, as is seen in the quoted uncertainty.
5.2.2.6 Summary

The 3DAP allows the precise chemical description of grain boundaries segregation and comparison between behaviour observed between different alloy classes. The primary limitation of the technique is the work required in preparing and analysing site specific features using FIB. These observations are believed to be the first direct measurements of grain boundary segregation in zirconium alloys.
6 Analysis of corroded material

6.1 Introduction

6.1.1 Overview

This chapter describes the nanoscale chemistry at the metal-oxide interface, and in specific cases the wider metal matrix of materials exposed to a variety of periods of corrosion within a static autoclave. The materials analysed are the same ZIRLO, Zircaloy-4 and Zr-Nb-Ti described in section 3.4.1 having undergone the corrosion as described in section 3.4.2. The prior chemistry of these materials was thoroughly examined in chapter 5, and this information is frequently used as a point of reference in this chapter.

The metal oxide interface of ZIRLO (§ 6.2) was examined after 4 corrosion periods, 3 before and 1 after the transition in oxidation rate. The behaviour of oxygen, niobium, tin and iron (and chromium and nickel where present) was characterised and the mechanisms controlling the redistribution of solute discussed. Pre-transition Zircaloy-4 (§6.3) was also examined and the behaviour of the solutes in this material is described, and compared with that of ZIRLO.

The Zr-Nb-Ti test alloy (§ 6.4), with awful corrosion resistance, has also been studied by TEM and EDX, as this material has not been characterised in the prior literature. The metal-oxide interface of this material was analysed by 3DAP after much post transition oxide had developed (if indeed this alloy has pre-transition oxidation regime) and the solute distribution is put in the context of what is known about this oxide microstructure of the alloy.
6.1.2 Notes on reproducibility of results

Multiple specimens were prepared and analysed for each of the materials and corrosion conditions described in this section. The data presented is representative of the all of the data available for each point, or if it is not, any variation is described in the text, or additional examples are provided. As an indicator of the reproducibility of these results, Table 52 lists the successful experimental results drawn upon in the following sections.

<table>
<thead>
<tr>
<th>Material</th>
<th>Weight gain (mg.dm(^{-2}))</th>
<th>Section</th>
<th>Number and type of observations</th>
</tr>
</thead>
</table>
| ZIRLO    | 18.3                          | 6.2.1   | 2 good quality metal-oxide interface transition  
|          |                               |         | 4 oxide only                   |
| ZIRLO    | 25.7                          | 6.2.2   | 2 adequate quality metal-oxide interface transitions  
|          |                               |         | 1 partial interface           |
|          |                               |         | 1 oxide only                   |
| ZIRLO    | 28.5                          | 6.2.3   | 3 good quality metal-oxide interface transitions  
|          |                               | 6.2.4   | 1 large precipitate at interface engulfing ROI  
|          |                               |         | 1 region of metal adjacent to interface |
|          |                               |         | 1 partial interface           |
| ZIRLO    | 45.9                          | 6.2.5   | 1 good quality metal-oxide interface transition  
|          |                               |         | 2 adequate quality metal-oxide interface transitions  
|          |                               |         | 2 oxide only                   |
| Zry-4    | 15.3                          | 6.3.1   | 1 good quality metal-oxide interface transition  |
| Zry-4    | 23.4                          | 6.3.2   | 2 good quality metal-oxide interface transitions  
|          |                               |         | 3 partial interface           |
|          |                               |         | 2 region of metal adjacent to interface |
| Zr-Nb-Ti | 1189                          | 6.4.2   | 2 adequate quality metal-oxide interface transitions  
|          |                               | 6.4.3   | 1 poor quality metal-oxide interface transition  
|          |                               |         | 1 partial interface           |
|          |                               |         | 1 region of metal near to interface |

Table 52: A description of the atom probe tomography data available and an indicator of the number and type of observation made of each material condition. A partial interface means that not all of the metal-outer oxide transition is within the ROI. Adequate quality means that either the dataset is a small volume captured before fracture or only a small amount of one of the interfacial phases is present within the ROI.
6.2 ZIRLO

6.2.1 Pre-transition metal-oxide interface: 18.3 mg.dm$^{-2}$

After 34 days in the static autoclave, recrystallised ZIRLO sheet had developed an oxide film with an average weight gain of 18.3 mg.dm$^{-2}$.

6.2.1.1 Oxygen

2D oxygen concentration profiles across atom probe datasets produced from metal oxide interfaces in this condition are shown in Figure 91. The interface morphology is a simple junction between ZrO$_2$ (oxide) and Zr metal. The interface is planar on the length-scale of tens of nanometres as viewed by 3DAP. Figure 91 (b) use an alternative colour scale to Figure 91 (a) which better displays variation in oxygen concentration in the range 33 – 66 at.%. There is a region of 1 – 5 nm on the oxide side of the interface that appears to be deficient in oxygen. The region is approaching the limit of resolution of the instrument for such an interface. The apparent low oxygen content could be due to ion trajectory aberrations, or it could indicate the presence of a very thin region of intermediate composition between the alloy and ZrO$_2$. An alternative view of the interface in Figure 91 is given by the 3D representation presented in Figure 92. This figure uses surfaces of constant concentration (blue: 45 at.% oxygen, and red: 55 at.% oxygen) to represent the appearance of the interface. The orange interfacial region in Figure 91 is shown here by the small void region between the red and blue surfaces that effectively demarcate the boundaries of the ZrO$_2$ and Zr metal regions. There is no evidence of an intermediate layer when viewing this information as a 1D concentration profile, as shown in Figure 93. This region is shown as a gradual transition between ZrO$_2$ and 50 at.%, followed by a sharp step change to the matrix oxygen concentration. The composition of the outer oxide agrees well with that of ZrO$_2$. 
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The level of oxygen in the metal is seen to be ~ 20 at.% in the first few nanometres of metal and decays to ~ 10 at.% within 50 nm.

![2D oxygen concentration profiles](image)

*Figure 91: 2D oxygen concentration profiles taken across the metal-oxide interface of 18.3 mg.dm\(^2\) corroded pre-transition ZIRLO. The profile plane perpendicular to the tip axis. The oxygen profile in (a) shows that there is some oxygen in solid solution adjacent to the metal oxide interface. This is more clearly, and quantitatively described in the accompanying 1D profile, Figure 93. The metal-oxide interface concentration profile (b) is displayed with the colour scale from 33-66 at.% oxygen and shows that there is a region at the interface with intermediate composition that is very thin (1-5 nm).*
Figure 92: Isoconcentration surfaces calculated for this dataset (18.3 mg.dm\(^{-2}\) corroded pre-transition ZIRLO) at 45 and 55 at.% O, effectively showing the boundaries of the metal phase and of ZrO\(_2\).

<table>
<thead>
<tr>
<th>Element</th>
<th>Number of atoms (atoms)</th>
<th>Composition Conc. ± 1 (\sigma) (at.%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zr</td>
<td>1,432,862</td>
<td>84.8 ± 0.03</td>
</tr>
<tr>
<td>Nb</td>
<td>13,704</td>
<td>0.81 ± 0.01</td>
</tr>
<tr>
<td>Sn</td>
<td>6,139</td>
<td>0.36 ± 0.005</td>
</tr>
<tr>
<td>O</td>
<td>235,288</td>
<td>13.9 ± 0.03</td>
</tr>
<tr>
<td>Fe (28)</td>
<td>1,578</td>
<td>0.093 ± 0.002</td>
</tr>
<tr>
<td>Fe (27)</td>
<td>3,172</td>
<td>0.19 ± 0.01</td>
</tr>
<tr>
<td>Total atoms</td>
<td>1,689,572</td>
<td></td>
</tr>
</tbody>
</table>

Table 53: Composition of the alloy matrix adjacent to the metal-oxide interface of 18.3 mg.dm\(^{-2}\) corroded pre-transition ZIRLO.
Figure 93: 1D concentration profile across the metal-oxide interface of 18.3 mg.dm$^{-2}$ corroded pre-transition ZIRLO showing the distribution of a) Zr and O; b) Nb (taking into account all Nb-containing species and compensating for peak overlap and ZrH convolution) and Sn (calculated from 59 and 60 Da peaks and correcting for overlap from ZrO$^+$; c) Three methods of estimating the Fe distribution: Using 27 Da peak only (poor counting statistics), the leading edge of 28 (likely to include a high proportion of iron but does not allow for an estimate of the absolute value); and the whole peak at 28 Da (which might contain CO).
Figure 94: Idealised solute concentration and solute/Zr profiles across the metal-oxide interface of 18.3 mg.dm$^{-2}$ corroded pre-transition ZIRLO. The tin and niobium profiles are on a linear scale, the iron profile is on a logarithmic scale.
6.2.1.2 Tin

A step change in the tin concentration is seen at the metal-oxide interface. This is readily apparent in both the 1D concentration profile in Figure 93 and the tin atom map in Figure 95. From these data it would seem that there is more tin in the metal adjacent to the interface than in the oxide. A more useful view of the situation can be obtained by considering the ratio of tin atoms to zirconium atoms, this removes the effective change in solute concentration due to the addition of oxygen. This is shown along with a schematic of the original tin concentration profile in Figure 94. Here we see that the ratio Sn/Zr remains constant between the metal and oxide. The tin present in the metal is taken into the newly formed oxide without redistribution.

Another feature apparent in Figure 93 and Figure 95, and also represented in the schematic view Figure 94, is an apparent excess of tin at the interface. There are two possible explanations for this observation; that the mismatch between atomic planes at the interfaces accommodates tin, or that the apparent excess tin found here is due to field enhanced migration. The former of these, that the observation is a physically significant manifestation of enhanced Sn concentration at the interface, seems less plausible as the solubility of tin in zirconium is high compared to the other solutes present. No other solutes are not seen to be segregated in such a way here. Tin has also not been observed to be preferentially segregated to grain boundaries in virgin ZIRLO. On the other hand, tin has been seen to be sensitive to field-enhanced migration to an extent that is not observed for the other solute. The overall level of tin in the metal in this spectrum is low compared to the expected matrix level. This seems to be a sample specific problem, and other examples of this data point (which have inferior count statistics and / or ROI positioning to the example shown) do not show this discrepancy. This is attributed to the sensitivity of tin to evaporation field, as has previously been discussed in section 4.6.4, causing the preferential retention of tin given the field conditions present during this experiment.
6.2.1.3 Niobium

The niobium concentration has been established using all of the niobium containing ions, correcting for Nb/ZrH peak overlap and the additions of delayed ions from other nearby species, namely Zr and ZrO. The 1D concentration profile taken across the interface in Figure 93 (b) shows a region of enhanced niobium ahead of the metal-oxide interface. This profile, taken perpendicular to the interface, averages over a smaller volume at its extremities due to the shape of the dataset. This increases the uncertainty in the observations of individual points and so increases the scatter seen at the ends of the profiles. Averaging over a large (1.7 million atom) region of metal adjacent to the interface gives an estimate of the average niobium concentration.
as $0.81 \pm 0.01$ at.%, which is greater than the usual matrix concentration of ‘as-received’ material which in section 5.1.4 was shown to be $(0.36 \pm 0.06)$ at.%. The niobium level in the oxide is much lower than that in the metal adjacent to the interface, and it appears that niobium rejected from the progressing oxide front is the cause of this supersaturation of niobium at the interface. As is described later in section 6.2.3, this supersaturated niobium matrix ahead of the interface is not maintained during the entire pre-transition oxidation process as other factors reduce the level of niobium in solution.

The niobium concentration of the ‘as-received’ ZIRLO was itself supersaturated. There must, therefore, be a considerable driving force towards precipitation of niobium out of solution, a slow process due to the slow diffusion and precipitation kinetics of niobium. Apart from the $\sim 50$ nm scale precipitate observed in the virgin material due to processing treatments, no smaller scale nucleation of niobium has been observed in material subjected to this level of corrosion or in the virgin material. Other authors have conducted simulations of the precipitation of nano-scale niobium precipitates in Zr-Nb alloys [174]. This work modelled a higher Nb-content alloy, Zr-2.5Nb. It predicts the precipitate distribution that would be expected in an alloy subjected, as the ZIRLO was, to several hours final annealing at $\sim 580$ °C. The model predicts a fine distribution of nanometre scale particles. However, the number density of the particles is $\sim 1$ per $100 \mu m^3$. This density is too low to expect significant observations by 3DAP as it suggests only 0.1 precipitate per $100 \text{ nm}^3$ volume. This explains why no small scale precipitates are seen in the homogeneous regions of uncorroded metal matrix examined.

There is evidence that niobium is partially soluble in tetragonal ZrO$_2$ at $1500$ °C [175-176]. However, lower temperature studies at $1000$ °C found the niobium solubility to be vanishingly small [177]. Low temperature phase diagrams of zirconia are an unusual research interest for ceramicists, and no information regarding the solubility of niobium in ZrO$_2$ could be found on the exhaustive reference database Phase Equilibria Diagrams Database version 31 by the
American Ceramics Society [178]. The level of niobium found in this early pre-transition oxide, which is usually found to have a relatively high volume fraction of the tetragonal phase, suggests that the solubility of niobium in this phase is very low.

6.2.1.4 Iron and Chromium

Several alternative methods have been used to analyse the iron distribution at the metal-oxide interface. This is necessary to avoid incorrectly attributing the behaviour of other species that occupy the same, or similar, mass-to-charge states with those of iron, as was described in section 4.5.6. Three ‘iron’ profiles are plotted in Figure 93 (c). These show the iron concentration as calculated from the peak at 27 Da (5.8 % relative isotopic abundance), 28 Da (91.8 % r.i.a.) and the leading edge of 28 Da (not quantitative). All three iron estimate profiles show good agreement in that there is a step change at the interface, with there being a much greater concentration of iron on the metal side compared to the oxide. The Table 53 gives the concentration within the metal as (0.093 ± 0.002) at.% Fe (from 28) and (0.19 ± 0.01) at.% Fe (from 27). The lower of these figures provides an upper bound for the Fe concentration within the material, as the additional counts in the higher of the values must be due to the presence of another species. The lower value, 0.93 at.% iron, is well in excess of the iron concentration seen in the virgin ZIRLO material, was seen to be around either 0.003 or 0.01 at.%. When considering the behaviour of iron at the interface it seems sensible, given the issues regarding estimation uncertainties and possible artefacts, to consider the concentration to be within ranges, rather than to give an absolute value. The idealised schematic iron profile given in Figure 94 describes the concentration of iron on a semi-log scale. The iron concentration is at a supersaturated level within the metal matrix and seen at a lower concentration (<0.02 at.%) within the ZrO₂ oxide. The source of this additional iron was not immediately apparent; rejection
of iron at the interface would enrich the matrix, but it would be expected that the anomalously fast diffusing iron \([171]\) would redistribute within the metal, rather than form a thermodynamically unstable locally supersaturated solution. Similarly, additional iron introduced into the specimen from the autoclave environment does not provide a satisfactory solution to this problem because of the water chemistry used in the experiment (PWR-type), which has not been shown to cause this effect \([41]\), as well as the observation that there is not additional iron in the oxide through which the iron must be transported to reach the metal. Analysis of the behaviour of iron within the bulk of corroded material provides a more compelling explanation of these observations, and is described in detail in section 6.2.4.

A very minor peak was seen at the 26 Da position in a mass spectrum from the metal oxide interface and is attributed to chromium, of which 83.75 % of the relative isotopic abundance at 2+ charge state would be present at 26 Da. The concentration of this solute is very low, and should be considered to be at a ‘trace’ level in the metal matrix adjacent to the interface. The distribution of chromium at the interface is shown in Figure 97. This distribution is similar to that seen for iron, which is unsurprising, as chromium has been seen to behave in a similar way to iron at microstructural features in uncorroded ZIRLO, segregating to grain boundaries and second phase particles. Chromium was only detected in one metal matrix specimen of as-received ZIRLO.
Figure 96: 3D atom maps showing the distribution of Fe from the leading edge of 28 Da and multi-hit event iron ions at 28 Da for 18.3 mg.dm$^{-2}$ corroded pre-transition ZIRLO.

Figure 97: 3D atom maps of the Cr (26 Da, s/n ratio of ~ 10) distribution across the metal-oxide interface of 18.3 mg.dm$^{-2}$ corroded pre-transition ZIRLO. Dot size increased for contrast.
6.2.2 Pre-transition metal-oxide interface: 25.7 mg.dm$^{-2}$

This material had been in the static autoclave for 114 days, but showed below average weight gain for that time period. The average weight gain was more consistent with material that had been subjected to 75 – 80 days exposure.

6.2.2.1 Oxygen

2D oxygen concentration profiles of the metal-oxide interface of pre-transition material with higher average weight gain are shown in Figure 98. The oxygen concentration in the metal adjacent to the interface is at the level expected for a saturated solid solution of oxygen in zirconium, ~ 30 at.% oxygen. A sandwich layer structure is visible in these oxygen profiles; a layer of constant oxygen concentration separates the zirconium metal phase from the ZrO$_2$ oxide. There are relatively sharp boundaries between these three layers. The intermediate layer is of the order of 10 nanometres thick, although precise values cannot be determined from the 3DAP measurements as the reconstruction algorithm used to create these representations makes the assumption of uniform density across the dataset. In this case the three layers all have different atomic densities, and the density of the intermediate layer is not known. It would be surprising if this density differed from the assumed value by more than 30%, and is probably much less than this value.

The measurement of the oxygen concentration in the outer oxide, ~ 63 at.% O, agrees fairly well with the expected value for ZrO$_2$, as shown in Figure 99. Figure 99 is a profile across a thin region of interest chosen so that both boundaries are roughly parallel with each other and perpendicular to the axis of the profile. This reduces the concentration blurring effect seen at boundaries when the profile is taken off-normal. The boundaries of the interfaces are quite sharp,
less than 5 nm. The concentration of the intermediate region can be seen to settle at a constant level in Figure 99. This level is at ~ 50 at.% O. This phase has been labelled as ZrO in Figure 98.

Figure 98: a) Cross sections of the metal oxide interface of 25.7 mg.dm$^{-2}$ corroded pre-transition ZIRLO, demonstrating ‘thin’ (~ 10 nm) intermediate layer of uniform oxygen concentration (ZrO) with sharp (< 2 nm) interfaces. Colour scale i) 0-66 at.% oxygen, ii) 33-66 at.% oxygen. An alternative view is shown in ‘b,’ where the metal-oxide interface is viewed normal to the axis of the specimen. b i) 2D oxygen concentration profile with colour scale 0 – 66 at.% O (blue to red, see key). ii) Atom map showing Fe ions from the same perspective as (b i). Dashed lines represent the boundaries of phases.
Figure 99: 1D concentration profile across the metal-oxide interface of 25.7 mg.dm$^{-2}$ corroded pre-transition ZIRLO. Profile is taken across a very small cross section of the region of interest.
6.2.2.2 Solute distribution

All of the data collected for this condition predominantly contained the oxide phase within the analysed regions of interest. It is unfortunate that it is not possible to draw many conclusions regarding the behaviour of solute near this interface due to this, because of lack of evidence. Despite this, it is still possible to highlight two general observations regarding iron at this interface.

Iron appears to be inhomogeneously distributed within the oxide. Localised clustering of iron at the ZrO-ZrO2 boundary is seen in Figure 98. The iron profile in Figure 99 is over a very small region of interest and cannot be used to draw conclusions about the average level of iron in the oxide (although it is clearly non-zero) or the metal, where only a few cubic nanometres of material are analysed. The profile suggests that there is an excess of iron segregated to the Zr-ZrO boundary. Iron is dissimilar to tin in that it has not been shown to be subject to field enhanced surface migration on atom probe needles. Iron has also been seen to be enhanced at grain boundaries within uncorroded material.

6.2.3 Pre-transition metal-oxide interface: 28.5 mg.dm$^{-2}$

This material had been exposed to 100 days of corrosion in the static autoclave, and the weight gain experienced by this specimen is consistent with the overall corrosion curve.

6.2.3.1 Oxygen

The metal-oxide interfaces of the specimens examined in this corrosion condition are more complicated than the structures previously seen. Like the previous corrosion condition, an interfacial layer is seen between the Zr metal and ZrO$_2$ oxide. In this corrosion condition a
thicker ZrO layer with a complicated morphology is seen at the interface. Figure 100 shows a 2D oxygen concentration profile at the metal-oxide interface showing an example of this complicated structure. The intermediate layer can be further sub-divided into ZrO’ and ZrO’’, where ZrO’ is richer in Zr and ZrO’’ is richer in O. The geometry of the ZrO₂-ZrO’’ boundary is relatively simple. Interestingly, the ZrO’’ layer, which has slight surplus of O similar to that seen in the ZrO layer in the less corroded pre-transition condition, is also of a similar thickness to the layer previously seen. Below this layer is a new ZrO’ layer that has highly variable thickness and protrudes into the alloy matrix. The length-scale of these observations is sub-granular, so the reason for these protrusions is unlikely to be crystallographic. A possible explanation of the observed behaviour of these ZrO ‘fingers’ is given in the discussion of niobium solute at the interface, later in this chapter, in sub-section 6.2.3.3.

There is a sharp interface between the ZrO’ and ZrO’’ layers seen in the 2D profile Figure 100, and also the 1D profile in Figure 101. However, it should also be noted in this figure that the level of oxygen seen in the outer oxide is inexplicably low, ~ 60 at.%, so this could indicate that there is a possible issue regarding loss of oxygen-containing species for this data set. However, the oxygen concentration in the metal corresponds well with the saturation level of oxygen in solution in zirconium. The geometry of the sample and variation in thermal conductivity between regions could cause the proportion of oxygen in low conductivity regions to appear lower, as a single ranging metric must be applied to all regions with different local mass resolution. The lower thermal conductivity effectively reduces the mass resolution for a localised region of the material. This would explain the slightly anomalous reading for the outer oxide, and why this is a problem identified with this sample and few others. It also suggests that the oxygen concentration readings within the ZrO layers are not affected by this issue, as these regions tend to have a mass resolution similar to that of the metal substrate.
Figure 100: 2D composition profiles for O, Sn and Nb taken across the metal-oxide interface of 28.5 mg.dm$^{-2}$ corroded pre-transition ZIRLO. The oxygen profile shows two separate homogeneous ZrO layers between the ZrO$_2$ and metal. The metallic region is oxygen saturated.
Figure 101: 1D concentration profiles across ZrO$_2$-ZrO''-ZrO' interface of 28.5 mg.dm$^{-2}$ corroded pre-transition ZIRLO. Plotting a) Zr and O; and b) Sn and Nb. A step change in the oxygen concentration profile is seen at the ZrO''-ZrO' interface.
Figure 102: 1D concentration profiles across the i) metal-ZrO and ii) ZrO-ZrO₂ interfaces of 28.5 mg.dm⁻² corroded pre-transition ZIRLO. Plotting a) Zr and O; b) Sn and Nb; and two estimates of the Fe distributions using only the peak at 27 to give a low precision estimate of the total iron concentration, and the leading edge of 28, which provides a qualitative (not absolute) description of the distribution. Note the difference in concentration scale between ci and cii.
Figure 103: Idealised schematics of the solute profiles across the metal-oxide interface of 28.5 mg.dm$^{-2}$ corroded pre-transition ZIRLO. The tin and niobium profiles are on a linear scale, the iron profile is on a semi-logarithmic scale.
6.2.3.2 \(\text{Tin}\)

The idealised tin profiles in Figure 103 show apparent peaks in the tin concentration at the Zr-ZrO and ZrO-ZrO\(_2\) interfaces, with step changes in the tin concentration between the different regions. This detected enhancement in the tin level is also seen graphically in the 2D tin concentration profile in Figure 100 and is likely the result of field enhanced migration of tin. The Sn/Zr ratio, which ignores the effect that adding oxygen has on the tin concentration, is the same within all three regions. The Sn concentration, ignoring the effect of oxygen, is \(\sim 0.75\) at.\%, which compares well with the expected level of Sn in the Zr matrix, 0.76 at.\% (1 wt.\%). The behaviour of tin appears to be the same as seen in the previous corrosion condition; tin is taken into the oxide as the metal is oxidised without redistribution.

6.2.3.3 \(\text{Niobium}\)

Figure 100 (Nb) shows the niobium distribution across a 2D slice of the metal-oxide interface. The distribution is inhomogeneous. It should be noted that the red ‘hot spots’ on this profile within the ZrO’ region suggest the existence of niobium-rich regions within this intermediate layer. The niobium concentration at the core of these volumes is many standard deviations from that expected of a random solid solution. The 1D concentration profiles in Figure 102 are prepared, as far as possible, to exclude these niobium-rich regions from the analysed volume so as to only show the matrix concentration within the separate regions. The concentration of niobium in the alloy matrix adjacent to the interface is now much lower than was seen in the early pre-transition condition and lower than the level expected in as-received material. This difference is attributed to the presence of these niobium-rich regions, taking niobium out of the majority of the matrix adjacent to the interface. A 3D view of another example interface is shown in Figure 104. The isosurfaces in this representation of the reconstructed dataset delineate the boundaries of the metal (blue) and ZrO\(_2\) (red) phases.
Figure 104: 3D view of the metal oxide interface of 28.5 mg.dm$^{-2}$ corroded pre-transition ZIRLO, showing a-c) three views of the interface plotting a red surface at 55 at.% oxygen to mark the ZrO-ZrO$_2$ interface and a very complicated blue surface at 45 at.% oxygen marking the Zr-ZrO boundary. A brown surface at 2 at.% Nb defines Nb-rich regions. d) A tilted forward 3D atom map of (c) rotated by 180 degrees, showing Fe (pink) and Nb (brown) atoms.
Figure 105: key to Table 54. Nb-rich regions in the metal and ZrO oxide. Red surface defines 55 at.% oxygen (ZrO-ZrO$_2$ boundary), blue surface defines 4 at.% oxygen (Zr-ZrO boundary), and brown surface defines 2 at.% Nb surfaces. Iron atoms are also shown as pink dots. *7 is hidden behind the isosurface.

<table>
<thead>
<tr>
<th>I.D.</th>
<th>Zr (atoms)</th>
<th>Conc. (at.%)</th>
<th>Nb (atoms)</th>
<th>Conc. (at.%)</th>
<th>O (atoms)</th>
<th>Conc. (at.%)</th>
<th>Fe (28) (atoms)</th>
<th>Conc. (at.%)</th>
<th>Total (atoms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-m</td>
<td>736</td>
<td>47.3</td>
<td>68</td>
<td>4.4</td>
<td>741</td>
<td>47.6</td>
<td>11</td>
<td>0.7</td>
<td>1,556</td>
</tr>
<tr>
<td>2-m</td>
<td>967</td>
<td>43.8</td>
<td>116</td>
<td>5.3</td>
<td>1,116</td>
<td>50.5</td>
<td>9</td>
<td>0.4</td>
<td>2208</td>
</tr>
<tr>
<td>3-m</td>
<td>290</td>
<td>42.9</td>
<td>28</td>
<td>4.1</td>
<td>349</td>
<td>51.6</td>
<td>9</td>
<td>1.3</td>
<td>676</td>
</tr>
<tr>
<td>4-m</td>
<td>295</td>
<td>50.6</td>
<td>31</td>
<td>5.3</td>
<td>250</td>
<td>42.9</td>
<td>7</td>
<td>1.2</td>
<td>583</td>
</tr>
<tr>
<td>5-m</td>
<td>285</td>
<td>45.1</td>
<td>27</td>
<td>4.3</td>
<td>313</td>
<td>49.5</td>
<td>7</td>
<td>1.1</td>
<td>632</td>
</tr>
<tr>
<td>6-O</td>
<td>1,980</td>
<td>54.5</td>
<td>176</td>
<td>4.8</td>
<td>1,390</td>
<td>38.2</td>
<td>90</td>
<td>2.5</td>
<td>3,636</td>
</tr>
<tr>
<td>7-O</td>
<td>28,790</td>
<td>60.3</td>
<td>3672</td>
<td>7.7</td>
<td>14,837</td>
<td>31.1</td>
<td>445</td>
<td>0.9</td>
<td>47,744</td>
</tr>
</tbody>
</table>

Table 54: Comparison of region compositions. Regions are enumerated in the key in Figure 105.

The region in which the niobium-rich region is found is labelled as ‘m,’ metal, or ‘O,’ ZrO. The precipitate volume is defined as that within a 2 at.% Nb isosurface. The concentration at the core of the precipitate is higher than this average figure.

The surfaces marking the bounds of the niobium-rich regions are set, rather arbitrarily, at 2 at.% niobium (a value chosen to be substantially higher than the matrix level). These regions are described chemically in Table 54, aided by the key Figure 105. The niobium concentration at the core of these regions is at a substantially higher level than the boundary level, as can be seen in analysis later in this section. In general, the volumes contain an average of around 1 at.% iron...
and several at.% niobium. The clustering of iron with some of the niobium-rich regions is also demonstrated by Figure 104. These regions appear to be no nobler than the material that surrounds them; the regions in the metal and the ZrO contain the same amount of oxygen as the phase in which they reside. The niobium-rich regions in the metal occupy a larger volume than the particles observed in the ZrO oxide. The majority of the smaller regions are observed in the ZrO’ oxide (oxygen deficient). It is noted that NbO exists as a stable (cubic) phase [101] and so niobium, in the form of NbO may be easily accommodated by a ZrO oxide layer. No particles are seen in the ZrO$_2$ layer in any of the samples studied; niobium is present in solution in this phase. The presence of these particles in the ZrO’ sub-layer, the lower density of observations in the outer ZrO” sub-layer, the absence of the regions in the oxide, together with the observation that these nano-scale regions are no more noble than their surrounding environment suggests that they are oxidised within the ZrO’ sub-layer and dissolve completely within the outer ZrO” sub-layer.

Figure 106 represents a section of the metal-oxide interface where a ZrO’ ‘finger’ protruding into the metal substrate has less chaotic interfaces than the previous example shown in Figure 104. This could be an insignificant variation in interface morphology, but it is interesting to note the lack of niobium-rich regions in this dataset, only one has been identified. These clusters might act as pinning sites for the progression of the Zr-ZrO’ boundary. Although the chemistry of these regions shows that they are no more noble than their surroundings, these datasets are snapshot views and do not give detail about the time taken for oxidation of the cluster to occur. From the macroscopic weight gain data it is known that the average oxide thickness increases from 1.8 to 2.2 microns between 34 and 114 days. This gives a rough guide to the progression of the oxide front as being of the order of 5 nm per day during the majority of the pre-transition period. It is possible that the larger niobium-rich particles, such as particles #6 and #7 listed in
Table 54 and displayed at the Zr-ZrO’ boundary in Figure 104 could act locally as a drag on the progression of the slowly progressing oxide.

Figure 106: 3D reconstruction of a different metal-oxide interface of 28.5 mg.dm$^{-2}$ corroded pre-transition ZIRLO, showing three views of the interface. A red surface at 55 at.% oxygen marks the interface between ZrO-ZrO$_2$ and a very complicated blue surface at 45 at.% oxygen marks the Zr-ZrO boundary. A brown surface with 2 at.% Nb concentration defines a niobium-rich region within the ZrO layer.
Figure 107 shows a dataset where only a section of the ZrO’ finger extending into the metal matrix is visible. The view in this profile is taken roughly perpendicular to the metal-oxide interface, rather than the profile views displayed previously. This 2D oxygen concentration profile demonstrates the bounds of a Zr-ZrO’ interface. A niobium-rich area can be seen at this interface from the atom map. Comparison with the iron atom map shows that this region also has an unusually high iron concentration. The ZrH profile is given to show that the Nb atoms are properly identified and are not erroneously labelled ZrH ions, either from a real hydride particle or from field adsorbed hydrogen. Table 55 compares the composition defined within a 2 at.% Nb surface surrounding this precipitate with the metal matrix adjacent to the interface. Figure 108, which is a 1D profile, shows that the concentration of niobium at the core is much higher, 20 – 30 at.% Nb. As has previously been seen, the particle has the same oxygen content as its surroundings and the particle iron concentration is ~20 x greater than in the enriched matrix (using 27 Da peak as an indicator).
Figure 107: Left) 2D oxygen concentration profile shows the position of the Zr-ZrO interface of 28.5 mg.dm$^{-2}$ corroded pre-transition ZIRLO (0 [blue] – 66 at% [red]). Below) Atom maps showing the distribution of Fe, at 27 and 28 Da, and Nb containing ions, which also contain ZrH and delayed ions from ZrO species within the sub-oxide layer.
Table 55: Overall composition within the niobium-rich region adjacent to the metal-oxide interface and the surrounding region of 28.5 mg.dm\(^{-2}\) corroded pre-transition ZIRLO alloy matrix shown in Figure 120. Boundary chosen to be at 2 at.% Nb

<table>
<thead>
<tr>
<th>Element</th>
<th>SPP No. (atoms)</th>
<th>Conc. (at.%)</th>
<th>(\pm 1) (\sigma) (at.%)</th>
<th>Matrix No. (atoms)</th>
<th>Conc. (at.%)</th>
<th>(\pm 1) (\sigma) (at.%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zr</td>
<td>3,597</td>
<td>62</td>
<td>0.6</td>
<td>976,934</td>
<td>67.49</td>
<td>0.038</td>
</tr>
<tr>
<td>Nb</td>
<td>274</td>
<td>4.8</td>
<td>0.3</td>
<td>797</td>
<td>0.055</td>
<td>0.004</td>
</tr>
<tr>
<td>Sn</td>
<td></td>
<td></td>
<td></td>
<td>6,506</td>
<td>0.45</td>
<td>0.01</td>
</tr>
<tr>
<td>O</td>
<td>1,789</td>
<td>31.1</td>
<td>0.7</td>
<td>457,756</td>
<td>31.62</td>
<td>0.05</td>
</tr>
<tr>
<td>Fe (28)</td>
<td>98</td>
<td>1.7</td>
<td>0.2</td>
<td>5,475</td>
<td>0.38</td>
<td>0.01</td>
</tr>
<tr>
<td>Fe (27)</td>
<td>121</td>
<td>2.1</td>
<td>0.2</td>
<td>1,448</td>
<td>0.10</td>
<td>0.01</td>
</tr>
<tr>
<td>Total</td>
<td>5,758</td>
<td></td>
<td></td>
<td>1,447,468</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 108: Composition profiles across the interface of the niobium-rich particle seen adjacent to the metal-oxide interface of 28.5 mg.dm\(^{-2}\) corroded pre-transition ZIRLO in Figure 120. Showing a) Zr, O and Nb profiles and b) three different methods of describing the iron concentration at the interface using the peak at 27 Da (27 – black squares), the leading edge of the peak at 28 Da (\(\Delta\) 28 – red circles) and all of 28 Da (28 – blue triangles).
The niobium concentration at the core of the niobium-rich region shown in the 1D profile Figure 121 is high, 20 – 30 %. This suggests that these regions are the early stages of precipitation of a separate phase. The stable niobium-containing intermetallic phases in this system are $\beta$-Nb and Zr(Nb,Fe)$_2$. The composition of the core of this particle (Zr – 30 at.% Nb – 30 at.% O – 5 at.% Fe) does not conform to either of these phases, suggesting that the nanoscale precipitates that form adjacent to the interface are meta-stable phases. More detailed analysis and interpretation of these precipitates within the metal matrix adjacent to the metal-oxide interface is described in section 6.2.4.1, which described the behaviour of solutes within the bulk and at grain boundaries affected by the corrosion process.

A large (many tens of nanometres diameter) niobium-rich precipitate was also analysed. The precipitate was within ~ 100 nanometres of the metal-oxide interface, although its precise location with regard to the interface is not known. The precipitate filled the field of view of the LEAP detector and the analysis run started and ended within it. The mass resolution within this large particle was poor compared to that attained in the alloy matrix. A large amount of chromium (1.4 at.%) was detected within the precipitate, along with iron and niobium as is normally seen. The light transition metal 2+ region of the mass charge spectra is shown in Figure 109 (a) and the chemical composition of the precipitate is given in Table 56. The standard LEAP conditions, when applied to the Zr(Nb,Fe)$_2$ particle, produced field conditions that evaporated most of the Zr as a 3+, rather than 2+ species, as shown in Figure 109 (b) and (c).

There is very little oxygen at the core of this precipitate. Unlike the particles that nucleate in the region close to the metal-oxide interface during corrosion, these large, stable, precipitates are nobler than their surroundings; they are not oxidised at or near the metal-oxide interface. The composition of this precipitate is similar to that seen in the uncorroded material, described in section 5.2.1.1. This observation is also consistent with a large body of work by other authors who have analysed the behaviour of precipitates of this scale within the oxide layer [70, 115].
Figure 109: Mass spectra taken from within the Zr(Nb,Fe)$_2$ precipitate analysed near/at the metal-oxide interface of 28.5 mg.dm$^{-2}$ corroded pre-transition ZIRLO, showing the region of the mass spectrum around i) Fe$^{3+}$, Cr$^{3+}$, ii) Zr$^{3+}$, Nb$^{3+}$, and iii) Zr$^{2+}$ and Nb$^{2+}$.

<table>
<thead>
<tr>
<th>Element</th>
<th>Number of atoms (atoms)</th>
<th>Composition Conc. ± 1 σ (at.%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zr</td>
<td>708,508</td>
<td>41.20 ± 0.04</td>
</tr>
<tr>
<td>Nb</td>
<td>540,123</td>
<td>31.41 ± 0.04</td>
</tr>
<tr>
<td>Sn</td>
<td>Not detected</td>
<td></td>
</tr>
<tr>
<td>O</td>
<td>6,649</td>
<td>0.387 ± 0.005</td>
</tr>
<tr>
<td>Fe (all)</td>
<td>440,283</td>
<td>25.60 ± 0.04</td>
</tr>
<tr>
<td>Cr (all)</td>
<td>24,279</td>
<td>1.41 ± 0.01</td>
</tr>
<tr>
<td>Total atoms</td>
<td>1,719,842</td>
<td></td>
</tr>
</tbody>
</table>

Table 56: Bulk composition of a large Zr(Nb,Fe)$_2$ precipitate found at/very close to the metal oxide interface of 28.5 mg.dm$^{-2}$ corroded pre-transition ZIRLO.
6.2.3.4  Iron

The distribution of iron within the niobium-rich precipitates has already been discussed in detail in section 6.2.3.3. This section describes the distribution of iron across the metal-oxide interface.

In general, iron is seen to be enhanced in the metal matrix adjacent to the metal oxide interface in the same way that it was in the less corroded pre-transition material (section 6.2.1.4). The level in the matrix in Figure 102 is supersaturated, about tenfold above the expected level, measured using 27 Da as a rather noisy quantitative description of the iron distribution. Qualitatively, the distribution of the peak at 27 Da and the leading edge of 28 Da are similar, suggesting that the peak at 27 can safely be attributed to iron, and not an impurity species. The level of iron in the ZrO’’ and ZrO\textsubscript{2} is much lower, below the saturation level of oxygen in virgin ZIRLO alloy matrix. Figure 103 represents this information in an idealised schematic form. There is also an excess of iron seen at the Zr-ZrO’ interface, as seen previously in section 0 for less corroded pre-transition ZIRLO. The segregation of iron at the interface can also be seen graphically in Figure 107 with both 27 Da (\textsuperscript{54}Fe\textsuperscript{2+}) and 28 Da (\textsuperscript{56}Fe\textsuperscript{2+}).

6.2.4  Pre-transition corroded alloy matrix: 28.5 mg.dm\textsuperscript{-2}

Material that had undergone 28.5 mg.dm\textsuperscript{-2} oxide growth after 100 days autoclave exposure was analysed by 3DAP. Specimens were prepared from the metal-oxide interface, as described above in section 6.2.3, as well as from regions of metal near to the interface and from the bulk of the corroded metal (away from the interface). This analysis is described here, and allows changes in microstructure due to the conditions at the interface to be distinguished from those produced purely by thermal aging. In this section the role of oxygen and niobium become interlinked to an extent where it is more sensible to consider them together, previous these elements have been considered separately in the description of chemistry at the metal-oxide interfaces.
6.2.4.1  Niobium

Material near the interface

Figure 110 shows surfaces of constant concentration of 2 at.% niobium in a region of metal within 200 nm of the metal-oxide interface of ZIRLO. In Figure 110 (a) all niobium-rich regions are shown. Niobium is seen to have precipitated out of the matrix. By applying a filter based on the size of the precipitates (Figure 110 (b)) the larger precipitates are seen to be aligned along a planar feature, marked by blue arrows. This is consistent with conventional nucleation and growth preferentially occurring at grain boundary sites, with further nucleation occurring later intragranularly. A large proportion of the intragranular precipitates also seem to be aligned along linear features. This suggests that dislocations within the grain are also preferred sites for nucleation.

Figure 111 shows a one-dimensional concentration profile taken normal to the grain boundary. As would be expected from Figure 110, there is a pronounced increase in the average niobium concentration at the boundary due to the precipitates. This enrichment is much greater than the fractional mono-layer level of excess niobium seen at the grain boundaries of uncorroded material and so require depletion of the surrounding matrix, rather than just redistribution of material already at the boundary. This reduces the matrix niobium concentration, in the case of the material in Figure 110, to 0.3 at.%. This is marginally lower than the level seen in ‘as received’ material which is 0.36 at.% in the matrix.

Radial concentration profiles have been taken across the interfaces of individual precipitates visible in Figure 110. Profiles for the large and small precipitates are shown in Figure 112 (a) and (b), respectively. It was seen that the chemistry of the individual particle types is consistent, and it is different for the large (>10 nm diameter) intergranular precipitates and the small (<5 nm diameter) intragranular precipitates.
Figure 110: Isosurfaces at 2 at.% niobium. Displaying all surfaces containing more than a) 100 polygons and b) 1000 polygons. Blue arrows mark large (> 10 nm diameter) β-Nb precipitates aligned along a planar feature. Red arrows mark strings of smaller precipitates (< 5 nm) decorating linear features.

c) The feature in (b) viewed along its plane after a 90 degree rotation.

d) Region of interest rotated ~ 40° to show linear features where iron atoms (pink dots) decorate dislocations. Features marked with green arrows. Localised non-linear iron rich features circled.

e) Niobium isosurfaces as shown in (a) with Fe atoms and identifying markers described in (c) superimposed.

Region of interest in relation to oxide/metal interface.

Oxygen concentration (at.%)
Figure 111: 1D concentration profiles across the planar feature seen in Figure 110 (b) in 28.5 mg.dm$^2$ corroded pre-transition ZIRLO. Nb profile is not adjusted for ZrH overlap (15 % of the level in the metal matrix is attributed to ZrH).
Figure 112: Radial concentration profile taken around the core of a) a large (> 10 nm diameter), stable beta-niobium precipitates; and b) small (< 5 nm diameter), meta-stable niobium precipitates.
The large precipitates (Figure 112 (a)) are almost entirely pure niobium at the core, consistent with the beta-niobium phase. The small precipitates are approximately 20 at.% niobium at their core (Figure 112 (b)), with zirconium being the main element in the particle. The particles with composition tending towards 100 % niobium contain a low oxygen concentration at their core, whereas the Zr – 20 at.% Nb particles contain the same level of oxygen as their surroundings, as was seen in the particles analysed in section 6.2.3.3.

Zr – 20 at.% Nb is not a stable phase at room temperature, but is consistent with a suggested meta-stable beta-niobium phase. The Zr-Nb phase diagram, shown in Figure 113, has a miscibility gap within the bcc phase [179] with a monotectoid point at 20 at.% Nb, corresponding with a local minima of the Gibbsian free energy. This phase is stable only above the monotectoid temperature, ~ 895 K [101]. However, in a dilute Zr-Nb alloy it may be easier for particles to initially form as meta-stable beta-niobium. For precipitates of this scale (< 5 nm) the Gibbs-Thompson (capillary) effect will also have the effect of stabilising particles with composition other than those that would be thermodynamically stable on a macroscopic scale [180].

The two distinct types of niobium precipitate seen at the two different defect sites in this study could be due to one of two mechanisms; either all of the particles originally nucleate as the meta-stable version and as they grow convert to become stable beta-niobium once they reach a critical size, or alternatively a different mechanism of growth operates for particles that grow at intragranular defects rather than intergranular sites. A reason for the latter mechanism is not immediately apparent. It might be expected that in fact all of the particles were originally meta-stable beta-niobium and are converted to a stable chemical form by further growth, which in turn has the effect of reducing the Gibbs-Thompson effect. A critical particle size must exist (between 5 and 10 nm) where this conversion becomes necessary because of these thermodynamic considerations.
Figure 113: Zr-Nb phase diagram between 400 and 2800 K [101]. The β-(Nb,Zr) phase has a monotectoid at 20 wt.% Nb.

The radial profiles in Figure 112 (a) and (b) have an ever decreasing sample size for the data points approaching the core of the precipitates. This is why the uncertainty in measurement is seen to increase left-to-right on all of the plot points. The lateral resolution of the instrument can be expected to be 0.5-1 nm around interfaces and so some ‘spreading’ of solute occurs which is significant when making observations of very small particles. This can significantly affect the composition measured near a particle/matrix interface. However, in this case, the particles are sufficiently large to be able to make clear statements about their core composition relative to the external matrix.

Material away from the interface (aged but not corroded)

The material processing route creates a supersaturated solid solution of niobium, so there is a driving force from the outset for the precipitation of niobium out of solution during thermal
aging. However, the diffusion and kinetics of precipitation of niobium are very slow, and after 100 days of exposure in the autoclave precipitation is not seen in the alloy bulk.

Niobium is found at the Nb 1+, 2+ and 3+ charge states, as well as at NbO$^{2+}$. Nb$^{3+}$ is clearly resolved, as seen in Figure 114a, as is NbO$^{2+}$. Unfortunately, most of the detected Nb is derived from the peak at 46.5 Da, which is convoluted with a ZrH species peak. 15 % of the peak at 46.5 Da is due to ZrH. By ranging the 47.5 Da species separately it can be seen that ZrH ions are distributed homogeneously in this dataset. This means that the measured composition of Nb in the metal region is really ~ 85 % of the directly measured value. In niobium-rich precipitates the proportion of ZrH to Nb is reduced and the measured composition converges on the true composition.

![Figure 114: Mass-to-charge-state ratio spectra at a) 29.5 – 32.5 Da showing Zr$^{3+}$ and Nb$^{3+}$, and b) 44.5 – 48.5 Da showing Zr$^{2+}$, ZrH$^{2+}$ and Nb$^{2+}$.

Figure 115 shows the distribution of 46.5 Da (Nb + ZrH) in 45,000 100 ion blocks of metal matrix in 100 day aged material. The chemistry of this region of the matrix is shown in Table 57. The oxygen level is consistent with that which is expected in the bulk metal matrix (away from the metal-oxide interface). The niobium concentration has been calculated over the whole of the region (4.5 x 10$^6$ atoms) and compensates for the overlap of ZrH with Nb. Unfortunately a great
deal of precision is lost as in this dataset the peak at 46.5 contains a large quantity of ZrH and only ~ 10 % Nb. The distribution in Figure 115 (a) shows that the peak at 46.5 Da has a similar distribution to a binomial distribution, therefore the niobium that is present does not significantly perturb the distribution from that of a random solution. This region of matrix is also shown as an atom map in Figure 115(b). No niobium (or ZrH) ion clustering is visible by inspection of this map.

Figure 115: a) Comparison between a Poisson distribution (red curve) and the experimentally observed distribution of the number of 100 ion blocks of solute containing a certain percentage of ZrH and Nb (46.5 Da) ions. The 4.5 million ion dataset is split into 45,000 blocks. The good agreement between the experimental and theoretical curve suggests that ions are distributed as a random solid solution. b) A region of alloy matrix subjected to 100 days of autoclave exposure in a different dataset containing 6 million ions. No clustering of solute or precipitation can be observed visually. The apparent horizontal density variation is because the volume is cylindrical, and is being viewed normal to the axis of the cylinder.
Table 57: Solute concentration in the bulk alloy matrix away from the metal-oxide interface or any microstructural features in 28.5 mg.dm⁻² corroded pre-transition ZIRLO.

Comparison of niobium behaviour in near the surface and the bulk

Precipitation is only seen at and near the metal-oxide interface. Here the nucleation of particles occurs primarily at dislocations and grain boundaries, but is also seen in the matrix adjacent to the interface. Niobium precipitation has not been observed in bulk material having undergone the same level of corrosion, and is also not seen in less corroded material, or indeed in as-received ZIRLO. This effect is attributed to the presence of high levels of oxygen, introduced into the metal matrix by the corrosion process, as well as the higher dislocation density caused by interfacial stresses creating heterogeneous nucleation sites within the matrix. Thermodynamic considerations show that the solubility of niobium in alpha-zirconium is reduced by the addition of oxygen to the solution [95]; an extended version of Figure 8 is reproduced as Figure 116 demonstrating the effect of small oxygen additions on the niobium solubility. The observed oxygen concentration in the metal adjacent to the interface is consistent with the accepted value.
for the solubility of oxygen in zirconium, 28 – 35 at.% depending upon chemistry and temperature [19, 101].

Both the oxygen concentration in the layer ahead of the interface, which increases the driving force for niobium precipitation, as well as the length of time this layer has been present, are important factors in promoting the precipitation of niobium in regions adjacent to the metal-oxide interface.

*Figure 116: Partial Zr-Nb phase diagram showing the effect of oxygen additions on the solubility of Nb in α-Zr [95].*
1.1.1.1 Iron

Correlation of iron concentration with local oxygen level

The distribution of the local concentration of iron against that of oxygen is plotted in Figure 117. These data combine results from several different specimens, prepared from various locations within corroded material; a key for where these regions are found in the material is shown in Figure 118. The metal regions nearer to the surface contain additional oxygen that has been introduced into the metal by the corrosion process [181]. The bulk of the material has not been affected in this way and continues to contain around 0.7 – 1.2 at.% oxygen, introduced by the original fabrication process. In datapoints (i) the level of oxygen is consistent with the background level seen in as-received material and represents regions of metal matrix in corroded material that are remote from the metal-oxide interface. The iron concentration in this region, (i), occupies a lower range than the iron distribution observed in the as-received condition (described previously in section 5.1.6.2).

The general trend in the iron concentration in regions (i), (ii) and (iii) from Figure 117 (b) is that the iron concentration increases with the local oxygen concentration. Analysis of the metal oxide interface of pre-transition material, described previously in sections 6.2.2 and 6.2.3, showed that iron is rejected from the formation of the metal oxide interface, and this could partially explain the enhanced iron concentration seen in the oxygen-rich regions. However, it is known that iron diffuses anomalously quickly in the matrix of α-Zr (and indeed β-Zr) [171] and so the rejected iron might be expected to become redistributed within the bulk of the material.
Figure 117: Plots of measured iron composition against measured oxygen composition of 1m ion blocks of experiment data. Red squares markers represent data obtained after 94 days exposure in an autoclave (360°C, 18 MPa primary water). a) Profile shows low oxygen concentration data. b) Profile includes regions from near the metal-oxide interface (iii). Relative position of data points with regard to the metal-oxide interface of 94 day exposed material is shown in key Figure 118.

Figure 118: Key to the location of data points seen in Figure 117 with respect to the metal-oxide interface in 28.5 mg.dm$^{-2}$ corroded pre-transition ZIRLO.
These observations suggest that the iron solubility within the matrix material is proportional to the oxygen concentration, and that the additional solute in oxygen rich regions appears to be from iron that has migrated from the matrix that is not enriched with oxygen. Increased oxygen concentration may induce disorder in the matrix lattice and so reduce the strain of accommodating iron atoms interstitially. Other authors have suggested mechanisms whereby Fe-O pairs occupy interstitial sites in the Zr lattice [182], which would also suggest that additional oxygen could create low-energy intragranular sites for iron. It has not been established whether iron acts as either an interstitial or substitutional solute in alpha-zirconium, due to its intermediate size (atomic radius in situations of 12-fold symmetry; Zr: 1.6 Å, Fe: 1.28, O: 0.60 [160]).
Discussion of the effects of mass spectrum overlap on these data

Figure 119 show the mass-to-charge-state spectrum of a combination of many of the data points used to measure the Fe/O ratio at mid-range (ii) oxygen concentrations in Figure 117. In this dataset the peak at 28.5 Da is discernible from the tail of 28 Da, and the isotopic ratio is in good agreement with that of iron. In contrast, the ratio of 27 Da to 28 Da suggests that 27 is overlapping with another species, as has been described previously for other datasets. The automated method used to inspect the iron concentration of the matrix (see Appendix A and B) used only the higher signal/noise ratio peak at 28 Da.

Figure 119: Mass-to-charge state ratio showing the region around Fe$^{2+}$ in 28.5 mg.dm$^{-2}$ corroded pre-transition ZIRLO. Peak area values determined manually for the whole visible area of background corrected data. Plot shown is not background corrected.
CO / Fe overlap was found to be an issue with the niobium precipitate data described in Figure 110. The distribution of 27 and 28 Da is shown in Figure 120 and shows how the iron distribution can be described quantitatively when both 27 and 28 Da are subject to unknown levels of contamination, removing the ability to quantitatively describe the iron concentration. The distribution of iron is still well described qualitatively by the left-hand atom map taken from the leading edge of 28 Da.

Figure 120: Mass-to-charge-state spectrum at 26.5 – 29.5 Da. Windowing the leading edge of the peak at 28 shows solute to be strongly segregated to linear features in 28.5 mg.dm$^{-2}$ corroded pre-transition ZIRLO near the metal-oxide interface. Ranging the whole peak gives an apparently homogeneous distribution.
1.1.2 Post-transition metal-oxide interface: 45.9 mg.dm$^{-2}$

After 140 days the oxidation weight gain kinetics has departed from the pre-transition cubic/quadratic relationship and oxidation begins to proceed at an elevated rate (see Figure 29 in section 3.4.2.2). The sample analysed had an average weight gain consistent with the general trend after this period of oxidation. From the weight gain data, it was determined that the sample analysed had undergone break-away. However, the samples taken out of the autoclave after this period of time do not sport the mottled grey/black patches often associated with the breakaway process. The surface of the oxide appears black and is fully adherent to the substrate.

1.1.2.1 Oxygen

Figure 121 (a) shows a 2D oxygen concentration profile for a specimen having undergone transition. The sketch in Figure 121 (b) describes the specimen geometry and shows why the oxide region is towards the lower left hand side of the dataset, rather than running parallel with the metal vertically or forming an oxide cap, as in previous examples. Figure 121 (a) shows a sharp interface between ZrO$_2$ oxide and oxygen saturated metallic zirconium, with no ZrO interfacial layer. The oxygen saturated region appears to be quite thin, and its bounds are not entirely parallel to the interface. The blue region towards the top of the region of interest is metal matrix containing only a few atomic percent oxygen.

During the transition in oxidation kinetics many hundreds of nanometres of metal are consumed by rapid oxide growth. It appears that the ZrO layer that develops during the slow pre-transition oxidation is completely engulfed by this process. The oxide/metal interface now appears to have a very similar morphology to the early pre-transition material that had undergone an initial period of rapid growth and then a short period of slower growth. The chief difference between
the two situations is that a very thin region of oxygen enriched metal is either retained at the post transition interface or develops within a few days of the transition event.

Figure 121: a) 2D oxygen concentration profile across the metal-oxide interface of 45.9 mg.dm$^{-2}$ corroded post-transition ZIRLO with b) explanation of tip geometry used to produce this specimen.
1.1.2.2 Tin

The 1D tin profile across the metal-oxide interface of the specimen of Figure 121 is shown in Figure 122 (a). The mass spectra of the metal and oxide regions of the Figure 122 profile are displayed in Figure 123 (a) and (b). The majority of the 10 tin isotopes can be resolved within the metal region, (a), although only the two most significant are used to calculate the tin content in order to improve the signal to noise ratio (S/N). The spectrum of the oxide region, (b), has a large overlap of the delayed ZrO$^+$ ions. The S/N of $^{120}$Sn$^{2+}$ (60 Da) is reduced from $\sim$ 50 in the metal to 2 – 3 in the oxide. The additional counts from the ZrO overlap are corrected in this profile by deducting an equal area ahead of the peaks at 59 and 60 Da. The profile in Figure 122 (a) also has a higher uncertainty at its extremities, which can be understood by inspection of Figure 121; the volume of slices taken parallel to the interface decreases as the distance from the boundary increases due to the geometry of the dataset.

The tin concentration profile in Figure 122 (a) is at a constant level in the metal, $\sim$ 0.5 at.%, and undergoes a change at the interface to another roughly constant level, $\sim$ 0.3 at.%. There is also an apparent excess of tin at the interface, as has been seen previously. The idealised profile Figure 124 shows the behaviour of tin in terms of the Sn/Zr ratio, rather than looking at these absolute tin concentrations. The tin concentration on the metal side agrees well with the expected level of tin in solid solution, 0.76 at.%, after this correction for added oxygen. It should be noted that in order for this flat profile to be plotted, the tin content in the oxide would need to be 0.25 at.%, rather than the 0.3 at.% observed. This difference is accounted for by the high level of noise in the oxide region, shown in Figure 123 (b), reducing the accuracy of the measurement attained.
Figure 122: 1D concentration profiles across the metal-oxide interface of 45.9 mg dm$^{-2}$ corroded post-transition ZIRLO. Elements plotted: a) Zr and O; b) Sn and Nb; and three different methods of estimating Fe distributions as previously described for Figure 93 and Figure 108.
Figure 123: Mass-to-charge-state ratio spectra demonstrating the difficulties associated with making quantitative estimates of solute concentration at this $45.9 \text{ mg.dm}^{-2}$ corroded post-transition ZIRLO interface. Elements shown: Sn (a: metal, b: oxide), Fe (c: metal, d: oxide), Zr$^{2+}$ (e: metal, f: oxide), ZrO$^{2+}$ (g: metal, h: oxide).
Figure 124: Idealised solute concentration profiles across the metal-oxide interface of 45.9 mg.dm$^{-2}$ corroded post-transition ZIRLO. The tin and niobium profiles are on a linear scale, the iron profile is on a logarithmic scale.
1.1.2.3 Niobium

The niobium profile across the metal-oxide interface is shown in Figure 123. The noise level in this profile is higher in the oxide than in the metal. The reason for this is apparent from Figure 122, which displays the region of the mass spectra where the Nb\textsuperscript{2+} and NbO\textsuperscript{2+} species at are found in the metallic, Figure 122 (e), (g), and oxide, Figure 122 (f), (h), regions of the dataset. In the metallic region these two niobium containing ionic species are clearly resolvable from the delayed ZrH and ZrO ions. This is not the case in the oxide region, where the peaks at 46.5 Da and 54.5 Da are engulfed by delayed ions from Zr-containing ionic species. The contribution of the Nb ionic species that are expected at these mass positions cannot be determined from the background of delayed ions. It is not possible to make a reliable estimate of the amount of solute in the oxide adjacent to the interface in this specimen. Similar problems were encountered when attempting to use data containing only oxide to make a precise estimate of the niobium level, and other specimens given the same treatment that contain the entire metal-oxide interface contain most of the region of interest in the metal region, with only a very small analysable volume of oxide (see notes on reproducibility Table 52 in section 6.1.2).

The idealised niobium profile Figure 124 in the metal is similar in appearance to that seen for early pre-transition material. As with the early pretransition case, niobium rejection occurs at the Zr-ZrO\textsubscript{2} interface. This was not seen to be the case with the ZrO\textsuperscript{’’}-ZrO\textsubscript{2} interface in the more advanced pre-transition material. In that case, the niobium present in the ZrO oxide was incorporated into the newly formed ZrO\textsubscript{2}. Approximately 1 micron of alloy substrate was consumed between the observations at 114 and 140 days. As breakaway may be considered to be a sudden process, it is likely that this consumption happens within a much shorter period of time between the two observations. This caused the high-oxygen concentration, nano-scale niobium precipitate-rich band of metal which was shown to be built up below the metal-oxide interface during pre-transition oxidation to be consumed by the breakaway oxidation process.
There is some variation in the available diffusion data for niobium in α-Zr, however from data tabulated by [183] niobium may diffuse at a rate of the order of 100 nm per day at 360 °C. It appears that this is not fast enough to diffuse ahead of this oxide wave front as the niobium rich layer is consumed by the progressing oxide, rather than being redistributed within the substrate.

The nano-scale particles formed in the metal were seen to have partially dissolved within the outer ZrO layer present in the later-stage pre-transition material. This solute must be accommodated within the ZrO$_2$ layer in some way, but the manner in which this occurs, or the distance of the boundary of this region from the metal-oxide interface (within the oxide) has not been established in this study. The atom probe would not be a suitable instrument with which to perform such measurement due to the increase in delayed ion emission in the oxide regions because of poor conductivity, which can make the accurate measurement of niobium concentration within the oxide impossible.

There are conflicting mechanisms influencing the niobium concentration in the metal at this early post-transition stage in the oxidation process. The rejection of niobium ahead of the, now slowly moving (compared to the breakaway process), oxide front increases the local niobium concentration. However, thermal ageing and the high level of oxygen in solution in the region directly ahead of the interface increase the driving force for precipitation of niobium out of solution. As the oxygen-rich region near the interface is entirely consumed during oxidation, as must be the case due to the increment of oxide thickness produced during the breakaway process, the oxygen-rich region seen as the interface must have developed since breakaway. This means that the material in this region has undergone 140 days of thermal aging, but only perhaps 20 days at the saturated oxygen level seen at the interface.

A non-uniform distribution of niobium is seen in the metal adjacent to the metal-oxide interface in some of the material of this corrosion condition. Defect sites near the interface remain
important for the heterogeneous nucleation of niobium clustering after transition. The clustering observed is less developed and frequent than the niobium rich precipitates seen to form near the metal oxide interface of the more exposed pre-transition material (see section 6.2.3.3). The niobium concentration at the core of these clusters is less than 3 at.%, whereas the majority of the precipitates described in the previous corrosion conditions contained around 20 at.% niobium, with some tending towards β-Nb. A slice of atom map data is shown in Figure 125. These data are collected from a region with a low, and uniform, ZrH ion distribution to avoid potential misidentification of this impurity species as niobium. The iron distribution is also shown for the same slice of data, and is also non-randomly distributed, although there is not good agreement between the position of the niobium and iron clusters.

The observed clustering of niobium adjacent to the interface of post transition material is less developed than that seen adjacent to the metal-oxide interface of pre-transition material in section 6.2.4, and is due to less than 20 days aging in the highly stressed, oxygen-rich, matrix that develops at the metal-oxide interface.
Figure 125: 3D atom maps of a region of the alloy matrix near to the oxide interface of 45.9 mg.dm$^{-2}$ corroded post-transition ZIRLO (the interface is ~ 20 nm from the lower left corner of the diagram, roughly horizontal and out of plane with the page). The data have been sectioned so as to remove high ZrH regions from the field of view. The slice is about 10 nm thick and the area displayed is most easily visualised by reference to the niobium atom map. Niobium and iron are both non-uniform.

Figure 126: 3D iron atom maps from the dataset shown in Figure 121 (45.9 mg.dm$^{-2}$ corroded post-transition ZIRLO). Iron atoms (pink dots) shown left) with an isosurface at 50 at.% oxygen defining the boundary between the metal and oxide and right) without the surface.
1.1.2.4 Iron

The iron profiles in Figure 122 are all affected by the discontinuity in the background noise level at the interface. The effect of this can be seen more clearly from the fourth period transition metal spectra in regions of metal and oxide, Figure 123 (c) and (d), respectively. There are the usual problems in the metal region with other species overlapping with the iron peaks at both 27 and 28 Da.

The distributions of the 28 Da ‘iron’ ions in Figure 125 and Figure 126 have a non-random component. The majority of ions appears to be clustered in the high oxygen region closest to the interface, and at the interface itself. The majority of dots on the lower side of the isosurface (the oxide) are noise, as can be seen from the spectrum of this region shown in Figure 124 (d). Given this clustering near the interface, and treating the lowest estimate of the iron concentration measured in the metal adjacent to the interface from Figure 123 with a generous uncertainty of 50 %, it would appear that the iron concentration adjacent to the interface is supersaturated with iron. The level of iron in the oxide seen in Figure 124 (d) is within the solubility level of iron within the metal phase.

The idealised profile shown in Figure 124 displays these qualitative statements about the level of iron across the interface. The profile is essentially the same as that seen in the early pretransition material, where iron was seen at a high level in the oxygen-rich matrix on the metal side of the interface and appears to be largely rejected from the progressing oxide front. Some iron was seen to be taken into the oxide, both in the early pre-transition material, and in material at this stage of corrosion. Analysis of specimens created from the oxide near the interface shows that the iron is distributed non-randomly once it is incorporated into the oxide. Figure 127 shows a region of the oxide where a plane decorated with iron can be seen. This planar feature is most convincingly explained as being a grain boundary between two ZrO₂ grains. The grain boundary shows a high
enrichment factor for iron compared to the intragranular level in the oxide, although quantification of this level is not appropriate, given the mass resolution of some of the Zr and O containing mass peaks. Iron clustering is also apparent intragranularly. This is the first time in which iron segregation to grain boundaries within the oxide of ‘real’ materials has been shown directly by experiment. Indirect observations of iron decorating grain boundaries of surface oxidised alloys has previously been shown using cathodoluminescence [59], as discussed earlier in section 2.7.3.

Figure 127: 45.9 mg.dm$^{-2}$ corroded post-transition ZIRLO ZrO$_2$/ZrO$_2$ boundary. The pink background is a 90 % transparent 2D oxygen concentration profile with colour scale 0 – 66 at.% O (blue to red); the entirety of the dataset consists of ZrO$_2$ oxide (light red). Iron (at 28 Da) is seen to be non-randomly distributed within the oxide. A planar feature has been identified in the lower left-hand portion of (a), and is shown in planar view in (b).


1.2 Zircaloy-4

1.2.1 Pre-transition metal-oxide interface: $\sim 15.3 \text{ mg.dm}^{-2}$

Zircaloy-4 material subjected to 7 days exposure in a static autoclave environment developed an early pre-transition oxide layer with an average thickness of approximately 1 µm. Of the many attempts to produce specimens for this corrosion condition, only one sample was successfully prepared and analysed by 3DAP. The discussion of this result is considered with this limitation in mind.

1.2.1.1 Oxygen

Figure 128 shows the 2D oxygen concentration profile across the metal-oxide interface. On this length-scale the morphology of the metal-oxide interface is relatively simple. There is a region at the interface where the oxygen concentration deviates from that of ZrO$_2$. Figure 128(c) uses an alternative colour scale to highlight variation between oxygen-saturated matrix and ZrO$_2$ oxide. This demonstrates that this is in fact a thin transitional region, rather than an area of constant composition. The 1D oxygen/zirconium concentration profile in Figure 129 uses an alternative representation to show the transition between the metal and oxide. There is no evidence of a transition layer, such as ZrO, in this sample. This is consistent with the observations of early pre-transition ZIRLO material described in section 6.2. A marked difference between the early-stage ZIRLO material and Zircaloy-4 is the level of oxygen in solid solution in the matrix. Even after only 7 days exposure, much less than the 34 day exposed ZIRLO, this Zircaloy-4 sample exhibits an oxygen-saturated region many tens of nanometres thick ahead of the interface. This is the light green area in Figure 128 (a) and (b).
Figure 128: 2D oxygen concentration profiles taken across the metal-oxide interface of ~ 15.3 mg.dm$^{-2}$ corroded pre-transition Zircaloy-4. The profiles are shown using two alternative colour scales: (a,b) have limits between 0 at.% oxygen and ZrO$_2$; (c) has limits around the solid solution saturation level of oxygen in alpha zirconium (33 at.%), and ZrO$_2$. 
Figure 129: 1D concentration profiles across the metal-oxide interface of ~ 15.3 mg dm$^{-2}$ corroded pre-transition Zircaloy-4. All profiles cover the same region, and displaying the change in concentration of a) zirconium and oxygen, b) iron as calculated using the isotopes $^{54}$Fe$^{2+}$ and $^{56}$Fe$^{2+}$ separately, c) tin and d) chromium and nickel calculated from the ionic species $^{52}$Cr$^{2+}$ and $^{58}$Ni$^{2+}$.

The additional oxygen-saturated matrix region found in the Zircaloy-4 can be understood with reference to the behaviour of niobium within these materials. In ZIRLO, niobium acts as a beta-stabiliser, lowering the solubility of oxygen in solution and retarding the diffusion of oxygen into the material ahead of the interface.
Figure 130: Idealised profiles of tin and iron concentration at the metal-oxide interface of ~ 15.3 mg.dm$^2$ corroded pre-transition Zircaloy-4 based on data in Figure 129. The tin profile is on a linear plot, the iron profile is on a semi-log. scale.

1.2.1.2 Tin

Figure 129 (c) shows the tin concentration profile across the metal oxide interface. The profile follows the same step-like function at the interface as has previously been seen in the ZIRLO samples. Figure 130 shows this profile in terms of the Sn/Zr ratio, rather than the tin concentration. The Sn/Zr ratio remains roughly constant across the metal-oxide interface. This is
consistent with the observations in ZIRLO that tin is accepted into the oxide as it forms and does not become redistributed. It should be noted that the Sn/Zr ratio is more sensitive to noise within the oxide as the scaling factor applied to account for the additional oxygen also magnifies the uncertainty. The measured concentration of tin is around 0.3 at.% within the oxide, compared with 0.33 at.% the expected value.

Figure 130 shows the spectrum from within the metal and oxide around the mass positions of Sn$^{2+}$. In this sample there is not a problem with delayed ZrO ions overlapping with Sn, as is sometimes the case. The tin spectrum peaks within the oxide are broader than in the metal. This change in mass resolution causes a different proportion of the peaks in the metal and oxide to be included within a fixed ranging window (which must remain constant over the whole profile). This could well lead to the apparent loss of 10 % of the tin seen in the oxide region.

![Mass-to-charge state spectra from the metal and ZrO$_2$ oxide regions adjacent to the interface of ~ 15.3 mg.dm$^{-2}$ corroded pre-transition Zircaloy-4, showing the area of the spectrum around Sn$^{2+}$.](image)

*Figure 131: Mass-to-charge state spectra from the metal and ZrO$_2$ oxide regions adjacent to the interface of ~ 15.3 mg.dm$^{-2}$ corroded pre-transition Zircaloy-4, showing the area of the spectrum around Sn$^{2+}$.***
The chemical composition of a region of alloy matrix adjacent to the interface is presented in Figure 52. The niobium concentration measured using the methods used in the previous section relating to ZIRLO is also included even though this alloy should contain no niobium. No niobium was detected, further validating the ZrH correction method used in sections 5 and 6.2.

<table>
<thead>
<tr>
<th>Element</th>
<th>Number of atoms (atoms)</th>
<th>Composition Conc. ± 1 σ (at.%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zr</td>
<td>6,543,547</td>
<td>68.03 ± 0.015</td>
</tr>
<tr>
<td>O</td>
<td>2,991,117</td>
<td>31.10 ± 0.02</td>
</tr>
<tr>
<td>Nb</td>
<td>[94]</td>
<td>&lt;0.001 ± 0.001</td>
</tr>
<tr>
<td>Fe (27)</td>
<td>17,672</td>
<td>0.184 ± 0.006</td>
</tr>
<tr>
<td>Fe (28)</td>
<td>16,934</td>
<td>0.176 ± 0.001</td>
</tr>
<tr>
<td>Fe (28.5)</td>
<td>15,209</td>
<td>0.158 ± 0.009</td>
</tr>
<tr>
<td>Fe (all)</td>
<td>16,897</td>
<td>0.176 ± 0.001</td>
</tr>
<tr>
<td>Sn</td>
<td>65,115</td>
<td>0.677 ± 0.003</td>
</tr>
<tr>
<td>Ni (29)</td>
<td>1,035</td>
<td>0.011 ± 0.0004</td>
</tr>
<tr>
<td>Cr (26)</td>
<td>925</td>
<td>0.010 ± 0.0003</td>
</tr>
<tr>
<td>Total</td>
<td>9,618,636</td>
<td></td>
</tr>
</tbody>
</table>

Table 58: Chemical composition of the metal matrix region adjacent to the metal-oxide interface of ~ 15.3 mg.dm⁻² corroded pre-transition Zircaloy-4. The quoted uncertainty is one standard deviation due to counting statistics; it does not include additional uncertainty related to ranging methodology. Total ion count disregards ‘Nb’ and uses only Fe (all) iron content estimate. Figure in parenthesis details the mass peak from which the total number of solute atoms has been derived.

The tin concentration within the metal matrix is (0.677 ± 0.003) at.%. Correction for the additional oxygen in solution, \( C_{\text{add}} \), can be applied (accounting for the original amount of oxygen in the fabricated material, \( C_\text{O} \), which was shown in Table 8 to be 0.74 at.%).

\[
C_{\text{Sn,corr}} = \frac{C_{\text{Sn}}}{1 - (C_{\text{add}} - C_\text{O})}
\]
This yields a tin concentration of $(0.983 \pm 0.003)$ at.%, which agrees well with the bulk content of the material, 0.98 at.% tin. This bulk value is expected to be distributed uniformly in the matrix, which occupies almost all of the material volume, and to be rejected from second phase particles which occupy a small volume fraction of the material (~ 0.3 %). This figure also agrees well with the measured value in as-received Zircaloy-4 material in section 5.1.3.

1.2.1.3 Iron, chromium and nickel

The fourth period transition metal $2^+$ charge-state region of the mass-to-charge spectrum is shown on a semi-log scale Figure 132. Three chromium and three iron peaks are visible and agree well with the expected isotopic abundance of these species. There is also a single peak at 29 Da, which is attributed to nickel.

The 1D profile Figure 129 demonstrates a step change in the iron, chromium and nickel concentrations at the interface. The concentrations of these transition metals in the alloy matrix adjacent to the interface is much higher than in the oxide. The iron concentration is approximately 0.18 at.%, around sixty times the level seen in uncorroded Zircaloy-4 matrix material. Figure 133 shows the same section of the mass-to-charge spectra displayed in Figure 132, but for the oxide region, rather than the metal. Only the iron peak at 28 Da is visible in this spectrum, and the counts (max ~ 22) are much lower than counts seen in the metal region (max ~ 800). The volume of the ROI, in terms of the number of atoms detected, is similar in both of these examples and both figures are displayed using 1000 bins per atomic mass unit. Figure 133 suggests that the small Cr and Ni content visible in the oxide in the 1D profile (Figure 129) is due to detector noise.
Figure 132: Mass-to-charge state ratio spectrum from the metal region adjacent to the interface of ~ 15.3 mg.dm$^{-2}$ corroded pre-transition Zircaloy-4 showing the $2^+$ charge state of the fourth period transition metal species. Cr, Fe and Ni can all be clearly resolved. 

The spatial distribution of Fe, Cr and Ni species in relation to the metal-oxide interface is shown in Figure 134. Iron forms clusters, and also heavily decorates linear features adjacent and parallel to the interface. This is consistent with iron segregation to dislocations, with additional iron present due to rejection from the newly formed oxide. In ZIRLO, the metal matrix of corroded material away from the interface was seen to be deficient in iron compared to uncorroded material where oxygen has been injected into the alloy matrix. Similar information is not available here, but it is envisaged that much of the additional iron seen here originates from within the bulk of the material, as well as solute rejected from the oxide.
Figure 133: Mass-to-charge state ratio spectrum from the ZrO$_2$ oxide region adjacent to the interface of ~15.3 mg.dm$^{-2}$ corroded pre-transition Zircaloy-4, showing the 2+ charge state of the fourth period transition metal species. Only the peak at 28 Da can be resolved from the background noise. The signal / noise ratio of this peak is ~4.

Chromium and nickel are also seen in much higher concentration in the metal adjacent to the interface than in the oxide. Chromium forms clusters, many of which are also the site of iron rich clusters. Nickel and chromium are seen to be higher in concentration in the region with the most iron decorated dislocations, although not to the extent whereby these features could be identified only with reference to the Cr or Ni atom maps. Nickel was seen as a trace element in some of the regions of uncorroded Zircaloy-4 matrix. Chromium was not detected in those experiments.
**Figure 134:** O) 2D oxygen concentration profile cross section of the metal oxide interface of ~15.3 mg dm$^{-2}$ corroded pre-transition Zircaloy-4. Colour scale 33 (blue) – 66 (red) at.% oxygen. Fe, Ni and Cr views are shown using the same perspective. Fe is plotted using all of the 28 Da peak, Ni is plotted using 29 Da and Cr is displayed using 26 Da. The mass spectrum for the metal volume within this region is shown in Figure 132.
1.2.2 Pre-transition metal-oxide interface: 23.4 mg.dm\(^{-2}\)

After 114 days autoclave exposure the Zircaloy-4 material had undergone a weight gain of 23.4 mg.dm\(^{-2}\). Both the weight gain and appearance of the corroded material suggest that it was pre-transition. Two of the analysed atom probe specimens contained the entire metal-oxide interface, several others contain part of the interface and a region of adjacent material.

1.2.2.1 Oxygen

A 2D oxygen concentration profile taken across the metal oxide interface is shown in Figure 135. There is a ZrO layer between the metal and the ZrO\(_2\) oxide which varies in thickness considerably over the volume examined. In general, the thickness is of the order of tens of nanometres. The intermediate layer is homogeneous in composition and does not appear to contain two separate sub-layers. The morphology of the interfacial layer is relatively simple, similar to the same corrosion condition seen in ZIRLO in areas with little niobium precipitation. The metal adjacent to the interface is saturated with oxygen (light green region in Figure 135). Figure 136 demonstrates the three-dimensional structure of the interface described in 2D by Figure 135. Surfaces of constant oxygen concentration mark the boundaries of the metal (blue surface) and ZrO\(_2\) oxide (red surface).
Figure 135: 2D oxygen concentration profiles taken across the metal-oxide interface of 23.4 mg.dm$^{-2}$ corroded pre-transition Zircaloy-4. The specimen needle axis is horizontal (purely for layout purposes). Colour scale limits are 0 at.% oxygen and 66 at.% oxygen (ZrO$_2$).

Figure 136: a) 3D view of the metal-oxide interface shown in Figure 135 (23.4 mg.dm$^{-2}$ corroded pre-transition Zircaloy-4) plotted using a red surface at 55 at.% oxygen to mark the ZrO-ZrO$_2$ interface and a blue surface at 45 at.% oxygen marking the Zr-ZrO interface. b) 3D atom map showing the iron distribution at the metal-oxide interface viewed in the same orientation to (a).
1.2.2.2  **Tin**

The concentration of tin undergoes a step change at the Zr-ZrO and ZrO-ZrO$_2$ interfaces, as shown in the 1D profile in Figure 137. The distribution of tin across the metal-oxide interface is similar to that seen in late pre-transition ZIRLO and is again explained with reference to the Sn/Zr ratio, removing the effect of additional oxygen added to the matrix during corrosion. As with ZIRLO, there are apparent peaks in the tin concentration at the interface that are likely due to tin surface migration on the surface of the specimen near regions of high electric field gradient, and might not be physically representative of tin segregation to these interfaces. The Sn/Zr ratio is seen to remain constant across the interface, as shown in Figure 138. The tin concentration at the interface agrees well with the expected matrix value, 0.98 at.%., after the additional oxygen in solution has been accounted for. Four regions of metal adjacent to the interface have also been analysed, and after correction for the oxygen added to solution during the corrosion process. The tin concentration in these regions also agrees well with the expected value. These data are presented in Table 59.
Figure 137: Profiles showing the i) Zr-ZrO and ii) ZrO-ZrO$_2$ interfaces across the metal-oxide and oxide/oxide interfaces of 23.4 mg dm$^{-2}$ corroded pre-transition Zircaloy-4. Various species shown: a/b) zirconium and oxygen; c/d) tin; and e/f) iron (28 Da), chromium (26 Da) and nickel (29 Da). The fourth period transition metals are plotted using the charge states shown in parenthesis. In this case, the deviation from ZrO stoichiometry in (b) is due to the variation in ZrO layer thickness, as seen in Figure 136 (a).
Figure 138: Idealised concentration and solute/solvent profiles across the metal-oxide interface of 23.4 mg dm$^{-2}$ corroded pre-transition Zircaloy-4 for tin and iron.
Table 59: Calculated tin concentration in metal matrix adjacent to the metal-oxide interface of 23.4 mg.dm$^{-2}$ corroded pre-transition Zircaloy-4 with correction for the oxygen added due to corrosion. $C_{\text{Sn}}$ and $C_{\text{Od}}$ are the detected concentrations of tin and oxygen, respectively. $C_{\text{Ob}}$ is the background level of oxygen introduced during the original fabrication of the material, (1.02 ± 0.06) at.%. 

<table>
<thead>
<tr>
<th>Volume (10$^6$ atoms)</th>
<th>Detected tin conc. (at.%)</th>
<th>$C_{\text{Sn}}$ / (1 - $C_{\text{Od}} + C_{\text{Ob}}$)</th>
<th>Tin conc. accounting for oxygen (at.%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.8</td>
<td>0.671</td>
<td>0.671 at.%</td>
<td>0.98</td>
</tr>
<tr>
<td>7.9</td>
<td>0.679</td>
<td>0.679 at.%</td>
<td>1.00</td>
</tr>
<tr>
<td>16.8</td>
<td>0.809</td>
<td>0.809 at.%</td>
<td>0.99</td>
</tr>
<tr>
<td>32.1</td>
<td>0.791</td>
<td>0.79 at.%</td>
<td>0.99</td>
</tr>
</tbody>
</table>

1.2.2.3  Iron, chromium and nickel

The transition metal solute concentrations of the four regions of alloy matrix adjacent to the metal-oxide interface described in Table 59 with regard to tin are listed in Table 60. Specimens 1 and 2 have a mean oxygen concentration of ~ 30 at.%, specimens 3 and 4 contain around 20 at.% oxygen. The trend seen in ZIRLO, that the oxygen rich region adjacent to the metal-oxide interface contains a much higher concentration of iron compared to the normal metal matrix, appears also to be the case in Zircaloy-4, although differences were seen in the amount of iron in solution in Zircaloy-4 and ZIRLO. In the highest oxygen concentration regions the local iron concentration is almost tenfold that seen in the metal matrix of uncorroded material. A range of transition metal solute segregation behaviour was observed in this material. This is described below for the four datasets listed in Table 60.
<table>
<thead>
<tr>
<th>Specimen</th>
<th>Element</th>
<th>Number of atoms (10^6 atoms)</th>
<th>Composition Conc. (at.%) ± 1 σ (at.%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Fe</td>
<td>8.8</td>
<td>0.029 0.012 0.0006</td>
</tr>
<tr>
<td></td>
<td>Ni</td>
<td></td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>Cr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Fe</td>
<td>7.9</td>
<td>0.038 0.0031 0.0021</td>
</tr>
<tr>
<td></td>
<td>Ni</td>
<td></td>
<td>0.0002</td>
</tr>
<tr>
<td></td>
<td>Cr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Fe</td>
<td>16.8</td>
<td>0.0157 &lt; trace 0.0022</td>
</tr>
<tr>
<td></td>
<td>Ni</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Fe</td>
<td>32.1</td>
<td>NR &lt; trace</td>
</tr>
<tr>
<td></td>
<td>Ni</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cr</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Table 60: The concentration of transition metal solutes seen in volumes of oxygen-rich alloy matrix adjacent to the metal-oxide interface of four specimens.*

A 3D iron atom map is featured in Figure 136 (specimen 1 in Table 60). By comparison with the accompanying isosurface view in Figure 136 it can be seen that the majority of iron appears to be located at the boundary between the alloy and the ZrO layer. A set of 1D concentration profiles across this metal-oxide interface is shown in Figure 137. The fourth period transition metal solute profiles are across the Zr-ZrO interface in Figure 137 (e) and the ZrO-ZrO\textsubscript{2} interface in (f). Note the difference in vertical scale between (e) and (f). Chromium and nickel are at a very low concentration in all regions, although generally higher in the metal adjacent to the interface than within the bulk. In this example, nickel enrichment is seen at the Zr-ZrO interface. The iron profile across the interface is also plotted as an idealised profile in Figure 138 on a semi-log scale. Iron segregation to the boundary of the ZrO phase was seen in this sample, and this is consistent with enrichment of iron seen at other heterogeneities within the material. The iron concentration within the metal layer adjacent to the interface is similar to that in the ZrO. It
appears there is partial rejection of iron at the metal-oxide interface. The apparent concentration of iron seen in the oxide region of Figure 137 is also subject to a higher background noise level than within the metal, so the value displayed is somewhat of an over estimate.

A set of 3D atom maps showing the position of the metal-oxide interface using isosurfaces (a) and the distribution of iron (a and b), chromium (c) and nickel (d) are shown in Figure 139 (specimen 2 from Table 60). The relevant region of the mass-to-charge spectrum of this metal region is shown in Figure 140. The peak at 29 Da is higher than the level that would be expected due to the presence of iron, and is attributed to nickel. As with Figure 136, iron appears to be primarily located at linear features that run parallel with the plane of the Zr-ZrO interface. Iron is also seen to be non-uniformly distributed in the metal adjacent to the metal-oxide interface. The high density and proximity of these linear features to the interface hampers quantitative analysis, however, similar characteristics are seen in subsequent examples that do lend themselves to such analysis.

Figure 139 (c) and (d) show a tendency for nickel to be co-segregated with iron along these features. There is also a small, concentrated, point-cluster of chromium atoms (circled) in the centre of the image (c) that is not part of any of the linear arrays of solute decorated dislocations. Comparison with (b) shows that iron is also clustered at this point and is circled in (b) and (c). This chromium cluster is remote enough from other dislocations to allow a more rigorous analysis. It is useful to get an idea of the probability of occurrence of a region of chromium concentration of the scale observed that might be expected due to a random solid solution. Figure 141 compares the number of regions in this dataset that have a chromium concentration lower than a threshold level for two different minimum sizes of cluster.
Figure 139: 3D atom maps displaying solute distribution around the metal-oxide interface of 23.4 mg.dm$^{-2}$ corroded pre-transition Zircaloy-4 for a) iron with isosurfaces marking the bounds of the metal (blue) and ZrO$_2$ oxide (red), b) iron from the leading edge of the peak at 28 Da, c) chromium (at 26 Da) and d) nickel (at 29 Da). The circled region marks the position of a chromium cluster.
Figure 140: Mass-to-charge state ratio spectra of the 2+ charge-state fourth period transition metals for the metal region (including dislocations) of the dataset displayed in Figure 139 (23.4 mg.dm⁻² corroded pre-transition Zircaloy-4). The spectrum uses 1000 bins per Da.

Threshold sizing is performed by filtering out regions that require less than a prescribed number of polygons to draw them. From Figure 141 it is seen that where the threshold size of a ‘cluster’ is kept small, a large number of regions are seen due to random local chromium concentration fluctuations, even at high concentrations (0.6 at.% Cr is of the order of 1000 times the matrix concentration seen in the bulk material). If the minimum size of the regions is increased by an order of magnitude then only the single region shown in Figure 139 is detected. The volume (or radius) of the cluster is, to a large extent, a function of the defining criteria. Figure 142 compares the apparent volume of this cluster as defined by various threshold levels. The volume tends towards ~ 50 nm³ at high concentration, corresponding to a cluster radius of ~ 3.5 nm. A proxigram across the surface of the cluster is shown in Figure 143. At its core the combined iron and chromium concentration of the cluster is around 18 at.%. This increase is at the expense of zirconium and oxygen.
Figure 141: The number of regions within the dataset shown in Figure 139 that contain a chromium concentration higher than a threshold level using two. Two minimum sizes of volume (in terms of the number of polygons used to render) are compared. A high observed number of regions shows the effect of random fluctuations of chromium concentration on the apparent number of clusters.

Figure 142: The volume contained the cluster as defined by isosurfaces of differing threshold concentration.
Figure 143: Proxigram across the surface of the chromium point-cluster shown in Figure 139 showing a) Zr, O, Fe, Cr and Sn between 0 and 100 at.% concentrations within the matrix (LHS) and the cluster (RHS); and b) highlighting the behaviour of the minor elements (0–15 at.%).
Figure 144: 3D atom maps of the iron distribution in a region of metal near to the metal oxide interface (within ~ 200 nm) of 23.4 mg.dm$^{-2}$ corroded pre-transition Zircaloy-4. The 2D oxygen concentration profiles shown in the far left frame display the oxygen concentration using the colour scale 0 at.% O (metal - blue) to 66 at.% O (ZrO$_2$ - red). Iron atoms are displayed as pink dots and are preferentially aligned along co-linear features.

For another example, labelled specimen 3 in Table 60, 2D oxygen concentration profiles are shown in Figure 144. The planes of these profiles are orthogonal to each other. The area of highest oxygen concentration is at the right hand side of the analysis volume. From this perspective, the dislocations are viewed along their axes. Rotating the dataset by 90 degrees allows a profile view of the dislocation network. The majority of the iron-decorated dislocations are aligned parallel to the metal-oxide interface (normal to the oxygen concentration gradient). Isosurfaces at 0.2 at.% iron were applied to this dataset in order to define the iron-decorated
dislocations. These isosurfaces are shown in Figure 145. The individual features can be isolated and proxigrams (see section 3.3.5) computed around separate dislocations. Four unconnected surfaces have been selected, labelled a – d in Figure 145. The iron concentrations at the core of these dislocations as determined by a 0.3 nm bin proxigram are listed in Table 61. There is little variation in the chemistry at the dislocations in this sample. The mean iron concentration at the dislocation core defined by this method is \( (2.7 \pm 0.2) \) at.\%. The concentration of oxygen and tin was not seen to vary significantly within the dislocations compared to the surrounding matrix.

Figure 145: Isosurfaces plotted at 0.2 at.\% iron for the dataset shown in Figure 144 (23.4 mg.dm\(^{-2}\) corroded pre-transition Zircaloy-4). Separate isosurface are selected in frames a – d. These are a lighter shade than the other surfaces and indicated by an arrow.

<table>
<thead>
<tr>
<th>Dislocation (see Figure 145)</th>
<th>a</th>
<th>b</th>
<th>C</th>
<th>d</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iron conc. at core (at.%)</td>
<td>2.8</td>
<td>2.6</td>
<td>2.8</td>
<td>2.4</td>
<td>2.7</td>
</tr>
<tr>
<td>Uncertainty (at.%)</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 61: Iron concentrations at the core of the dislocations highlighted in fames a – d of Figure 145 (above) as determined from a proxigram taken across these features.
Nickel is not resolvable from the background noise level in specimen 3 (see Table 60) shown in Figure 144. It should be noted that the apparent concentration of minor solutes in these inhomogeneous regions of metal matrix is highly dependent upon the volume fraction of dislocations within the region of matrix analysed.

The 2D oxygen concentration profile in Figure 146 (specimen 4 from Table 60) depicts another dataset where the region of interest intersects with the edge of the ZrO region. The majority of the volume is occupied by the metal region adjacent to the interface. The oxygen-rich region close to the interface is less than 100 nm in thickness here. The iron and chromium atom maps in Figure 146 are viewed from the same perspective as the 2D oxygen profile. The majority of the iron-decorated dislocations are in the lower-oxygen content region of this material. The iron concentration at the core of the linear features is 2 – 3 at.%, as was seen in the previous example. The oxygen gradient in the dataset drops from the saturation level of oxygen to ~ 5 at.% O over ~ 200 nm. As in the previous example, the dislocations seem to be aligned with the plane of the interface (out of plane with the page, normal to the oxygen concentration gradient).

Chromium clustering is seen to be co-segregated with iron, but is not primarily found along linear features. The cluster highlighted by the black rectangle in Figure 146 (Fe) is shown enlarged in Figure 147. Two views of the iron decorated feature are shown. The distribution of solute appears less, even along the dislocation, than that seen in the previous example. What from some angles appears to be a linear feature could be equally well described as an aligned series of clusters, terminating in a loop-like arrangement of solute. Chromium is also segregated to this loop and to the nearby cluster visible in the top right of the right-hand atom maps in Figure 147.
Figure 146: O) 2D oxygen concentration profile at a metal-oxide interface of 23.4 mg.dm\(^{-2}\) corroded pre-transition Zircaloy-4. The region shown touches on a ZrO layer but is mainly metal, and an oxygen rich metal region adjacent to the interface. The 3D atom maps are viewed from the same perspective and show the distribution of iron (at 28 Da) and chromium (at 26 Da). The highlighted black rectangular region in the iron atom map is shown in further detail in Figure 147. The apparently linear alignment of chromium clusters (bottom left) is due to perspective only. The clusters are not aligned in depth (into the page).
Figure 147: Highlighted region from the 3D atom map in Figure 146. Two views of minor solute decorating a linear feature and additional large cluster not in line with the feature. The feature solute terminates at a loop (most clearly seen Fe top right).

The solute decorated dislocations in Figure 147 were analysed in a similar way as for the previous example; by creating proxigrams across the defined surfaces of the features and comparing the core values. As the chemistry of the loop feature is evidently inhomogeneous a separate surface was created around this sub volume, in order to ascertain the chromium value at the core of this region. These surfaces are shown in Figure 148. The iron concentration at the core of this line of point features is much higher than that seen distributed relatively evenly along the linear features in the previous example (Figure 145). Table 62 shows that the iron concentration at the core of these features is around 7 at.%. The increase in iron and chromium
concentration is at the expense of the oxygen and zirconium concentration at the dislocation. The tin concentration at the dislocation may also be lower than in the matrix, but this difference is difficult to quantify.

![Dislocation diagram](image)

**Figure 148:** Isosurfaces plotted at 0.2 at.% iron (i and ii) and chromium (iii) for the dataset shown in Figure 147 (23.4 mg.dm$^{-2}$ corroded pre-transition Zircaloy-4).

<table>
<thead>
<tr>
<th>Dislocation (see Figure 148)</th>
<th>i</th>
<th>ii</th>
<th>iii</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iron conc. at core (at.%)</td>
<td>15 ± 5</td>
<td>7 ± 2</td>
<td>7 ± 2</td>
</tr>
<tr>
<td>Chromium conc. at core (at.%)</td>
<td>0.3 ± 0.3</td>
<td>0.8 ± 0.2</td>
<td>4 ± 1</td>
</tr>
<tr>
<td>Difference between dislocation and matrix oxygen conc. (at.%)</td>
<td>-3.3 ± 1</td>
<td>-4.2 ± 0.5</td>
<td>-3.5 ± 0.5</td>
</tr>
<tr>
<td>Difference between dislocation and matrix zirconium conc. (at.%)</td>
<td>-9 ± 5</td>
<td>-3 ± 1.5</td>
<td>-8 ± 0.5</td>
</tr>
</tbody>
</table>

**Table 62:** The concentration of iron and chromium at the iron decorated dislocations shown in Figure 148, along with the difference between the dislocation and matrix concentration of oxygen (a negative value indicates that there is less oxygen at the dislocation than in the metal matrix).
A wide range of minor alloying element transition element behaviour has been observed at dislocations in the proximity of the metal/oxide interface of pre-transition Zircaloy-4. These are summarised as follows:

- All five specimens analysed show iron-decorated linear features in proximity to the metal-oxide interface.
- These iron-decorated dislocations have an iron concentration of \((2.7 \pm 0.2)\) at.% at their core.
- The nucleation of iron and chromium rich clusters is also seen along some of these features. These tend to have a higher core iron and chromium concentration, \(~ 10\) at.% combined, the majority of which is iron.
- Chromium is seen to cluster at point-features. A chromium rich cluster with radius \(~ 3.5\) nm and core chromium concentration of \(~ 9\) at.% was analysed.
1.3 Zr-Nb-Ti

The Zr-Nb-Ti test alloy was subjected to one day of exposure to a 360 °C pure water autoclave environment. During this time an 80 µm thick oxide layer (1189 mg.dm$^{-2}$) developed on the substrate. The appearance of the layer was that of a white, adherent, post-transition oxide. The oxidation rate of this material is several hundred times greater than the commercially deployed alloys studied. All of the material described in this section is from this advanced corrosion condition.

A large body of literature describing the metallography, performance and oxide microstructure of ZIRLO and Zircaloy-4 was discussed in chapter 2. The same level of information is not available in the open literature for the Zr-Nb-Ti test alloy. Characterisation of the alloy matrix, grain boundary chemistry and second phase particles distribution within the alloy using 3DAP, TEM and EDX was described in sections 3.4.1.4, 5.2.1.2 and 5.2.2.4. The oxide morphology was investigated using electron microscopy by Na Ni, Oxford Materials. This work is described in section 6.4.1 and provides a context for the 3DAP observations of the metal-oxide interface (§ 6.4.2) and surrounding material (§ 6.4.3) that follow.
1.3.1 Overview of test alloy corrosion: Electron microscopy

1.3.1.1 Oxide microstructure

The oxide morphology of the corroded material was characterised using TEM by Na Ni, Oxford Materials. A TEM micrograph of a section of the metal-oxide interface is shown in Figure 149, along with a schematic diagram of the interface structure. Small, ~ 50 nm diameter, equiaxed oxide grains were seen right up to the metal oxide interface. A larger proportion of the oxide consisted of the tetragonal phase than was seen in the oxide of better performing alloys, such as Zircaloy-4. Large numbers of cracks, parallel with each other and the metal-oxide interface, can be seen in Figure 149. These cracks have limited development in the direction normal to the interface (vertical cracks), and in the 2D cross sectional view horizontal crack layers are not seen to be interconnected by vertical cracks. Connected porosity is seen near the interface, and this could offer a path from the free surface to the metal-oxide interface [14].
Figure 149: a) TEM micrograph of the 1 day corroded Zr-Nb-Ti metal-oxide interface, courtesy of Na Ni, Oxford Materials. Cracks are shown in white. The interface is highlighted by a dotted red line. b) Schematic of the metal-oxide interface emphasising oxide morphology. Cracks and grain boundaries are shown in black. The full thickness of the oxide is 80 μm.

1.3.1.2 Chemical mapping

EDX mapping across the metal-oxide interface has also been conducted for the heavily corroded 1 day autoclave sample. Chemical maps of a region of 20 μm of oxide and metal either side of the interface are shown in Figure 150. The cracks parallel with the interface can be clearly resolved in the O and Zr profiles. The concentration of titanium appears greater (brighter) within the metal than the oxide, but it should be noted that there appears to be a general gradient in intensity (bottom left to top right) in all of the profiles, as seen most easily in the Zr profile. It is also difficult to separate the effect of the reduced metal atom concentration due to the addition of 2 oxygen atoms for every cation in the oxide layer.
Figure 150: EDX profiles of the 1 day corroded Zr-Nb-Ti metal-oxide interface (shown by red dotted line) for Zr, O, Nb, Ti and Fe. 20 μm of the 80 μm oxide is shown. Micrographs courtesy of Na Ni, Oxford Materials.
1.3.1.3 Second phase particle distribution

Brightly imaging iron- and niobium-containing particles are visible within the metal in Figure 150. Similar particles are harder to resolve within the oxide layer, although some niobium-rich particles are visible within the oxide in this profile. Although they suffer the same issues described above for titanium, the niobium and iron profiles seem generally brighter within the metal than the oxide. It is important to establish whether the lower observed particle density in the oxide is due to difficulty in resolving the features within the oxide using EDX scanning or if it is due to a rapid dissolution of these particles within the oxide.

Particles have been observed within the oxide of corroded Zr-Nb-Ti using TEM at 250 nm and 1.5 μm from the metal-oxide interface, summarised in Table 63. Figure 151 is a micrograph showing a particle 1.5 μm from the interface. The compositions of both of these particles are consistent with those studied in as received material (see 5.2.1.2) and so it does not appear that rapid dissolution of these precipitates occurs within the oxide.
<table>
<thead>
<tr>
<th>Location</th>
<th>Crystal structure type identified by diffraction</th>
<th>Composition measured by EDX (at. %)</th>
<th>Diameter (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>In oxide, 1.5 μm from interface</td>
<td>Hexagonal Zr(Nb,Fe)$_2$</td>
<td>Zr (76.1)-Nb (21.7)-Fe (2.2)</td>
<td>50</td>
</tr>
<tr>
<td>In oxide, 250 nm from interface</td>
<td>Hexagonal Zr(Nb,Fe)$_2$</td>
<td>Zr (76.8)-Nb (20.3)-Fe (2.9)</td>
<td>40</td>
</tr>
</tbody>
</table>

Table 63: Structural and chemical information relating to two second phase particles observed in the oxide formed on 1 day corroded Zr-Nb-Ti. Table provided by Na Ni, Oxford Materials.

Figure 151: TEM micrograph of a Zr(Nb,Fe)$_2$ precipitate within the oxide formed on 1 day corroded Zr-Nb-Ti, 1.5 μm from the metal-oxide interface. Courtesy of Na Ni, Oxford Materials.
1.3.1.4 Summary

These electron microscopy observations are summarised as follows:

- Oxidation occurs at a rate of 70 nm per minute.
- The oxide appears white.
- The oxide has a fine, equiaxed structure right up to the metal interface. The grains have a diameter of a few tens of nanometres.
- Cracking is seen parallel to the interface with a period of submicron periodicity.
- There is a greater concentration of alloy element additions within the metal than the oxide, although the ratio of solute/zirconium is not well described.
- Second phase particles do not appear to be rapidly dissolved within the oxide.

These observations, along with the characterisation of the base material described in sections 3.4.1.4 and 5.2 provide an excellent framework within which to consider the 3DAP analysis of the metal oxide interface of this corroded material. This is described in the following sections, 6.4.2 and 6.4.3.
1.3.2 Metal-oxide interface: 3DAP

1.3.2.1 Oxygen

Two 2D oxygen concentration profiles of highly corroded Zr-Nb-Ti material are shown in Figure 152. There is a sharp interface between Zr metal and ZrO$_2$ oxide. There is also a low level of oxygen in solid solution in region of the metal adjacent to the interface. The rate of oxide growth is very rapid, so it is unsurprising that a ZrO layer, which has previously been seen to develop in other materials during the slow growth phases of the oxidation process, is absent. The formation of new ZrO$_2$ oxide is evidently more rapid than the diffusion of oxygen from the interface into the bulk matrix.

![Figure 152: 2D Oxygen concentration profiles across the metal oxide interface of two different specimens prepared from 1 day corroded Zr-Nb-Ti. Profiles are orientated so that the profile plane is co-linear with the specimen axis (a) and normal to the axis (b).](image-url)

Figure 153: Profiles showing the oxide/metal interface across two specimens (a, c and b, d) prepared from 1 day corroded Zr-Nb-Ti. Specimen (a, c) shows a larger region of metal adjacent to the interface. Specimen (b, d) has a larger region of oxide demonstrating approximately the expected stoichiometry for ZrO_2. Zr and O profiles shown in (a) and (b), Nb and Ti profiles displayed by (c) and (d). The Nb concentration is calculated by deducting ZrH and overlapping species and noise from the Nb profile.

1D profile across the interfaces shown in Figure 152 is presented in Figure 153. The oxygen profile within the oxide of Figure 153 (a) deviates from the expected stoichiometry. A large amount of hydrogen (not included in the profile) was field evaporated from these specimens, mainly as multiple hit detector events. The desorption of this species could have affected the proportion of other species lost in detector dead time. The source of this hydrogen is not clear,
but could have been induced by the focussed ion beam milling process used to fabricate these tips, although this problem has not be encountered during other similar analyses. The oxygen concentration in the oxygen-enriched matrix region adjacent to the interface decays to near the background level of oxygen in the material within a few nanometres.

Figure 154: Idealised concentration profile based on the metal-oxide interfaces of 1 day corroded Zr-Nb-Ti described in Figure 153. Shaded regions show a range of possible values with limits defined by thick lines. Both niobium and titanium profile are displayed on a linear scale.
1.3.2.2  Niobium

The niobium profile across the metal-oxide interface of these examples is also shown in Figure 153 (b). Hydrogen was also field evaporated combined with zirconium ions as ZrH and ZrH$_2$ ionic species. A relatively large amount of ZrH ions were seen in both these datasets. This makes a quantitative analysis of the niobium content of these specimens difficult as Nb$_{2+}$, ZrH$_{2+}$ and ZrH$_{2+}$ are all found at 46.5 Da, and this is reflected in the scatter of datapoints for Nb seen in Figure 153.

The niobium concentration undergoes a step change at the interface. The level of niobium seen in the metal ahead of the interface, 0.4 – 0.8 at.%, is higher than the range seen in uncorroded material, (0.43 ± 0.04) at.%, although perhaps not significantly so. As niobium is apparently rejected from the oxide, the niobium concentration in the metal immediately ahead of the interface would be expected to be larger than in the base material. However, the rate of oxidation is much greater than the rate of diffusion of niobium, and so niobium rejection at the metal-oxide interface cannot happen. Other sinks exist for this excess niobium. Both the metal and oxide grains are very fine, with diameters of 250 nm and ~ 50 nm respectively, creating a relatively large volume of grain boundary which would be energetically favourable for niobium to occupy.

1.3.2.3  Titanium

At high temperatures, titanium additions to ZrO$_2$ acts as a partial tetragonal phase stabiliser [184]. Titanium is not as effective as a phase stabiliser as yttrium, cerium or calcium, but significant additions (several percent) have been seen to stabilise the tetragonal phase down to 650 °C. However, the required concentration of titanium and the lower temperature found in the autoclave do not provide the conditions required for titanium to stabilise t-ZrO$_2$ in this system. On the contrary, the solubility of Ti in m-ZrO$_2$, the stable phase in these conditions, is
vanishingly small and a solid solution of m-ZrO$_2$ and ZrTiO$_4$ would be expected [185]. This thermodynamic consideration explains why no titanium is seen in the oxide at the metal-oxide interface.

Like niobium, the titanium profile ahead of the metal-oxide interface also suggests that it is rejected from the fast progressing oxide front. Also like niobium, the level ahead of the interface is not dissimilar to the level seen in the matrix of uncorroded material, and like niobium, the diffusion of titanium in alpha-zirconium is sluggish. In order to explain these observations of the interface, it is suggested that titanium is also rejected to grain boundaries within the oxide and metal in the region of the metal-oxide interface in a similar manner postulated for niobium.

1.3.2.4  **Iron, chromium and nickel**

The distribution of minor transition metals at the interface cannot be determined in this case as in all of the datasets available there is substantial interference from impurity species. Figure 155 is an example section of such a mass spectrum. The spatial distribution of the peaks at 27 and 28 Da do not agree, and no peak is visible at 28.5 Da, suggesting that these counts are not due to iron. The ratios of 27, 28 and 29 Da were also different in the separate specimens.

The peak at 29 Da is also probably not due to nickel as it is seen only at the surface layer at the start of the data acquisition and is seen both on the surface of the metal and oxide phases. This would suggest that this is due to an adsorbed surface contaminant that has not previously been seen during the atom probe analysis of ZIRLO or Zircaloy-4.
Figure 155: The fourth period transition metal (2+ charge state) section of the Mass-to-charge-state ratio spectra for one of the datasets shown in Figure 152 (1 day corroded Zr-Nb-Ti).

1.3.3 Material adjacent to interface: 3DAP

A section of alloy matrix was prepared from material adjacent to the metal-oxide interface. This region is shown in Figure 156. The metal-oxide interface was situated 200 – 500 nm above the top of the dataset in Figure 156. This region, although in very close proximity to the interface, can be expected to show the signs of corrosion that were seen in corroded ZIRLO.

Nb, Ti, Fe and O are all enriched at this grain boundary. The relative segregation is given in Figure 58 and also presented graphically by the cumulative concentration profile Figure 157.
Figure 156: 3D atom maps showing the distribution of iron (at 28 Da), Nb + ZrH (at 46.5 Da) and a similar amount of ZrH (at 47.5 Da) and titanium of a region including a grain boundary in the material adjacent to (200 – 500 nm) the metal-oxide interface of 1 day corroded Zr-Nb-Ti.
Table 64: Compositional information for the ‘lower’ and ‘upper’ matrix regions with reference to the grain boundary in Figure 156 (1 day corroded Zr-Nb-Ti). The composition at the boundary is calculated using the gradient at the boundary.

<table>
<thead>
<tr>
<th>Element</th>
<th>Lower matrix grain</th>
<th>Boundary</th>
<th>Upper matrix grain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No. (atoms)</td>
<td>Conc. (at.%) ± 1 σ (at.%)</td>
<td>Conc. (at.%)</td>
</tr>
<tr>
<td>Zr</td>
<td>395,523</td>
<td>98.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Nb</td>
<td>992</td>
<td>0.25</td>
<td>0.01</td>
</tr>
<tr>
<td>Ti</td>
<td>1,213</td>
<td>0.30</td>
<td>0.01</td>
</tr>
<tr>
<td>Fe</td>
<td>209</td>
<td>0.052</td>
<td>0.004</td>
</tr>
<tr>
<td>O</td>
<td>4,760</td>
<td>1.18</td>
<td>0.02</td>
</tr>
<tr>
<td>C</td>
<td>75</td>
<td>0.019</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Figure 157: Cumulative concentration profile across a grain boundary in a corroded region of metal matrix adjacent to the metal-oxide interface of 1 day corroded Zr-Nb-Ti.
1.3.3.1 Oxygen

The oxygen concentration within the grains is the same as that seen in uncorroded material. This is unsurprising as the observations of the interface do not show enhanced oxygen concentration within the metal ahead of the interface.

The level of oxygen at this grain boundary is higher than the range of values seen at the grain boundaries in un-corroded Zr-Nb-Ti or ZIRLO. This suggests that oxygen is transported along grain boundary paths ahead of the oxide front during the corrosion process. This observation also suggests that the rapid growth of the oxide occurs as a broad front of the progressing oxide/metal interface, rather than oxidation via metallic grain boundaries. This boundary is less than half a micron from the metal-oxide interface it would be consumed by the advancing oxide within ten minutes at 360 °C. If oxidation proceeded from grain boundary sites it would be expected that the morphology of this site would be markedly different.

1.3.3.2 Niobium

The excess niobium at the grain boundary is not dissimilar to that seen at the “high energy” grain boundary seen in ZIRLO. Compositional information regarding the grains adjacent to the boundary is given in Table 64. Niobium diffuses too slowly within the metal matrix to be segregated in this region due to rejection of niobium at the metal-oxide interface. Indeed, the niobium concentration in both of these grains is towards the lower limit of the level seen in solution. Niobium precipitation was not seen in this sample or in observations of the metal-oxide interface. Precipitation would not be expected in the matrix of this material as it has only been subjected to aging at 360 °C for 1 day, rather than the ~100 days where it was seen in ZIRLO.
1.3.3.3  

Titanium

Titanium is also not seen in enhanced quantities in the metal matrix; titanium has a similar diffusion coefficient to niobium in $\alpha$-Zr [186] and so cannot migrate through the bulk from the metal-oxide interface in the time available. However, the enrichment of solute at this grain boundary is likely to be enhanced by the corrosion processes occurring at the metal oxide interface. Titanium is completely soluble within the $\alpha$-Zr matrix, and no segregation was seen in the uncorroded grain boundary example in section 5.2.2.4. Although the additional niobium present could be explained by variation in boundary geometry it is unlikely that this would create the conditions required for the segregation of titanium. Metallic grain boundary diffusion of this solute from the interface along the network of fine metal grains (see Figure 28 in section 3.4.1.4) would allow an alternative route for the removal of this solute, as well as avenue of segregation to the fine oxide/oxide grain boundaries, which were characterised by TEM in section 3.4.1.4.

1.3.3.4  

Iron

The level of iron seen within these grains is towards the upper end of the scale seen in the as-received material, but still within that range. The segregation of iron to the boundary is similar to the range seen in ZIRLO. The ‘high’ matrix concentration ~ 0.04 at.% reduces the enrichment factor at this boundary to ~ 40. This is a similar enrichment factor as that seen in the uncorroded Zr-Nb-Ti example.
1.4 Summary

Metal-oxide interfaces and the surrounding regions of matrix material have been investigated for a variety of alloys in several corrosion conditions. The role of oxygen in creating an interface with graded mechanical properties, and the development of a ZrO sub-oxide phase has been demonstrated for alloys with good corrosion resistance, and not observed in the post-breakaway Zr-Nb-Ti alloy. The development of these interfaces, and the redistribution of alloying additions during the corrosion process is summarised in detail in section 7.4 of the conclusions, chapter 7.
2 Summary and conclusions

2.1 Overview of the contribution of this work

A systematic comparison of the nanoscale chemistry of the metal-oxide interface of ZIRLO at different stages in the corrosion cycle both pre- and post-transition has been conducted. Exhaustive analysis of the alloy matrix of un-corroded ZIRLO provides a benchmark to describe the chemical distribution of solute on a nanoscopic scale before corrosion. The formation and consumption of an intermediate oxide layer, ZrO, has been characterised and its impact on the redistribution of solute elucidated. Possible correlation between solute distributions within the matrix has also been examined. In corroded material the local iron concentration is a function of the matrix oxygen concentration. There is also interplay between niobium and high oxygen concentration regions of the matrix in corroded material. The precipitation of nanoscale niobium-rich precipitates near the metal-oxide interface has been seen in ZIRLO aged at reactor temperatures for 100 days, and this is taken to be due to the presence of a high level of oxygen and a high dislocation density in this region. This offers a mechanism for additional precipitation hardening in ZIRLO during corrosion, and also appears to alter the geometry of the ZrO interfacial layer due to pinning.

The behaviour of Zircaloy-4 metal-oxide interface chemistry has been compared to that of ZIRLO, and many similarities are found. The differences in chemical behaviour between the systems are attributable to the absence of niobium.

An alloy with remarkably bad corrosion resistance (Zr-Nb-Ti) has been characterised, using several techniques, both before and after corrosion. This characterisation explains the behaviour of solute during corrosion, and the observed structure of the oxide agrees well with the literature
view of corrosion resistance, yet a firm conclusion as to the cause of the enhanced corrosion has not been provided by his work.

2.2 Preliminary experiments

2.2.1 Native oxides (§4.3)

- Analysis of zirconium-based atom probe specimens using LAR-3DAP confirmed the presence of a native oxide film with the composition ZrO, previously reported by Wadman and Andrén [157].
- The same layer was formed irrespective of the specimen fabrication method (electropolishing or FIB) or the environment to which the specimen was exposed (150 °C air, 100 °C water, ambient electrochemical solution).
- The early stage oxidation kinetics of the formation of this layer was studied by repeatedly oxidising and analysing the same sample. After an initial discontinuous (immediate) formation of a surface oxide layer of a few monolayers of ZrO, the growth kinetics in air at ambient temperature were well characterised by a linear fit, suggesting that at this stage the ZrO layer is non-protective or that at this stage the rate of oxide growth is not dependent upon the oxide thickness.
2.2.2 Hydrodyes induced by cathodic charging (§ 4.4)

- A very limited-scope analysis of meta-stable hydrides in zirconium alloys was reported. Voltage-pulsed 3DAP analysis of nanoscale hydride platelets formed during electro-polishing is possible, and although these specimens were much more prone to fracture than those analysed using laser-pulsing, the limited mass spectra that are produced may be worth the loss of data volume in future studies of these materials.

- About 10 % of zirconium ions were detected as ZrH ions in metal matrix regions of laser-pulsed datasets. This species is not seen in metal matrix regions of voltage pulsed data.

- Hydrogen in the form of H and H$_2$ ions was more prone to trajectory aberration artefacts at the boundary of ZrH hydrides studied by 3DAP than ZrH ions. This is because of their small mass, and causes 2-5 nm of hydrogen ‘blurring’ at the Zr/ZrH boundary. The enhanced surface diffusion of hydrogen also increases the apparent area from which these species were detected.

- A ZrH hydride ‘fingerprint’ of the Zr/ZrH ratio was found to be the same for commercially pure zirconium analysed using voltage pulsed LAR-3DAP and a ZIRLO specimen analysed by laser-pulsing LEAP.

2.2.3 Laser-pulsed 3DAP analysis conditions (§ 4.6)

- Laser-pulsing of 3DAP at too high an energy density causes the formation of complex ionic species, as well as non-uniform evaporation from the tip [162]. The relative concentration of these species is negligible below a threshold energy, and then increases at an apparently linear rate with increasing laser energy.

- Suitable conditions for analysing zirconium based 3DAP specimens with a low shank angle (1-3 °) and 80 nm nominal radius were obtained by experiment. These conditions are 50 – 60 K specimen temperature and (0.35 ± 5) nJ laser-pulse energy for a 10 μm spot.
2.3 *Nanoscale chemistry of the ‘as-received’ material*

2.3.1 *Alloy matrix chemistry (§ 5.1)*

- 3DAP has been used to give a precise description of the matrix alloy chemistry for Zircaloy-4, ZIRLO and Zr-Nb-Ti. This is summarised in Table 43, section 5.1.8.

- The behaviour of niobium, tin and oxygen was found to be similar between the alloys. Iron, which was present in greater concentrations intragranularly than chromium and nickel, was seen to behave differently in the niobium containing alloys ZIRLO and Zr-Nb-Ti compared to Zircaloy-4. The iron concentration in Zircaloy-4 was seen at the level of 0.003 at.% in all the specimens examined. In ZIRLO, some specimens contained this level of iron, while others were seen to have an enhanced level, around 4 times this value. The range of local iron concentration seen in Zr-Nb-Ti material appears greater still, ranging between 0.003 – 0.04 at.%

- The concentrations of niobium and oxygen were seen to vary between different samples, although there was no correlation between the Nb and O concentration on either a macroscopic or nanoscopic level.

- Nanoscale niobium precipitation or intragranular segregation of iron was not observed in any of the materials studied. This is consistent with the expected volume fractions of such features.
2.3.2 Second phase particles (§ 5.2.1)

- 3DAP was used to study the nanoscale chemistry around SPPs in as-received ZIRLO material. These results are consistent with previous TEM studies [75, 79], and show no detectable interfacial segregation of solute.
- TEM, EDX and 3DAP characterisation of the uncorroded Zr-Nb-Ti test alloy was conducted (EM by Na Ni, Oxford Materials). 2 particles were studied. The superior chemical sensitivity of 3DAP to EDX provides a more precise description of the minor solute content.
- The majority of the Zr-Nb-Ti SPP sampled in this study are of the Zr(Nb,Fe)₂ type. A ZrNb₂ example studied by 3DAP (partially oxidised by the specimen environment) demonstrated iron segregation at the surface of the SPP.

2.3.3 Grain boundaries (§ 5.2.2)

- The chemistry of three grain boundaries within uncorroded material was examined, two from ZIRLO, and one from Zr-Nb-Ti. These are believed to be the first such direct observations of the solute segregation in zirconium-based alloys.
- This provides the basis for future comparison with boundaries in corroded material.
- Iron was seen to be present in excess at the boundaries of all the examples, and the excess atoms per unit area were seen to vary by a factor of two between the two ZIRLO specimens. The relative excess of niobium changed considerably between these two samples, with a large excess of niobium (boundary of 3-4 times matrix concentration) seen at the specimen that contained a higher quantity of iron at the boundary (hundreds of times the matrix concentration), whereas the boundary with less iron (~20 times enrichment factor) was deficient in niobium (similar to matrix concentration).
The segregation behaviour of substitutional solutes correlates with the degree of atomic radius mismatch with zirconium.

Niobium enrichment to a grain boundary was observed in Zr-Nb-Ti alloy. The level of enrichment was approximately twice that seen in the matrix. Iron segregation in this alloy was similar to that seen in ZIRLO. Titanium was not found to be enriched at the interface. Titanium, like tin in ZIRLO, is highly soluble in alpha zirconium and so there is a small driving force for precipitation.

The segregation of solute could occur during the $\beta \rightarrow \alpha$ transition, or during subsequent cold work and annealing. It is unclear if the $\beta \rightarrow \alpha$ treatment caused the variation in observed enrichment behaviour at the interface, or whether this is due to the variation in interfacial energy leading to differing behaviour during subsequent processing.

2.4 Nanoscale chemical redistribution during corrosion

2.4.1 ZIRLO ($\S$ 6.2)

ZIRLO was examined at various stages in the corrosion cycle, three pre-transition and one post-transition.

The Sn/Zr ratio remained constant in all of the phases present in all of the corrosion conditions examined; tin was not seen to redistribute during the corrosion process.

The solubility of tin in the oxide is greater than the concentration found in this alloy. Other studies have shown that tin is soluble in ZrO$_2$ up to several atomic percent at 1050 °C, and is more soluble at this temperature than at 1300 °C [187]. Lower temperature data are not available.
Pre-transition

- Niobium was rejected at the metal-oxide interface of early pre-transition material, and was seen as a supersaturated solid solution in the metal adjacent to the interface.
- During pre-transition oxidation a ZrO layer developed at the interface between the metal and ZrO$_2$ oxide. Growth of this layer occurred during a period of slow overall oxide thickening, suggesting that the low partial pressure of oxygen at the interface favours the formation of the intermediate phase.
- In some cases, this ZrO layer may be described as having cation deficient (ZrO’) and cation surplus sub-layers (ZrO’’).  
- After further pre-transition corrosion, niobium in the highly-stressed, oxygen-enriched layer of metal adjacent to the interface precipitates out of solution, forming nanoscale particles. These particles appear to dissolve in the ZrO oxide in the cation enriched ZrO’’ layer next to the ZrO$_2$ oxide. The ZrO$_2$ layer formed from this material was seen to contain more niobium than was the case in the ZrO$_2$ oxide formed directly from the alloy matrix.
- These precipitates were also seen to form preferentially at grain boundaries, but were not observed in the bulk matrix of corroded materials.

Post-transition

- After the transition in corrosion kinetics the ZrO layer is consumed.
  - The post-transition interface morphology was similar to the early pre-transition case, with the exception that oxygen is seen at a high level in the alloy matrix adjacent to the interface in all but the earliest pre-transition specimens.
  - The behaviour of niobium at the interface was again seen to be similar to the early pre-transition case (before the development of the ZrO layer).
- The solubility of niobium in zirconia at reactor temperatures was not previously known, although high temperature studies suggest that the solubility in t-ZrO$_2$ is vanishingly low.
This work supports this observation, as little to no niobium was seen in solution in the oxide during the stages of corrosion where the tetragonal volume fraction is highest.

- Iron was seen as a supersaturated solid solution in the alloy matrix adjacent to the metal oxide interface in all of the corrosion conditions studied.
- The iron concentration within the metal matrix appeared to be correlated with the oxygen concentration, suggesting that the disordered lattice created by the addition of large amounts of oxygen reduces the strain of accommodating iron within the metal matrix.
- Iron was also accommodated at dislocations generated by the stress field at the metal-oxide interface. The iron concentration at the core of these features was similar to that seen in Zircaloy-4, where more details analysis of data was possible.
- Iron was rejected from the formation of oxide at the metal-oxide interface in all the corrosion conditions studied.

### 2.4.2 Zircaloy-4 (§ 6.3)

- Pre-transition Zircaloy-4 material was examined after 7 and 90 days of corrosion. Many of the observed chemical properties of the interface were similar to those seen in pre-transition ZIRLO.
- A Zr-ZrO₂ interface was seen in the 7 day corroded material, as was seen in early pre-transition ZIRLO (after 34 days).
- The level of oxygen in the metal matrix in the 7 day material was at a solid solution saturation level, which differs from the level seen in ZIRLO. This finding is based on only one observation, so it is possible that it is due to localised differences that might occur along the metal-oxide interface. It is also possible that the addition of niobium in ZIRLO retards the solution of oxygen in the zirconium-based metal matrix, as would be expected from the
Zr-Nb-O phase diagram, and that this observation in the niobium-free system is the result of normal oxygen injection ahead of the interface in a Zr-Sn alloy.

- The oxygen was also present as a saturated solid solution at the metal-oxide interface of the further corroded (90 day) pre-transition Zircaloy-4.

- The 90 day corroded material had a ZrO layer of the order of several tens of nanometres thickness. Less variation was seen in the thickness, or the complexity of geometry of this interface compared to that observed in the ZIRLO material at a similar stage in the corrosion process. This could be due to the removal of the retarding effect of niobium-rich precipitates on the advancement of the ZrO layer into the metal.

- As in the case of ZIRLO, the tin present in solid solution in the uncorroded metal matrix was not redistributed at the metal-oxide interface of either of the corrosion conditions examined. The Sn/Zr ratio remains constant in the metal and oxide, and the measured value agrees well with the expected value.

- Iron was seen to be heavily segregated to dislocations formed in the stress field in the metal adjacent to the interface. The majority of the iron-decorated dislocations are aligned parallel to the metal-oxide interface, normal to the oxygen concentration gradient. The iron concentration at the core of the dislocations was seen to be 2–3 at.%.

- The density of iron-decorated dislocation at the interface is orders of magnitude greater than in the bulk metal matrix.

- Chromium and nickel were also seen clustered around point-like features, some of which iron was co-segregated to. The concentration of solute at the core of these clusters was seen to approach 20 at.%.

- The fourth period transition metal concentration in the oxygen-rich region ahead of the interface is also an order of magnitude greater than that seen in the bulk metal matrix.
It is suggested that a similar correlation between matrix iron concentration and oxygen concentration, as was observed in ZIRLO, is in operation in Zircaloy-4, and zirconium alloys in general.

### 2.4.3 Zr-Nb-Ti (§ 6.4)

- The very poorly corrosion resistant Zr-Nb-Ti alloy was examined by 3DAP after 1 day of corrosion in a 360 °C static autoclave (note: Parallel TEM observations by Na Ni (Oxford) have shown this to be an extremely irregular oxide microstructure with a lack of columnar grains.)
- No ZrO layer is seen by 3DAP, which is consistent with the fast pace of the oxidation process. Oxygen is also not injected into solution ahead of the oxide front.
- Niobium and titanium are rejected from the oxide that forms at the metal-oxide interface.
- This solute must be conserved, and the material ahead of the interface does not appear to be enriched in Nb or Ti. Also, the oxidation proceeds at such a rate ~ 70 nm.min⁻¹ that the diffusion of these species away from the interface into the bulk material is not possible.
- It is proposed that this additional solute is accommodated at grain boundaries, both metal/metal and oxide/oxide. The grain boundary volume in this material is very high, with fine grains in both the metal (250 nm x 40 nm) and oxide (30 nm dia.).
- Both Nb and Ti are seen in excess in a metal/metal grain boundary adjacent to the metal-oxide interface. This grain boundary chemistry is different to that seen in the uncorroded material where no titanium enrichment was observed.
- It is of particular note that, titanium, which is completely miscible in zirconium, is present in excess at this interface. This would not be expected in bulk material from a thermodynamic consideration, and suggests that additional titanium has been introduced to the boundary, supporting the observation of the behaviour of titanium at the metal-oxide interface.
2.4.4 Implications of these findings

Oxygen was seen to be injected into the metal matrix ahead of the growing oxide. This will have two important effects on the properties of the material. Oxygen at the interface:

- increases the strength of layer next to interface by two mechanisms.
  - The most obvious of these is solid solution strengthening. This effect increases with time, as the oxygen-rich region ahead of the interface is seen increase in thickness with time. The high concentration Zr0.7(O0.3) metal is likely a partially or fully ordered phase.
  - For niobium-containing alloys, oxygen promotes niobium precipitation, and so produces precipitation strengthening. The density of the fine, nano-scale, niobium particles in the matrix adjacent to the interface changes by two orders of magnitude between uncorroded and advanced pre-transition ZIRLO (from an expected level of 0.1 per 100 nm³ [174], to an observed density of several particles per 100 nm³). The ability of niobium containing alloys to increase the density of these nano-scale particles in the critical region adjacent to the interface helps to explain why the most favourable corrosion resistance for these alloys is where the amount of niobium in solid solution is maximised [76].

- increases the solubility of iron in the metal matrix. This causes redistribution of iron from the bulk towards the metal-oxide interface, producing iron deficient matrix further away from the enriched interface. The matrix iron concentration has previously been correlated with corrosion resistance (less is worse [1, 188]). As oxidation proceeds, this change in matrix chemistry will lead to an increase in the overall corrosion rate, which has been seen in many long term studies (the increase in the linear post transition rate).
The formation and development of a ZrO sub-oxide layer during the pre-transition oxidation of commercial alloys in reactor conditions has given insight into a previously unknown phenomenon at work in these systems. The formation of ZrO layer is probably due to a change in the conditions at the interface during corrosion, as the protective oxide increases in thickness the oxygen partial pressure at the interface decreases, favouring the formation of the ZrO phase over ZrO₂. Although the consumption of this layer after break away is likely an effect of the breakaway process, rather than its cause, the ZrO layer does have an effect on the redistribution of solute during the corrosion process of niobium containing alloys. The decomposition of metastable, nano-scale, niobium particles within the oxide increases the level of this solute seen in the ZrO₂ layer adjacent to the interface. This process happens shortly before breakaway in ZIRLO.

The dislocation density generated at the metal-oxide interface of Zircaloy-4 and ZIRLO is very high. The dislocation density in the processed material before corrosion has not been characterised in this study, but is likely in the range 10¹⁰ – 10¹² m⁻² (0.0001 – 0.01 dislocations per 100 nm²), which is why none are observed in the uncorroded material examined by 3DAP. The density calculated from Figure 141 (pre-transition Zircaloy-4) is of the order of 10¹⁵ m⁻² locally. For comparison, other authors [189] have observed a dislocation density of 3 x 10¹⁴ m⁻² in E365 alloy subjected to irradiation of 20 dpa. In this context the increase in mechanical creep that would be expected in the material adjacent to the interface can be seen to be significant. The iron in solution pays a vital role in pinning these dislocations and maintaining the strength of the substrate. Niobium plays a similar role in the oxygen-enriched matrix for niobium-containing alloys in the more advanced pre-transition period. Dislocation-dislocation (effectively work-hardening) interactions at such high dislocation densities must also be expected to increase the strength of the outer substrate.

The high solubility of tin in both zirconium and zirconium dioxide ensures that no redistribution of tin occurs during the corrosion process. This was seen in ZIRLO both pre- and post-transition.
and in the pre-transition Zircaloy-4. The effect of tin on the corrosion resistance of zirconium alloys is likely to be mainly due to its role of a solid solution strengthener of the substrate. Small additions of tin to ZrO$_2$ are unlikely to affect the conductivity of the oxide, as tin and zirconium have similar valance.

Solutions with low solubility in ZrO$_2$ were frequently seen to be rejected at the metal-oxide interface (Nb, Fe). This necessitates the redistribution of these solutes, either to the metal adjacent to the interface, or to grain boundaries within the metal or oxide. A fine grain structure, as was seen in the poorly performing Zr-Nb-Ti alloy, is detrimental in that it promotes the nucleation of many, small, grains and provides a large sink volume for the excess material, removing it from solution where niobium and iron are seen to perform useful roles, as outlined above. The processing treatment that this alloy underwent was similar to that of the ZIRLO analysed in this study. The fine substrate grain structure is, therefore, due to the addition of this small quantity of titanium.

Overall, it appears that metal-oxide interfaces in zirconium alloys are essentially graded structures, exhibiting a progressive change in composition and microstructure, from pure ZrO$_2$ at one extreme to pure metal at the other. In between there are sub-oxide and oxygen saturated matrix regions, strengthened by precipitate and dislocation-solute interactions. This leads to a gradual and progressive change in mechanical properties across the interface, which is conducive to good adhesion. The problem of breakaway corrosion appears to emanate from further out into the oxide.

2.5 Future directions

Hydride analysis, which was only touched upon in the most cursory fashion during the preliminary work in this study, offers another exciting area of research involving zirconium
alloys and the 3D atom probe. The characterisation of the metal matrix performed in this study, and the description of hydride peak identification would be of real value to future researchers in this field. Yet despite the possibility of high precision chemical analysis of hydrides by this method, the value of this information to furthering understanding of hydrogen-based corrosion appears limited.

Further 3DAP study of post-transition materials, particularly those produced in the EDF autoclave used in this work would be an excellent extension of this work, providing further insight into the nanoscale chemical redistribution that occurs at the metal oxide interface after corrosion. A limited amount of such material became available during the very late stages of this project. Unfortunately, both the difficulty of specimen fabrication and specimen failure rate increase with thicker and more porous oxide, such that the success rate becomes very low, restricting the availability of data and the scope of conclusions that can be drawn from such analysis.

The 3DAP would be a suitable tool to investigate the degree of solute segregation to grain boundaries resulting from various heat treatments. This work could elucidate the role of quenching in the segregation of niobium and iron to such features. This investigation would benefit from only requiring the analysis of metallic material, although it would still require site-specific specimen fabrication.
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Appendix A: Automated ranging methods

1. Introduction

As well as the choice of suitable analysis conditions, the apparent concentration of solute detected using 3DAP varies depending upon the choice of ranging metric applied to the experimental data and the background correction method employed. Much work has been performed in standardising and automating many of the aspects of the reconstruction of atom probe data. The effect of inconsistency in ranging is increase when examining low solute concentration peaks in data with background noise. This area, despite its importance in obtaining accurate and reproducible compositional information from datasets, has received little attention. As an effort to address this problem, an automated method of applying numerous ranges and background correction methods has been developed. The source code for this software is available as Appendix B of this thesis. This allows numerous ranging strategies to be trialled and the best performing methods adopted for use with low concentration solute analysis. This method was used to investigate the concentration of iron solute in a range of alloys in chapters 5.

2. Method

Baptiste Gault (formerly of Oxford Materials) produced realistic simulated mass spectra with known composition that imitated the form of experimentally obtained data [1]. A matrix of automated methods of background correction and peak ranging was applied to these simulated datasets in a blind trial. This allowed a systematic comparison between the compositional values obtained by a variety of analysis methodologies. The advantage of this approach is that an exact ‘real’ composition of the simulated dataset can be known with complete certainty and compared
with the measured results obtained by the automated ranging methods. The methods and metrics implemented in this code are described in Table 1. These metrics were selected based on common methods that human users from different research groups have been known to attempt to implement in their analyses. The list is not exhaustive, but illustrates many common strategies.

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>B0</td>
<td>No background correction – raw data</td>
</tr>
<tr>
<td>B1</td>
<td>Noise fitted by a curve of the form A/SQRT(m)</td>
</tr>
<tr>
<td>B2</td>
<td>Noise corrected by deducting the count 0.2 u/e ahead of the bin from each bin</td>
</tr>
<tr>
<td>B3</td>
<td>Noise corrected by deducting the count averaged over 5 bins at the closest of a number of key, manually identified positions containing only noise.</td>
</tr>
<tr>
<td>R1</td>
<td>Range is defined using the full width at half maximum (FWHM).</td>
</tr>
<tr>
<td>R2</td>
<td>Range is defined using the full width at one tenth maximum (FW1/10M).</td>
</tr>
<tr>
<td>R3</td>
<td>Range is defined using the full width at nine tenths maximum (FW9/10M).</td>
</tr>
<tr>
<td>R4</td>
<td>Range is defined using the full width at half maximum as viewed on a semi-log plot (FWlog10[M]).</td>
</tr>
<tr>
<td>R5</td>
<td>Range is defined as containing only the maximum bin in each peak.</td>
</tr>
<tr>
<td>R6</td>
<td>Range looks at the whole visible peak (up to half a mass unit away)</td>
</tr>
</tbody>
</table>

Table 1: Descriptions of the automated background correction methods and ranging metrics used to analyse simulated data.

Figure 1 shows the different ranging techniques applied to a single peak without background correction. Peaks such as the FW9/10M (R3) will have a higher signal to noise ratio as they range a smaller number of bins with the highest proportion of signal in them, whereas broader windowing metrics like the FW1/10M (R2) have a lower signal to noise ratio, but sample a
greater proportion of the population. This analysis will compare the merits of these metrics when applied to well background corrected spectra.

![Figure 1: A semi-log plot of a mass spectrum peak displaying various ranging methods: R1 - FWHM (blue), R2 - FW1/10M (red), R3 - FW9/10M (green), R4 – FWlog10[M] (black).]

### 3. Analysis of simulated mass spectra using automated ranging methods

The success of various background correction methods in reducing the effect of noise on quantitative solute analysis was assessed by comparing the variance between the true compositions of simulated data with the measured compositions using the single ranging metric R3 (FW9/10M). A profile showing the standard deviation of the difference between the true and measured values as a percentage of the true composition is presented in Figure 2 (Note the log scale). This figure gives data for all the correction methods (B0-3) for a variety of different solute additions. Unsurprisingly, the minor solute is vastly overestimated without background
correction (B0). Although offering large improvements compared to uncorrected data, B2 and B3 were both seen to be ineffective in reducing the effect of background noise. B1 was more successful in removing this noise. From a visual inspection of the mass spectra treated by B1, there appears to be a very low level of discernable noise. The signal-to-noise ratio of the peak at mass/charge = 28 is a factor of 70 for B1 and 30 for B2.

Figure 3 shows the average difference between true and measured values for a variety of solute for all of the ranging metrics. This provides an estimate of the accuracy of the different metrics. The performance of the FWf(x)M ranging metrics (R1-4) is similar. The difference between the measured and true values tended to be in the range of 5-10 % of the concentration of the dilute alloying additions. However, using only the maximum count bin (R5) for each peak tends to exacerbate the overestimate of minor solute. Using a ranging method that included the entire visible peak (as determined algorithmically – R6) appears to give the most accurate result for some of the solutes (at lower concentration). For other solutes it is the least accurate (at higher concentration). Figure 4 shows the standard deviation of the difference between true and measured concentration gathered from six separate simulated datasets. This measure of variance gives an estimate of the reliability of each metric. The greatest variance is seen in R5 and R6, with the trend in R1-4 being that the metrics that discard more information from the extremities of peaks give more reliable performance. The FW9/10M (R3) metric shows the least spread in deviation.
Figure 2: Log-scale standard deviation of the difference between actual and measured composition of simulated data using the FW9/10M ranging metric and various background correction methods.
Figure 3: Log-scale percentage difference between the measured and actual composition of a simulated dataset (D1) using B1 background correction.

Figure 4: Log-scale standard deviation of the difference between the actual and measured composition of nine separate simulated datasets – using real background correction.
4. Discussion of analysis of simulated data

The variation in performance of a metric is more important than the mean difference between the true and measured concentration of a solute, as this systematic deviation can be adjusted for. This requires that trials such as this are used to assess the performance of the metrics and background correction on simulated data, with known composition, so that solute over/under estimation can be quantified.

Ranging metric R6 aimed to emulate users attempting to window the ‘whole’ of the visible peak. Like many human users, the algorithm had severe difficulty in determining the limits of very low solute peaks. These, less systematic ranging metrics can appear to give accurate results on individual trials, but over many trials they are seen have a greater variation in performance than the systematic metrics (R1-4). R5 tended to overestimate the minor solute. This is because in ZIRLO these species tend to be at lower positions in the mass spectra. Lower mass peaks contain a greater proportion of ions in the maximum count bin as the resolution of the peak scales with the square root of mass, but the mass-to-charge state bins are of fixed width.

Of the systematic ranging techniques (R1-4), the trend for both accuracy and precision is that performance is improved by the metrics that discard the most data from the peak. This is not as counter-intuitive as it would immediately appear, as these ‘narrower’ metrics effectively have a higher signal to noise ratio. This reduces the effect of the statistical blurring applied to the signal peaks, and the residual background noise after background correction. The relative increase in the Poisson statistical error induced by the lower measured count is often less important that the improvement gained from the reduced effect of the additional noise and Gaussian position uncertainty. For example the standard deviation due to the Poisson associated error of Fe (0.02 at.%) in a 10 million atom dataset is 2.2 % of the measured Fe concentration. This rises to 3.2 % after half of the ions are discarded by tighter ranging. The standard deviation due to using the
automated ranging metrics R5 and R6 would be ~ 11-12 %. R3 (FW9/10M) would result in only a 4.6 % uncertainty.

5. Conclusion

Ranging method R3 will be used with background correction method B1 in precise quantification of iron concentration and variation between specimens of uncorroded material in chapter 5 of the main body of the thesis. The source code developed to perform this task is provided below in Appendix B.
Variants of this Fortran 90 source code were used to analyse simulated and real atom probe mass spectra, as described in Appendix A, and thesis chapters 5 and 6. File inputs, outputs and further requirements are described in the source. The source was compiled using the GNU G95 compiler, which as of 11/08/2010 was available to download (free for non-commercial use) from http://www.g95.org.

!!! File name: Zr_analysis_1000_bin.f90
!!! Objective: Looks through a mass spectra for specified mass peaks and compares the composition using different FWHM-type metrics.
!!! Author: Daniel Hudson
!!! Institution: Department of Materials, University of Oxford
!!! Source code: Fortran 90
!!! File created: 30/09/2009
!!! Last modified: 14/06/2010
!!!
!!! Assumes:
!!! * 1000 bins per mass unit - mass bin numbers are stored as integers, i.e. 45.950 => 45950
!!! * Notes: * 'Commented out' code
!!!
!!! Metrics:
!!! 1 = FWHM
!!! 2 = FW1/10M
!!! 3 = FW9/10M
!!! 4 = FWln(M)
!!! 5 = Max bin only
!!! 6 = All visible peak
!!! 7 = All visible peak correcting for overlapping tails (not implemented)
!!! Input: 'spec.csv' - IVAS style mass spectrum (header line removed, 1000 bins per Da)
!!! Manual user entry of the mass resolution as given by IVAS eg '500' or '1200.'
!!! Output: 'corr_spec.csv' - a corrected mass spectrum using 3 different methods
!!! 'sim_composition.csv' - details of the composition given by all methods and metrics

PROGRAM Zr_analysis
IMPLICIT NONE
INTEGER,DIMENSION(200000,0:3) :: spectra = 0
INTEGER,DIMENSION(200000,1:3) :: smooth_spectra = 0
INTEGER :: mass_no = 0, line = 0, metric = 0, &
lookup_peak_loop = 0, sum_loop = 0, sum = 0, &
peak_start = 0, peak_end = 0, correction = 0, last_end = 0, &
last_correction = 0, end_mod = 0
REAL :: user_mass_resolution = -1.0, factor = -1.0
INTEGER,DIMENSION(0:3, 66, 1:6) :: peak_area = -1
INTEGER, EXTERNAL :: peak_half_width
!! List of mass spectrum positions to look for:
INTEGER,DIMENSION(66) :: lookup_peak = &
!! Light elements
!/12000, 13000, 14000, 15000, 15990, 17000, 18000, &
!! Cr(2+)
24970, 25970, 26470, &
!! Fe(2+) and Ni(2+)
26970, 28020, 28470, 28970, &
!! Sn(2+)
55950, 56950, 57450, 57950, 58450, 58950, 59450, 59950, &
60950, 61950, &
!! Zr(1+,2+,3+)
89900, 90910, 91910, 93910, 95910, &
44950, 45450, 45950, 46950, 47950, &
29970, 30300, 30640, 31300, 31970, &
!! ZrO(1+,2+,3+)
105900, 106900, 107900, 109900, 111900, &
52950, 53450, 53950, 54950, 55950,
CALL load_spectrum(spectra)
PRINT *, "Working..."
CALL get_user_mass_resolution(user_mass_resolution)
PRINT *, "get_user_mass_resolution - ok"
CALL perform_bg_correction(spectra)
PRINT *, "perform_bg_correction - ok"
CALL find_max_bin(lookup_peak, spectra)
PRINT *, "find_max_bin ok"
CALL write_corrected_spectra(spectra, smooth_spectra)
PRINT *, "write_corrected_spectra - ok"
!! Main program loop
!! For each different width metric and each different peak of interest sum over that peak and store
!! the area in the peak_area array for each background correction method.
DO method = 0, 3
DO lookup_peak_loop = 1, 66
DO metric = 1, 6
PRINT *, "method", method, "metric", metric, "peak", lookup_peak_loop, "- in progress", "u_m_R", user_mass_resolution
sum = 0
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!! METRIC 5 !!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
IF (metric == 5) THEN
sum = spectra(lookup_peak(lookup_peak_loop), method)
ELSE IF (metric == 6) THEN
!
peak_start = -1
peak_end = -1
!
IF (method .GT. 0) THEN
!
PRINT *, peak_start, peak_end, lookup_peak(lookup_peak_loop)
!
PRINT *, spectra(lookup_peak(lookup_peak_loop), method), &
!
smooth_spectra(lookup_peak(lookup_peak_loop), method)
CALL metric_6(peak_start, peak_end, lookup_peak(lookup_peak_loop), &
spectra, smooth_spectra, method)
DO sum_loop = peak_start, peak_end
sum = sum + spectra(sum_loop, method)
END DO
ELSE
!
!
ELSE IF (metric == 7) THEN
CALL metric_7(peak_end, smooth_spectra, &
lookup_peak(lookup_peak_loop), method, correction)
last_end = peak_end
last_correction = correction
!! The sum still carries the value found during the previous loop iteration.
!! Crude modulus
end_mod = peak_start - last_end
IF (end_mod .LT. 0) THEN
!
end_mod = - end_mod
END IF
!! If the two peaks are adjacent (end/start differ by less than 10 bins) then deduct
!! the area added to the previous peak from the current peak.
IF (end_mod .LE. 10) THEN
sum = sum + correction - last_correction
ELSE
!! ZrO2 (1+)
35300, 36630, 35970, 36630, 37300, &
!! ZrC (2+) or ZrN (2+)
121890, 122890, 123890, 125900, 127900, &
!! Nb (1+, 2+, 3+)
50950, 51450, 51950, 52450, &
92910, 46450, 30970 /)
```fortran
sum = sum + correction
END IF

!!!! METRICS 1, 2, 3, 4 !!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
ELSE
DO sum_loop = 
    - peak_half_width(metric, user_mass_resolution, lookup_peak(lookup_peak_loop)) , 
    & peak_half_width(metric, user_mass_resolution, lookup_peak(lookup_peak_loop)) 
    sum = sum + spectra(lookup_peak(lookup_peak_loop) - sum_loop, method) 
    !PRINT *, method, metric, peak_half_width(metric, user_mass_resolution, & 
    !lookup_peak(lookup_peak_loop)), lookup_peak(lookup_peak_loop) - & 
    !sum_loop, sum
END DO
END IF
peak_area(method, lookup_peak_loop, metric) = sum
!PRINT *, lookup_peak(lookup_peak_loop), peak_half_width(metric, user_mass_resolution, & 
!lookup_peak(lookup_peak_loop))
END DO
END DO
PRINT *, "Main program loop - all ok"
CALL calculate_composition(peak_area, lookup_peak)
PRINT *, "calculate_composition - ok"
PRINT *, "Analysis complete."
END PROGRAM Zr_analysis

SUBROUTINE load_spectrum(spectrum_array)
 IMPLICIT NONE
 INTEGER, DIMENSION(20000,0:3), INTENT(OUT) :: spectrum_array
 REAL*4 :: mass_no, count
 INTEGER, PARAMETER :: spectrum =19
 INTEGER :: line

 ! Takes binary data where both mass and count are floats of type REAL*4, so a record is of length 8 bytes
 OPEN(UNIT = spectrum, file = "spec.msp", STATUS='OLD', FORM='UNFORMATTED', ACCESS='DIRECT', RECL=8)
 DO line = 1,200000
 READ(spectrum,REC=line) mass_no, count
 spectrum_array(line,0) = count
 !PRINT *, mass_no, spectrum_array(line,0)
 END DO
 PRINT *, "Data has been loaded successfully."
 CLOSE(spectrum)
 END SUBROUTINE

SUBROUTINE get_user_mass_resolution(user_mass_resolution)
 IMPLICIT NONE
 REAL, INTENT(OUT) :: user_mass_resolution

 PRINT *, "Please enter the FWHM for the major peak (u/e = 45) in this dataset."
 READ *, user_mass_resolution

 !!! For the simulated spectra the resolution remain constant
 !!! user_mass_resolution = 1124
 !!! PRINT *, "Thank you, all ranges will be calculated using this metric."
 !!! PRINT *, "The corresponding HW?M at u/e = 45 are"
 !!! PRINT *, "HWHM: ", peak_half_width(1, user_mass_resolution, 45000)
 !!! PRINT *, "HW1/10M: ", peak_half_width(2, user_mass_resolution, 45000)
 !!! PRINT *, "HW9/10M: ", peak_half_width(3, user_mass_resolution, 45000)
 !!! PRINT *, "HWln(M): ", peak_half_width(4, user_mass_resolution, 45000)
 END SUBROUTINE get_user_mass_resolution

SUBROUTINE perform_bg_correction(spectrum_array)
 IMPLICIT NONE
 INTEGER :: correction_loop = 0, current_point = 0, method3_correction = 0
 INTEGER, EXTERNAL :: background_correction
 REAL, EXTERNAL :: background_correction_r
```
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SUBROUTINE perform_bg_correction
IMPLICIT NONE
INTEGER, DIMENSION(200000,0:3), INTENT(INOUT) :: spectrum_array
REAL :: factor
INTEGER,DIMENSION(1:11) :: correction_point = (/ 3300 , 13300 , 23300, 33300, 43300 , 52300 , & 63300 , 73300 , 83300 , 100000 , 201000/) !! Do background correction : spectrum_array(x,1)
!! Correction based on fitting a curve to the background noise
factor = ( ( (spectrum_array(5300 , 0) + spectrum_array(5300 , 0) + spectrum_array(5300 , 0) )/ 3 * & background_correction_r(5300 , 1.0) ) + & ( (spectrum_array(10300 , 0) + spectrum_array(10300 , 0) + spectrum_array(10300 , 0) )/ 3 * & background_correction_r(10300 , 1.0) ) + & ( (spectrum_array(15300 , 0) + spectrum_array(15300 , 0) + spectrum_array(15300 , 0) )/ & background_correction_r(15300 , 1.0) ) ) / 3
DO correction_loop = 0, 200000
IF ((spectrum_array(correction_loop , 0) - background_correction(correction_loop, factor)).LT.0) THEN
  spectrum_array(correction_loop , 1) = 0
ELSE
  spectrum_array(correction_loop , 1) = spectrum_array(correction_loop , 0) - & background_correction(correction_loop, factor)
END IF
END DO
!! Do background correction : spectrum_array(x,2)
!! Correction based on deducting the equivalent amount of noise from each peak,
!! based on the count 0.2 m u 9 20 bins) ahead.
!! The first 20 bins of the correct mass spectra will be set to 0 by the variable definition.
DO correction_loop = 21, 200000
IF ((spectrum_array(correction_loop , 0) - spectrum_array(correction_loop - 20 , 0)).LT.0) THEN
  spectrum_array(correction_loop , 2) = 0
ELSE
  spectrum_array(correction_loop , 2) = spectrum_array(correction_loop , 0) - & spectrum_array(correction_loop - 20 , 0)
END IF
END DO
!! Do background correction : spectrum_array(x,3)
!! Similar method to '2' except this time the section looks for only a few key points in the spectrum to adjust the
!! noise, this avoids the problems that method '2' encounters with peak tails.
!! These positions are at m/u = 3.3 , 13.3 , 23.3, 33.3, 43.3 , 52.3 , 63.3 , 73.3 , 83.3 , 100 in 'correction_points'
!! current_point = 1
DO correction_loop = 335, 200000
IF ((correction_loop).GT.(correction_point(current_point + 1))) THEN
  current_point = current_point + 1
END IF
method3_correction = ( spectrum_array( correction_point(current_point) - 2 , 0 ) + & spectrum_array( correction_point(current_point) - 1 , 0 ) + & spectrum_array( correction_point(current_point) , 0 ) + & spectrum_array( correction_point(current_point) + 1 , 0 ) + & spectrum_array( correction_point(current_point) + 2 , 0 ) ) / 5
IF ((spectrum_array(correction_loop , 0) - method3_correction).LT.0) THEN
  spectrum_array(correction_loop , 3) = 0
ELSE
  spectrum_array(correction_loop , 3) = spectrum_array(correction_loop , 0) - method3_correction
END IF
END DO
RETURN
END SUBROUTINE perform_bg_correction

SUBROUTINE find_max_bin(lookup_peak, spectrum_array)
IMPLICIT NONE
INTEGER, DIMENSION(200000,0:3), INTENT(IN) :: spectrum_array
INTEGER, DIMENSION(66), INTENT(INOUT) :: lookup_peak
INTEGER :: range, lookup_peak_loop, max_bin,
max_bin_count
!! Searches 0.05 mass units either side of the expected peak location and replaces the expected max position with
!! the actual max position within that range. Acts on row '0' of the spectrum array (the raw data)
!! Don't change the bin if the max count is less than 50.
DO lookup_peak_loop = 1, 66
  max_bin_count = 0
  max_bin = lookup_peak(lookup_peak_loop) ! Default value to use if the count value is 0 in all the bins tested
DO range = -50, 50
   IF ( ( spectrum_array(lookup_peak(lookup_peak_loop) + range, 0) ).GT.(50)) THEN
      IF ( (max_bin_count).LT.( spectrum_array(lookup_peak(lookup_peak_loop) + range, 0) ) ) THEN
         max_bin_count = spectrum_array(lookup_peak(lookup_peak_loop) + range, 0)
         max_bin = lookup_peak(lookup_peak_loop) + range
      END IF
   END IF
END DO
!
max_bin_count, max_bin
END DO
lookup_peak(lookup_peak_loop) = max_bin
END SUBROUTINE

SUBROUTINE find_max_bin_smooth(lookup_peak, spectrum_array, method)
   IMPLICIT NONE
   INTEGER, DIMENSION(200000,1:3), INTENT(IN) :: spectrum_array
   INTEGER, DIMENSION(66), INTENT(INOUT) :: lookup_peak
   INTEGER :: range, lookup_peak_loop, max_bin,
   max_bin_count
   INTEGER, INTENT(IN) :: method

!! Searches 0.05 mass units either side of the expected peak location and replaces the expected max position with
!! the actual max position within that range. Acts on row '0' of the spectrum array (the raw data)
!! Don't change the bin if the max count is less than 50.
DO lookup_peak_loop = 1, 66
   max_bin_count = 0
   max_bin = lookup_peak(lookup_peak_loop) ! Default value to use if the count value is 0 in all the bins tested
   DO range = -50, 50
      IF ( ( spectrum_array(lookup_peak(lookup_peak_loop) + range, method) ).GT.(50)) THEN
         IF ( (max_bin_count).LT.( spectrum_array(lookup_peak(lookup_peak_loop) + range, method) ) ) THEN
            max_bin_count = spectrum_array(lookup_peak(lookup_peak_loop) + range, method)
            max_bin = lookup_peak(lookup_peak_loop) + range
         END IF
      END IF
   END DO
lookup_peak(lookup_peak_loop) = max_bin
END DO
END SUBROUTINE

SUBROUTINE write_corrected_spectra(spectrum_array, smoothed_spectra)
   IMPLICIT NONE
   INTEGER, PARAMETER :: output = 9
   INTEGER, DIMENSION(200000,0:3), INTENT(IN) :: spectrum_array
   INTEGER, DIMENSION(200000,1:3), INTENT(IN) :: smoothed_spectra
   INTEGER :: line = 0
   OPEN(UNIT = output, file = "corr_spec.csv", FORM="FORMATTED")
   WRITE(output,*) "Mass / charge state ratio" ,",", "Raw data" ,",", "Not smoothed",",", &
   "Method 1" ,",", "M1 smoothed" ,",", &
   "Method 2" ,",", "M2 smoothed" ,",", &
   "Method 3" ,",", "M3 smoothed"
   DO line = 1, 200000
      WRITE(output,*) line/1000.0, ",", &
      spectrum_array(line, 0), ",", spectrum_array(line, 1), ",", smoothed_spectra(line, 1), ",", &
      spectrum_array(line, 2), ",", smoothed_spectra(line, 2), ",", &
      spectrum_array(line, 3), ",", smoothed_spectra(line, 3)
   END DO
END SUBROUTINE
SUBROUTINE calculate_composition(peak_area, lookup_peak)
    IMPLICIT NONE
    INTEGER, PARAMETER :: output = 9
    INTEGER, DIMENSION(0:3, 66, 1:6), INTENT(IN) :: peak_area
    INTEGER :: method = 0, metric = 0, sum_loop = 0, sum, \
                tin_loop, zirc_loop
    INTEGER, DIMENSION(6) :: Zr, Nb, Fe, C, O, N, Sn, Cr, Ni, total
    INTEGER, DIMENSION(66), INTENT(IN) :: lookup_peak
    OPEN(UNIT = output, file = "sim_composition.csv")

    ! Calculate composition
    DO method = 0, 3
        WRITE(output,*), "background correction method ", method
        WRITE(output,*), "Width metric", ",", "Zr", ",", "Nb", ",", "Sn", ",", "C", ",", "O", ",", "N", ",", "Fe", ",", "Cr", ",", "Ni"
        Do metric = 1, 6
            C(metric) = peak_area(method, 1, metric) + peak_area(method, 2, metric) + peak_area(method, 60, metric)/0.5147
            N(metric) = peak_area(method, 3, metric) + peak_area(method, 4, metric) + peak_area(method, 63, metric)/0.171
            O(metric) = peak_area(method, 5, metric) + peak_area(method, 6, metric) + peak_area(method, 7, metric)
        END DO
        DO zirc_loop = 40, 54
            O(metric) = O(metric) + peak_area(method, zirc_loop, metric)
        END DO
        DO zirc_loop = 55, 59
            O(metric) = O(metric) + 2*peak_area(method, zirc_loop, metric)
        END DO
        Cr(metric) = peak_area(method, 9, metric) / 0.8375
        Fe(metric) = peak_area(method, 12, metric) / 0.918
        Ni(metric) = peak_area(method, 14, metric) / 0.683
        !Sn(metric) = 0
        !Do tin_loop = 15, 24
            !Sn(metric) = Sn(metric) + peak_area(method, tin_loop, metric)
        !END DO
        Sn(metric) = (peak_area(method, 20, metric) + peak_area(method, 22, metric))/0.567
        Zr(metric) = 0
        DO zirc_loop = 25, 63
            Zr(metric) = Zr(metric) + peak_area(method, zirc_loop, metric)
        END DO
        Nb(metric) = peak_area(method, 64, metric) + peak_area(method, 65, metric) + peak_area(method, 66, metric)
        total(metric) = Zr(metric) + Nb(metric) + Fe(metric) + C(metric) + O(metric) + N(metric) + \
                        Sn(metric) + Cr(metric) + Ni(metric)
        WRITE(output,*), metric, ",", Zr(metric), ",", Nb(metric), ",", Sn(metric), ",", C(metric), ",", O(metric), \
                        N(metric), ",", Fe(metric), ",", Cr(metric), ",", Ni(metric)
    END DO
    WRITE(output,*), "1 = FWHM", ",", "2 = FW1/10M", ",", "3 = FW9/10M", ",", "4 = FWln(M)", ",", "5 = Max bin only" & \
                      , ",", "6 = All visible peak", ",", "7 = All visible peak correcting for overlapping tails"
    END SUBROUTINE calculate_composition
END SUBROUTINE calculate_composition

!! Works well only with background corrected spectra.
SUBROUTINE metric_6(peak_start, peak_end, lookup_peak, spectrum_array, smooth_spectra, method)
IMPLICIT NONE
INTEGER, INTENT(IN) :: lookup_peak, method
INTEGER, INTENT(OUT) :: peak_start, peak_end
INTEGER, DIMENSION(200000, 0:3), INTENT(IN) :: spectrum_array
INTEGER, DIMENSION(200000, 1:3), INTENT(OUT) :: smooth_spectra
INTEGER :: line = 0
LOGICAL :: set_start, set_end

smooth_spectra = 0
DO line = 3, 199998
  smooth_spectra(line, method) = ( spectrum_array(line - 4, method) + spectrum_array(line - 3, method) + &
  spectrum_array(line - 2, method) + spectrum_array(line - 1, method) + spectrum_array(line, method) + &
  spectrum_array(line + 1, method) + spectrum_array(line + 2, method) + spectrum_array(line + 3, method) + &
  spectrum_array(line + 4, method) ) / 9
END DO

!! Find start of peak.
!! The peak starts when the gradient changes sign or count goes to 0 going left from the max peak of the smoothed spectrum.
line = 0
set_start = .FALSE.
set_end = .FALSE.

!! Don't do method 0
IF (method .GT. 0) THEN
  !! Only works for reasonable count sizes
  IF (smooth_spectra(lookup_peak, method) .GT. 15) THEN
    !! Find start of region
    DO line = 0, 500
      IF (set_start .EQV. .FALSE.) THEN
        !! LE is "less than or equal to", GT is "less than"
        IF (smooth_spectra(lookup_peak - line, method) .LT. &
          smooth_spectra(lookup_peak - line - 2, method)) THEN
          peak_start = lookup_peak - line
          set_start = .TRUE.
        END IF
        IF (smooth_spectra(lookup_peak - line, method) .EQ. 0) THEN
          peak_start = lookup_peak - line
          set_start = .TRUE.
        END IF
      END IF
    END DO
    line = 0
  END IF
ELSE
  (!! If the countsize is too low then set:
  peak_start = lookup_peak
  peak_end = lookup_peak

ELSE
END IF
peak_start = lookup_peak
peak_end = lookup_peak

END IF

! PRINT *, " method", method, "metric 6: start", peak_start, "end", peak_end

END SUBROUTINE metric_6

!! Requires metric 6 to have been performed first
SUBROUTINE metric_7(intersection, smooth_spectra, lookup_peak, method, correction)

IMPLICIT NONE
INTEGER, INTENT(IN) :: lookup_peak, method, intersection
INTEGER, DIMENSION(200000, 1:3), INTENT(IN) :: smooth_spectra
INTEGER, INTENT(OUT) :: correction
INTEGER :: bin, x1, x2, cx
REAL :: m, c, y1, y2
REAL, DIMENSION(200000) :: spectra_in_use
INTEGER, EXTERNAL :: peak_half_width

!! Take the natural log of the method in use and place it in a real array.
DO bin = 0,200000
   spectra_in_use(bin) = LOG(1.0 * smooth_spectra(bin, method) )
END DO

!!Do linear fit to exponential curve at x = centre + HWHM
x1 = lookup_peak + peak_half_width(1, 1124.0, lookup_peak) - 10
x2 = lookup_peak + peak_half_width(1, 1124.0, lookup_peak) + 10
y1 = spectra_in_use(x1)
y2 = spectra_in_use(x2)

!! Gradient
m = (y2 - y1)/(x2 - x1)

!! y intercept
c = y2 - m*x2

!! x intercept
cx = x2 - (y2/m)

!!Find area of peak that overlaps with the next peak from intersection to cx
DO bin = intersection, cx
   IF ( ((m * bin + c) .GT. 2) .AND. ((m * bin + c) .LT. spectra_in_use(bin) ) ) THEN
      correction = correction + exp( m * bin + c )
   END IF
END DO

END SUBROUTINE metric_7

INTEGER FUNCTION background_correction(mass_position, factor)

INTEGER, INTENT(IN) :: mass_position
REAL, INTENT(IN) :: factor

!! The factor should be set by finding a mass bin with just noise in it, pass in that location with factor = 1
!! Then the count at that position / the return value is the factor. Do for several positions and average.
background_correction = factor / SQRT(1.0 * mass_position)

END FUNCTION

REAL FUNCTION background_correction_r(mass_position, factor)

INTEGER, INTENT(IN) :: mass_position
REAL, INTENT(IN) :: factor

background_correction_r = factor / SQRT(1.0 * mass_position)

END FUNCTION
INTEGER FUNCTION peak_half_width(metric, user_mass_resolution, mass_position)
!! The number of bins enclosed by a half_width for a given peak

REAL :: fwhm0 = -1, hwhm = -1, value = 0
! REAL, INTRINSIC :: LOG, SQRT
INTEGER, INTENT(IN) :: metric, mass_position
REAL, INTENT(IN) :: user_mass_resolution
REAL, PARAMETER :: pi = 3.141592654
!! Make mass position REAL
fwhm0 = mass_position / user_mass_resolution
hwhm = fwhm0 / 2
!! see lab book 3 page 175

fwhm0 = 4.18 * SQRT( mass_position / 1000.0 ) - 2.622
hwhm = ( 1124 / user_mass_resolution ) * ( fwhm0 / 2 )

IF (metric==1) THEN
!!1 = HW1/2M
IF (hwhm.LT.1) THEN
hwhm = 1
END IF
peak_half_width = hwhm
PRINT *, "metric", metric, "peak_half_width", peak_half_width, "hwhm", hwhm
ELSE IF (metric==2) THEN
!!2 = HW1/10M
value = hwhm * SQRT( LOG( 10.0 ) / LOG( 2.0 ) )
peak_half_width = value
PRINT *, "metric", metric, "peak_half_width", peak_half_width, "hwhm", hwhm
ELSE IF (metric==3) THEN
!!3 = HW9/10M
value = hwhm * SQRT( ( LOG( 10.0 ) - LOG( 9.0 ) ) / LOG( 2.0 ) )
peak_half_width = value
PRINT *, "metric", metric, "peak_half_width", peak_half_width, "hwhm", hwhm
ELSE IF (metric==4) THEN
!!4 = HWSQRTM (Sydney)
value = hwhm * SQRT( ( 3 * LOG( hwhm * SQRT(2 * pi) ) / (2 * SQRT(2 * LOG(2.0)))) ) / ( 2 * LOG(2.0)) )
IF=( ((hwhm * SQRT(2 * pi)).LT.(2* SQRT(2 * LOG(2.0)))) THEN
value =1
END IF
peak_half_width = value
PRINT *, "metric", metric, "peak_half_width", peak_half_width, "hwhm", hwhm
ELSE IF (metric==5) THEN
!!5 = Max peak only
peak_half_width = 0
PRINT *, "metric", metric, "peak_half_width", peak_half_width
ELSE
peak_half_width = -3
!! Something problematic has occurred
END IF
PRINT *, "out"
RETURN
END FUNCTION peak_half_width