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Abstract

Writing concurrent programs with shared memory is often not trivial. Correctly synchronising the threads and handling the non-determinism of executions require a good understanding of the interleaving semantics. Yet, interleavings are not sufficient to model correctly the executions of modern, multicore processors. These executions follow rules that are weaker than those observed by the interleavings, often leading to reorderings in the sequence of updates and readings from memory; the executions are subject to a weaker memory consistency. Reorderings can produce executions that would not be observable with interleavings, and these possible executions also depend on the architecture that the processors implement. It is therefore necessary to locate and understand these reorderings in the context of a program running, or to prevent them in an automated way.

In this dissertation, we aim to automate the reasoning behind weak memory consistency and perform transformations over the code so that developers need not to consider all the specifics of the processors when writing concurrent programs. We claim that we can do automatic static analysis for axiomatically-defined weak memory models. The method that we designed also allows re-use of automated verification tools like model checkers or abstract interpreters that were not designed for weak memory consistency, by modification of the input programs.

We define an abstraction in detail that allows us to reason statically about weak memory models over programs. We locate the parts of the code where the semantics could be affected by the weak memory consistency. We then provide a method to explicitly reveal the resulting reorderings so that usual verification techniques can handle the program semantics under a weaker memory consistency. We finally provide a technique that synthesises synchronisations so that the program would behave as if only interleavings were allowed. We finally test these approaches on artificial and real software. We justify our choice of an axiomatic model with the
scalability of the approach and the runtime performance of the programs modified by our method.
Research Hypothesis

We can do automatic static analysis for axiomatically-defined weak memory models.

We support this claim with the analysis of two instances: instrumenting programs so that their weak memory behaviours are revealed explicitly, and synthesising synchronisations within the program so that (some or all) the weak memory behaviours are prevented. In each of these instances, we analyse the impact of these transformations on the program in terms of performance, the scalability of the techniques with respect to large programs and the precision of the static analyses.
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Chapter 1

Introduction

A concurrent program is often thought of as a program calling a concurrency library that abstracts all the low-level concurrency. A program written with POSIX threads and spawning two threads could expect to see these threads being run on different cores during one runtime and on a single core during another. Scheduling decisions and low-level concurrency would be hidden to the users. Yet, the effects of some concurrency optimisations performed by the processor(s) can propagate from the hardware execution to the library layer, and even affect eventually the semantics of the original program. The processor can for instance allow the reordering of accesses to shared memory, in some cases that we will explain in the next chapter. If the program’s correctness relies on a specific order of accesses to the shared memory, running such a program with, e.g., POSIX threads, might violate the correctness of the program. These reorderings are specific to weak memory consistent processors, which constitute the majority of the usual multi-core processors. There exist however different memory-consistency models, and one would need to be architecture-specific when writing a concurrent program.

One option is to remove all the dataraces from the concurrent programs. It is a valid approach; creating a datarace-free program, however, is not always trivial, and there are good evidences that a significant part of the industrial code was engineered with dataraces, e.g., for performance reasons.

In this dissertation, we will assume that we analyse concurrent programs with shared memory and potential dataraces. The code is assumed to be written in C, without specific annotations, and it could even have been written with a concurrency model in mind that may not correspond to the actual one ruling the hardware/software of the targeted platform—for instance the interleavings.
1.1 Handling Modern Processors’ Concurrency

Interleaving A concurrent program is a program where the order of execution of two parts (or more) of the code—usually two functions called threads—is not explicitly given. The order during a program execution is dynamically decided by a scheduler. If the thread order—that is, the order in which the instructions of a given thread—is imposed, an execution decided by the scheduler will be an interleaving of the interpretations of each instruction. In Fig. 1.1(a), we have two threads with the instructions a then b on the left thread, and c and d on the right thread. The

---

1. By “large”, we mean a C program with between 1000 and 10000 lines of code. The complexities of our analyses actually depend largely on the potential concurrent communications rather than the proper number of lines of code, so these numbers are provided to convey an idea of the analysis range, based on our observations, and not as actual references. There are examples within this range that are too thread-intensive to be analysed in a reasonable time by our analyses.
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vertices can be understood as the memory state of the machine before and after the instructions. This, however, subsumes that the instructions are interpreted atomically, which is not necessarily the case for processors, as we will see further in the dissertation. Fig. 1.1(b) represents all the possible interleavings of this program with two threads. Any path starting from the top of the automaton and reaching the last state is an interleaving. The blue path describes for instance the (set of) execution(s) where the scheduler decides to execute first $a$, then $c$, followed by $d$, and finally $b$.

**Program execution** We defined in the previous paragraph the order of interpretation of the instructions of a multi-threaded program. Evaluating an instruction can modify the values stored in registers and memory. We will say that evaluating an instruction can allow us to transition from one memory state to another. A *program execution* can be understood to be a sequence of memory states, resulting from the interpretation of a sequence of instructions. This dissertation focusses on memory and how the memory is modified, and not on the order under which a program is interpreted. Out-of-order executions, due to pipelining for instance, will not be covered. We will define precisely the scope of our analyses in Chap. 2. Since there is no ambiguity, we will always refer to a sequence of memory states obtained from the evaluation of a possible interleaving as an interleaving itself.

Figure 1.2: A multi-threaded C program implementing a store-buffering (sb).
In the excerpt of the multi-threaded C program in Fig. 1.2(a), \texttt{thd.1} and \texttt{thd.2} share two variables, \texttt{x} and \texttt{y}, and have two local variables. Fig. 1.2(b) is a possible schedule of the instructions, and Fig. 1.2(c) displays a transition system representing the memory states, here modelled as tuples \( <x, y, r1, r2> \), during a possible program execution with schedule Fig. 1.2(b).

### 1.1.1 Weak memory consistency

On modern multicore processors, a program execution is not necessarily an interleaving, like e.g. in Fig. 1.2(c). The instruction might for example not be interpreted atomically, i.e., the next instruction would already be executed before the write to the shared memory of the first instruction would have affected it. Processors implementing a \textit{weak memory consistency}\footnote{Also called \textit{relaxed memory consistency} in the literature.} can contain mechanisms that postpone the moment at which a value is written to or read from the shared memory. These mechanisms are often modelled as a set of write buffers and read queues—we will discuss this in more detail in Chap. 4, where we insert similar mechanisms but at the software level, directly inside the source. In Fig. 1.2(c), the write of \texttt{x = 1;} might actually take...
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longer to reach the memory, resulting in the execution displayed in Fig. 1.3(a). The write underlined (in blue) is delayed and updates (in red) the shared memory only after the other instructions. The values in blue are those which changed in the states compared to the execution without reorderings in Fig. 1.2(c). The memory states are changed, but could still be obtained by running the schedule described in Fig. 1.3(b). We will say in the next chapter that this execution is still *sequentially consistent*. Yet, in Fig. 1.3(c), we have an example of a program execution, observable with an x86 processor, that cannot be modelled by an interleaving: the two writes underlined in blue are postponed at the end of the execution, and the registers both read 0 from memory—despite having both the writes appearing before the reads in the two threads.

1.1.2 Approaches to semantic evaluation of programs

In this dissertation, we will rely on two sorts of semantic evaluation of a program. The semantics can be expressed *operationally*, with a “step-by-step” explanation of how each instruction will affect the memory, caches and registers, or with an *axiomatic* model, which explains the executions at a higher level but cannot necessarily map trivially to a “step-by-step” explanation.

We can illustrate these two approaches with a simple pointer analysis. Let us suppose that we want to check, in the program in Fig. 1.4(i), that \( q \) points to \( x \) after instruction \( (e) \). We can use a maps-to analysis, which computes step-by-step the environment (i.e., the memory representation) after each instruction. We can define it *operationally* with three rules:

\[
\frac{< \sigma > x = \phi < \sigma[x \mapsto \text{eval}(\phi)] >}{< \sigma > \ast x = \phi < \sigma[\sigma(x) \mapsto \text{eval}(\phi)] >}
\]

\[
\frac{< \sigma_1 > S < \sigma_2 > < \sigma_2 > T < \sigma_3 >}{< \sigma_1 > S; T < \sigma_3 >}
\]

In these rules, \( \sigma \) is the propagated environment, that is, the values held by all the variables; \( \phi \) an expression and \( A[b \mapsto c] \) means “replace the existing entry (resp. entries) for \( b \) in the function (resp. relation) \( A \) by \( c \)”, i.e., \( A := (A \setminus \{b\} \times \text{Im}(A)) \cup \{b \mapsto c\} \), where \( \text{Im}(A) \) is the set of images of \( A \). Equivalently, we can define it denotationally with the transformers \( \tau[x = \phi](\sigma) = \sigma[x \mapsto \text{eval}(\phi)] \), \( \tau[\ast x = \phi](\sigma) = \sigma[\sigma(x) \mapsto \text{eval}(\phi)] \) and \( \tau[\text{END}](\sigma) = \sigma \). This program analysis computes iteratively the environments at each program line, as detailed in the Fig. 1.4(ii). After \( (e) \), we can read that \( q \) points to \( x \). However, we have kept track of some values that were unnecessary.
1.2. A MOTIVATING EXAMPLE

<table>
<thead>
<tr>
<th></th>
<th>x</th>
<th>p</th>
<th>q</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>x = 1;</td>
<td>(0)</td>
<td>0</td>
</tr>
<tr>
<td>(b)</td>
<td>p = &amp;x;</td>
<td>(a)</td>
<td>1</td>
</tr>
<tr>
<td>(c)</td>
<td>*p = *(p+1);</td>
<td>(b)</td>
<td>&amp;x</td>
</tr>
<tr>
<td>(d)</td>
<td>q = p;</td>
<td>(c)</td>
<td>2</td>
</tr>
<tr>
<td>(e)</td>
<td>*q = *(q+1);</td>
<td>(d)</td>
<td>2</td>
</tr>
</tbody>
</table>

• (e) q → x?

∃(d) ≤ (e), ∃(b) ≤ (d), ∃p such that (b) p → x and

(d) p = q;

• (b) p → x?

(b) p = &x;

(i) A short program

(ii) operational computation

(iii) axiomatic computation

Figure 1.4: A short program with pointers and assignments.

We can alternatively define axiomatically an analysis based on a ternary relation

(.). → . defined as follows:

\[(i) \ p \rightarrow x \equiv (i) \ p = \&x; \lor (\exists j \leq i, \exists k \leq j, \exists q, (k) q \rightarrow x \land (j) q = p;).\]

This analysis is demonstrated in Fig. 1.4(iii). We first replace (e)q → x by its definition, and try to solve (e) q = &x; \lor (\exists j \leq e, \exists k \leq j, \exists r, (k) r \rightarrow x \land (j) r = q;). We can use j = d, k = b, and there is indeed r = p such that (d)p = q;), and (b)p → x, since we have (b)p = &x; in the code. Its computation focuses on the relevant part of the information. It does not, however, give the whole trace in the program leading to q points to &x.

Both of these approaches have advantages and disadvantages. For the problems related to weak memory addressed with static analyses, we will argue in Sec. 2.3 and Chap. 5 that the axiomatic approach is more convenient for designing such methods. In Chap. 4, we will combine our static analysis with an instrumentation of the input source with operational features like buffers and queues, and show experimentally that this combination performs better than a straightforward operational semantics.

We will describe in Chap. 3 how we exploit the framework of Algolave [Alg10] to ensure the soundness of our approaches for C programs.

1.2 A motivating example

Running a program written for interleavings on a processor with weak memory consistency can result in unexpected behaviours. Some of these behaviours can alter properties of the program. A short yet remarkable example is the concurrent algorithm of Peterson [Pet81] which ensures that two sections (the critical sections)
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```c
volatile int turn; // ID of the current thread running
volatile int flag0 = 0, flag1 = 0; // Boolean flags
int data = 0; // variable to test mutual exclusion

void* thr0(void* arg) {
    flag0 = 1;
    turn = 1;
    while (flag1==1 && turn==1);
    // begin: critical section
    data = -1;
    assert (data<=-1);
    // end: critical section
    flag0 = 0;
}

void* thr1(void* arg) {
    flag1 = 1;
    turn = 0;
    while (flag0==1 && turn==0);
    // begin: critical section
    data = 1;
    assert (data>=1);
    // end: critical section
    flag1 = 0;
}
```

Figure 1.5: A C implementation of Peterson’s mutual exclusion algorithm [Pet81].

remain *mutually exclusive*. It means that there is at most one thread running at any time in the critical section. When running the algorithm with interleavings only, the critical sections are indeed mutually exclusive. However, if we implement the algorithm e.g. in C as shown in Fig. 1.5, this property no longer holds. A possible reason for this is non-atomicity of some writes. Below we explain in detail what happens in the synchronisation phase.

In Fig. 1.6(a), we display one specific schedule of threads and the memory states before and after each instruction. Each memory state represents the values of flag0, flag1, turn and data, respectively. We first run thr0: thr0 sets flag0, meaning that it wants to enter the critical section. thr1 wakes up and also manifests its interest for entering its critical section by setting its flag flag1. thr0 then passes the hand to thr1 by assigning 1 to turn and waits in the blocking while-loop. thr1 passes the control to thr0 by assigning 0 to turn, and goes into the waiting loop. At this point, thr0 sees that flag1 holds 0, and breaks from the loop, since the guard \( [flag1 \neq 1 \lor turn \neq 1] \) is evaluated to true. It gets into the critical section and assigns -1 to data. thr1 cannot enter its critical section yet, since the guard \( [flag0 \neq 1 \lor turn \neq 0] \) is still evaluated to false; it remains in its blocking loop. Thus the assertion in thr0, which checks that the data was not modified in the critical section by another thread that would also be in critical section, holds.

Now, if we run the same schedule on a machine that implements x86, when thr0 sets its (shared) flag flag0 to 1, this might not be immediately visible to thr1—the write might be buffered by thr0. thr0 enters the critical section as before, and assigns -1 to data, but the write buffer has not been flushed yet, meaning that thr1 still
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(a) under sequential consistency

(b) under x86

Figure 1.6: Memory states for a given thread schedule of Peterson’s mutual exclusion algorithm.

believes that flag0 holds 0. The guard \([flag0 \neq 1 \lor turn \neq 0]\) is thus true, and thr1 can exit the blocking while to enter its critical section—violating the mutual exclusion property of the algorithm. It then writes 1 to data, and when thr0 checks its assertion \([data \leq -1]\), the assertion is violated.

This behaviour could not be detected by an analyser that assumes interleavings as models of execution—which is the case for most of the model-checkers. In Chap. 4, we will introduce a technique combining static analysis and program transformation to allow existing analysers for concurrent programs to capture these unexpected behaviours.

Once we have identified the issue, we can place some synchronisations to prevent
behaviours like those in Fig. 1.6(b) that violate the mutual exclusion property. By inserting x86’s mfence right before each blocking while in Fig. 1.5, the buffered write in Fig. 1.6(b)—whose time in buffer is represented by the blue arrow—must be flushed prior to entering the critical section of thr0. The execution violating mutual exclusion is thus no longer permitted. Placing such fences requires a good understanding of the algorithm, the architecture on which the program will run and the synchronisation primitives provided by the architecture. We will automate the placement of synchronisations in Chap. 5.

1.3 Thesis

We can do automatic static analysis for axiomatically-defined weak memory models. We support this claim with the analysis of two instances: instrumenting programs so that their weak memory behaviours would be revealed explicitly, and synthesising synchronisations within the program so that (some or all) the weak memory behaviours would be prevented. In each of these instances, we analyse the impact of these transformations on the program in terms of performance, the scalability of the techniques with respect to large programs and the precision of the static analyses.

1.4 Organisation of the dissertation

The dissertation is organised as follows: in Chap. 2, we explain the relevant part of Alglave’s thesis [Alg10] that we use for our analyses. We also describe our previous work on program analyses that are sound for weak memory models. This shows in particular that points-to analyses sound for concurrent programs are also sound under weak memory consistency. We need this result to analyse C programs. In Chap. 3, we introduce an abstraction computed out of the control flow graph of a C program that captures all the potential relations—as defined in Chap. 2—that might appear during an execution of the program on a given architecture. In Chap. 4, we introduce an instrumentation technique that first makes use of the static analysis detecting weak memory behaviour that we developed in Chap. 3 in order to reduce the locations in the code that we augment with buffers and queues to simulate weak memory behaviours for analysers (in an operational style). In Chap. 5, we address the dual problem, which consists of forbidding some weak behaviours for a given architecture. In the same chapter, we fully rely on the static analysis we developed in Chap. 3, and use integer linear programs to optimise the placement of synchronisations. In Chap. 6 we
present some potential extensions of our work for each of the chapters, and conclude this journey amongst the analyses for weak memory models in Chap. 7.

The functional diagram in Fig. 1.7 summarises the main components of our methods, and graphically describes how the chapters interact with each other. At the beginning of each chapter, we will highlight the components addressed in the chapter. Our methods rely on some previously developed techniques: the generation of a goto-program—an internal representation described in Chap. 3—from a C program (goto-cc, which is the work of Christoph Wintersteiger and Daniel Kroening), the analysis of a goto-program or a C program with a model checker or abstract interpreter, and the generation of C program from an existing goto-program (goto-instrument --dump-c, developed by Daniel Kroening and Michael Tautschnig). The fence insertion script was written by Daniel Poetzl to allow a good integration of our methods in the experiments on Debian packages.
Figure 1.7: Design of the analyses and mapping between chapters and modules.
Chapter 2

Weak Memory and Program Analyses
In this chapter, we explain how weak memory consistency can, informally speaking, “impact the semantics of concurrent C programs”. We explain what “impact” means in the context. Besides type lengths and memory alignments, C programs may be thought as fairly machine-independent. However, even though compilers implement (most of) the C standards, this is not the case. The meaning of the program written in C should nevertheless be conserved down to the machine code, and then in any execution of this code. This is why the semantics of the C program must take into account the processor architecture specificities, including the memory consistency. By “impacting the semantics”, we mean in this dissertation that the C program can exhibit behaviours that depend on the memory consistency—hence increasing the space of possible states that the program would describe.

Weak memory consistency is a property enforced at the level of the processor. We will not attempt to explain how this is implemented in the actual processors. We will rather rely on the framework of Alglave [Alg10] to describe formally the weak memory consistency whose effects could be observed in the examples of Chap. 1. We will give for some of the unintuitive behaviours an intuition based on the use of queues and buffers. These intuitions will actually be put into work in Chap. 4, which adds to an input program some queues and buffers so that weak memory behaviours can be explicitly revealed in the programs, even under sequential consistency.

Weak memory behaviours affect the executions, and depend on processor architectures. By default, compilers like gcc or msvc do not make any assumption regarding the memory consistency implemented by the processor. The memory consistency must be taken into account by the C developer. Since 2014, these compilers now implement C11 and C++11 standards [c1111, cpp11], that provide a certain level of guarantee concerning the memory consistency for the developers. The new paradigms developed in these newer language specifications are, however, more complex than the traditional interleavings of instructions—for which an execution is an interleaving of instructions in the threads. Their combinations, together with well-established synchronisation algorithms like Lamport’s and Szymanski’s mutual exclusion algorithms [Lam87, Szy88] or newly-written parallel code, would also increase the amount of effort it is necessary to dedicate to the development of safe concurrent code. We will not postulate on whether to use release-acquire semantics\(^1\) or other concurrent semantics rather than interleavings and automated restoration of memory consistency.

\(^1\)http://msdn.microsoft.com/en-gb/library/windows/hardware/ff540496(v=vs.85).aspx gives an introduction to this semantics.
at compile-time via memory fences\textsuperscript{2}. We would only argue that most of the existing code is written with either an architecture in mind (x86 for instance) or actual interleavings, and that the automated restoration of memory consistency will provide an important re-usability of the existing code.

Program analyses are essential techniques that collect information like pointer addresses or variable use in programs. This information is used e.g. for performing optimisations at compilation time, transforming or simplifying programs for model-checkers, or directly finding some specific, unexpected behaviours of programs in order to fix them. Yet, almost all the program analyses that target concurrent programs do rely on interleavings—they do not assume weak memory consistency. As a result, as we will observe in Sec. 2.2, some of these program analyses might miss some behaviours due to the memory consistency, and thus become unsound. The unsoundness can then propagate to the whole compilation/verification chain to which the analysis belongs.

In this chapter, we first introduce the background for weak memory, and explain in detail the behaviours that can affect the semantics of concurrent programs. We identify the impact of these effects and limit the scope of our studies to the additional non-determinism added by the hardware. We will not consider reorderings operated by the compilers in the context of optimisations, even though some of these might be captured by our models. Compiler-enforced semantics such as release-acquire semantics in C++11 or interaction between different memory models are also beyond the scope of this thesis.

The second section of this chapter describes our earlier work on program analyses. We observe that some of these analyses are sufficiently over-approximative to capture the effects induced by weak memory consistency. Some other analyses, however, are not sound with this respect. For these unsound analyses, we provide a way of restoring this soundness, at the cost of a loss of precision.

In the third section, we enumerate a few properties for analyses and programs w.r.t. weak memory models. We explain how Shasha and Snir’s critical cycles [SS88] relate to valid executions, how their static counterparts can over-approximate them, and how to express the aforementioned properties in terms of static critical cycle.

We will argue in Chap. 3 and Sec. 2.3 that soundness for weak memory over program analyses is a notion that is too coarse to be of direct use for most applications.

\textsuperscript{2}http://preshing.com/20120913/acquire-and-release-semantics/ provides a nice correspondence between acquire-release semantics and memory fences.
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In this section, we explain the concept of weak memory consistency. We introduce Alglave’s framework for deciding valid executions of a program running on a range of modern multicore processors, and how the weak memory consistency can affect the semantics of programs. Programs will be represented here as event structures, which is a structure where loops have been unrolled, calls resolved, memory addresses resolved and expressions evaluated. Only the scheduling of the events remains unsolved. In the lattice of program and execution abstractions, presented in Fig. 2.1, this structure lies almost on top, meaning that the reasoning we will apply will be fairly faithful to the intended (potential) executions, but far from the actual, static program written in C. We will explain how to relate these structures to actual C programs in Chap. 3.

The content of this section is not new, and only covers the part of weak memory models relevant to this dissertation. However, we try to complete the explanation with an intuitive link between the objects manipulated in Alglave’s framework and the usual program and execution concepts. Readers interested in learning more about how these memory models were designed can read the original paper from Shasha and Snir [SS88], the work of Sarkar et al. for x86 [SSN+09] and Power [SSA+11], and the thesis of Alglave [Alg10] for the model we use. The development of these models also involved extensive testing against the hardware, reported in e.g. [AMSS11]. A good summary of the different memory consistencies—used for multicore processors and more generic distributed systems—can be found in [Tan95, Sec. 6.3].

2.1.1 Accesses to shared memory

In concurrent programs with shared memory, communications between threads can be achieved by writing and reading to a common space, the shared memory. In the context of multicore systems, and even more with distributed systems and distributed memory in general, these operations and communications might not be atomic. They could indeed be decomposed into several steps, like fetching the instruction, retrieving the address in the memory, computing the new value, sending it and eventually having it stored in memory. There is no guarantee that the final step of an instruction would be performed before the first step of the next instruction; several instructions might be interpreted before the first one succeeds in updating the memory; the evaluations
Figure 2.1: Abstraction lattice for weak memory.

of two consecutive instructions might finally be reordered, or these instructions could also be rewritten in a different order. These four scenarios all result in out-of-order executions. These relaxations originate from different layers—we borrow here the enumeration of [DMD13, p. 51]:

- In the software layer,

  (S1) compiler-level optimisations;
  (S2) execution of nested signal handlers.

- In the hardware layer,
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We place these relaxations in some usual steps involved in the execution of a program in Fig. 2.2. We will, however, only address relaxations that are directly affecting concurrency, and we will assume a simplified execution process, as depicted in Fig. 2.3. We now justify our choice of relaxations.

As we mentioned in the introduction, C compilers do not guarantee memory consistency—thus (H1) and (H2) are also visible at C level. (H1) and (H2) can be captured by observing the order in which the shared memory is effectively updated or read. When the shared memory is updated, we will say that a write event has been issued. If the processor read from the shared memory in order to assign a value to a local register, a read event has been issued. Alglave’s framework reasons about the orders in which these memory accesses can be issued to describe the validity of an execution with respect to (H1) and (H2). (S2), (H3) and (H4) are not specific to concurrent programs, and are beyond the scope of this dissertation. There are some arguments that would suggest that a fragment of (S1) is also captured by our models—the compiler does indeed move in the code accesses to shared variables, unless the developers made use of assembly inlinings or compiler-specific keywords like volatile. However, we will not provide any guarantees with respect to (S1), as it remains an open problem. The arrival of new paradigms with C11 makes this problem even harder\textsuperscript{3}. When we deal with compiler optimisations, e.g. for dependency

\textsuperscript{3}In particular, as noted Paul McKenney, accesses to shared memory that are not marked atomic in C11 should result in an undefined behaviour, which is not modelled in our analyses.
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Figure 2.3: Some simplifications that we assume between the C source and the actual code execution.

insertion in Chap. 5, our arguments for \( (S1) \) will only be supported by empirical observations.

The choice of the concurrency libraries is another potential source of unexpected behaviours. We might indeed decide to consider the standards, and model the functions accordingly, or consider a specific implementation of the library, that may or may not contain fences depending on the platform.

2.1.2 Weak memory models

Weak memory models are models that impose orders between accesses to shared memory, for a given program execution. They can be expressed operationally, often together with the rest of the semantics of the program, in which case the order is constructed step-by-step. This is also known as operational semantics. Models can also be expressed axiomatically, and the constraints over the accesses to shared memory are ensured by a set of relations between them. The axiomatic models are more rarely combined with a whole semantics—which will justify in Chap. 4 our choice to use an axiomatic semantics for a static analysis to narrow down the places of interest in the code, and an operational semantics to insert instrumentations in these places in the code.

Machines and architectures In this dissertation, we will always assume that our programs run on a machine. We do not refer to Turing machines—except in Sec. 4.1.1. We refer to a system composed of a (or several) processing unit(s) with registers, a memory divided into the local parts, local to the threads, and the shared one. Write buffers and read queues specific to processing unit(s) can also appear between the processing unit(s) and the memory. Fig. 4.1 in Chap. 4 provides an
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intuitive representation of such a system for two CPUs. In practice, these machines represent a (or several) processor(s) and its (their) memory.

Depending on the presence of mechanisms that are abstracted by the buffers and queues in the processor, an execution of a program under a given machine will respect the memory consistency implemented by the processor. We will say that the processor implements an architecture. Examples of architectures are x86, IBM’s Power and ARM.

**Strict consistency** Under *strict consistency* [Tan95, p. 315], the memory events are strictly ordered, that is, “any read to a memory location \( x \) returns the value stored by the most recent write operation to \( x \)”, as written in [Tan95, p. 315]. Informally, it means that two consecutive instructions in a same thread cannot yield two events happening in the reverse order [Tan95, p. 332]. The “most recent write” subsumes the existence of an absolute timeline. Reasoning in terms of timelines is, however, not the preferred strategy adopted by the concurrency community, since executions that are actually different might be drawn in a probably uncountable set of possible timelines. The models usually considered in this context rely on logical relations between events that abstract away the timelines\(^4\).

**Sequential consistency** Lamport defined in [Lam79] *Sequential consistency* (abbreviated SC) as “the result of any execution is the same as if the operations of all the processors were executed in some sequential order, and the operations of each individual processor appear in this sequence in the order specified by its program”. In other words, this corresponds to the standard, syntactic enumeration of all the interleavings of the threads. The “as if” of the definition might, however, leave some freedom in the interpretation of what a sequentially consistent execution can possibly be, and we find in the literature [AM11, BDM13, AKNP14] sequential consistent executions sometimes defined as executions whose results can be modelled by an interleaving of the threads. In this dissertation, we will assume SC as the “strict” sequential consistency, i.e., an execution on a SC architecture is an interleaving. We gather the other interpretations into distinct weaker forms of sequential consistency that we explain below. In our static analysis, we will target these weaker forms of SC.

\(^4\)As noted by Paul McKenney, this is only true in our case because we overapproximate fixed overheads for individual instructions like memory fences. This approach, however, does not capture cache-miss overheads, for example.
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Weaker forms of sequential consistency Sequential consistency does not authorise any reorderings of events. Yet some reorderings might not affect the semantics of the program—and leaving the processor(s) more freedom is more likely to improve performance at runtime. There exist several ways of relaxing SC whilst keeping the intended meaning of the program. Although they are not specifically named in the literature [AM11, SNM12, BDM13, AKNP14, DM14], they result from two properties that we will explain in detail in Chap. 2.3: state-based robustness, as defined e.g. in [DM14], and event-based robustness, or “classic” robustness. The first one ensures that no memory states unreachable under SC can be reached under a state-based robust program. The second one guarantees that no reorderings of events (reads from or updates to the shared memory) could potentially affect the semantics of the program, regardless of the current memory state. The state-based SC is strictly more precise than the event-based SC, which is itself strictly more precise than the traditional SC.

We illustrate these strict inclusions in Fig. 2.4. In Fig. 2.4(a), an execution of the program under event-based or stated-based weaker SC would permit the reorderings of events (1) and (2), whereas SC would not allow it, since this would not be an interleaving. The figure in Fig. 2.4(b) depicts a store-buffering: the accesses to the shared memory x and y on each thread can be reordered, leading to the case where the local variables r1 and r2 would both hold 0 at the end of the execution. This configuration, as we will explain further in this section, is not possible under SC, neither stated-based or event-based SC. However, if we replace the 1 by 0, any reordering that would happen during an execution of the program would not affect the memory state, since no action is performed. The execution of such a program under state-based SC would allow reorderings. An execution of the same program under event-based SC would not allow any reorderings, as the events do impact the shared memory—even though they leave it unmodified.

In this dissertation, we will, however, target the event-based SC, since the state-based SC requires the computation of the whole transition system (between reachable
states of memory), which is undecidable in general and computationally expensive in practice. The event-based SC retains some relaxations that are benefit to the performance at a lower cost. In the rest of the dissertation, unless explicitly stated, we will always consider this form of sequential consistency.

**Weaker consistency** Numerous multi-core processors implement memory consistencies that are weaker than sequential consistency. They indeed authorise some executions whose effects cannot be reproduced with any interleaving of the program. The framework that we present in the next subsection covers the next architectures: x86/TSO, PSO, RMO, Power and ARM. The original framework also covers Alpha, but we did not adapt our techniques to this architecture as it is now considered obsolete.

Among the architectures, there is a hierarchy that classifies the architectures that are allowing more or less behaviours than the others [Alg10, p. 53]. In this dissertation, we will say that an architecture $A$ is **weaker** that an architecture $B$ if given a program, $A$ would allow more different executions than $B$. We will express this more formally in Sec. 2.3.

### 2.1.3 A framework to decide valid executions

We present in this subsection the framework of Alglave [Alg10], that allows us to decide, for x86/TSO, PSO, RMO, Power and ARM, if an execution is valid or not. We will not explain how to test these models against the hardware or how to prove that they relate (or not) to the specifications provided by processor manufacturers [spa94, ppc09]. Readers who would like to learn more about these are invited to read [Alg10].

**Memory event** Memory events, as we defined before, are accesses to shared memory. This can be writing a value $v$ to or reading a value $v'$ from a location in the shared memory with address $x$. We will write them respectively $W_x v$ and $R_x v'$. Intuitively, a write event represents the moment at which the location in memory is updated; the read event represents the moment when the read from the memory location is performed. Given an assignment, for example MOV $x$, 1 in x86, that assigns 1 into $x$, $W_x 1$ corresponds to the end of the effect of the evaluation of this instruction, when the memory is indeed updated.
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```c
void thd1 () {
    y = 0;
    x = 1;
    int r = y;
}

void thd2 () {
    x = 2;
    z = 1;
}
```

(a) A C program

![Event structure diagram](image)

(b) An event structure

Figure 2.5: A C program and a corresponding event structure.

**Event structure** In Alglave’s framework, we manipulate a structure relating memory events called *event structure*. This structure is not to be confused with Winskel’s event structures [NPW79], that are composed of a partial order over a set of events called *causal dependency* and a relation between them called *conflict relation*. The former imposes an order between the events, whereas the latter intuitively means that two events in relation cannot be performed together. These structures are usually used for concurrent semantics assuming SC (e.g. in [Win82]).

The event structure used in Alglave’s framework is composed of a finite set of memory events $E$ and a transitive binary relation over these events $\text{po}$ in $\wp(E \times E)$. The purpose of this structure is to represent the order in which the memory events appear in the definition of a thread, in the description of a given program. In Fig. 2.5, the event structure of the C program written on the left-hand side is drawn on the right-hand side—assuming that thd1 and thd2 functions will be called as (interfering) threads.

The existence of an event structure subsumes a certain number of constraints, imposed by that input program, that the executions should respect. The framework does not specify a specific language or semantics to derive these event structures.

5. C-like languages handled by this framework would be subject to the following constraints:

1. **(C1)** the instructions themselves: the processor cannot skip some instructions—unless told so—or execute some unwritten instructions;

2. **(C2)** the control flow graph (CFG), that is formed from all the conditional and unconditional jumps inside a function (including loops), should be statically resolved;

---

5 This will force us to assume three axioms regarding the semantics in our soundness proof for goto-programs in Chap. B.
(C3) the functions called should be statically resolved;

(C4) the threads running should be statically determined;

(C5) all the expressions should be evaluated, including the values read from and written to memory (including the addresses of memory locations).

An event structure can be constructed under the constraints (C1) to (C5) as follows: given a program $P$, an event structure relates events that are yielded from the instructions of $P$ (C1). The jumps are resolved and the functions are treated as if they were inlined (C2), (C3). The threads interfering—that is, the threads that could potentially run at the same time, be interleaved and access some common memory locations—are known (C4). The values read and written, and in particular all the addresses (pointers, pointers to functions and label values in case of use of the gcc-specific && operator\(^6\)) are resolved (C5).

A program can thus have several corresponding event structures, and possibly an infinity of them (in case of e.g. unbounded loops). In Fig. 2.6, we have a C program on the left-hand side with, in thread thd1, a loop reading from the shared variable $y$, and the incrementation of the shared variable $x$ via the pointer $p$. In thread thd2 a pseudo-random value is assigned to $x$, then function $f$ is called and writes 1 to $y$. If thd1 and thd2 are interfering, thd2 might never be executed before thd1. $y$ is never set to 1, and the loop is unbounded. There is thus infinitely many possible event structures.

Note that in [AKT13], Alglave et al. introduced, in the context of bounded model checking, symbolic event structures, that unwinds loops and leaves values and addresses unresolved. This structure thus only requires determining the events from the instructions (C1) and the threads interfering (C4). These do not handle unbounded loops.

**Execution** In Alglave’s framework, an execution compatible with an event structure is a set of communications inside and between the threads. They connect writes and reads to the shared variables. These executions, relative to an event structure, must not be confused with the usual executions of a program, that we will call program execution in the following. We say that an execution (relative to an event structure) is compatible with an event structure when the relations composing the execution relate the memory events provided by the event structure. Three relations between events implement these communications:

\(^6\)https://gcc.gnu.org/onlinedocs/gcc/Labels-as-Values.html
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```c
tvoid thd1 () {
    int * p = &x;
    while (!y) {
        * (p++);
    }
}

tvoid thd2 () {
    x = rand();
    f(&y);
}

tvoid f(int * q) {
    * q = 1;
}
```

(a) A C program

(b) Three event structures

---

**Figure 2.6:** A C program and some corresponding event structures (transitive po-edges not represented).

**rf** *read-from*, written rf, which is a relation between write events and reads events targeting the same shared memory location. Formally, \( rf \subseteq \{(w, r) \in W \times R \mid location(w) = location(r)\} \). Intuitively, a read event reads from the memory the value that was written by the write event.

**ws** *write-serialisation*, written ws, that orders all the writes to a same memory location—\( ws \subseteq \{(w1, w2) \in W \times W \mid location(w1) = location(w2)\} \). Informally, this means that writes to a given memory location must be totally ordered.

**fr** *from-read*, written fr, is a relation constructed out of rf and ws: \( fr \subseteq \{(r, w) \in R \times W \mid \exists w' \in W, (w', r) \in rf \land (w', w) \in ws\} \). Intuitively, \( R.x.v \) is in fr-relation with \( W.x.v' \) if the write event writes a value \( v' \) to the memory whereas the read event reads a value \( v \) from a write event that happened before \( W.x.v' \).

Note that several executions can be compatible with a given event structure. The executions in Fig. 2.7(b) and (c) are compatible with the event structure in Fig. 2.7(a).

Similarly to a program execution that may or may not exist given a program, an execution compatible with an event structure may or may not exist, based on
the specifications provided by the event structure. An execution relating events not existing in the event structure—writing e.g. a value that does not appear in the event structure—cannot exist as a valid execution. In Fig. 2.8(a), the execution is not compatible with the event structure in Fig. 2.7(a)—however, another event structure might correspond to the program computation that would yield such communications.

In this paragraph, we consider the event structures and executions in Fig. 2.8(b-d), which are not related to the event structure of Fig. 2.7. Some communications in an execution might also be unable to take place in a program due to synchronisations between threads. In Fig. 2.8(b), the execution is not compatible with the event structure because of the presence of thread synchronisation: two blocking synchronisations prevent the thread to write first to \( x \) than read from it. This invalidity by synchronisation can also be explained with the execution validity as we will define it in the paragraph “valid executions”. In Fig. 2.8(c), we assume that the blocking synchronisations are implemented with a simple shared variable \texttt{unblock} and a waiting while, without fences. To ensure that thread 1 gets access to the write, the while must read 1 into \texttt{unblock}. The write which places 1 in \texttt{unblock} is in thread 2, after the read of the previous write. If both \texttt{po} edges are enforced in the given architecture, this execution is invalid. If not, the blocking synchronisation would be unsafe for weak memory and not guaranteeing synchronisation. The execution in the example of Fig. 2.8(b) would then be valid—it would just be an abstraction of the one in Fig. 2.8(c).

If an event structure has no compatible execution, it means that there is no program execution that corresponds to this event structure—since the thread communications required by the event structure could not exist. In this case, at least one of the conditions (C1) to (C5) must have been violated. In Fig. 2.8(d), the event structure cannot correspond to any program execution of the program since there are
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Figure 2.8: Examples of executions incompatible with an event structure.

(a) An execution not compatible with the event structure

(b) An execution incompatible by synchronisation

(c) Incompatibility by synchronisation explained as (GHB) invalidity

(d) An event structure without compatible executions

no executions compatible with the event structure. This is due to values that cannot be read, since these are never written—it thus violates (C5).

Dependencies Event structures (and executions) only relate shared memory events—they abstract the use of local registers or variables. Processors, however, take into account some interactions between different accesses to shared variables within a thread. These interactions, called data-, address- and control-dependencies, indicate that the two accesses to shared memory in dependency must be executed in this order. In Fig. 2.9, the two writes in the assembly code on the left are in address dependency, since the value of the first shared variable is required to compute the address of the second access to shared memory. Note that the XOR always computes 0, and, in this specific case, the address is always the same. This is a trick applied by assembler developers to impose an artificial dependency. We will see in Chap. 5 that inserting such a dependency in C is more challenging due to compiler optimisation, even at -O0.

A dependency relation (written $dp$) between the events is added to the event structures to keep track of the pairs of memory events in dependency.
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MOV r2, #x ; loads address of x
LDR r0,[r2] ; loads value of x
EORS r0, r0, r1 ; r1 <- r0 xor r0
MOV r3, #y ; loads address of y
STR #1, [r1, r3] ; writes 1 to *(&y+r1)

(a) An address dependency in ARM assembly

(b) An address dependency in Alglave’s framework

Figure 2.9: An address dependency.

Relations maintained by architectures  Depending on the architecture under which the event structure is considered, the relations that we defined earlier can be enforced or relaxed. A relation enforced between two memory events means that it forms an order that cannot be contradicted by another relation (or certain combinations of these relations). For instance, if Wx1 → Rx1 is enforced, there cannot be another pair Rx1 → Wx1 in one of the relations that would be maintained. Intuitively, it means that a program execution that is valid under the architecture—that is, a program execution that could be observed if we were running the program on a processor implementing this architecture—can correspond to a linearisation \( X \) (a total order) over the memory events. This order, that can be a clock order\(^7\) as defined by Alglave et al. in [AKT13], cannot be contradicted by any relation enforced. In Fig. 2.10(a), the execution of the event structure of sb under an architecture maintaining its pairs \((a) \mapsto (b)\) and \((c) \mapsto (d)\) is not valid, as \((a) \mapsto (b)\) conflicts with \((b) \mapsto (c) \mapsto (d) \mapsto (a)\). No clock linearisation non-conflicting with the relations is possible: the execution is not valid under the architecture.

A relation is relaxed if the clock order can contradict this relation. If a pair of memory events is related by a relaxed relation, we will say that the pair can be reordered in the clock order. For brevity and since there is no ambiguity, we will often say that the pair can simply be reordered, or alternatively that the (order of the) pair is not maintained by the architecture. In Fig. 2.10(b), the execution of the event structure of sb under an architecture relaxing its pairs \((a) \mapsto (b)\) and \((c) \mapsto (d)\) is valid, since there is no conflict between the relations. \((b) <_X (c) <_X (d) <_X (a)\) is a possible clock linearisation. In Chap. 4, the reordered pair will be re-characterised with the help of delay and flush operations.

\(^7\)Alglave et al. use a clock order to determine the existence or non-existence of a valid path in the context of bounded model checking [AKT13]. In case of violated assertion, the clock order appears in the counter-example trace returned by \texttt{cbmc}.
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- no clock linearisation

- \((a) \mapsto (b)\) “in conflict” with
  \((b) \mapsto (c) \mapsto (d) \mapsto (a)\) (in
  \((b) \mapsto + (a))\)

(a) \textbf{sb} with all \textbf{po} edges enforced

(b) \textbf{sb} with \textbf{po} edges relaxed

Figure 2.10: (\textbf{sb}) with and without valid executions.

Based on processors specifications and empirical tests against the hardware, [Alg10] characterised the relations that are relaxed and enforced for the architecture x86/TSO, PSO, RMO, Power and ARM, amongst others. We present these relations in Fig. 2.11. 

\textbf{po} that is enforced is called preserved program order (written \textbf{ppo}). \textbf{rf} that is enforced is called global\(^8\) read-from (written \textbf{grf}).

**Valid executions** Given an event structure \(E = (\mathcal{E}, \text{po})\) and an execution \(X = (\text{rf}, \text{ws})\) compatible with this event structure, we say that the execution is valid under an architecture \(A\) if this execution does not lead to conflicting orders among the relations over memory events that are maintained by the architecture. Conflicting orders can be characterised as a cycle in the union of relations. This is the basis of the characterisation of a valid execution in the framework. If we write \(\text{po-loc}\) as the restriction of \(\text{po}\) to same locations, an execution is valid if

- \((\text{uniproc})\) there is no cycle in \(\text{po-loc} \cup \text{rf} \cup \text{fr} \cup \text{ws}\);

- \((\text{global-happen-before})\) there is no cycle in \(\text{ppo} \cup \text{grf} \cup \text{fr} \cup \text{ws}\); (written \((\text{GHB})\))

- \((\text{thin-air})\) there is no cycle in \(\text{dp} \cup \text{rf}\).

More formally, we write:

\(^8\)Since enforcing a read-from communication means that we make it visible to all the threads.
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<table>
<thead>
<tr>
<th>Architecture</th>
<th>poWR</th>
<th>poWW</th>
<th>poRW</th>
<th>poRR</th>
<th>rf</th>
<th>ws</th>
<th>fr</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>x86/TSO</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>PSO</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>RMO</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARM</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.11: Relations maintained by architectures.

Definition 1 (Validity). The execution $X$ is valid w.r.t. the event structure $E$ under the architecture $A$ (written $A.\text{valid}(E, X)$), if \(\text{acyclic}(\text{po-loc} \cup \text{rf} \cup \text{fr} \cup \text{ws}) \land \text{acyclic}(\text{ppo} \cup \text{grf} \cup \text{fr} \cup \text{ws}) \land \text{acyclic}(\text{dp} \cup \text{rf})\).

We now explain the intuitions behind each of these three constraints. The intuition behind (uniproc) is that, if a thread updates a memory location and read a different value from this same location, then the external update responsible for this new value in memory must happen after the first write. In Fig. 2.12(a), uniproc axiom imposes that the event (a) and (b) are ordered by write-serialisation $\text{ws}$ in these event structure and execution. A direct consequence is that any value taken by a specific memory location can be obtained by interpreting an interleaving for this very memory location. We used this property in Chap. 2 to show that non-relational program analysis were sound for weak memory models.

(GHB) describes a constraint over the global-happen-before order, that we introduced in Fig. 2.10. In Fig. 2.12(b), the execution described is impossible under x86: intuitively, (c) has to happen before (b), which should happen before (a) since the order between R and W is maintained under this architecture. (a) reads the value written by (d), thus should happen before. And (c) should happen before (d), which forms a cycle of consequences. No sequence of events can satisfy this constraint.

(thin-air) is a constraint to prevent values from coming “out of thin air”. In Fig. 2.12(b), if the pairs of events (a) and (b), and (c) and (d) are in dependency, it means that the value read and treated in (a) (respectively (c)) is used for the write in (b) (respectively (d)). Yet, the value written by the write in (b) (respectively (d)) is needed by the read in (c) (respectively (a)) in order to compute data that will be used by the write of (d) (respectively (b)). This circular value dependency could raise any number, which is not a behaviour permitted on the architecture that the framework supports.
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(a) Wx1

(b) Rx2

(c) Wx2

(a) uniproc axiom imposes that (c) happens after (a).

(b) The execution is not valid under TSO.

Figure 2.12: Two event structures and executions.

[AMT13] introduced a more generic way of expressing architectures, which allowed in particular to write a thinner specification of the Power memory consistency. We discuss in Chap. 6 how to extend our techniques and tools to exploit these specifications.

An important concept in subsequent chapters is the notion of a critical cycle. A critical cycle is a cycle in (GHB) under an architecture B that is no longer a cycle under a weaker architecture A [SS88]. In Fig. 2.10, (a) \(\rightarrow\) (b) \(\rightarrow\) (c) \(\rightarrow\) (d) \(\rightarrow\) (a) is a cycle in GHB under the architecture of Fig. 2.10(a) and does not form a cycle under the architecture of Fig. 2.10(b): it thus forms a critical cycle for these two architectures.

2.1.4 Impact over the program semantics

We wrote in the introduction of the chapter that weak memory consistency could affect the semantics of a concurrent program. We explained that the specific behaviours permitted on modern multicore processors could indeed be counter-intuitive—especially if one assumes sequential consistency when programming. These behaviours can affect any place in the code that relies on a specific order of accesses to shared memory and involves at least two distinct memory locations—otherwise, the (uniproc) axiom guarantees that any value taken by one single shared variable at any time can be captured by an interleaving of the program threads. These cases appear in particular in algorithms and techniques implementing some thread synchronisations. This is why we will experiment our techniques and tools first on some classic mutual exclusion algorithms in Chap. 4 and Chap. 5.

In verification for weak memory, we find mainly two approaches in the literature:

- (full) either detecting (and fixing) any behaviours that is not sequentially consistent (e.g. [AKNT13, BDM13]);
(prop) or checking that some specifications are not violated by some new weak memory behaviours—with for instance the help of assertions in the code [AKT13], error states in the transition system [LW11] or temporal logic properties [DMD13]. (full) does not require prior knowledge of places in the code that might be sensitive to weak memory. However, the techniques addressing this problem will impact all the semantics of the input program, and perhaps affect some optimisations, restrict the degree of concurrency of the program and finally impact its runtime performance.

Tools addressing (prop) will be more precise and target only the parts of the code that may affect—through weak memory behaviours—the final state of the assertion or property. Yet, this requires existing specifications of the input programs, for SC or the base architecture considered.

(full) can be addressed by (prop) by computing all the possible states under sequential consistency at every program point, and insert after each program point an assertion checking that only SC states are reachable there. With properties, we can use the same strategy with a property specifying the possible variable environments at every program point. This solution is not feasible in general, due to the exponential number of traces and variable environments to consider. Addressing (prop) via (full) is also possible in some cases, by restricting the scope of search to the places that may impact assertions. Depending on the precision of this restriction, this may or may not strongly worsen the whole analysis efficiency.

In this dissertation, we assume that no additional information was provided by the developer in the code. We will thus mostly address (full). Our instrumentation technique in Chap. 4 addresses (full), but is actually used afterwards in combination with a model checker to solve (prop). In our fence synthesis technique, we also address (full), but suggests a method to limit it to (an over-approximation of) (prop).

Most of our benchmark programs call external libraries—including concurrency libraries like POSIX threads. When analysing a program doing such, we must decide if the program should be considered in isolation—and assuming that the libraries are correct with respect to weak memory—or if we consider the whole system environment. In our experiments, we assume that libraries external to the programs or packages are correctly coded. We did not, however, implement an advanced synchronisation analysis, meaning that we will not rely on synchronisation libraries and will be capable of finding bugs that may involve an incorrect implementation of some libraries.
2.2 Memory Models and Program Analyses

In the previous section, we introduced some weak memory models that can apply to software verification. Prior to building static analyses in Chap. 3 and 5, and to safety verification in Chap. 4 that make use of these models, we briefly comment the combination of weak memory consistency and program analyses. As we will see in Chap. 3 and 4, some of our work will also rely on the soundness of program analyses for weak memory models. We indeed apply pointer analyses and dependency analyses prior to the proper static analysis.

This section is adapted from the work developed in [AKL+11], co-written with Jade Alglave, Daniel Kroening, John Lugton and Michael Tautschnig. Although soundness of pointer analysis for concurrent programs is essential for our static analysis developed in Chap. 3, the dissertation can be understood without this section.

2.2.1 Analyses expressed with Data Flow Equations

Analyses for sequential programs A common way of describing certain types of program analyses is to express the result as the solution of a set of data flow equations. These (possibly recursive) equations relate the results of the analysis before and/or after each instruction of the input program, with respect to a representation of the program flow (usually a control flow graph—CFG—or a set of traces in it). The equations can be written as a collection of transfer functions, also called transformers, $(f_i)_{i \in \text{Stmt}}$ over a complete lattice $\langle L, \sqsubseteq, \sqcup, \sqcap \rangle$. To compute the solution to the whole program, there are two commonly used strategies. The first approach is the meet-over-paths solution (written (mop)). It computes the least upper bound of the analysis applied to all the traces valid in the program [NNH99]:

$$\text{Analysis}_{(\text{mop})}(P) = \bigcup_{<i_0, \ldots, i_n> \in \text{Traces}_P} f_{i_n} \circ \cdots \circ f_{i_0}(\text{init}).$$

This method may be easily undecidable [NNH99] due to the extraction of traces or infinite traces—an unbounded loop in the CFG forms a good example. The maximal fixed point solution (written (mfp)), which solves a set of equations related by the control flow graph of the program, is often preferred, as it overapproximates the intersections in the control flow graph with the least upper bound$^9$.

$$\text{Analysis}_{(\text{mfp})}(l) = \begin{cases} f_l(\text{init}), & \text{if } l \in \text{Init}_P \\ f_l(\bigsqcup \{\text{Analysis}(l') | (l', l) \in \text{Flow}_P\}) & \text{otherwise} \end{cases}$$

$^9$Other expressions of the (mfp) are possible. We assume here that the lines at which information was computed are part of the domain of analysis.
Because (mfp) over-approximates (mop), we will always observe [NNH99]:

\[
\text{Analysis}(\mathcal{P})_{(mop)} \subseteq \text{Analysis}(\mathcal{P})_{(mfp)}
\]

(2.1)

Analyses for concurrent programs The semantics of concurrent programs is more intricate than sequential programs semantics, since even under SC, one might need to consider a factorial number of traces. Similarly to the sequential case, we can solve a program analysis for concurrent programs predominantly by using two methods [Min11]: computing the join of all the traces—often called trace semantics or interleaving semantics (trace)—or overapproximating the trace semantics by computing least upper bounds between possibly interfering instructions—we call the latter inference semantics (inter). Again, we will always observe that:

\[
\text{Analysis}(\mathcal{P})_{(trace)} \subseteq \text{Analysis}(\mathcal{P})_{(inter)}
\]

(2.2)

Abstraction Most of the analyses do not work on the whole semantics of the program, but rather on an abstraction of it. The abstract interpretation framework [CC76] is often used to express the relationship\(^{10}\) between the semantics of the analysis and the actual semantics of the program. An abstract interpretation, for a program \(\mathcal{P}\) written in a programming language \(\mathcal{L}\), and targeting an abstract domain \(\mathcal{A}\), is an analysis that computes a result in \(\mathcal{A}\) with certain guarantees. The result is captured from an abstract semantics \(\mathcal{F}_\mathcal{A}\) in \(\mathbb{P}_{\mathcal{L}} \rightarrow \mathcal{A}\), which abstracts the concrete (collecting) semantics \(\mathcal{F}_\mathcal{D}\) in \(\mathbb{P}_{\mathcal{L}} \rightarrow \mathcal{D}'\), where \(\mathcal{D}\) is the semantic domain (in the context of software verification, the set of memory environments), \(\mathbb{P}_{\mathcal{L}}\) the set of programs accepted by the language \(\mathcal{L}\) and \(\mathcal{D}' = \varphi(\mathcal{D})\) [Cou96] to collect all the possible behaviours—multiple because of varying inputs, scheduling-dependent results or non-determinism. The main idea behind this semantics transformation is to simplify the domain of the result \(\langle \varphi(\mathcal{D}), \subseteq, \cup, \cap \rangle\), where \(\subseteq, \cup\) and \(\cap\) are respectively the common inclusion relation, union and intersection for sets. The hope is indeed to work in a simpler lattice \(\langle \mathcal{A}, \subseteq, \cup, \cap \rangle\) where fixed point computations will terminate\(^{11}\)

\(^{10}\)In detail, the two semantics must form a Galois connection.

\(^{11}\)Possibly with the additional use of a widening operator \(\nabla\), as \(e.g.\) in [Min01].
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For example, in the octagon abstraction described in [Min01], $\mathcal{L}$ is a simple imperative language, with global variables, assignments, arithmetic operators and if-statements. The concrete domain $D$ is the sets of values that the variables can hold at every line of the program, i.e., $D = \text{Loc} \rightarrow (\text{Var} \rightarrow \text{Val})$, where $\text{Loc}$, $\text{Var}$ and $\text{Val}$ are respectively the sets of program locations, variables and values. The collecting semantics is defined by $D' = \text{Loc} \rightarrow \wp(\text{Var} \rightarrow \text{Val})$. These sets of values are overapproximated by octagons in the abstract domain $A = \text{Loc} \rightarrow \text{Oct}^N$, where $\text{Oct}$ is the set of octagons and $N$ the number of octagons we use to represent the variables. Each octagon relates the values of two variables with bounded constraints of the form $ax + by \leq c$, where $x$ and $y$ are the values of two variables, $a$ and $b$ two integers in $\{-1, 0, 1\}$ and $c$ in $\mathbb{Q}$. The concretisation of a set of octagons lies in $\wp(\text{Var} \rightarrow \text{Val})$.

In the section, an abstraction will refer to a map $\alpha$ from $D'$ to $A$, and a concretisation will represent a map $\gamma$ from $A$ to $D'$.

**Soundness of a program analysis** In formal verification, one of the most important properties an analysis can satisfy is the soundness. Informally, a program analysis is sound if it does not miss any result. It might however bring some false positive—spurious results—unless the analysis is proved to be complete. Soundness can be defined as a relation $\sigma \subseteq D' \times D'$ which satisfies $\forall P \in \mathcal{P}_L, \sigma (F(P), \gamma (F'(P)))$\textsuperscript{13}. In most cases, the soundness relation can be defined as $\sigma = \subseteq$, i.e., the overapproximation. This definition is used in particular for may forward analysis [NNH99], and it is the one we will adopt in Sec. 2.2.3 and Chap. 2.3.

**Soundness in concurrency** We have two ways of describing the concurrency of the program: trace semantics ((trace)), and interference semantics ((inter)). Using Equation 2.2.1, if the analysis is sound as a (trace) solution, then it is also sound as an (inter) solution. Indeed, $\forall P \in \mathcal{P}_L, \mathcal{F}_D(P) \subseteq \text{Analysis}(P)_{\text{trace}} \subseteq \text{Analysis}(P)_{\text{inter}}$. The converse is not true.

\textsuperscript{12}Usually, $N = \left(\#^{\text{Var}}_2\right)$, and all the combinations of two variables are represented. ConcurInterproc (http://pop-art.inrialpes.fr/interproc/concurinterprocweb.cgi), which uses the APRON library [Jea09] does so—even though it represents a set of constraints, without delimiting the octagons. We can however overapproximate results by considering a limited number of octagons, that is, a limited number of relations among variables.

\textsuperscript{13}We use here a concretisation function $\gamma$ to ensure that the results can be compared in the same domain $D'$. In [Cou96], the function $\gamma$ is explicitly contained in the definition of $F'$, whereas in [D'S10], based on Cousot and Cousot’s definition [CC92, p. 516], the relation is defined on $D' \times A$, and $\gamma$ would implicitly appear in the choice of the relation to consider.
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Relational and non-relational abstractions  As explained in e.g. [JGR05], ab-
abstract domains can have various degrees of precision in representing the concrete
elements and their relations. Relationality is certainly the most common property
that distinguishes these domains. Non-relational domains, usually expressed with
\( A \rightarrow \wp(B) \), where \( A \) and \( B \) are sets, cannot express relations between several element s
of \( A \). For example, with all the \( a_i \in A \) and all the \( b_i \in B \), let us say that we want to
code: “if \( a_2 \mapsto b_2 \) then \( a_1 \mapsto b_1 \)”, with \( a_1 \) possibly holding the values \( b_1 \) or \( b_3 \), and \( a_2 \)
the values \( b_2 \) or \( b_4 \). The only way to cover these pairs in \( A \rightarrow \wp(B) \) is to use a function
\( \{a_1 \mapsto \{b_1, b_3\}, a_2 \mapsto \{b_2, b_4\}\} \). This function, however, is an overapproximation of
what we wanted, since we can also have \( a_1 \mapsto b_3 \) and \( a_2 \mapsto b_2 \), that are not satisfying
the implication we wanted to encode. A possible way to express this relation between
elements of \( A \) is to consider the functions in the relational domain \( \wp(A \rightarrow B) \): we
could then have \( \{\{a_1 \mapsto b_1, a_2 \mapsto b_2\}, \{a_1 \mapsto b_1, a_2 \mapsto b_4\}, \{a_1 \mapsto b_3, a_2 \mapsto b_4\}\} \), which
is precisely the semantics of the implication. Every function in \( A \rightarrow \wp(B) \) can be
naturally expressed in \( \wp(A \rightarrow B) \): this means that relational domains, \( \wp(A \rightarrow B) \),
are strictly more expressive than non-relational ones, \( A \rightarrow \wp(B) \).

Note that in the following, we will more often write these domains with \( \wp(A \times B) \)
for \( A \rightarrow \wp(B) \), for better readability. These domains are isomorphic. We will also
write \( \wp \wp(A \times B) \) for \( \wp(A \rightarrow \wp(B)) \).

Flow-sensitive and flow-insensitive analyses  A flow-insensitive analysis is an
analysis that always returns the same result for an input program, regardless of how
the instructions are ordered in it [NNH99, p. 101]. In the context of concurrent
programming, an analysis of this class would capture the solution of all the possible
orders of instructions. Thus flow-insensitive analyses are SC-sound by definition.
They are also more approximative than flow-sensitive analyses.

2.2.2 Abstract Event Structures as Traces

Because the soundness of (trace) implies (inter), and since weak memory models
as a set of constraints are more convenient to use with traces, we will decompose
the program into traces and analyse them as if we were computing (trace). As we
explained in Sec. 2.1.3, event structures describe programs in terms of their trace
semantics. They do not encode flow controls, addresses and values. To derive event
structures from a description of the program we proceed in two steps. The set of
all paths at program level first translates to a set of abstract event structures, where
void thd_1() {
    /*(a)*/ x = 1;
    /*(b)*/ int r1 = y;
}

void thd_2() {
    /*(c)*/ y = 1;
    /*(d)*/ int r2 = x;
}

(a) The (sb) program of Fig. 1.2 (b) An event structure of this program

Figure 2.13: (sb) program and its event structure.

Events take the form of a direction and two variables. We resolve controls and addresses but leave the values unresolved. This allows us to translate, e.g., a store (a) \( x \leftarrow \sigma \) to the (abstract) event ((a)) \( W_x \sigma \).

We write \( E \) for the set of all abstract event structures, \( A \) for the set of all addresses, and \( V \) for the set of all values. We define the type \( R \) of results (or valuations) as \( R \triangleq \wp(A \times V) \), i.e., a result is set of pairs \((x, v)\) where \( x \) is an address and \( v \) a value.

Each abstract event structure induces multiple concrete event structures under a given set of initial valuations of variables. That is, an abstract event ((a)) \( W_x \sigma \) with \( R = \{(\sigma, 0), (\sigma, 1)\} \) translates to concrete events ((a)) \( W_x 0 \) and ((a)) \( W_x 1 \). We recall that a concrete event structure does not imply that there actually exists a program execution on an architecture \( A \) with the same values, but for each program execution there is a concrete event structure, as we explained in Sec. 2.1.3. The set of all sets of concrete event structures is denoted by \( E_{conc} \). We use the mapping \( \text{conc} : E \rightarrow R \rightarrow E_{conc} \) to translate abstract to concrete event structures.

For this study of program analyses and weak memory models, we distinguish abstract from concrete event structures as follows: program analyses will be applied to abstract event structures, but reasoning about actual values will be performed in concrete event structures.

**Example of an analysis under weak memory consistency** We revisit the example given in Fig. 1.2. In Fig. 2.13, we construct an event structure of the program. We now analyse this event structure. We first perform an interval analysis [CC76] (or box analysis) to determine the possible values of local registers \( r_1 \) and \( r_2 \). We compute an interval of values for each variable. The join operation results in the smallest interval that contains both intervals that are to be merged. We consider all possible interleavings of statements of the two threads and compute the join over all these
traces. For instance, for the traces \((a); (b); (c); (d)\) and \((c); (d); (a); (b)\) we obtain the intervals \([0, 0] \times [1, 1]\) and \([1, 1] \times [0, 0]\), respectively. The join \([1, 1] \times [0, 0] \sqcup [0, 0] \times [1, 1]\) yields the box \([0, 1] \times [0, 1]\), already including the result that can be derived from the other interleavings, i.e., \([1, 1] \times [1, 1]\). More interestingly, this overapproximation also includes the point \((0, 0)\), which is the additional value that one can observe on a weak memory model.

### 2.2.3 Soundness of Analyses on Weak Memory Models

We define an analysis \([\cdot]\) as a mapping between abstract event structures and initial valuations to sets of pairs \((i, r)\) where \(i\) is a program location (of type \(L\)) and \(r\) is a result as defined in the preceding section. We make explicit\(^{14}\) the initial state of values of type \(R\), commonly being the empty set or the set of all possible values:

\[
[\cdot] \in \mathcal{E} \rightarrow \mathcal{R} \rightarrow \wp(\mathbb{L} \times \mathbb{R})
\]

Note that our definition captures relational analyses. Indeed the type of the result, namely \(\wp(\mathbb{L} \times \mathbb{R})\), can be rewritten as \(\mathbb{L} \rightarrow \wp(\mathbb{A} \rightarrow \wp(\mathbb{V}))\).

Returning to the above example of an abstract event (and therefore a singleton event structure) \((a)\text{Wx}\sigma\) with initial valuations \(R = \{(\sigma, 0), (\sigma, 1)\}\) we apply an analysis tracking the relation between \(x\) and \(\sigma\) as follows:

\[
[(a)\text{Wx}\sigma]\{(\sigma, 0), (\sigma, 1)\} = \{((a), \{(x, 0), (\sigma, 0)\}), ((a), \{(x, 1), (\sigma, 1)\})\}
\]

**Definition of soundness in the context of weak memory** Rinard and Rugina define in [RR99, A.3] an analysis to be **sound**

“[...] if it is at least as conservative as the result obtained by using the standard pointer analysis algorithm for sequential programs on all the interleavings of the legal executions.”

A legal execution corresponds to the execution of one thread. Thus their work assumes SC as the execution model. We generalise their idea to weak memory models. Given an architecture \(A\), we write \(\text{values}_A(E, R)\) for the set of values that executions witnesses \(X\) can yield on \(A\), where \(X\) is an execution witness associated to a concrete event structure obtained from concretising \(E\) with initial valuations \(R\).

\(^{14}\)Starting with a specific value is referred to as *seeding* in the literature, for instance in [RLL07].
We recall that we write $<_X$ for a linearisation order on program locations induced by an execution $X$, as we used in Sec. 2.1.3. Intuitively, it corresponds to the order in which the memory events of $X$ hit the memory.

We write last$(r,i,x)$ when the location of $x$ is less than (or unrelated to) $(i)$ in $<_X$, and $x$ is one of the last elements in the relation $r$, i.e. there is no element $x'$ such that $(x,x') \in r$. If a given write $w = (i)Wxv$ is the last element in ws$(X)$ at location $(i)$, then the value $v$ is the current value of $x$ at location $(i)$. For example in Fig. 2.12, the current value of $x$ at line $(c)$ (resp. $(a)$) is 1 (resp. 2), for the last write to $x$ at line $(c)$ (resp. $(a)$) is the write $(c)Wx2$ (resp. $(a)Wx1$).

Thus, we define values$A(E,R)$ as the set of possible environments at each location (an environment mapping each address to its current value):

$$values_A(E,R) \triangleq \{ (i,r) \mid \exists X. A.\text{valid} (\text{conc}(E,R),X) \land \forall x,v. (x,v) \in r \implies \exists w. ((\text{last}(ws(X),i,w) \lor \text{last}(po(X),i,w)) \land \text{addr}(w) = x \land \text{val}(w) = v) \}$$

For example in Fig. 2.13, values$SC(E,R)$ contains, for program location $(a)$, the result $((a),\{(r1,0),(r2,0),(x,1),(y,0)\})$.

Formally, we define soundness of over-approximating analyses for a weak architecture $A$ as follows:

**Definition 2.** An analysis $\llbracket \cdot \rrbracket$ is $A$-sound iff the result of $\llbracket \cdot \rrbracket$ on an abstract event structure $E$ with initial values $R$ describes a state space at least as large as that of values$A(E,R)$:

$$\text{sound}_A(\llbracket \cdot \rrbracket) \triangleq \forall E,R. \text{values}_A(E,R) \preceq \llbracket E \rrbracket (R)$$

with $\preceq$ the location-wise environment set inclusion, that is, $U \preceq V$ iff $\forall (i,r) \in U. \exists r'. (i,r') \in V \land r' \subseteq r$.

For instance, we have $\{(a),\{(r1,0),(r2,0),(x,1),(y,0)\}\} \preceq \{(a),\{(r1,0),(r2,0)\}\}$. This means that we consider an analysis result to be $A$-sound if it is at least as conservative as taking all the values yielded by all valid executions on $A$.

Note that under-approximating analyses for SC architectures are also under-approximating for all weak memory models, since for all weak architectures $A$, trivially values$SC(E,R) \preceq values_A(E,R)$. We therefore focus the presentation on showing soundness of over-approximating analyses.
2.2. MEMORY MODELS AND PROGRAM ANALYSES

A-soundness for Non-relational Analyses  We now define a particular class of program analyses by restricting the signature of the output of the analysis. We only consider analyses \( \langle \cdot \rangle \) that map abstract event structures to pairs \((i, r)\) where \(i\) is a program location and \(r\) a result, with the additional constraint that \(r\) is a singleton:

\[
\langle \cdot \rangle \in \mathcal{E} \rightarrow \mathcal{R} \rightarrow \wp(\langle L \times (A \times V) \rangle)
\]

In practice, this means that we apply an abstraction to our general type of analyses to obtain non-relational ones. Indeed the restricted result type of an analysis \(\langle \cdot \rangle\) applied to an event structure \(E\) can be rewritten as \(L \rightarrow (A \rightarrow \wp(V))\).

The type of values \(A\) has to be restricted similarly. We write \(\text{values}_A(E, R)\) to indicate this, i.e. \(\text{values}_A(E, R)\) is of type \(L \rightarrow (A \rightarrow \wp(V))\). For example in Fig. 2.13, \(\text{values}_\text{SC}(E, R)\) contains \(\{(a, (r_1, 0)), ((a), (r_2, 0)), ((a), (x, 1)), ((a), (y, 0))\}\).

We want to determine when a given analysis, although designed with SC in mind, is sound for a weak architecture \(A\). For example, for the program given in Fig. 1.2, we have \(\text{values}_\text{x86}(E, R) = \text{values}_\text{SC}(E, R)\) (with \(R\) mapping all variables to 0). Hence in this case, an analysis that computes at least \(\text{values}_\text{SC}(E, R)\) is also sound for x86, since it also computes all the values that this specific program can yield on an x86 machine. We show that any analysis \(\langle \cdot \rangle\) with (1) matching signature and (2) that is SC-sound as defined above satisfies this requirement. This means that collecting the values produced by the SC executions (i.e. \(\text{values}_\text{SC}(E, R)\)) suffices to obtain the values yielded by a weaker model \(A\). This property is guaranteed by the (uniproc) check, since (uniproc) means that SC holds per location. To prove this claim, we first show the inclusion of value sets.

**Lemma 1.** \(\forall E, R. \text{values}_A(E, R) \subseteq \text{values}_\text{SC}(E, R)\)

Details of the proof can be found in [AKL+11]. The argument used for this proof is the one of (uniproc), which ensures that any value obtained during an execution valid in the weak memory framework can be obtained by an interleaving.

The lemma is sufficient to show our main theorem, which states that for a non-relational analysis \(\langle \cdot \rangle\), its SC-soundness (i.e., \(\forall E, R. \text{values}_\text{SC}(E, R) \subseteq \langle E \rangle(R)\)) entails its A-soundness on any architecture \(A\). That is to say, we show that a non-relational analysis, though defined with SC in mind, is sound on a weaker architecture \(A\) when this analysis collects at least all the values yielded by all the executions valid on SC:

**Theorem 1.** \(\forall \langle \cdot \rangle \in \mathcal{E} \rightarrow \mathcal{R} \rightarrow \wp(\langle L \times (A \times V) \rangle). \text{sound}_\text{SC}(\langle \cdot \rangle) \implies \text{sound}_A(\langle \cdot \rangle)\)

40
The result is obtained by reasoning over traces (trace). Traces are the most precise, yet not necessarily computable, representation for program executions. Hence our results are independent of (1) programming language specifics such as locks or dynamic synchronization primitives and hold for all other program representations, such as (concurrent) control flow graphs (MFP) or Petri nets, since they are overapproximations of the sets of traces; (2) analysis specifics such as fixed point iteration strategies and sources of imprecision\textsuperscript{15}.

### Proving Soundness of Analyses over Programs

Thm. 1 gives sufficient conditions for an analysis over event structures to be $A$-sound. We explain here how this result transfers to programs.

Given an analysis designed for a specific language $\mathcal{L}$, we need to relate the set $\mathbb{P}_\mathcal{L}$ of all the programs which can be written in this language to the event structures. We introduce $S^{\text{aes}} \in \mathbb{P}_\mathcal{L} \rightarrow \wp(\mathbb{E} \times \mathbb{R})$, which maps a program $\mathcal{P}$ to corresponding abstract event structures and initial values, w.r.t. the semantics of the language $\mathcal{L}$. Each event created by $S^{\text{aes}}$ is labelled by the program counter of the statement in $\mathcal{P}$ it is derived from.

To express the soundness of a program analysis $\llbracket \cdot \rrbracket_{\mathcal{L}}$, we require $\text{values}_{\mathcal{A}}(E, R)$ and $\llbracket \mathcal{P} \rrbracket_{\mathcal{L}}$ to have the same type $\wp(\mathbb{L} \times \mathbb{R})$, with $\mathbb{L}$ being the program counters of statements in program $\mathcal{P}$. As above, we define $\text{values}_{\mathcal{A}}(\mathcal{P})$ as the values yielded by executions of $\mathcal{P}$ on $A$, i.e. $\text{values}_{\mathcal{A}}(\mathcal{P}) \triangleq \bigcup_{(E, R) \in S^{\text{aes}}(\mathcal{P})} \text{values}_{\mathcal{A}}(E, R)$. Hence the $A$-soundness of a program analysis is merely a lifting of the $A$-soundness of the corresponding event structure analysis:

$$\text{sound}_{\mathcal{A}}(\llbracket \cdot \rrbracket_{\mathcal{L}}) \triangleq \forall \mathcal{P}. \text{values}_{\mathcal{A}}(\mathcal{P}) \preceq \llbracket \mathcal{P} \rrbracket_{\mathcal{L}}$$

Therefore, the $A$-soundness of SC-sound non-relational program analyses holds as a corollary of Thm. 1:

**Corollary 1.** $\forall \llbracket \cdot \rrbracket_{\mathcal{L}} \in \mathbb{P}_\mathcal{L} \rightarrow \wp(\mathbb{L} \times (A \times V))$. sound\textsuperscript{SC}$\llbracket \cdot \rrbracket_{\mathcal{L}} \Rightarrow \text{sound}_{\mathcal{A}}(\llbracket \cdot \rrbracket_{\mathcal{L}})$

We surveyed some domains commonly used in the program analysis literature in App. A. We report the analyses sound or not proven sound in Fig. 2.22. We emphasise that pointer analyses implemented as points-to—that is, with a representation of the memory—are sound for weak memory models. We will use this result in the construction of the abstraction in Chap. 3. Soundness w.r.t. weak memory models is not necessarily true in the case of alias analyses, that can be relational.

\textsuperscript{15}This imprecision might however cover the missing states of an unsound analysis by (trace).
2.2.4 Other approaches to program analyses for weak memory

In case of unsound analyses, we suggested in [AKL+11] a repairing strategy, more precise than the Cartesian abstraction, that follows the idea developed by Rinard and Rugina [RR99] for pointer analysis targeting concurrent programs. We apply the analysis to each thread in isolation, then analyse them again using the results previously computed on the other interfering threads. We iterate until reaching a fixed point.

Some papers have proposed different approaches to the problem of program analyses for memory models weaker than SC, but existing proofs are usually tailored for a specific analysis. Chugh et al. and De et al. suggested the removal of all the dataraces\footnote{Under C11, this should certainly be restricted to the only variables non-declared atomic, as pointed Paul McKenney.} in programs [CVJL08, DDN11], followed by the use of an SC-sound analysis for datarace-free programs. Some concurrent programs might, however, strongly rely on these dataraces, the conversion to datarace-free program might not be trivial and the synchronisations added to the program could impact negatively on its runtime performance. Therefore we did not assume this property.

Another strategy consists of inserting memory barriers in the program to restore its sequential consistency, and run some SC-sound analyses on it [BAM, AM11, AKNP14]. We will discuss this transformation in detail in Chap. 5.

Miné proposed in [Min11] to abstract the trace semantics for concurrent programs by an interference semantics. He introduces some program transformations on traces in order to model a weaker memory consistency, and proved that these transformations preserve the semantics of the program. However, the model that these transformations encode might not match the weak memory models we consider.

[Fer08] (implicitly) used a similar interference semantics, but adapted to Happen-Before rules, to perform analysis on Happen-Before memory model (including Java Memory Model).

[Yan04] proposes a generic framework that, given a memory model expressed as constraints and a language semantics, computes the result of a static analysis by constraint solving. This is, however, a theoretical framework, not designed to be efficient. It is quite unlikely that program analyses expressed as dataflow equations can be computed by this means.
2.3 Rephrasing Trace Properties in terms of Static Critical Cycles

In this section, we recall the concepts necessary to define the validity of an execution on an architecture. The properties that we investigate in Chap. 2, Chap. 4 and Chap. 5—namely the robustness of a program, the weak memory instrumentation and the soundness of a program analysis—are all defined w.r.t. traces of an input program. We call a trace a sequence of memory updates resulting from the interpretation of a single path in the CFG of the program. More specifically, we instantiate these traces as the valid executions that we introduced earlier, relying on the model of Alglave [Alg10]. However, traces (and executions) are inconvenient for expressing properties statically over a program. Indeed, enumerating all the potential traces (or executions) that the program could yield is not practically feasible in general. We will instead rely on the existence of static critical cycles. The (dynamic) critical cycles, introduced by Shasha and Snir [SS88] and adapted to contemporary memory models by Alglave and Maranget [AM11], are relations amongst accesses to shared memory that characterise situations that would correspond to a non-SC execution. We will explain how critical cycles relate to valid executions, how their static counterparts can over-approximate them, and how to express the aforementioned properties in terms of static critical cycle.

The content of this section is not new. The definitions of the executions and critical cycles are borrowed from [SS88] and [Alg10]. The notion of robustness for traces was introduced by Alglave et al. in [AM11] (under the name of stability) and Bouajjani et al. in [BMM11]. We however express these properties in terms of static critical cycles rather than dynamic valid executions.

2.3.1 Valid executions and critical cycles

The characterisations of execution validity under an architecture depend mainly on acyclicity. An invalid execution (for an event structure) as the one presented in Fig. 2.12(b) thus contains a cycle in the order. This cycle is a critical cycle [SS88]. Shasha and Snir established in [SS88, Sec. 3] the equivalence between the existence of a critical cycle in an execution and the invalidity of the execution. This equivalence was proved for the framework we use in [Alg10, p. 153].

Property 1 (Critical cycle and execution validity). Given an architecture $A$ and an event structure, an execution is invalid iff there exists a critical cycle in the orders.
Example. In Fig. 2.12(b), we consider the architecture TSO, meaning that the execution is invalid if there is a (critical) cycle in \( ppo \cup rf \cup ws \cup fr \), where \( ppo \) are all the \( po \) except write-read. There is indeed a critical cycle: \((a, b, c, d)\). Under Power, \( ppo \) does not contain read-write, meaning that there is no critical cycle in this execution. The execution would be valid.

Shasha and Snir also suggest searching cycles inside a graph summarising all the communications between the threads and the program orders in [SS88, Sec. 4]. This graph would capture all the executions of the program. Yet, this graph is dynamic: to ensure that Prop. 1 always holds, the graph must capture all the values, have all the memory addresses resolved, all the flow controls solved. An unbounded execution corresponds to an infinite path in the graph, so this graph would also need to be infinite in case of unbounded loops.

Computing this dynamic graph or all the dynamic executions is inaccessible to a technique that would interpret statically the code of a program, due to the combinatoric explosion of trace enumeration. Exploring all the executions of the program is not a valid option. We computed an over-approximation of the graph, the AEG, in Chap. 3, which captures all the dynamic, critical cycles without enumerating executions. We indeed showed that each dynamic, critical cycle was covered by a static, critical cycle in the AEG. Under this abstraction, we relaxed the equivalence of Prop. 1 into a simple implication: if there exists an invalid execution under a given architecture, then it is captured by one static, critical cycle in the AEG. Conversely, if there is no static, critical cycle in the AEG, then there is no execution that cannot be captured by an interleaving.

We can also consider executions of a program that would be valid under an architecture \( A \) but not under a stronger architecture \( B \). In this case, there are static, critical cycles in the AEG of the program that exist under architecture \( B \) and not under architecture \( A \). This is an implication, so if there are such cycles, it means that there might exist executions of this program that are valid under \( A \) but not under \( B \). This implication is however sufficient for us, as we target soundness, that is, not missing any executions.

### 2.3.2 Trace properties for programs and program analyses

We define a couple of properties that we will exploit in the next chapters. We will first express these properties on the basis of executions allowed on some ar-
2.3. REPHRASING TRACE PROPERTIES IN TERMS OF STATIC CRITICAL CYCLES

<table>
<thead>
<tr>
<th>void thd_1()</th>
<th>void thd_2()</th>
</tr>
</thead>
<tbody>
<tr>
<td>x = 1;</td>
<td>int r1 = y;</td>
</tr>
<tr>
<td>y = 1;</td>
<td>int r2 = x;</td>
</tr>
</tbody>
</table>

Outcomes for r1 and r2:

<table>
<thead>
<tr>
<th>SC, TSO</th>
<th>PSO, ..., Power/ARM</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,0), (0,1), (1,1)</td>
<td>(0,0), (0,1), (1,1), (1,0)</td>
</tr>
</tbody>
</table>

Figure 2.14: A program implementing \((mp)\) and its outcomes per architecture.

Properties for programs

Robustness [BMM11] (also called stability in [AM11]) is a property qualifying a program with respect to a memory consistency. Given an architecture \(A\), a program \(P\) will be robust on \(A\) if running it on \(A\) will not produce any new behaviours as if it were run under SC.

**Definition 3 (Robustness).** Given an architecture \(A\), given a program \(P\), \(\text{robust}_A(P) \triangleq \text{traces}_A(P) \subseteq \text{traces}_{SC}(P)\).

Example. \((mp)\) (e.g. in Fig. 2.14) is robust under TSO. It is not robust under Power, since there is \(\tau \in \text{traces}_{Power}(MP)\) which ends up with \(r_1 \equiv 1 \land r_2 \equiv 0\), whereas none of those in \(\text{traces}_{TSO}(MP)\) can.

In practice, a program robust for \(A\) is a program that can be understood under sequential consistency for any architecture \(A_1 \geq A\).

The definition can be generalised to the robustness of a program \(P\) on an architecture \(A\) against an architecture \(B\) (we will assume that \(A < B\)). It means that running the program \(P\) on \(A\) will not cause new behaviours that would not be captured by a run on \(B\).

More formally, we define parametric robustness as follows.

**Definition 4 (Parametric robustness).** Given two architectures \(A\) and \(B\) such that \(A < B\), given a program \(P\), \(\text{robust}_{A/B}(P) \triangleq \text{traces}_A(P) \subseteq \text{traces}_B(P)\).
Example. \((sb)\) (e.g. in Fig. 2.15) is robust for Power against TSO. Indeed, the only additional traces that can appear compared to SC are contained in TSO.

In practice, a program robust for \(A\) against \(B\) can be directly ported from \(B\) to \(A\) without adding synchronisation and still be correct (provided it is correct for \(B\)). A direct property is that parametric robustness is implied by the former definition of robustness. This definition is weaker.

**Property 2** (Parametric robustness is weaker). Given a weak memory architecture \(B\), \(\text{robust}_A(P) \Rightarrow \text{robust}_{A/B}(P)\).

*Proof. \(B < SC\), meaning that \(\text{traces}_{SC}(P) \subseteq \text{traces}_B(P)\).*

Example. \((sb+fences)\) (e.g. in Fig. 2.16) is robust for Power, this robust for Power against TSO.

When \(P\) is also known to be robust for \(B\), robustness for \(A\) against \(B\) implies the robustness for \(A\). This explains the following equivalence relating robustness in the sense of respectively Def. 3 and Def. 4.

**Property 3** (Robustness combination). \(\text{robust}_{A/B}(P) \land \text{robust}_B(P) \equiv \text{robust}_A(P)\).

*Proof. Prop. 2 for \((\Leftarrow), \subseteq \text{transitivity for } (\Rightarrow)\).*

Example. \((sb+fences)\) (e.g. in Fig. 2.16) is robust for Power against TSO, and \((sb+fences)\) is robust for TSO. Therefore, it is robust for Power.

The weaker robustness definition will help us defining the problem of porting a program from one weak architecture to another. Restoring robustness will be the subject of Chap. 5.

In Chap. 4, we will develop a program transformation for making explicit the weak memory consistency. It means that, given a weakly consistent architecture \(A\), the program transformed for this architecture \(A\) can be interpreted under a stronger architecture (like SC) and still reveal the same behaviours as if it were executed under \(A\). We define this transformation formally below.

```
void thd_1() {
    x = 1;
    int r1 = y;
}

void thd_2() {
    y = 1;
    int r2 = x;
}
```

Outcomes for \(r1\) and \(r2\):

- **SC**
  - \((1,0), (0,1), (1,1)\)
- **TSO, ..., Power/ARM**
  - \((0,0), (0,1), (1,0), (1,1)\)

Figure 2.15: A program implementing \((sb)\) and its outcomes per architecture.
### 2.3. Rephrasing Trace Properties in Terms of Static Critical Cycles

<table>
<thead>
<tr>
<th>void thd_1() {</th>
<th>void thd_2() {</th>
</tr>
</thead>
<tbody>
<tr>
<td>x = 1;</td>
<td>y = 1;</td>
</tr>
<tr>
<td>asm(&quot;sync&quot;);</td>
<td>asm(&quot;sync&quot;);</td>
</tr>
<tr>
<td>int r1 = y;</td>
<td>int r2 = x;</td>
</tr>
</tbody>
</table>
} | |

Outcomes for r1 and r2:
- SC, ..., Power/ARM
- (0, 1), (1, 0), (1, 1)

Figure 2.16: A program implementing \((sb+fences)\) and its outcomes per architecture.

<table>
<thead>
<tr>
<th>void thd_1() {</th>
<th>void thd_2() {</th>
</tr>
</thead>
<tbody>
<tr>
<td>if(*) x = 1;</td>
<td>if(*) y = 1;</td>
</tr>
<tr>
<td>else</td>
<td>else</td>
</tr>
<tr>
<td>buffer[x].put(1);</td>
<td>buffer[y].put(1);</td>
</tr>
<tr>
<td>int r1;</td>
<td>int r2;</td>
</tr>
<tr>
<td>if(*) r1 = y;</td>
<td>if(*) r2 = x;</td>
</tr>
<tr>
<td>else</td>
<td>else</td>
</tr>
<tr>
<td>r1 = buffer[y].take();</td>
<td>r2 = buffer[x].take();</td>
</tr>
</tbody>
</table>
} | |

Outcomes for r1 and r2:
- SC, ..., Power/ARM
- (0, 0), (1, 0), (0, 1), (1, 1)

Figure 2.17: A program implementing \((sb_{TSO})\) and its outcomes per architecture.

**Definition 5** (Transformation). Given two architectures A and B such that \(A < B\), given a program \(P\), a transformation from B to A produces an instrumented program \(P'\) such that \(\text{trans}_{B\rightarrow A}(P, P') \triangleq \text{traces}_A(P) \subseteq \text{traces}_B(P')\).

**Example.** \((sb_{TSO})\) (e.g., in Fig. 2.17) generates all the traces under SC that \((sb)\) (e.g., in Fig. 2.15) would under TSO.

A trivial property is that if the instrumented program is the same as the original program, then the original program is robust. Conversely, if a program is robust, its transformed program will be identical.

**Property 4** (Robustness by transformation). \(\text{trans}_{B\rightarrow A}(P, P) \equiv \text{robust}_{A/B}(P)\).

**Example.** We have \(\text{trans}_{SC\rightarrow TSO}(MP, MP)\), since \((mp)\) (e.g., in Fig. 2.14) is robust for TSO.

In practice, it does not mean that a robust program would not be transformed by our transformer. It means that it would be unnecessary. Due to over-approximations, it can happen that the \(P'\) we get is different from \(P\), even though \(P\) is robust. The converse however still applies: if the transformer does not modify \(P\), then since the
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Figure 2.18: Interpretation of $r_1$ and $r_2$ in respectively (mp) (e.g. from Fig. 2.14) and (sb) (e.g. from Fig. 2.15) after the last line under the octagon domain [Min01].

Properties for program analyses

In Sec. 2.2, we investigated the soundness of program analyses for weak memory semantics. We first define the soundness of a program analysis $f$ at the level of a program $P$, assuming the soundness of $f$ for SC, i.e., $\text{sound}_{SC}(f)$ (and in particular $\text{sound}_{SC}(f, P)$). We recall that we write $f(\text{traces}_A(P))$ for $\bigcup_{t \in \text{traces}_A(P)} f(t)$.

**Definition 6** (Soundness of program analysis w.r.t. a program). Given an architecture $A$, a program analysis $f$ is sound for $A$ w.r.t. a program $P$ if $\text{sound}_A(f, P) \triangleq \text{sound}_{SC}(f, P) \Rightarrow f(\text{traces}_A(P)) \subseteq f(\text{traces}_{SC}(P))$.

**Example.** The abstract interpretation of (mp) (e.g. in Fig. 2.18) under the octagon abstraction is sound for (mp) under TSO. It is not sound for (sb) under TSO (e.g. in Fig. 2.18).

**Definition 7** (Soundness of program analysis). A program analysis is sound for an architecture $A$ if $\text{sound}_A(f) \triangleq \forall P. \text{sound}_A(f, P)$.

**Example.** A points-to analysis such as the one described in [RR99] is sound for Power, as it captures all the addresses the pointers could point to despite the weak memory consistency, thanks to the abstraction (see Sec. 2.2).

Note that, by these definitions, we mostly work on the meet-over-path version of the
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program analyses. If the meet-over-path is sound, so is the maximal-fixed-point one. It might be the case that, for some specific analyses, the meet-over-path solution would be unsound, but the maximal-fixed-point would be sound thanks to the over-approximation of the meet operator. We leave this question as future work.

We extend the soundness definition with the basis architecture as parameter. A program analysis \( f \) is sound for an architecture \( A \) against an architecture \( B \) if, if \( f \) is known to be sound for \( B \), then all the results for a program \( P \) under \( A \) would be contained in the results for \( P \) under \( B \).

**Definition 8** (Parametric soundness of an analysis w.r.t. a program). Given two architectures \( A \) and \( B \) such that \( A < B \), a program analysis \( f \) is sound for \( A \) against \( B \) w.r.t. a program \( P \) if \( \text{sound}_{A/B}(f, P) \triangleq \text{sound}_B(f, P) \Rightarrow f(\text{traces}_A(P)) \subseteq f(\text{traces}_B(P)) \).

Example. The octagon abstraction is not sound for TSO: \((r_1, r_2) = (0, 0)\) would be missing when analysing \((\text{sb})\) (Fig. 2.15). If however the program is known to be correct despite the case where \((r_1, r_2) = (0, 0)\)—i.e., if the analysis is actually sound for the program under TSO—then it is also sound for Power and ARM, as they would not produce any new values.

**Definition 9** (Parametric soundness of an analysis). A program analysis is sound for an architecture \( A \) against a base architecture \( B \) if \( \text{sound}_{A/B}(f) \triangleq \forall P. \text{sound}_{A/B}(f, P) \).

An immediate property is that soundness for \( A \) against \( B \) implies soundness for \( A \).

**Property 5** (Soundness combination). \( \text{sound}_{A/B}(f) \land \text{sound}_B(f) \Rightarrow \text{sound}_A(f) \).

Proof. Given a program \( P \), we combine the two hypotheses to get \( f(\text{traces}_A(P)) \subseteq f(\text{traces}_B(P)) \).

We want to prove \( \text{sound}_A(f, P) \), that is, \( \text{sound}_{SC}(f, P) \Rightarrow f(\text{traces}_A(P)) \subseteq f(\text{traces}_{SC}(P)) \).

By combining \( \text{sound}_B(f, P) \) again with \( \text{sound}_{SC}(f, P) \), we get \( f(\text{traces}_B(P)) \subseteq f(\text{traces}_{SC}(P)) \).

Using \( \subseteq \) transitivity, we prove the claim. \( \Box \)

Example. The interval analysis is sound for TSO, as we observed in Sec. 2.2. It is also sound for Power against TSO, as intervals form a non-relational domain. This program analysis is therefore sound for Power.

An interesting property is that if \( P \) is a program robust for \( A \) against \( B \), \( f \) is monotonic and sound for \( B \) (at least for the program \( P \)), then \( f \) is sound for \( A \) w.r.t. \( P \).
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\begin{verbatim}
int a, b, c;
int* p = &c;
int* q = &c;

void thd_1() {
    p = &a;
    ++*q;
}

void thd_2() {
    q = &b;
    ++*p;
}
\end{verbatim}

Outcomes for \(a, b, c\):

<table>
<thead>
<tr>
<th>SC</th>
<th>TSO, ..., Power/ARM</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a,b,c): (1,0,1), (0,1,1), (1,1,0)</td>
<td>(a,b,c): (1,0,1), (0,1,1), (1,1,0), (0,0,2)</td>
</tr>
</tbody>
</table>

Figure 2.19: Concurrent program with pointers affected by weak memory reorderings.

**Property 6** (Parametric robustness and soundness). \(\text{robust}_{A/B}(P) \land \text{monotonic}(f) \Rightarrow \text{sound}_{A/B}(f, P)\).

*Proof.* We use \(f\) monotonicity and the robustness to get \(f(\text{traces}_A(P)) \subseteq f(\text{traces}_B(P))\). We then get directly the results.

*Example.* Let us consider the points-to analysis of [RR99] and the program with pointers in Fig. 2.19. We know that this program is robust for RMO against TSO, since the only reorderings that can happen would be captured by TSO. We also know that the points-to analysis is monotonic. Therefore, the points-to analysis is sound for RMO against TSO for this pointer program. And since the points-to analysis is sound for TSO, it is sound for RMO for this program.

In particular, if we have \(\text{robust}_A(P)\) and \(f\) monotonic, we get \(\text{sound}_A(f, P)\) with the same proof. In other words, if an analysis is monotonic and a program is robust against \(A\), then the analysis of this program will trivially be valid for \(A\) as well.

**Property 7** (Robustness and soundness). \(\text{robust}_A(P) \land \text{monotonic}(f) \Rightarrow \text{sound}_A(f, P)\).

*Proof.* Identical to the previous proof.

As we showed in Sec. 2.2, a program analysis can be unsound (e.g. under the octagon domain abstraction). We provided a strategy to restore the soundness. A program analysis is indeed repaired if it satisfies the next definition.

**Definition 10** (Repair). Given two architectures \(A\) and \(B\), a program \(P\) and a program analysis \(f\), \(f'\) is the repaired program analysis in \(\text{repair}_{B \rightarrow A}(f, f', P) \triangleq f(\text{traces}_A(P)) \subseteq f'(\text{traces}_B(P))\).
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Example. The repaired version of the analysis under the octagon domain contains all the values that could be obtained after an execution under one of the architecture covered by the framework.

A trivial property is that if we know the program analysis to be sound for $B$ and if repairing it for $A$ against $B$ does not modify the analysis, then it is trivially sound for $A$ against $B$. A good example is the concurrent pointer analysis that inspired the repair technique: it is sound for SC, repairing it to work on any architecture covered by Alglave’s framework does not modify the analysis, thus it is sound for these architectures.

Property 8 (Repair and soundness). Given two architectures $A$ and $B$ such that $A < B$ and a program analysis $f$, $(\text{sound}_{B}(f) \Rightarrow \text{repair}_{B \rightarrow A}(f, f)) \equiv \text{sound}_{A/B}(f)$.

2.3.3 Relating executions and critical cycles

Executions are not convenient to manipulate statically. Their use can lead to some trivial combinatorial explosion in the analysis algorithms. As we mentioned before, we prefer to rely on the existence of critical cycles. A critical cycle contains all the information relevant to the impact of a reordering due to weak memory over the program execution. Constructing an over-approximation from the code is also reasonably direct, as we observed in Chap. 3. This over-approximation however weakens Prop. 1, which implies that there might be spurious static, critical cycles, i.e. cycles that would not correspond to a real dynamic cycle. The unreachability of these critical cycles in practice and the abstractions of the values, addresses and loops can explain this imprecision.

We now re-characterise the previous problems, robust and trans, using critical cycles rather than allowed executions. We also determine which static, critical cycles to consider after the search we did in Chap. 3. Some of the collected cycles might indeed be irrelevant to parametric properties assuming a basis architecture.

Robustness for an architecture $A$ against a stronger architecture $B$ consists of ensuring that all the executions of $A$ can be reproduced in $B$. In terms of critical cycles, it means that all the cycles that we would find in the program under $B$ should also exist under $A$. Otherwise, $A$ would allow an execution\footnote{In [BDM13], this execution is called trace $\tau$.} forbidden under $B$.
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Property 9 (Relating cycles and robustness). Given two architectures $A$ and $B$ such that $A < B$ and a program $P$, $ccycles_B(P) \subseteq ccycles_A(P) \Rightarrow \text{robust}_{A/B}(P)$.

Proof. By contradiction: for any $\tau \in \text{traces}_A(P)$, if $\tau \notin \text{traces}_B(P)$, there is a critical cycle for $B$ that does not exist in $A$. Yet, by hypothesis, $ccycles_B(P) \subseteq ccycles_A(P)$. Hence the robustness.

Example. In Fig. 2.20, we represent a concurrent program $P$ by a box. The continuous cycles in each of these boxes represent the static, critical cycles existing in the program for the architecture considered (in the label above the box). The dashed cycles are those that do not exist under the given architecture. The program $P$ on the left is not robust since there is a critical cycle under SC that does not appear under $A$. It means that an execution possible on $A$ (say TSO) is not representable as an interleaving. On the right hand side, the program $P$ is robust for $A$ against $B$. It also means that if the program is robust for $B$, then it is robust for $A$ by Prop. 3.

When implementing a robustness algorithm, it means that we need to look for the cycles safe in $B$, unsafe under $A$. The following problem defines this search.

Problem 1 (Find cycles). Find the critical cycles in $ccycles_B(P) \setminus ccycles_A(P)$. 

Figure 2.20: Robustness: a program which is not robust for $A$ on the left; a program which is robust for $A$ against $B$ on the right.
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Example. In Fig. 2.20, \( \text{cycles}_{SC}(P) \setminus \text{cycles}_A(P) = \{ \text{top-right} \} \) on the left hand side, which is indeed a critical cycle to address if we want to fix the robustness. On the right hand side, we have \( \text{cycles}_{SC}(P) \setminus \text{cycles}_A(P) = \emptyset \). The program is indeed robust.

Transformation of a program \( P \) from an architecture \( B \) to an architecture \( A \) requires that all the executions of \( P \) valid under \( A \) are captured when running the instrumented program \( P' \) under \( B \). In terms of cycles, it means that any critical cycle appearing in the interpretations of \( P' \) under \( B \) must appear in the interpretations of \( P \) under \( A \). Indeed, if there is a cycle in the interpretations of \( P' \) under \( B \) that does not appear in the interpretations of \( P \) under \( A \), it means that there exists an execution of \( P \) valid under \( A \) which is not reproduced by \( P' \) under \( B \).

Property 10 (Relating cycles and transformation). Given two architectures \( A \) and \( B \) such that \( A < B \), a program \( P \) and a transformed program \( P' \), \( \text{cycles}_B(P') \subseteq \text{cycles}_A(P) \). \( \Rightarrow \) \( \text{trans}_{B \rightarrow A}(P, P') \).

Proof (informal) We use the same argument used in the proof of Prop. 9, except that we need to assume that if \( \tau \notin \text{traces}_B(P') \), it is due to a reordering (and thus there exists a cycle) and not to the fact that \( P \neq P' \). The latter is discarded by the nature of the transformation.

In practice, for a transformation, we want to compute the transformed program \( P' \), but we do not have access to it. We know the critical cycles of \( P \) under \( B \) and \( A \) respectively. We do a case analysis:

- \( \text{cycles}_A(P) \setminus \text{cycles}_B(P) \), i.e. the critical cycles in \( A \) and not in \( B \), should not exist since we assume that \( B \) is stronger than \( A \). Otherwise, an execution could be invalid on \( A \) but valid on \( B \).

- \( \text{cycles}_A(P) \cap \text{cycles}_B(P) \), i.e., the cycles common to \( A \) and \( B \). Because we want the cycles of \( P' \) under \( B \) to be in \( P \) interpreted under \( A \), we do not need to change these cycles in \( P \) intrepreted under \( B \).

- \( \text{cycles}_B(P) \setminus \text{cycles}_A(P) \), i.e. the cycles in \( B \) that do not appear under \( A \). These cycles need to be restored in \( P' \), so we modify them in \( P \).

To compute the transformation, we thus need to solve the Prob. 1, that is, we have to look for \( \text{cycles}_B(P) \setminus \text{cycles}_A(P) \). In Fig. 2.21, \( \text{cycles}_{SC}(P) \setminus \text{cycles}_A(P) = \{ \text{top-left, bottom-left} \} \) in the left program. These are indeed the cycles that need to
2.4 Summary

In this introductory chapter, we presented the background for weak memory that we will exploit for the next chapters. We explained the effects of weak memory consistency on the semantics of a concurrent program. We specified the limits of our studies, focussing on the reorderings due to weak memory consistency implemented by the processor. We introduced event structures and explained how they relate to
program source, program executions and executions. We presented Alglave’s framework, which decides the validity of an execution for a given event structure under a given architecture.

We then turned to program analyses and their soundness for concurrent programs, and specifically with respect to weak memory models. We established that analyses working on non-relational domain were sound for weak memory, based on the (\textit{uniproc}) axiom and some trace reasoning. We finally briefly surveyed a couple of analyses and their respective domains. The table in Fig. 2.22 summarises these analyses and domains. In particular, the points-to analysis as defined in [RR99] is sound w.r.t. weak memory models. We can apply it safely prior to any static analysis. We will do this in the next chapter, Chap. 3.

We finally enumerated properties for weak memory based on traces. We then reformulated the trace properties in terms of static critical cycles, and emphasised that looking for these cycles does not require keeping or constructing a precise historic of the execution. This abstraction of the historic is the key of our approach, and allows us to use the abstract event graph that we defined in Chap. 3 to detect static, critical cycles and perform some instrumentation or fence inference in respectively Chap. 4 and Chap. 5. We provide in Fig. 2.23 a table summarising the properties that we studied for weak memory consistency, their characterisations in terms of traces and critical cycles, and their applications in this dissertation.
<table>
<thead>
<tr>
<th>Analysis</th>
<th>Reference</th>
<th>SC-sound</th>
<th>A-sound</th>
<th>SC-sound ⇒ A-sound</th>
</tr>
</thead>
<tbody>
<tr>
<td>box abstract interpretation</td>
<td>[CC76]+[Jea09]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>octagon abstract interpretation</td>
<td>[Min01]+[Jea09]</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>logahedron abstract interpretation</td>
<td>[HK09]+[Jea09]</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TVPI abstract interpretation</td>
<td>[SKH02]+[Jea09]</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>polyhedron abstract interpretation</td>
<td>[CH78]+[Jea09]</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>points-to analysis + interleavings</td>
<td>[NNH99]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>iterative points-to analysis</td>
<td>[RR99]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>partition refinement points-to analysis</td>
<td>[Ste96]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>alias analysis + interleavings</td>
<td>[LR92]</td>
<td>✓</td>
<td>unkn.</td>
<td>unkn.</td>
</tr>
<tr>
<td>alias abstract interpretation + interleavings</td>
<td>[Deu92]</td>
<td>✓</td>
<td>unkn.</td>
<td>unkn.</td>
</tr>
<tr>
<td>bit vector analysis</td>
<td>[KD94]+[FK10] or [KSV96]</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

Figure 2.22: Summary of the surveyed program analyses. [a]+[b] in the references means that we need to combine the work in [a] and in [b] to obtain the analysis described in the entry.
<table>
<thead>
<tr>
<th>property</th>
<th>denotation</th>
<th>trace expression</th>
<th>cycle characterisation</th>
<th>application</th>
</tr>
</thead>
<tbody>
<tr>
<td>robustness</td>
<td>robust(_A(P))</td>
<td>traces(<em>A(P) \subseteq traces</em>{SC}(P))</td>
<td>ccycles(_{SC}(P) \subseteq ccycles(_A(P))</td>
<td>fence insertion</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Chap. 5)</td>
</tr>
<tr>
<td>parametric robustness</td>
<td>robust(_A/B(P))</td>
<td>traces(_A(P) \subseteq traces_B(P))</td>
<td>ccycles(_B(P) \subseteq ccycles(_A(P))</td>
<td>fence insertion</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Chap. 5)</td>
</tr>
<tr>
<td>transformation</td>
<td>trans(_B\to_A(P, P'))</td>
<td>traces(_A(P) \subseteq traces_B(P'))</td>
<td>ccycles(_B(P') \subseteq ccycles(_A(P))</td>
<td>instrumentation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Chap. 4)</td>
</tr>
<tr>
<td>soundness</td>
<td>sound(_A(f))</td>
<td>sound(_{SC}(f, P) \Rightarrow f(traces(<em>A(P)) \subseteq f(traces</em>{SC}(P)))</td>
<td>ccycles(_{SC}(P) \subseteq ccycles(_A(P))</td>
<td>program analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Chap. 2)</td>
</tr>
<tr>
<td>parametric soundness</td>
<td>sound(_A/B(f))</td>
<td>sound(_B(f, P) \Rightarrow f(traces(<em>A(P)) \subseteq f(traces</em>{B}(P)))</td>
<td>ccycles(_B(P) \subseteq ccycles(_A(P))</td>
<td>program analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Chap. 2)</td>
</tr>
<tr>
<td>repair</td>
<td>repair(_B\to_A(f, f', P))</td>
<td>f(traces(<em>A(P)) \subseteq f'(traces</em>{B}(P)))</td>
<td>via Prop. 8</td>
<td>program analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Chap. 2)</td>
</tr>
</tbody>
</table>
Chapter 3

An Abstraction for Static Analyses over Weak Memory
In Chap. 2, we observed that some program analyses could not handle weak memory consistent semantics in a sound way. We studied and extracted a method from a pointer analysis for concurrent programs [RR99] that restores the soundness for weak memory. The proofs rely on some generic properties of the weak memory models, namely uniproc and weak-uniproc [AKL+11]. However, they require breaking relations between variables, meaning that a precise, sound program analysis might need to be over-approximated in order to ensure soundness for weak memory.

Program analyses can be seen as abstractions of the actual, operational semantics of a program run under an architecture. For instance, a trace-by-trace pointer analysis can be seen as a projection of the actual operational semantics of the program onto the pointer addresses and assignments to pointers. Instead of ensuring that program analyses are sound for weak memory given any program, one can prove that some specific programs are robust on an architecture A against a given architecture B. That is, all the executions observed when running the program on an architecture A can be explained by a trace of the program with the semantics of B. For instance, if we know that a program P is robust against SC when run on TSO, it means that all the executions of P on an x86 processor can be explained by an interleaving.

A direct consequence of the robustness is that, if a program is robust for A against B, we know that, if we run a program analysis sound for B, it will also be sound for A for this very program. This property, however, is strong and does not apply to a large range of analyses. Another practical application is the program written for B can be ported to A without caring about the specificities of the concurrency semantics of A.

Reorderings and critical cycles
The reorderings are at the heart of the concurrency semantics for weak memory. Enforcing robustness thus requires reasoning over these objects. A pair of accesses to the shared memory is said to be reordered when, at the time of evaluation of the second access, it is not guaranteed that the first access and its consequences were made visible to the other threads.

A reordering of two accesses is not expected under SC; it does not mean that it is necessarily impacting the semantics of the program. Actually, processors implement weak memory consistency for performance reasons. The reorderings improve the execution time and, in some of the cases (e.g. in datarace-free programs), do not impact at all the semantics of the program. Preventing all these reorderings would thus be counter-productive as it would slow down the execution (and the mechanisms used for preventing them, the fences, are expensive instructions, as we will discuss in
3.1. Static over-approximation of the control-flow graph

We want to find all the critical cycles that are relevant to the problem we want to address. Given a program, we detect these cycles statically. This allows us to avoid enumeration of all the traces, which would be an obstacle to scalability. It also gives us all the critical cycles at once. In Chap. 5 this allows us, for example, to find all

1As we mentioned in Chap. 1, it is hard to give a measure of the programs that can be analysed, since it mostly depends on the degree of concurrency in it—with, e.g., the number of communications between threads. Our average experiments considered programs between 1000 and 10000 lines of code.
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<table>
<thead>
<tr>
<th>instruction</th>
<th>semantics</th>
<th>relevant to WM</th>
</tr>
</thead>
<tbody>
<tr>
<td>GOTO</td>
<td>branching (potentially with guard)</td>
<td>yes</td>
</tr>
<tr>
<td>ASSUME</td>
<td>assumption</td>
<td>yes(^3)</td>
</tr>
<tr>
<td>ASSERT</td>
<td>assertion</td>
<td>yes(^3)</td>
</tr>
<tr>
<td>SKIP</td>
<td>skip</td>
<td>no</td>
</tr>
<tr>
<td>START_THREAD</td>
<td>spawns an asynchronous thread</td>
<td>yes</td>
</tr>
<tr>
<td>END_THREAD</td>
<td>end of the thread(^4)</td>
<td>yes</td>
</tr>
<tr>
<td>LOCATION</td>
<td>equivalent to skip</td>
<td>no</td>
</tr>
<tr>
<td>END_FUNCTION</td>
<td>end of the function</td>
<td>yes</td>
</tr>
<tr>
<td>ATOMIC_BEGIN</td>
<td>atomic section</td>
<td>yes</td>
</tr>
<tr>
<td>ATOMIC_END</td>
<td>end of atomic section</td>
<td>yes</td>
</tr>
<tr>
<td>RETURN</td>
<td>return of a function</td>
<td>yes</td>
</tr>
<tr>
<td>ASSIGN</td>
<td>assignment</td>
<td>yes</td>
</tr>
<tr>
<td>DECL</td>
<td>declaration of a local variable</td>
<td>no</td>
</tr>
<tr>
<td>DEAD</td>
<td>marks the end-of-live of a local variable</td>
<td>no</td>
</tr>
<tr>
<td>FUNCTION_CALL</td>
<td>call to a function</td>
<td>yes</td>
</tr>
<tr>
<td>THROW</td>
<td>throws an exception</td>
<td>no</td>
</tr>
<tr>
<td>CATCH</td>
<td>catches an exception</td>
<td>no</td>
</tr>
<tr>
<td>OTHER</td>
<td>other instruction that could not be modelled with those above</td>
<td>yes(^5)</td>
</tr>
</tbody>
</table>

Figure 3.1: Instructions of goto-programs and their semantics.

the fences preventing two cycles lying in two executions in one single step, instead of examining the two executions separately.

To analyse a C program, e.g. at the top of Fig. 3.2, we convert it with the help of `goto-cc` into a goto-program (bottom of Fig. 3.2), the internal representation of the CProver framework\(^2\). This internal representation comprises 18 instructions, allowing us to define over it\(^3\) the semantics constructing the AEG. We list them in Fig. 3.1.

The C program in Fig. 3.2 features two threads that can interfere. The first thread writes the argument “input” into \(x\), then randomly writes 1 in \(y\) or reads \(z\) then writes 1 into \(x\). The second thread successively reads\(^4\) \(y\), \(z\) and \(x\). In the corresponding goto-program (below in Fig. 3.2), the if-else structure has been turned into a read of the guard of the if followed by a goto construction.

\(^2\)http://www.cprover.org/goto-cc
\(^3\)Borrowed from the code of `src/goto-programs/goto_program_template.h`.
\(^4\)Assume and assert are only relevant if we evaluate their conditions in the analysis—which we do not do for the AEG.
\(^5\)This instruction is equivalent to `end_of_function`.
\(^6\)This instruction is actually used in CProver for modelling fences or `compare-and-swap`.
\(^4\)This instruction is equivalent to `end_of_function`.
\(^5\)Note that the accesses to \(z\) in this program will always return the initial value. This is intended: in Fig. 3.3, we will construct an abstraction of the relations between the events. Having an “unrelated” \(z\) simplifies the graph.
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Given a goto-program, e.g. at the bottom of Fig. 3.2, we then compute an abstract event graph (AEG) from the accesses to shared memory (as displayed in Fig. 3.3(a)), e.g. in Fig. 3.3(b). We will explain how to explore the AEG to find the potential critical cycles in the next section.

We now explain how to build an AEG from a goto-program. In Fig. 3.3(b), the events \(a, b_1, b_2\) and \(c\) (respectively \(d, e\) and \(f\)) correspond to thread1 (respectively thread2) in Fig. 3.2. We only consider accesses to shared variables, and ignore the local variables.

An AEG represents all the executions of a program. Fig. 3.3(c) and (d) give two executions associated with the same AEG, displayed in Fig. 3.3(b).

In particular, in an AEG the events do not have values, whereas the executions have concrete values. Also, an AEG merely indicates if two accesses to the same variable could form a data race (see the cmp relation in Fig. 3.3(a), which is a symmetric relation), whereas an execution has oriented relations (e.g. which is the write that a read takes its value from, see e.g. the rf arrow in Fig. 3.3(b) and (c)).
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thread_1
signed int r1;
x = input;
bool tmp;
tmp = rand();
\[ \land \text{tmp}\%2 \]
goto 1;
y = 1;
goto 2;
1: r1 = z;
2: x = 1;
end_function

thread_2
signed int r2, r3, r4;
r2 = y;
r3 = z;
r4 = x;
end_function

(a) accesses to shared memory in Fig. 3.2

(b) AEG of Fig. 3.2

(c) an execution with a critical cycle (d) an execution without critical cycle

Figure 3.3: The AEG of Fig. 3.2 and two executions corresponding to it.

3.1.1 Semantics and Abstraction

Alglave in [Alg10] works directly from event structures, which can be seen as partly resolved programs. Addresses, values, control flows, threads and loops must indeed be resolved—only concurrency scheduling remains unresolved in the event structures. In this chapter, we introduce a structure, namely the AEG, which abstracts all the executions valid for a program under a given architecture. We construct this AEG directly from the goto-program, which summarises a significant segment of the C semantics, but we use Alglave’s model to show that it indeed captures all the possible executions. As depicted in Fig. 3.4, we want to show that \( \alpha_{\text{AEG}} \) is a sound abstraction, i.e., that the resulting AEG captures all the executions. We do not have \( S' \), the semantics which formally generates the event structures out of goto-programs or C programs. Its intuition is, however, very clear: we resolve the addresses, controls, values and loops, and leave the communications between threads unresolved (we compare this staged evaluation to other strategies inside a lattice of abstractions for weak memory in Sec. 3.3 and in particular in Fig. 2.1). In order to show that the AEG captures all the executions, we therefore assume a set of three
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Figure 3.4: From C programs to AEGs and valid executions

rules that the semantics \( S' \) connecting C to event structures should meet, in App. B.

3.1.2 Constructing AEGs

Given a goto-program, we build an AEG \( \triangleq (\mathbb{E}_a, \text{po}_a, \text{cmp}) \) as follows (e.g. the one in Fig. 3.3(b)): the abstract events \( \mathbb{E}_a \), the static program order \( \text{po}_a \) and the competing pairs \( \text{cmp} \) using the transformers of Fig. 3.6 to Fig. 3.13.

An abstract event represents the set of events with same program point, memory location and direction (write or read) during an execution. In Fig. 3.3(b), \((a')Wx\) abstracts the concrete events \((a'')Wx1\) and \((a'')Wx2\) in the two executions depicted in Fig. 3.3(c) and (d). We will not try to evaluate the values read or written by these accesses, since our objective is to finally reason over static, critical cycles regardless of the executions that may support them. If we wanted to, we would need to have a (a priori operational) trace semantics that determines the values taken all along the execution. This semantics would, however, need to handle weak memory, as some values might depend on previously existing weak memory behaviours. In Fig. 3.5 the store-buffering relaxation SB2 can only happen if the store-buffering relaxation SB1 is captured. Otherwise, we unsoundly omit it. The use of a trace semantics in addition to the axiomatic semantics would also be fairly inefficient. We will discuss this last point in Sec. 3.3 and compare our approach to existing trace-based approaches.
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```c
#include <pthread.h>

volatile int x = 0, y = 0;

void* thread_0 (void* arg) {
    x = 1;
    *((int*) arg) = y;
    return 0;
}

void* thread_1 (void* arg) {
    y = 1;
    *((int*) arg) = x;
    return 0;
}

int main() {
    pthread_t pt;
    int r1 = 0, r2 = 0;
    
    pthread_create(&pt, 0, thread_0, (void*) &r1);
    thread_1( (void*) &r2);
    pthread_join(pt, 0);
    if (r1==0 && r2==0) {
        pthread_create(&pt, 0, thread_0, (void*) &r1);
        thread_1( (void*) &r2);
        pthread_join(pt, 0);
    }
    return 0;
}
```

Figure 3.5: A weak memory behaviour (SB2) only observable if another weak memory behaviour (SB1) is observed.

The static program order $po_s$ statically represents the program order $po$. It abstracts all the (dynamic) $po$ edges that connect two events in program order and that cannot be decomposed as a succession of $po$ edges in this execution. We write $po^+_s$ (resp. $po^*_s$) for the transitive (resp. reflexive transitive) closure of this relation.

In Fig. 3.3(c), $(a')Wx_1^po \rightarrow (b1')Wy_1$ is a $po$ edge which is abstracted by the $(a)Wx^po \rightarrow (b1)Wy$ in the AEG in Fig. 3.2(b). $(d')Ry_1^po \rightarrow (f')Rx_0$ in Fig. 3.3(c) cannot be directly abstracted by a $po_s$, because in this execution, $(d')Ry_1^po \rightarrow (f')Rx_0$ can be decomposed into $(d')Ry_1^po \rightarrow (e')Rz_0$ and $(e')Rz_0^po \rightarrow (f')Rx_0$. It, however, appears in $po^+_s$, as $(d')Ry_1^po \rightarrow (e')Rz_0$ is in $(d)Ry^po \rightarrow (e)Rz$ and $(e')Rz_0^po \rightarrow (f')Rx_0$ is in $(e)Rz^po \rightarrow (f)Rx$.

The competing pairs $cmp$ over-approximate the external communications $wse \cup rfe \cup fre$ needed to define a (dynamic) execution. In Fig. 3.3(b), the two $cmp$ edges $(a, f)$ and $(b_1, d)$ abstract in particular the $fre$ and $rfe$ in Fig. 3.3(c). We do not need to represent internal communications, already covered by $po^+_s$.

This construction is similar to the usual first steps of static data race detections (see [KSKZ09, Sec. 5]), where shared variables involved in write-read or write-write communications between threads are collected. As further work, we could reduce the set of competing pairs using a higher-level synchronisation analysis, as in e.g.,
[SFW+05]: if we assume the correctness of locks, for example, some threads might never interfere, and communication between these is thus spurious.

To build the AEG we define a semantics of goto-programs in terms of abstract events, static program order and competing pairs. We write $\tau[i]$ to represent the semantics of a goto-instruction $i$. Other notations, e.g., follow(f) or body(f), are explained in Sec. 3.1.2.

We do not compute the values of our variables, and thus do not interpret the expressions. This explains why assert and assume instructions are a priori irrelevant to us for the transformation. They might, however, be useful to discard spurious cycles and alternative problems, as we will discuss in Chap. 5. In Fig. 3.3(b), $(a)Wx$ represents the assignment “$x = input$” on thread 1 in Fig. 3.2 (since “input” is a local variable). This abstracts the values that “input” could hold, e.g. 1 (see $(a')Wx1$ in Fig. 3.3(c)) or 2 (see $(a'')Wx2$ in Fig. 3.3(d)). Prior to building the AEG, we copy expressions of conditions or function arguments into local variables. Thus all the work over shared variables is handled in the assignment case.

We now present the construction of the AEG starting with the intra-thread instructions (e.g. assignments, function calls), creating $pos$ edges, then the thread constructor, creating $cmp$ edges.

**Building $pos$**

*Assignments $lhs = rhs$* We decompose this statement into sets of abstract events: the reads from shared variables in $rhs$ and $lhs$, denoted by $evts(rhs)$ and $evts(lhs)$, and the writes to the potential target objects $trg(lhs)$ (determined from $lhs$ as explained below). We assume that in conditionals, variables are evaluated from left to right; the order of evaluations of the variables for the other expressions depends on the compiler implementation.

In our implementation of the AEG constructor, we chose to ignore critical cycles that would involve two reads from the same expression—that is, critical cycles that are compiler-implementation dependent. We connect all the reads of $rhs$ and all the reads of $lhs$ except $trg(lhs)$ to the incoming $pos$. We then connect each of them to the potential target writes to $trg(lhs)$, as depicted in Fig. 3.6.

If we still want to consider the compiler-implementation dependent critical cycles, we can transform the program to have at most one read to the shared memory per assignment. Another strategy can consist of constructing all the possible $pos$ orders between the reads. To avoid the factorial number of orders to construct, we can fix
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an arbitrary order for the reads and construct a \( \text{po}_s \) backedge from the last read to the first read\(^5\). Because our cycle detection can follow the transitive closure of \( \text{po}_s \) (\( \text{po}_s^+ \))—i.e., it can “jump” over some events—and will not need more than two events per thread in a cycle, any combination involved in a cycle will be captured. We can also apply the unwinding strategy described later in Sec. 3.1.3.

\[
\text{assignment: } \text{lhs} = \text{rhs}; \ i
\]

\[
\begin{align*}
\text{R evts} (\text{rhs}) & \quad \text{R evts} (\text{lhs}) \backslash \text{trg} (\text{lhs}) \\
\text{po}_s & \quad \text{po}_s \\
\text{W trg} (\text{lhs}) & \quad \text{po}_s \\
\tau \left[ \text{lhs} = \text{rhs}; i \right] & \quad \tau [i]
\end{align*}
\]

\[
\tau [\text{lhs} = \text{rhs}; i] (\text{aeg}) = \tau [i] ((\text{aeg.} \ E_s \cup \text{evts} (\text{lhs}) \cup \text{evts} (\text{rhs}), \text{aeg.} \text{po}_s \cup \text{end} (\text{aeg.} \text{po}_s) \times \\
(\text{evts} (\text{rhs}) \cup \text{evts} (\text{lhs}) \backslash \text{trg} (\text{lhs})) \cup (\text{evts} (\text{rhs}) \cup \text{evts} (\text{lhs}) \backslash \text{trg} (\text{lhs})) \times \text{trg} (\text{lhs}), \text{aeg.} \text{cmp}))
\]

Figure 3.6: AEG construction for assignment.

This is the set of objects (in the C sense [c1111]) that could be written to, according to our pointer analysis. They are either fields of structures, structures, arrays (independent of their offsets) or variables. If we have e.g. \( *(\&t + y + r) = z + 3 \) (where \( t, y \) and \( z \) are shared), \( t \) is our \( \text{trg} \) variable, and we obtain \((\text{R} y, \text{W} t) \in \text{po}_s \) and \((\text{R} z, \text{W} t) \in \text{po}_s \).

We also maintain a map from local to shared variables, to record the dependencies between abstract events. For instance, if we have \( \text{int } r1 = x; \  \text{int } r2 = r1; \  \text{*(}\&y + r2) = 1 \) we know that the \( \text{R} x \) from the \( \text{rhs} \) of the first instruction is in dependency with \( r2 \) (via the use of \( r1 \)). Moreover, the \( \text{W} y \) issued by the last statement also depends on \( r2 \).

**Procedure calls** \( f() \) We build the \( \text{po}_s \) corresponding to the function’s body (written body(\( f() \)) once as in Fig. 3.7. We then replace the call to a function \( f() \) by its body. This ensures a better precision, in the sense that a function can be fenced in a given context and unfenced in another. We discuss how we handle (possibly mutually) recursive calls in Sec. 3.1.3.

**Guarded statement** We do not keep track of the environments (i.e., the values of the variables at each program point). Thus we cannot evaluate the expression of the guard of a statement. Hence, we abstract the guard and make this statement non-deterministically reachable, by adding a second \( \text{po}_s \) edge by-passing the statement, as depicted in Fig. 3.8.

\(^5\)This solution was originally suggested by Daniel Poetzl.
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**Figure 3.7:** AEG construction for function call.

```
function call: f(); i
```

\[
\tau[f(); i] = \tau[i] \circ \tau[\text{body}(f)]
\]

**Figure 3.8:** AEG construction for guarded statements.

\[
\tau[[\text{guard}]i_1; i_2](aeg) = \text{let guarded} = \tau[i_1](aeg) \text{ in } \\
\tau[i_2](aeg.E \cup \text{guarded.E}, aeg.po \cup \text{guarded.po}, aeg.cmp)
\]

**Forward jump to a label L** We connect the previous abstract events to the next abstract events that we generate from the program point L. In Fig. 3.9, we write \(\text{follow}(L)\) for the sequence of statements following the label L.

**Figure 3.9:** AEG construction for forward jump.

```
forward jump: goto L; 
```

\[
\tau[\text{goto } l; i] = \tau[\text{follow}(l)]
\]

**Backward jump (unbounded loops),** i.e., a jump to a label already visited. We connect the last abstract event of the copy to the first abstract event of the original body with a \(\text{po}_s\) edge, as shown in Fig. 3.10.

**Atomic sections** are special goto-instructions, for modelling idealised atomic sections without having to rely on the correctness of their implementation. These are used in many theoretical concurrency and verification works. For example, we used them for copying data to atomic structures, e.g., the implementation of the Chase-Lev queue [CL05], or for implementing compare-and-swaps, e.g., the implementation of Michael and Scott’s queue [MS96]. There is no consensus on the semantics of atomic sections in the context of weak memory models—some papers like [AKT13] authorise e.g. reorderings of events on the same threads across an atomic begin or end statement, whereas the experiments of e.g., [LNP+12] would suggest an atomic begin
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Figure 3.10: AEG construction for backward jump.

or end statement that would prevent any reordering of events across. We decide to assume that reorderings cannot happen across an atomic section, thus we place two full fences \( f \) right after the beginning of the section and just before the end of section, as e.g. in Fig. 3.11.

Figure 3.11: AEG construction for atomic.

Construction of \( cmp \)

During the construction of \( po_s \), we also compute the competing pairs that abstract external communications, i.e., between two distinct threads during an execution. For each write \( w \) to a memory location \( x \), we augment the \( cmp \) relation with pairs made of this write and any write to \( x \) from an interfering thread: this abstracts the coherence \( wse \).

Similarly, we augment \( cmp \) with pairs made of \( w \) and any read of \( x \) from an interfering thread. Symmetrically, for each read \( r \) of \( y \), we add pairs made of \( r \) and any write to \( y \) from an interfering thread to \( cmp \). This abstracts the from-read \( fre \) and read-from \( rfe \). The equation in Fig. 3.12 formalises the computation of these
competing pairs after encountering a `new_thread` instruction. We write in the equation $A \otimes B$ for $\text{sym}(\text{writes}(A) \times \text{writes}(B) \cup \text{writes}(A) \times \text{reads}(B) \cup \text{reads}(A) \times \text{writes}(B))$, with $\text{sym}(R) \triangleq R \cup \{(x, y) \mid (y, x) \in R\}$ and $\emptyset = (\emptyset, \emptyset, \emptyset)$.

When we construct the AEG for a `new_thread` instruction, we do not connect the events preceding the creation of the thread to the events yielded by the new thread by $\text{po}_s$. This is not necessary since all the events of this new thread will be totally ordered with the events preceding the creation of this thread. The direct consequence is that it is impossible to form a cycle involving one event $e$ preceding the creation of the thread and one event $e'$ of this thread: any order attempting to connect back to $e$ would indeed violate the imposed order between $e$ and $e'$.

```plaintext
new thread:
start_thread th; i

\[ \tau[\text{start_thread } th; i](aeg) = \]
\[ \text{let local} = \tau[\text{body}(th)](\emptyset) \text{ and main} = \tau[i](aeg) \text{ and inter} = \tau[i](\emptyset) \text{ in} \]
\[ (\text{local} \cdot E_s \cup \text{main} \cdot E_s, \text{local} \cdot \text{po}_s \cup \text{main} \cdot \text{po}_s, \text{local} \cdot E_s \otimes \text{inter} \cdot E_s \cup \text{main} \cdot \text{cmp} \cup \text{local} \cdot \text{cmp}) \]

Figure 3.12: cmp construction for start_thread.
```

This strategy for computing the interferences between threads is sound, provided the pointers to functions in the calls could be correctly resolved. It is however an over-approximation: the formulation of Fig. 3.12 ignores the possibility that the function spawning a new thread might wait at some program point until the thread terminates—for example with the function `pthread_join` with the POSIX threads. Our analysis would ignore the join and suppose that this thread might interfere with threads that could be spawned after the join. If we can statically determine a join of the spawned thread, we can limit the interferences between threads by computing only $\text{cmp}$ between the creation and join of this thread, as formulated in Fig. 3.13.

Other high-level synchronisation constructions such as locks and mutexes can also limit the interferences between threads. Applying a synchronisation analysis prior to our construction would also reduce the amount of over-approximation of thread interference. We discuss this point in Fig. 6 as a partial solution to reduce the approximation and improve the scalability of the approach.

We describe in detail in Sec. B.2 in App. B some ideas towards a formal argument of the soundness of this construction.
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new thread/join:

\[ \text{start\_thread } th; i; \text{ join } th; j \]

\[ \tau[\text{body}(th)] \]

\[ \text{cmp} \]

\[ \text{po} \]

\[ \tau[i] \]

\[ \text{po} \]

\[ \tau[j] \]

\[ \tau[\text{start\_thread } th; i; \text{ join } th; j](\text{aeg}) = \]

\[ \text{let } \text{local} = \tau[\text{body}(th)](\emptyset) \text{ and } \text{main} = \tau[i](\text{aeg}) \text{ and } \text{inter} = \tau[i](\emptyset) \text{ in } \tau[j] ( \]

\[ \text{(local}\cdot E_s \cup \text{main}\cdot E_s, \text{local}\cdot po_s \cup \text{main}\cdot po_s, \text{local}\cdot E_s \otimes \text{inter}\cdot E_s \cup \text{main}\cdot \text{cmp} \cup \text{local}\cdot \text{cmp}) \]

Figure 3.13: cmp construction for start\_thread and join.

3.1.3 Strategy for loops and recursions

(Unbounded) Loops and arrays

We explain how to deal with loops statically. If we build our AEG directly following the CFG, with a po\_s back-edge connecting the end of the body to its entry, we already handle most of the cases. The only missing cases are those where two events are issued by the same instructions—we will address them afterwards.

Recall from Chap. 2 that in a critical cycle (2.i) there are two events per thread, and (2.ii) two events on the same thread target two different locations\(^6\). Let us analyse the cases.

The first case is an iteration \( i \) of this loop on which a critical cycle connects two events \( (a_i) \) and \( (b_i) \). The critical cycle will be trivially captured by its static counterpart that abstracts in particular these events with abstract events \( (a) \) and \( (b) \).

Now, for a given execution, if a critical cycle connects the event \( (a_i) \) of an iteration \( i \) to the event \( (b_j) \) of a later iteration \( j \) (i.e., \( i \leq j \)), then these events are abstracted respectively by \( (a) \) and \( (b) \) in the AEG. As we do not evaluate the expressions, we abstracted the loop guard and any local variable that would vary across the iterations. Thus, all the iterations can be statically captured by one abstract representation of the body of the loop. Then, thanks to the po\_s back-edge and the transitivity of our cycle search, any critical cycle involving \( (a_i) \) and \( (b_j) \) is abstracted by a static critical cycle relating \( (a) \) and \( (b) \), even though \( (b) \) might be before \( (a) \) in the body of the loop.

\(^6\)Litmus tests involving more events per thread contain actually several critical cycles. In this static detection, we treat these cycles separately. In the instrumentation of Chap. 4, however, the instrumentations of several distinct cycles can compose to answer cases where a write buffer of size \( N \) is required, for example. We explain such cases in Sec. 4.2.3.
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The only case that is not handled by this approach is when \((a_i)\) and \((b_j)\) are abstracted by the same abstract event, say \((c)\). As the variables addressed by the events on the same thread of a cycle need to be different, this case can only occur when \((a_i)\) and \((b_j)\) are accessing an array or a pointer whose index or offset depends on the iteration. We do not evaluate these offsets or indices, which implies that two accesses to two distinct array positions might be abstracted by the same abstract event \((c)\).

In order to detect such critical cycles, we copy the body of the loop and do not add a po back-edge. Hence, a static critical cycle will connect \((c)\) in the first instance of the body and \((c)\) in the second instance of the body to abstract the critical cycle involving \((a_i)\) and \((b_j)\). The back-edge is no longer necessary, as the abstract events reachable through this back-edge are replicated in the second body. Thus, all the previous cases are also covered.

We have implemented the duplication of the loop bodies only for loops that contain accesses to arrays. In case of nested loops, we ensure that we duplicate each of the sub-bodies only once in order to avoid an exponential explosion. Let us suppose that we have a loop \(l_1\) of \(#l_1\) events, that contains a loop \(l_2\) of \(#l_2\) events, containing itself a loop \(l_3\) and so on until a \(n^{th}\) loop \(l_n\). The duplication of this loop with nested duplications could yield up to \(2(2^n - 1)\) max\(\Delta\)\(#\{l_1, ..., l_n\}\), where max\(\Delta\)\(#\) is the maximum difference of cardinalities of successive loops, whereas duplicating each of the loops in isolation once generates a maximum of \(\frac{n(n+3)}{2}\) max\(\Delta\)\(#\{l_1, ..., l_n\}\) events\(^7\). This approach is sufficient owing to the maximum of two events per thread in a critical cycle and the transitivity of po.

In Fig. 3.15, we have several AEGs for the thread 1 an implementation of Dekker’s mutual exclusion algorithm [Dij65] in Fig. 3.14. In Fig. 3.15(a), the AEG is the one we would obtain if we had constructed it with the transformers of Sec. 3.1.2, with 8 events and some po back-edges. “(2) Rfg2” is for instance the read from flag2 in the first while-loop of thread 1 in the implementation in Fig. 3.14.

In Fig. 3.15(b), we applied the duplication of loops’ events and get 34 events. The event “(2) Rfg2” is duplicated 8 times due to nested loops: “(2\_1) Rfg2” to “(2\_8) Rfg2”.

If we reduce the duplications to only those that are necessary, as we discussed in the previous paragraph, we obtain the AEG in Fig. 3.15(c), which contains 23 events. “(2) Rfg2” is only duplicated 4 times.

\(^7\)Details about how to compute these numbers can be found in App. D.
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```c
int flag1 = 0; int flag2 = 0; int turn = 0;

void* thr1(void* arg) {
    while(1) {
        flag1 = 1;
        while(flag2 >= 1) {
            if(turn != 0) {
                flag1 = 0;
                while(turn != 0) {};
            }
        }

        // begin of critical section
        // end of critical section
        turn = 1;
        flag1 = 0;
    }
}

void* thr2(void* arg) {
    while(1) {
        flag2 = 1;
        while (flag1 >= 1) {
            if (turn != 1) {
                flag2 = 0;
                while (turn != 1) {};
            }
        }

        // begin of critical section
        // end of critical section
        turn = 1;
        flag2 = 0;
    }
}
```

Figure 3.14: An implementation of Dekker’s mutual exclusion algorithm [Dij65].

(Mutually) Recursive functions

In the case of recursive calls, we can connect the abstract events of the function so that any cycle appearing in a sequence of dynamic calls can appear in the abstract event graph as a cycle. The strategy is similar to the method used for unbounded loops. In this construction, we call last events of the body of a function the events that are preceding any return in the function. The first events of the body of a function are the first events of the subgraph built out of the function.

1. The function calls are first “unfolded twice”: we explore the body of the recursive function with a depth of 2, as if we were inlining them twice;
2. Inside the body, we construct the abstract event graph as before;
3. At the recursive callsite, we connect by poₜ the last abstract events of the first function body before the call to the first abstract events of the second body, and the last abstract events of the second body to the first abstract events after the call in the first body. This models the simplest dynamic call case, in which an event of the caller and an event of the callee could both belong to a critical cycle;
4. Then we connect by poₜ the last abstract events before the recursive call in the second body to the first abstract events in the first body, and we connect
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Figure 3.15: Three different sub-AEGs of the first thread for the implementation of Dekker’s mutual exclusion algorithm in Fig. 3.14.
the last abstract events of the first body to the first abstract events after the recursive call in the second body. This models the recursive calls, in which one might encounter a critical cycle involving twice the same static abstract event.

We construct the \textit{cmp} during this process as before. Any cycle occurring for a sequence of dynamic function calls is a cycle in this subgraph. To extend this to mutually recursive functions, we take the \textit{period} in the sequence of recursive calls to the first function, that is, the smallest sequence of calls that is repeated, then duplicate it and apply the same transformations, as depicted in Fig. 3.16. In Fig. 3.16, each of the vertical line is the body of a function. The circles are abstract events, the squares are call-sites, the dashed lines represent a potential function call. The coloured edges are the \textit{pos} edges we construct: in green, the edges built in step 2; in red, the edges added in step 3; in blue, the edges described in step 4. Note that the absence of a green edge over a recursive callsite would mean that this function would trivially not terminate if the callsite is reachable.

Note that this method has not been implemented yet in the tools \textit{goto-instrument} and \textit{musketeer}.

![Figure 3.16: Construction of pos for mutual recursive functions.](image)
3.1. Engineering improvements regarding the analysis

Interplay between cycles and pointer analyses

We want to find all critical cycles in the static AEG. Yet, some cycles might reveal themselves only dynamically, e.g., across several iterations of a same loop. In Fig. 3.17(a), the AEG on top comes from a two-threads program, where the first thread loops and writes to a shared array $t$ and the second thread reads from this array.

This program could exhibit a message passing pattern, where two writes of the loop could be reordered. If we build our AEG as in Sec. 3.1.2, we only build one abstract event for all writes of the loop—which is insufficient if we want to detect a critical cycle involving two writes of this loop, on two iterations that might not even be consecutive. How we address this challenge depends on the precision of our pointer analysis. Recall from Chap. 2 that in a critical cycle (2.i) there are two events per thread, and (2.ii) two events on the same thread target two different locations.

If we have a precise pointer analysis, we insert as many abstract events as necessary for the objects pointed to, as in Fig. 3.17(b). Otherwise, we underspecify the abstract event: in Fig. 3.17(c), we abstract $Wt[1]$ by $Wt[*]$. We then copy the body of the loop twice, hence the two $Wt[*]$ in $po_s$. They abstract any two writes to distinct places in $t$ that could occur across the iterations, as required by (2.i) and (2.ii) above.
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Figure 3.18: Function pointers used in dynamically allocated array.

If the analysis cannot determine the location of an access, we insert an abstract event accessing any shared variable, as in the bottom of Fig. 3.17(d). This event can communicate with any variable accessed in other threads.

A note on pointers to functions

Goto-programs, like C programs, have pointers to functions. Determining the addresses of those pointers is relatively straightforward for dynamic analysis; it is not the case for static analysis. We must capture all the possible functions those pointers would refer to, and there are three challenging cases that one needs to consider in the static settings:

1. the function pointers passed as arguments in a function call;
2. the function pointers called from the same static call-site but calling different functions depending on the context (iteration, context of the caller);
3. the function pointers stored in dynamically allocated arrays.

The first item is critical for our analysis, since thread libraries like POSIX thread require passing the function executed by the new thread as a pointer to function. Creating a new thread executing the function my\_function could, for instance, be achieved with pthread\_create(&pthread, &attributes, my\_function, &arguments).

Item 2 is connected to the first one: if we form a wrapper around pthread\_create, for example, and call this wrapper from two different places with two different functions passed as arguments, we should not replace the pointer to function by one of these in
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Figure 3.19: (Parametric) AEGs of \((sb^n)\) and \((ww^n_m)\).

the body of the wrapper, since it would instantiate the whole wrapper for only one of the calls.

Item 3 results from the idea of placing function pointers inside structures or arrays, but in dynamically allocated arrays. The program in Fig. 3.18 is an instance of this practice. We do not address this last item, as it requires a very precise pointer analysis applied prior to our analysis that would be able to capture all these dynamic allocations. Placing function pointers in dynamically allocated arrays is nevertheless not a recommended practice in C.

The default strategy initially available in the CProver codebase consists of replacing the call to function pointers by a non-deterministic choice between all the functions whose addresses are used at some point in the code and whose prototypes are compatible with the prototype of the pointer. This strategy solves item 1, since it does not require knowing precisely which function was actually pointed, and item 2, as the non-deterministic choice covers all the potential calls.

In the context of our analysis, this over-approximation can strongly impact the size of the graph, particularly the number of cmp. Indeed, pthread_create takes as argument a function of the generic type \(\text{void}^\ast (\ast) (\text{void}^\ast)\). With the default strategy, any function whose address is taken (and thus any function called for a new thread) can be non-deterministically reached from this call. In practice, if we consider \((sb^n)\) in Fig. 3.19(a), inlining the functions precisely would yield \(n\) cmp connections in the AEG, whereas if we apply the default strategy, we would end up with \(2n^3\) cmp. For \((ww^n_m)\), in Fig. 3.19(b), we should have \(o\left(\frac{m^2n^2}{2}\right)\) cmp with a precise strategy whereas removing the pointers with the default strategy would produce \(o\left(\frac{m^2n^3}{2}\right)\) cmp connections\(^8\). Besides the number of spurious cmp connections and the number of spurious nodes in the graph, it also means that threads that should not interfere could appear as interfering in that case.

\(^8\)Details of the computations can be found in App. D.
We implemented two alternative strategies. The first one consists of directly replacing the calls to `pthread_create` by the function called itself with the marker `_CPROVER_ASYNC_0;`, which notifies to `goto-cc` that this function starts in a new, asynchronous thread. To address item 1 correctly, we need to inline\(^9\) all the potential wrappers around the `pthread_create`. To address item 2, we need to replicate the instantiated wrappers so that each call with a different function does not call the previous function. This can be hard in the case of dynamic calls. This approach can be combined with the default strategy for the function calls not involving `pthread_create`, but it requires a certain amount of manual modification of the code in order to be sound.

The second approach, completely automated, performs a propagation of constant function pointers following the call graph. It automatically instantiates the functions called with function pointers passed as arguments. This soundly resolves most of the cases. The default approach can be applied afterwards to ensure that we also handle the non-constant function pointers calls.

### 3.2 Search strategies in the abstract event graph

In the previous section, we computed the abstract event graph that over-approximates the partial orders relating the possible executions of the program. Dynamic, critical cycles can be found in this structure by looking for their static counterparts, that is, the static critical cycles. In this section, we justify our choice of strategy for critical cycle detection and we do a worst case analysis.

#### 3.2.1 Enumerating the critical cycles in an abstract event graph

Prior to looking for the static, critical cycles in the AEG of a program, we need to set the weak memory property we are trying to compute or restore. Instrumenting a program for weak memory—that is, modifying the code so that weak memory behaviours would be revealed when running the instrumented program under an SC architecture—can be performed incrementally. We may consider one critical cycle at a time, instrument, then address the next one and continue. Restoring SC in an optimal way is, however, not easy to perform incrementally. In this section, in order to embrace most of the problems related to static analyses for weak memory, we assume that we collect all the static, critical cycles from the AEG at once.

\(^9\)Using for instance the C keyword `inline`. 
We enumerate the critical cycles through an explicit search. We implemented a variant of Tarjan’s search algorithm [Tar73] adapted to AEG. In addition to the checks for critical cycles rather than simple directed cycles, we also alternate the exploration between po, and cmp edges, allow transitive jump for po, and backtrack earlier when some conditions necessary for critical cycles are not holding—we detail those conditions in this section. We justify the choice of explicit search in a short survey of how to enumerate cycles in a graph in Sec. 3.3.

Finding strongly connected components in a graph is linear (complexity in $O(E + V)$ with Tarjan’s algorithm [Tar72], where $E$ is the number of edges and $V$ the vertices). Finding whether there is a cycle is also straightforward—this decision procedure lies in the P complexity-class. Enumerating all the (elementary) directed cycles, however, is more difficult. This problem is $\#P$-complete [Val79, 14., p. 417]. The complexity of a search (explicit or not) for directed cycles inside a graph is necessarily greater than the number of cycles. For a complete graph of $v$ vertices, i.e., a graph whose vertices are all bi-connected (for example Fig. 3.20), the number of directed cycles [Joh75] is

$$
\sum_{i=1}^{v-1} \binom{v}{v-i+1}(v-i)!, \quad \text{or}^{10} \sum_{j=2}^{v} \binom{v}{j}(j-1)!,
$$

which is growing faster than exponential of $v \left( \sum_{i=0}^{v} \binom{v}{i} \right)$. Using a similar reasoning as in [Cha68], we sum the number of directed cycles per size. Given that the graph is complete, we know that any set of $j$ vertices hosts directed cycles of size $j$; there are $\binom{v}{j}$ of them. We want to find the directed cycles in each of these sets of vertices. Since, again, all of these vertices are (bi-)connected, each permutation of two vertices in the sequence of vertices of this set gives a new directed cycle; the number of directed cycles going through all these vertices is then the number of permutations $v!$ in the list of vertices. We know, however, that each directed cycle can be represented with $v$ rotations of the sequence of vertices (by shifting each of the vertices on the left/right), therefore we have $v!/v = (v - 1)!$ directed cycles in this set. This implies that there are $\sum_{j=2}^{v} \binom{v}{j}(j - 1)!$ directed cycles in the complete graph.

Note that, for a given length $l$, we have $\binom{v}{l}(l - 1)!$ directed cycles of size $l$, which is asymptotically equivalent to $v^l/l$.

Because of the exponential complexity of any directed cycles enumeration in the generic case, there was almost no research aiming at improving the (exponential) search in 1970 [Tar73]. In 1973 Tarjan proposed a new search in the graph which is

---

10Using invariant $j + i - 1 \equiv v$. 81
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![Diagram](image)

- vertices: 4
- edges: 12
- cycles: 13
- 2|vertices: 16
- directed cycles: 20

Figure 3.20: Complete directed graph (clique) with 4 vertices.

polynomial in the numbers of edges, vertices and cycles. In practice, this algorithm is useful if we do not have to handle a sup-exponential number of directed cycles—which, as we see in the next section, is our case for abstract event graphs.

Explicit search-based algorithms with backtrack

Paton’s, Tiernan’s, Weinblatt’s and Syslo’s algorithms [Pat69, Tie70, Wei72, Sys73], introduced between 1969 and 1973, are DFS with improved backtracking. These algorithms can however be exponential in the number of vertices and in the number of edges [Tar73, LT82]: $O(\exp(E + V) \times (C + 1))$. Tarjan’s algorithm [Tar73] reduces the time complexity to a polynomial one, namely $O(E \times V \times (C + 1))$ in 1973. The idea is to explore and maintain a set of visited states – no need to remember all the directed cycles met so far. Johnson’s algorithm [Joh75] improves Tarjan’s search and ends up with a complexity of $O((E + V) \times (C + 1))$ in 1975. The Szwarcfiter-Lauer algorithm [SL76] finally reduces that time complexity to $O(V + E \times (C + 1))$ in 1976. Later, the research mostly focussed on preprocessing via graph transformations and efficiency improvements [LT82] rather than complexity improvement.

In our approach, we implemented a variant of Tarjan’s algorithm. We backtrack when a critical cycle cannot be formed given the current path— even though it may form a directed cycle in the graph. Most of the properties of critical cycles—like thin-air or the cumulativity with some lightweight fences—can only be checked once we have formed the directed cycle in the search, since they require all the events. The following properties can be applied on-the-fly and help reduce the exploration space:

- there are at most two accesses per thread in a critical cycle [Alg10],
- there are at most two writes and one read per variable in a critical cycle [Alg10],
- a cycle cannot contain only accesses to the same variable (uniproc),
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- if a full fence was met, no reordering passing through can happen in the current thread,
- a relevant critical cycle must contain at least one pair unsafe w.r.t. the targeted architecture.

Encoding of the abstract event graph

The graph itself can be encoded with the help of an adjacency matrix, a symbolic representation or adjacency lists (pointers). The techniques surveyed in Sec. 3.3 are not always as easy to implement with some of these structures. We implemented the graph as adjacency lists, for its compact representation and to facilitate the explicit search.

Directed cycles can have edges in po\(_s^+\), which is not represented in the AEG. Either we compute po\(_s^+\) in the graph and add edges (using matrices representation and Warshall algorithm [War62], this operation is cubic in the number of vertices), or we take into account this transitivity in our exploration (thus increasing the cost of this exploration). Exploring a graph where po\(_s^+\) transitions have been added is semantically equivalent to exploring the original graph but allowing some transitive “jump” in the exploration of po\(_s\). The exploration space is the same; practically, instead of backtracking directly, the “algorithm with jumps” will try to skip the last vertex. In the transitive graph, there would be an edge coming from this vertex. The normal algorithm would then backtrack and try this edge, in a similar fashion. In practice, encoding without transitivity has the advantage that a fence in the input program does not need to be replicated in the AEG as many times as we have transitive po\(_s\) edges passing through.

3.2.2 Analysis of the complexity in worst case

Actually, we will not have to enumerate an exponential number of directed cycles as we should in the generic case, thanks to the po\(_s\) relation, which allows us to provide a thinner expression of the graph and complexities associated with it. We “separate” the \(v\) vertices into the number of events per thread, \(m\), and the number of threads, \(n\). We will usually assume in the following that \(m >> n\) and compute complexities asymptotic for \(m\).
3.2. SEARCH STRATEGIES IN THE ABSTRACT EVENT GRAPH

Worst abstract event graph

To compute the analysis’ complexity in the worst case, we need an AEG which is likely to be the most expensive to explore for our analysis. We will consider three examples to bring progressively the transitivity in po\textsubscript{s} and the back-edge in po\textsubscript{s} (which encodes loops from the code). We will not consider cases with diamonds in po\textsubscript{s} (if-then-else), as they do not provide any particular difficulty.

The first case (Fig 3.21.a) is a set of \( n \) threads, all with \( m \) events. We do not assume a particular architecture. We over-approximate the communications between events in different threads by connecting each event to all the other events in the other threads. For this case, we assume that there is no transitivity for po\textsubscript{s}. The second case is the same, but with transitivity (Fig. 3.21.b). The third case includes po\textsubscript{s} back-edges in the threads (Fig. 3.21(c)).

Number of directed cycles in the graph

We estimate an upper-bound of the number of directed cycles regardless of the architecture. In the graph 3.21(a), that is, without po\textsubscript{s} back-edge and transitivity, given two threads, we can pick one of the \( m - 1 \) po\textsubscript{s} edges of the first thread, and link it with any of the \( m - 1 \) po\textsubscript{s} edges of the second thread, leading to \((m-1)^2\) possible directed cycles. Now, for \( n \) threads, we first pick a combination of \( i \) threads, with \( i \) between 2 and \( n \), then pick one of the \( m - 1 \) edges in the first thread, and connect it with one of the \( m - 1 \) edges from the second thread, and the same for the next threads. The number of directed cycles in this graph is then

\[
\sum_{i=2}^{n} \binom{n}{i} (m-1)^i,
\]
which equals $m^n - n \times m + n - 1$ using Newton binomial formula. The number\(^{11}\) is then a $o(m^n)$.

With transitivity in graph 3.21(b), after having picked the threads, instead of picking one edge, that is, one concrete po\(^s\), we take two events in the thread, and connect them to two events of a second thread and so on. We then have

$$
\sum_{i=2}^{n} \binom{n}{i} \binom{m}{2}^i,
$$

or $\sum_{i=2}^{n} \binom{n}{i} (\frac{m(m-1)}{2})^i$, which gives $(\frac{m(m-1)}{2} + 1)^n - n \times m^2/2 + n \times m/2 - 1$ directed cycles. The number is in $o((m^2/2)^n)$.

With back-edge, in graph 3.21(c), we need to distinguish the positive and negative edges connected two events. We then take the number of arrangements of two events in this thread, and try to connect them with the other threads in the same way. We end up with

$$
\sum_{i=2}^{n} \binom{n}{i} (A_m^2)^i,
$$

leading to $\sum_{i=2}^{n} \binom{n}{i} (m(m-1))^i$, then $(m(m-1) + 1)^n - n \times m^2 + n \times m - 1$ directed cycles. The number is a $o(m^{2n})$.

**Tarjan’s and Szwarcfiter-Lauer’s algorithms complexities for this graph**

Tarjan’s algorithm time complexity is in $O(V \times E \times (C + 1))$, where $E$ is the number of edges, $V$ the number of vertices and $C$ the number of directed cycles to find. Szwarcfiter-Lauer’s procedure is in $O(V + E \times (C + 1))$. $C$ is actually the total number of directed cycles in the graph, regardless of the size or the alternation of cmp and po\(^s\).

We now estimate the time and space complexities of the two algorithms in the context of the worst case abstract event graph.

For the non-transitive graph, we have $E = n \times (m - 1) + m^n$, $V = n \times m$ and $C = O(m^n)$. The time complexities would be respectively $O(n \times m^{2n+1})$ and $O(m^{2n})$.

With transitivity, we get $E = n \binom{m}{2} + m^n$, $V = n \times m$ and $C = O(m^{2n}/2^n)$. The time complexities are in $O(n \times m^{3n+1}/2^n)$ and $O((m^{3n}/2^n))$ respectively.

With transitivity and po-loops, we get $E = n \times A_m^2 + m^n$, $V = n \times m$ and $C = O(m^{2n})$. The time complexities are then in $O(n \times m^{3n+1}/2^n)$ and $O(m^{3n}/2^n)$ respectively.

\(^{11}\)This number could be predicted with the $v^{l(v)}/l$ directed cycles of length $l(v)$ in a complete graph computed earlier, as we have $v = m \times n$ and $l(v) = n$, inducing $m^n$. 
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3.3.1 Semantics for the weak memory related analyses

We survey the semantics used by weak memory analyses in the literature. As we mentioned previously, these analyses use either operational or axiomatic models. The former tend to be used in safety verification, whereas the latter appear to be more adapted to static analyses. We summarise in Fig. 2.1 these semantics and attempt to classify them inside a lattice of abstractions. The semantics closest to the source, at the bottom of the lattice, have been only partially evaluated, and are therefore still very close to the original program and its CFG. The semantics on top of the lattice work on execution traces, which require a complete evaluation of the program and would in effect be more theoretical. The semantics on the left-hand side rely on traces, the semantics on the right-hand side abstract them into less precise structures. Working with the AEG allows us to be close to the source, thus to the actual code and offer an analysis which can be used practically in a straightforward manner. It, however, lies on the right-hand side since it abstracts the executions, meaning that we might detect some spurious executions.

The work of Shasha and Snir [SS88] is a foundation for the field of weak memory consistency. Most of the work cited below inherits their notions of delay and critical cycle. A delay is a pair of instructions in a thread that can be reordered by the underlying architecture. A critical cycle essentially represents a minimal violation of SC.

**Operational models**  Linden and Wolper [LW13] explore all executions (using what they call automata acceleration) to simulate the reorderings occurring under TSO and PSO. Abdulla et al. [AAC+13] couple predicate abstraction for TSO with a counterexample-guided strategy. They check if an error state is reachable. Kuperstein et al. [KVY10] explore all executions for TSO, PSO and a subset of RMO, and along the way build constraints encoding reorderings leading to error states. The same authors [KVY11] improve this exploration under TSO and PSO using an abstract interpretation they call partial coherence abstraction, relaxing the order in the write
buffers after a certain bound, thus reducing the state space to explore. Bouajjani et al. [BDM13] build on an operational model of TSO. They look for minimum violations (viz. critical cycles) by enumerating attackers (viz. delays).

All the approaches above focus on TSO and its siblings PSO and RMO, whereas we also handle the significantly weaker Power.

**Axiomatic models** Krishnamurthy et al. [KY96] apply Shasha and Snir’s method to single program multiple data systems, that is, for programs calling $n$ times the same thread. Their abstraction is similar to ours, except that they do not handle pointers and unbounded loops. They also do not handle thread creation: all the threads must be instantiated at the same time. Lee and Padua [LP01], Fang et al. [FLM03], Sura et al. [SFW+05] and Alglave and Maranget [AM11] propose fence synthesis techniques for weak memory that reason over an axiomatic models. We will explain them in detail in Chap. 5.

### 3.3.2 Survey of techniques for enumerating the critical cycles

**Algorithms and encoding for critical cycle enumeration** We briefly survey in this section the techniques for directed cycles enumeration and their costs. A deeper analysis of some of these techniques can be found in [LT82, BvL87] for the explicit search and matrix-based techniques, and in [HKSV97] for the symbolic directed cycles enumeration.

The graph in Fig. 3.22 gives an insight of the trade-off in these techniques between space and time complexities. Note that some of the techniques are quite dependent from the number of directed cycles. This explains why their complexity varies. We denote these variations in the graph with bars. In worst case, with a sup-exponential number of directed cycles, the complexities correspond to the crosses at the end of each bar.

**Decision procedures and graph alteration** Finding the directed cycles in a graph can be achieved in several ways. One possible method is to perform a depth-first search (DFS), e.g., as in [BJG08, p. 26], in the graph and check whether we encounter a vertex which has already been visited. If so, we extract this directed cycle and remove it from the graph. We iterate this process until we visit the whole graph without any directed cycle or if the graph is empty. This technique might however not reveal all the directed cycles: removing one edge of a directed cycle could prevent us from detecting a sup-directed cycle. Another option is to try to
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Figure 3.22: Space and time complexities trade-off for the directed cycles detection techniques.

construct the topological sort of this graph, as in [Knu68]. If it is possible, there is
no directed cycle in the graph. If not, we extract the directed cycle and remove it
from the graph, then iterate. Similarly, we can apply any decision procedure finding
a cycle, removing it from the graph and re-iterating until it finds no cycle. We do
not consider all those methods as we want to detect and enumerate all the directed
cycles in the graph, without missing any of them.

Explicit search-based algorithms in search-space  A first possibility is to con-
struct the search-space and to explore it explicitly. This idea, proposed in 1968 by
[Cha68] and inspired from [PM64], requires encoding the whole search space, leading
to a certain space-explosion and a strong infeasibility in practice.

Explicit search-based algorithms with backtrack  We discussed in Sec. 3.2 the
explicit search-based algorithms with backtracking. The most efficient algorithms are
those from Tarjan [Tar73], in \(O(\text{E} \times \text{V} \times (C + 1))\), Johnson [Joh75], in \(O((\text{E} + \text{V}) \times
(C + 1))\), and Szwarcfiter and Lauer, in \(O(V + \text{E} \times (C + 1))\).

Matrix-power based directed cycles enumeration  Another option is to com-
pute the transitive closure of the graph with the power of the adjacency matrix. These
techniques, proposed between 1966–1968 by [Pon66, Yau68, Kam67, Dan68], with in-
termediate tests to remove non-simple paths for [Dan68], are keeping track of each of
the possible explored paths. All the paths are explored and stored in parallel, with
lots of redundancies, leading to a potential space explosion. In Fig. 3.23, we compute
the directed cycles of the 4 vertices graph by multiplying the adjacency matrix. At
iteration $i$, all the paths in the matrix are of size $i + 1$. The directed cycles can be
collected on the diagonal. In the figure, we represent iteration 2. We find the directed
cycles 143, 241, 314, 431 and 412. Note that they are all rotations of 143 and 412.
This representation generates lots of redundancies.

\[
\begin{bmatrix}
43 & 0 & 0 & 0 \\
43 & 41 & 0 & 0 \\
0 & 41 & 14 & 12 \\
0 & 31 & 0 & 31 + 12
\end{bmatrix}
\]

Figure 3.23: Example of transitive closure computation. The intermediate matrix on
the right, after one iteration, shows the (simple) path of size 3 between each vertex.
The directed cycles of length 3 are on the diagonale.

Algebraic directed cycles generation In [SS79], Srimani and Sengupta propose
to detect all the directed cycles in an algebraic way. They compute reachability equa-
tions for each vertex, that is, the $v$ equations (as in equation 3.1) for each vertex $v_i$
which relates this vertex to all the other vertices reachable within $k$ steps, encoding
paths into vectors $X_{i_k}$ and solving these equations by successive substitutions. Cir-
cuits are the paths which relate $v_i$ to itself. The fixpoint is reached after $v$ iterations.

\[
v_i = X_{i_1}v_i \sum_{m=1}^{l_1} v_{i_1,m} + \ldots + X_{i_k}v_{i+k} \sum_{m=1}^{l_k} v_{i_k,m}.
\]  

(3.1)

This technique actually explores the graph in a DFS way, simultaneously storing
all the paths at every step. This approach is exponential in space, as noticed in
[LT82]. It is formalised in [Sri79] as a technique similar to the matrix-power based
techniques enumerated above, with a modified adjacency matrix.

Symbolic directed cycles enumeration Detecting a directed cycle in the tran-
sition system of the program can be reduced to deciding whether the next formula is
satisfiable or not:

\[
\exists x, \exists y, T^+(x, y) \land T^+(y, x) \land x \neq y,
\]

(3.2)
where \( T^+ \) is the transitive closure of the transition system. If it is SAT, we extract the directed cycle from the model and iterate whilst preventing this model happening again—an iteration strategy with "recordings" [ES03]. The symbolic directed cycle detection, certainly efficient for deciding whether there is a directed cycle in the graph, is quite inefficient for enumerating, as it needs to propagate in its formula all the directed cycles it detected so far, leading to a potential space explosion. In terms of time complexity, it is also quite hard to determine the overhead compared to the approaches specifically tailored for this problem, since we use the SAT solver as a "black-box". Nothing guarantees that our SAT encoding will provide the corresponding complexity.

An alternative option is to solve the formula in equation 3.2 with a #SAT solver, e.g. SharpSAT [Thu06], which counts all the SAT solutions, that is, all the directed cycles in the graph, usually by enumerating them.

The symbolic approach is intuitively a good approach for limited search over complex structures/graphs, leaving all the hard work to the SAT solver or the BDDs. However, for the complete exploration of a whole graph, given a specific problem, an algorithm with an explicit search specifically tailored for this problem would be likely to be more efficient, exploiting its instantiated structures that the SAT solver would infer progressively through learning.

### 3.4 Summary

In this chapter, we introduced a sound abstraction of the CFG, namely the AEG, that captures all the executions modelled by Alglave’s framework. We showed that critical cycles were abstracted by static critical, directed cycles in the AEG. We explained how we implemented this search, and discussed its complexity.

Given a program, we can extract static, critical cycles covering critical cycles that may occur during an execution of this program on a given architecture. In the next chapter, we introduce formally the properties that can hold for programs and program analyses with respect to weak memory consistency, and explain how to use these static, critical cycles to address them statically.
Chapter 4

Instrumentation over Weak Memory

- **Chapter 3**: C program -> goto-program
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  - dump-C
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- **ANALYSER**: GOTO-INSTRUMENT-DUMP-C
  - fixed C program
  - insertion script
In Chap. 2, we explained that a program $P$ can be transformed into a program $P'$ so that $P'$ would behave under SC as if the original program $P$ were run on a processor implementing weak memory (e.g. x86 or ARM).

In this chapter, we propose a program transformation which implements this. The core idea consists of inserting in the program buffers, queues and non-deterministic writes and flushes emulating the buffers and cache memory systems implemented in the actual processors. Atig et al. proposed in [ABP11] a technique that replaces the accesses to shared memory by non-deterministic writes to a buffer or the memory and non-deterministic flushes of the buffer in order to emulate x86. Similarly, we propose a transformation technique that also covers weaker architectures, like Power and ARM, which are significantly weaker than x86 in that they allow more reorderings. In particular, the read-read or read-write reorderings can be challenging to simulate in a static setting, as postponing a read means that we must force the evaluation of an expression to happen later—and there is no native mechanism to do such in C.

The purpose of this program transformation is to allow any analyser handling SC concurrency and non-determinism—some model-checkers like SatAbs [CKSY05] or Q Program Verifier\(^1\) (aka Poirot), or some abstract interpreters like ConcurInterProc\(^2\)—to be aware of the targeted architecture on which the program will run. In practice, it means that if we input the program transformed for x86 into e.g. SatAbs, SatAbs would be able to find assertions violated because of an execution involving a reordering specific to the x86 processor, whereas these assertions would not be violated by any interleavings under SC. Analysing with ConcurInterProc a transformed program for ARM would allow the abstract interpreter to guarantee the safety of the program for given assertions or properties, taking into account the specific memory consistency of the ARM processor.

We implemented the instrumentation\(^3\) of Atig et al. and the instrumentation for weaker architectures including Power and ARM. We then connected 5 model-checkers that handle SC concurrency:

- CBMC, a bounded model checker;
- Corral, a model checker implementing context-bounded translation to sequential programs;

\(^1\)http://research.microsoft.com/en-us/projects/verifierq/. This verifier, formerly called Poirot, uses the model-checker Corral [LQL12] for Boogie programs [Lei08] as back-end.
\(^2\)http://pop-art.inrialpes.fr/interproc/concurinterprocweb.cgi. ConcurInterProc is an on-line abstract interpreter for concurrent programs that uses the library APRON [JM09].
\(^3\)The instrumentation of Atig et al. is implemented as the option –cav11 in goto-instrument.
• ESBMC, a bounded model checker;

• SatAbs, a model checker based on predicate abstraction;

• Threader, a thread-modular verifier;

and compared to 4 weak memory aware model checkers:

• Blender;

• CBMC MT\textsuperscript{4};

• CheckFence;

• MMChecker.

Details about these tools, the versions used, their licenses and who to contact to retrieve them are listed in Sec. E.3 in App. E. We observed that programs of more than 50 lines would become too complex after instrumentation for the model-checkers to be solved in a time that would allow a practical use—that is, a time measured in minutes. Instrumenting to simulate the additional behaviours is not sufficient, we also want to limit the instrumentation—which adds buffers, queues and non-deterministic choices in the program—to the places where it is really necessary.

Our solution to limit the instrumentation consists of a static analysis that occurs right before the insertion of buffers, queues and their related operations. By [SS88], we know that only memory accesses that would be involved in critical cycles would affect the semantics of the program. By computing the over-approximation that we described in Chap. 3 and collecting the critical cycles in it, we can target which variables need to be instrumented and where in the code. Our experiments showed that this selection has a significant impact on the scalability of the verification after instrumentation strategy, and we could analyse an excerpt of \texttt{Pgsql} of about 4000 lines of C codes.

Once we have detected a cycle, we actually need to instrument only one of its delays in order to allow the behaviour forbidden by the critical cycle. The choice of this delay also had an impact on the verification performance. Based on the instrumentation strategy for each of the delay pairs, we assigned costs to these delays and chose to instrument the pairs that will minimise the global cost. We performed this selection by solving an integer linear program. With the help of this technique, we

\textsuperscript{4}CBMC MT is a modification of CBMC implemented for [AKT13]. The tool can be retrieved as a patch for CBMC at \url{www.cprover.org/umm/cav13}.
reduced the verification time\(^5\) of 26% in average on our benchmark.

Plan of the chapter

We first explain how to address the problem of instrumentation at the level of event structures, as defined in Chap. 2. We recall the details of an abstract machine that is equivalent to event structures. The states of this machine maintain write buffers and read sets in addition to the memory environment, events can be delayed or flushed according to a set of rules. These delays and flushes will be the base of our instrumentation. We explain briefly how the instrumentation fits with the critical cycles that may appear in the structures. We extend both of these aspects in the following section for C programs, and introduce the integer linear program that selects an instrumentation which is less complex for the model-checker (or abstract interpreter) to analyse afterwards. We detail the experiments that we ran in the next section, with a specific focus on reproducing a weak memory bug that had been observed in Pgsql. We finally compare our approach to the existing techniques for handling weak memory behaviours in the context of verification.

4.1 Instrumentation of event structures

In this section, we summarise the strategy introduced in [AKNT13] by Alglave to instrument the event structures defined in Chap. 2. We will propose in the next section a static instrumentation for concurrent C programs that extends this theory to actual CFG.

We first give an operational description of memory models in terms of an abstract state machine (Sec. 4.1.1). This abstract machine is equivalent to the axiomatic model presented in Chap. 2. The readers can find the detailed proof of this equivalence in [AKNT13]. We explain how this equivalence guides our instrumentation strategy.

4.1.1 Abstract machine

We define a non-deterministic state machine that reads a sequence of labels. The machine has a designated error state \(\perp\), which denotes the stalling of the machine, and all other states of the machine represent system configurations, i.e. the memory environment, write buffers, and the set of pending reads. We write \(\text{addr}\), \(\text{evt}\) and \(\text{rln}(S)\) for the set of memory addresses, the set of events and the set of relations over \(S\) (i.e., \(\wp(S \times S)\)) respectively. \(W\) and \(R\) are the sets of respectively the write and read

\(^5\)Including the additional time spent in solving the linear programming problem with glpk.
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events, and \(\text{rr}(R, S)\) restricts the relation \(R\) to the set \(S\), that is, \(\text{rr}(R, S) \triangleq R \cap (S \times S)\).

The initial values of variables are modelled by writes that happen before any other event. We will often omit them in the representations when shared variables are initialised by default (to 0).

**Definition 11** (Machine state). A state of the machine is either \(\bot\) or a triple \((\text{mem}, b, rs)\), where

- the memory \((\text{mem} \in \text{addr} \rightarrow \text{evt})\) maps a memory address \(\ell\) to a write to \(\ell\);
- the write buffer \((b \in \text{rln}(\text{evt}))\) is a total order over writes to the same address;
  - the buffer has a special symbol \(\bot_b\), placed before all events in the buffer;
- the queue \((rs \in \wp(\text{evt}))\) is a set of read events.

Fig. 4.1 represents a system that would be modelled by these states. We have a single set of reads, but one totally ordered buffer per address. Existing formalisations [OSS09, ABP11] use per-thread buffers, whereas our buffers are solely per-address objects. This allows us to model not only store buffering (which per-thread objects would allow) like in Fig. 2.14, but also caching scenarios (fully non-atomic stores) as possibly exhibited\(^6\) by \((\text{iriw+dps})\) in Fig. 4.2. The event structure in

\(^6\)In the program of Fig. 4.2, the read-pair structures are passed as arguments rather than placed in memory as global variables in order to avoid some potential additional reorderings of these reads. The \((\text{iriw+dps})\) idiom would nevertheless still be observable with the reading variables as global variables.
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```c
#include <assert.h>
#include <pthread.h>

/* shared memory */
volatile unsigned x = 0;
volatile unsigned y = 0;

typedef struct {
    volatile unsigned* first;
    volatile unsigned* second;
} pair_t;

void* thread1 (void* arg) {
    pair_t* read_pair = (pair_t*)arg;
    /* r1 = x */
    *(read_pair->first) = x;
    /* tmp = r1 ^ r1 -- robust to GCC optimisations since r1 is casted as volatile */
    unsigned tmp = *(read_pair->first);
    /* r2 = *(&y + tmp) */
    *(read_pair->second) = *(&y+tmp);
}

void* thread2 (void* arg) {
    pair_t* read_pair = (pair_t*)arg;
    /* r3 = y */
    *(read_pair->first) = y;
    /* tmp = r3 ^ r3 */
    unsigned tmp = *(read_pair->first);
    /* r4 = *(&x + tmp) */
    *(read_pair->second) = *(&x+tmp);
}

void* thread3 (void* arg) {
    x = 1;
}

void* thread4 (void* arg) {
    y = 1;
}

int main () {
    pthread_t p[4];
    unsigned r1 = 0, r2 = 0, r3 = 0, r4 = 0;
    pair_t arg1 = { .first = &r1, .second = &r2};
    pair_t arg2 = { .first = &r3, .second = &r4 };

    pthread_create(p, 0, (void*)&arg1);
    pthread_create(p+1, 0, (void*)&arg2);
    pthread_create(p+2, 0, (void*)&arg2);
    pthread_create(p+3, 0, (void*)&arg2);
    unsigned i;
    for (i = 0; i<4; ++i) pthread_join(p[i], 0);

    assert ( ! (r1==1 && r2==0 && r3==1 && r4==0 ) );
    return 0;
}
```

Figure 4.2: Implementation (in full) of the idiom \textbf{(iriw+dps)} with POSIX threads. The assertion can be violated under ARM and IBM Power.
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Figure 4.3: Litmus test \textbf{(iriw+dps)} which violates the final assertion under Power and ARM architectures.

The machine performs transitions depending on \textit{delay} and \textit{flush} labels. Intuitively, a delay label pushes an object in the write buffer or read set. A flush label makes it exit the write buffer or read set. The details of transitions are described below.

\textbf{Definition 12} (Delay/flush label). \textit{For a write event }$w$\textit{, }$\text{delay}(w(w))$\textit{ denotes its delay label, and }$\text{flush}(w(w))$\textit{ its flush label. For a read event }$r$\textit{, its delay label (with direction }$r$, \textit{read) is denoted by }$\text{delay}(r(w,r))$, \textit{and its flush is denoted by }$\text{flush}(r(w,r))$.\textit{)}

\textbf{Transitions} \textit{We write }$s \xrightarrow{L} s'$\textit{ to denote that the machine can make a transition from state }$s$\textit{ to state }$s'$\textit{ reading label }$L$. \textit{Let the machine be in a state (mem, }$b$, $\text{rs}$). \textit{Given a label, the machine performs transitions from one state to another if the conditions described below are fulfilled. Otherwise, the machine transitions to }$\perp$\textit{ (it gets stuck).}

\textbf{Write to buffer:} \textit{a write }$\text{delay}(w(w))$\textit{ to address }$\ell$\textit{ can always enter the buffer }$b$\textit{, taking its place }$b$\textit{-after all the writes to }$\ell$\textit{ that are already in }$b$.  

\[ s \xrightarrow{\text{delay}(w(w))} (\text{mem, updb}(b, w), \text{rs}), \]

where \text{updb} is defined by \text{updb}(b, w) \overset{\text{def}}{=} b \cup \{(w_1, w) \mid w_1 = \perp_b \lor ((\perp_b, w_1) \in b \land \text{addr}(w_1) = \text{addr}(w))\}. 
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**Delay read:** a read \( delay(r(w, r)) \) can always enter the read \( rs \).

\[
\begin{align*}
\text{Delay read:} & \quad \text{a read } delay(r(w, r)) \text{ can always enter the read } rs. \\
\end{align*}
\]

\[
\begin{array}{c}
\text{T} \\
\hline
s \xrightarrow{delay(r(w, r))} (\text{mem}, \text{b}, \text{updrs}(rs, r)),
\end{array}
\]

where \( \text{updrs}(rs, r) \triangleq rs \cup \{r\} \).

**Write from buffer to memory:** a write \( flush(w(w)) \) to address \( \ell \) exits the buffer \( b \) and updates the memory at \( \ell \) if:

(W1) there is no event \( e \) in the buffer which is \( \text{ppo} \cup \text{ab} \)-before \( w \);

(W2) and there is no event \( e \) in the read set which is \( \text{ppo} \cup \text{ab} \)-before \( w \);

(W3) and there is no read from \( \ell \) in the buffer which is \( \text{po} \)-before \( w \);

(W4) and there is no write to \( \ell \) in the buffer which is \( \text{b} \)-before \( w \).

\[
\begin{align*}
\text{rr}(b, \{e \mid (e, w) \in \text{ppo} \cup \text{ab}\}) &= \emptyset \land (W1) \\
\text{rs} \cap \{e \mid (e, w) \in \text{ppo} \cup \text{ab}\} &= \emptyset \land (W2) \\
\text{rs} \cap \{r \mid (r, w) \in \text{po-loc}\} &= \emptyset \land (W3) \\
\text{last}(\text{rr}(b, \{e \mid \text{addr}(e) = \ell\}), w) &= (W4)
\end{align*}
\]

\[
s \xrightarrow{flush(w(w))} (\text{updm}(\text{mem}, w), \text{delb}(b, w), rs),
\]

where \( \text{updm}(\text{mem}, w) \triangleq \text{mem}[l \mapsto \bot l \mapsto w] \), \( \text{delb}(b, w) \triangleq b \setminus \{w\} \times W \cup W \times \{w\} \)

and \( \text{last}(b, w) \) is the last write\(^7\) in the buffer that targets the same address as \( w \).

**Read from set:** a read \( flush(r(w, r)) \) from \( \ell \) (Condition (R1)) exits \( rs \) if:

(R2) there is no read in the read set that is \( \text{dp} \)-before \( w \);

(R3) and there is no event in the buffer that is \( \text{ppo} \cup \text{ab} \)-before \( r \);

(R4) and there is no event in the read set that is \( \text{ppo} \cup \text{ab} \)-before \( r \);

(R5) and either \( w \) is in memory, and there is no write to \( \ell \) in the buffer that is \( \text{po} \)-before \( r \);

(R6) or if \( w \) is not in memory, \( w \) is in the buffer and is visible to \( r \) (a notion defined below).

\(^7\)More formally, \( \text{last}(b, w) \triangleq (\neg(\exists w', (\bot_b, w') \in b) \land w = \bot_b) \lor ((\exists w', (\bot_b, w') \in b) \land (\bot_b, w) \in b \land \neg(\exists w', (w', w) \in b)). \)
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\[ r \in rs \land \]
\[ rs \cap \{r' \mid (r', w) \in dp\} = \emptyset \land \]
\[ rr(b, \{e \mid (e, r) \in ppo \cup ab\}) = \emptyset \land \]
\[ rs \cap \{e \mid (e, r) \in ppo \cup ab\} = \emptyset \land \]
\[ \text{rfm}(mem, b, w) \lor \]
\[ (w \neq \text{mem}(\text{addr}(r)) \land w \in b \land \text{visible}(w, r)) \]
\[ (w \neq \text{mem}(\text{addr}(r)) \land w \in b \land \text{visible}(w, r)) \]

where \( \text{delrs}(rs, r) \triangleq rs \backslash \{r\} \) and \( \text{rfm}(mem, b, w) \triangleq w = \text{mem}(\text{addr}(r)) \land \text{rr}(b, \{w \mid (w, r) \in \text{po-loc}\}) = \emptyset \).

To define a write \( w \) as visible to a read \( r \), we need a few auxiliary functions. We define the part of the buffer visible to a read \( r \) as follows:
\[ b_r \triangleq \{w \mid (\perp_b, w) \in b \land ((\text{rfi} \subseteq \text{safe}_A) \Rightarrow \text{proc}(w) = \text{proc}(r)) \land ((\text{rfe} \subseteq \text{safe}_A) \Rightarrow \text{proc}(w) \neq \text{proc}(r)))\}. \]

Now, \( w \) is visible to \( r \) when:

(V1) \( w \) and \( r \) share the same address \( \ell \);

(V2) \( w \) is in the part of the buffer visible to \( r \), namely if \( \text{rfi} \) (resp. \( \text{rfe} \)) is safe then \( w \) cannot be on the same (resp. a different) thread as \( r \) \( (w \in b_r) \);

(V3) \( w \) is \( b \)-before the first write \( w_a \) to \( \ell \) that is \( \text{po} \)-after \( r \);

(V4) \( w \) is equal to, or \( b \)-after, the last write \( w_b \) to \( \ell \) that is \( \text{po} \)-before \( r \).

All states except \( \perp \) are accepting states. Thus, the abstract machine accepts a sequence \( p \) of labels \( l_0, l_1, \ldots \) if there is a sequence of states \( s_0, s_1, \ldots \) such that \( s_i \xrightarrow{l_i} s_{i+1} \) and \( s_i \neq \perp \) for all \( i \).

**Definition 13 (Accepting sequence).** A sequence \( p \) is a total order over \( L \) compatible with the program order, i.e. for two events \((x, y) \in \text{po}\), their delay labels appear in the same order in \( p \). It is accepting iff the sequence \( p \) is accepted by the abstract machine.

4.1.2 Illustration using examples

We illustrate the machine by revisiting the (sb) test of Fig. 2.15 for TSO and the iriw test for Power—that is, the test of Fig. 4.2 without the dependencies between the read accesses. Fig. 4.4 and 4.5 reproduce on the left the event graphs from Fig. 2.15 and 4.3. On the right, they show the counterparts in the abstract machine. We will explain the labels on the arrows in the next paragraph. We use the following graphical
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conventions. In the axiomatic world (i.e. on the left of our figures), we reflect a pair that an architecture relaxes by a dashed arrow. For example, in the (sb) test of Fig. 4.4 on TSO, the write-read pairs \((a, b)\) and \((d, c)\) can be relaxed. Likewise, in the \((iriw+dps)\) test of Fig. 4.5 on Power, the read-from pairs \((e, a)\) and \((f, c)\) can be relaxed (as opposed to the read-read pairs \((a, b)\) on \(P_0\) and \((c, d)\) on \(P_1\), which are safe because of dependencies).

In any given execution, the abstract machine may choose to relax any pair that is not safe. Such pairs are depicted with a dashed arrow. Pairs that the machine does not relax are depicted with a thick arrow.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.4.png}
\caption{Revisiting (sb) (presented in Fig. 2.15) on TSO with the abstract machine of Sec. 4.1.1.}
\end{figure}

In Fig. 4.4(a), the pairs \((a, b)\) on \(P_0\) and \((c, d)\) on \(P_1\) are relaxed on TSO. Our machine may simulate the behaviour permitted on TSO by following the scenario in Fig. 4.4(b), which corresponds to the path \(delay(a) \rightarrow delay(b) \rightarrow delay(c) \rightarrow delay(d) \rightarrow flush(b) \rightarrow flush(c) \rightarrow flush(d) \rightarrow flush(a)\). In the figure, the label “se” corresponds to a safe exit, and “de” to a delay exit, which are formalised below. The machine delays all events w.r.t. program order. In this scenario, the machine chooses to relax the pairs \((a, b)\) by flushing the read \(b\) before the write \(a\), ensuring that the registers \(r_1\) and \(r_2\) hold 0 in the end.

In Fig. 4.5(a), assume dependencies between the reads on \(P_0\) and \(P_1\), so that \((a, b)\) on \(P_0\) and \((c, d)\) on \(P_1\) are safe on Power. Yet \((e, a)\) and \((f, c)\) may be relaxed on Power, because Power has non-atomic writes. Our machine may simulate the weak behaviour exhibited on Power by following Fig. 4.5(b), which corresponds to the path \(delay(c) \rightarrow delay(a) \rightarrow flush(a) \rightarrow delay(b) \rightarrow flush(b) \rightarrow delay(f) \rightarrow flush(f) \rightarrow delay(c) \rightarrow flush(c) \rightarrow delay(d) \rightarrow flush(d) \rightarrow flush(e)\). Since \((a, b)\) and \((c, d)\) are safe on Power, our machine flushes \(a\) before \(b\) (resp. \(c\) before \(d\)). Since \((b, f) \in fr\) (resp. \((d, e) \in fr\)), which is always safe, the machine flushes \(b\) before \(f\) (resp. \(d\) before}
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Figure 4.5: Revisiting \( (iriw+dps) \) (implemented in Fig. 4.2) on Power with the abstract machine of Sec. 4.1.1.

e), ensuring that \( b \) and \( d \) read from memory, thus \( r_2 \) and \( r_4 \) hold 0 in the end. Finally, in this scenario, the machine chooses to relax the pairs \( (e, a) \) by flushing \( a \) before \( e \), ensuring that \( r_1 \) and \( r_3 \) hold the value 1 in the end.

4.1.3 Instrumentation

Alglave proved in our paper [AKNT13], theorems 1 and 2, that the abstract machine was equivalent to the axiomatic description, i.e., that a sequence accepted by the machine would be valid for the axiomatic model and vice-versa.

\textbf{Theorem 2} (Equivalence between axiomatic model and abstract machine). \textit{Given an event structure} \( E \) \textit{and an architecture} \( A \), \textit{there is a (finite) execution} \( X \) \textit{valid for} \( E \) \textit{under} \( A \) \textit{iff there is a path of labels} \( p \) \textit{such that the abstract machine for} \( E \) \textit{accepts} \( p \).

The proof provides two mappings \( ptoX \) and \( Xtop \) which go respectively from the paths of labels to the executions and vice-versa. More formally, \( ptoX(p, L) \) is the set of executions that are compatible with the path \( p \) of labels in \( L \), and \( Xtop(X, E, ndelay) \) is the set of paths of labels that can construct the execution \( X \) for a given event structure \( E \) that would have \( ndelay \) as edges that cannot be delayed under the architecture considered. \( ndelay \) is taken such that \( ndelay(E, X) \supseteq (ws \cup rf \cup fr) \cap safe_A \), \( ndelay \) transitive and irreflexive.

Thm. 2 leaves freedom in the instrumentation strategy. We can exploit the choice of delay pairs and the choice of the linearisation in order to reduce the overhead of running or verifying an instrumented program.
**Choice of delay pairs** The conditions on the \textit{ndelay} relation restrict the choice of delay pairs. We have to put at least all the safe pairs into \textit{ndelay}, by the first condition.

Since \textit{ndelay} is transitive and irreflexive, it is acyclic. An execution \((E, X)\) presents a cycle iff it is not SC (if it is SC, all pairs are safe and there is no cycle). [AM11, Thm.1] shows that an execution is valid on \textit{A} but not on SC iff it contains \textit{critical cycles}. Thus we can put all pairs in \textit{ndelay}, except one unsafe pair per critical cycle, which corresponds to the last condition over \textit{ndelay}.

In Fig. 4.4(b), we build an accepting path corresponding to the axiomatic execution of Fig. 4.4(a) by choosing the unsafe pair \((a, b)\) on the cycle to be a delay. In Fig. 4.6(a), we choose the unsafe pair \((c, d)\). Similarly for Fig. 4.5(a), we can build an accepting path corresponding to the axiomatic execution of Fig. 4.5(a) by choosing e.g. \((e, a)\) as delay (cf Fig. 4.5(b)). In Fig. 4.7(a), we choose \((f, c)\) as delay.

Our examples are symmetric, thus the choice of which pair to delay should not make a difference. In Fig. 4.4(a), \((a, b)\) and \((c, d)\) are write-read pairs. Similarly in Fig. 4.5(a), \((e, a)\) and \((f, c)\) are of the same nature, namely \textit{rfe} pairs. For asymmetric examples, the chosen delayed pair can make a crucial difference, if the instrumentation of one pair causes more execution or verification time overhead than the other.

**Choice of the linearisation** Thm. 2 accepts any linearisation of \(\text{Xtop}(E, X, \text{ndelay})^+\). Yet, some require less instrumentation than others. Consider Fig. 4.6(a) and (b): in both we choose to delay the pair \((c, d)\). On the left, we can pick any interleaving (compatible with \text{Xtop}) of the delayed and flushed events, e.g. delay\((a)\) → delay\((b)\) → delay\((c)\) → delay\((d)\) → flush\((b)\) → flush\((d)\) → flush\((c)\) → flush\((a)\).

On the right, we write \(m(e)\) when the delayed and flushed part of an event happen without intervening events in between. Observe that in this case, the event \(e\) occurs

![Figure 4.6: Choices for instrumenting \((sb)\) for TSO.](image-url)
4.2 Instrumentation of C programs

In order to instrument following the delays of critical cycles, we first construct the AEG of the input program with the method described in Chap. 3. We then collect the critical cycles and end up with a collection of delays—that are the static counterparts of the delays not in ndelay in Sec. 4.1.3—that need to be instrumented.

4.2.1 Delaying an access to shared memory

The above cycle detection yields candidates for unsafe pairs of abstract events to be delayed in each cycle. Following Sec. 4.1.3, we instrument one pair to delay per cycle. We may select these pairs arbitrarily, but we describe below a weighted instrumentation that reduces verification time, as we show in Sec. 4.3.

We first normalise the program such that all shared memory accesses appear in assignments only. Any reads in branching conditions or function call parameters are moved to temporary variables as follows: 

\[
\text{if } (\phi(x)) \ldots; \quad \rightarrow \quad \text{tmp} = \phi(x); \quad \text{if} (\text{tmp}) \ldots;
\]

for an expression \(\phi\) over a shared memory address \(x\). In the following, we thus restrict ourselves to assignment statements.

w.r.t. memory: if it is a read, it reads from the memory; if it is a write, it writes to memory. In Fig. 4.6(b), we pick a particular interleaving, namely the one where all events are w.r.t. memory, except for the event \(c\). This interleaving requires instrumenting only one instruction, as opposed to all of them on the left.

Similarly in Fig. 4.7(a) and (b), we choose in both cases to delay the pair \((f, c)\). On the left, we instrument all instructions. On the right, we instrument only the pair \((f, c)\).

![Diagram](image-url)  
(a) \((f, c)\) delay  
(b) One pair only

Figure 4.7: Choices for instrumenting \((iriw+dps)\) for Power.
For each memory address $x$ of events in unsafe pairs we introduce an array $b(x)$. In addition to the properties described in Sec. 4.1.1, we also keep track of the originating thread of the write to $x$. We introduce an additional pointer for each local variable reading from a shared memory address, i.e. an $r$ such that $r = x$; in a pair to delay, in one of the critical cycles or after, we equip $r$ with a pointer $rs(r)$, which implements the read set of Sec. 4.1.1. We now describe the instrumentation of writes, reads then external communications. To soundly over-approximate all possible behaviours, all instrumented operations are guarded by $\text{if}(\ast)$, expressing non-deterministic choice\(^8\). We also surround these instrumentations with $\text{begin}\_\text{atomic()}$ and $\text{end}\_\text{atomic()}$, which keep them atomic. If the model-checker analysing the instrumented program does not handle atomic primitives, the instrumentation remains sound by removing them—but some additional spurious results might arise.

**Instrumenting writes (WR and WW)** We implement here the two operations associated with the weak-memory effects of a write $w$, as defined in Sec. 4.1.1: (1) delaying a write, $\text{delay}(W(w))$, by appending to the buffer, and (2) flushing a write, $\text{flush}(W(w))$, removing it from the buffer. A delayed write amounts to appending an element to the array $\text{buff}$ that implements $b$:

\[
x = \text{expr}; \quad \rightarrow \quad \begin{cases} \text{if}(\ast) \\
\text{push}(&\text{buff}[&x], \text{expr}, \text{thread}_\text{ID}); \\
\text{else} \\
x = \text{expr};
\end{cases}
\]

Note that the identifier of the (static) thread to which this push belongs, is contained in the abstract events of the AEG, and was computed by the interference analysis (in Chap. 3) prior to the delay detection.

According to Sec. 4.1.1, each delay is accompanied by a flush. Yet the point in time when the flush happens is not determined. We would thus need to add non-deterministic flush instructions at each statement in the program. This transformation would make the program highly non-deterministic, and very hard for a model checker to analyse. Therefore, we insert flushes only where they might have an effect, i.e., before each potential read from the address that was written to (or before relevant memory fences), and make them flush a non-deterministic number of writes in FIFO-manner. The function $\text{take}$ implements the semantics of “write from buffer

---

\(^8\)CProver provides $\text{non}_\text{det()}$ primitives that simulates the non-determinism in input programs. See [http://www.cprover.org/cprover-manual/modeling-nondet.shtml](http://www.cprover.org/cprover-manual/modeling-nondet.shtml) for more details.
void* thread1 (void* arg) {
    /* [...] */
    r1 = x;
    unsigned tmp = r1 ^ r1;
    r2 = *(&y+tmp);
}
void* thread2 (void* arg) {
    /* [...] */
    r3 = y;
    unsigned tmp = r3 ^ r3;
    r4 = *(&x+tmp);
}
void* thread4 (void* arg) {
    y = 1;
}
void* thread3 (void* arg) {
    x = 1;
}

int main () {
    /* [...] */
    assert( !(r1==1 && r2==0 && r3==1 && r4==0) );
    return 0;
}

void* thread1 (void* arg) {
    /* [...] */
    begin_atomic();
    if(length(&buff[&x]) != 0 && *) {
        delay[&x] = TRUE;
        delay_tmp[&x] = x;
        x = last(&buff[&x], thread_ID_1);
    }
    r1 = x;
    if(delay[&x] && *) {
        x = delay_tmp[&x];
        delay[&x] = FALSE;
    }
    end_atomic();
    unsigned tmp = r1 ^ r1;
    r2 = *(&y+tmp);
}
void* thread2 (void* arg) {
    /* [...] */
    r3 = y;
    unsigned tmp = r3 ^ r3;
    r4 = *(&x+tmp);
}
void* thread3 (void* arg) {
    begin_atomic();
    if(*)
        push(&buff[&x], 1, thread_ID_3);
    else
        x = 1;
    end_atomic();
}

void* thread4 (void* arg) {
    y = 1;
}

int main () {
    /* [...] */
    assert( !(r1==1 && r2==0 && r3==1 && r4==0) );
    return 0;
}

Figure 4.8: The implementation of (iriw+dps) from Fig. 4.2 on top and the instrumented program below.
to memory” of Sec. 4.1.1 for a non-deterministic number of elements, and returns the resulting in-memory value at address &x.

\[
\text{expr = x; } \quad \rightarrow \quad \text{if(\*)}
\]
\[
\quad x = \text{take(&buff[&x], thread\_ID)};
\]
\[
\quad \text{expr = x;}
\]

We illustrate the write instrumentation with the transformations of (sb) and (mp) in Sec. C.

**Instrumenting reads (RW and RR)** Here we are to implement the two operations for reads: delaying a read \(\text{delay}(R(w,r))\) and reading from the set, \(\text{flush}(R(w,r))\). We delay a read by recording the memory address to be read from. Note that, given our program normalisation, our reads manifest as assignments to local variables. For a local variable \(r1\), we delay the read of \(x\) as follows:

\[
\text{r1 = x; } \quad \rightarrow \quad \text{if(\*)}
\]
\[
\quad \text{rdelay[&r1] = &x;}
\]
\[
\quad \text{else}
\]
\[
\quad \text{r1 = x;}
\]

For flushing the read, considerations analogous to the write case are made: we flush non-deterministically upon an actual read (then of \(r1\)) only, instead of every program point. The flush dereferences the address previously recorded:

\[
\text{r2 = r1; } \quad \rightarrow \quad \text{if(rdelay[&r1] != NULL \&\& \*) }
\]
\[
\quad \{ \text{r1 = *rdelay[&r1];}
\]
\[
\quad \text{rdelay[&r1] = NULL;}
\]
\[
\quad \}
\]
\[
\quad \text{r2 = r1;}
\]

We illustrate the write instrumentation with the transformation of (lb) in Sec. C.

**Instrumenting communications (caches)** Architectures like Power and ARM allow rfe to be reordered. If we consider the program \((\text{iriw+dps})\) in Fig. 4.2(a), the read \((a)\) Rx1 can read the value written by the write \((e)\) Wx1 even though \((d)\) Rx0 reads 0 for the same address. This is due to the fact that the write \((e)\) was buffered, the thread of \((e)\) could read directly into this buffer but the thread of \((d)\) could not.
Given a pair of events in rfe, we do not instrument only the first event, as we did for the previous reorderings. We instrument the write and the read. The write is instrumented in the exact same way we instrumented it earlier for poWR and poWW—that is, we delay the write by placing it into a buffer. Since the read is supposed to read from the buffer directly, we save the current value in the memory location of the variable about to be read, then take the last value in the buffer and assign it to the memory. Note that last is identical to take, except that it does not modify the buffer afterwards. Then the read will read from the value that exists in buffer—that we have here temporarily affected to the variable itself in memory. After the read, we restore the (previous) value in the memory and leave the buffer as it is. This strategy simulates the direct read into the buffer, that can be non-visible to the other threads.

We illustrate the communication instrumentation with the transformation of (iriw+dps) in Fig. 4.2.

Note that, for (iriw+dps), instrumenting a read-read pair would have have been sufficient to make the final state specific to ARM or Power observable under SC. Indeed, even though we take into account dependencies at detection, we do not insert any mechanism in the instrumentation that would maintain the dependencies at runtime. Arguably, this allows us to use the read instrumentation instead of the communication instrumentation: the rfe would be followed in the thread of the read by either a poRR or a poRW. If a fence (full or lightweight) is placed between those last two events, then the communication is forbidden by cumulativity. If there is none, then those events could be reordered, and the instrumentation of the critical does therefore not require instrumenting the communication. If there is a fence, we would detect it but could still ignore it in the instrumentation: the last case still applies. In the implementation, we however kept the communication instrumentation for two reasons. First, we are not sure that the read instrumentation is cheaper than the communication instrumentation (we gave them the same weight in
the weighted selection of Sec. 4.2.2). Read instrumentation requires the introduction of a pointer in the implementation, whereas pointers can be avoided for the communication instrumentation—the difficulty of the instrumented program thus depends on the model-checker ability to handle efficiently pointers. Second, we might in the future integrate dependencies in the instrumentation.

4.2.2 Weighted selection of unsafe pairs

Above, we selected an arbitrary unsafe pair per cycle, as this suffices to reveal all weak-memory effects (cf Sec. 4.1.3). We do observe, however, that the choice of pairs has a strong effect on verification time. We thus assign an empirically devised cost to candidate pairs. With our implementation, we chose \( \text{cost} \text{(poW\*)}=1 \) (pairs in program order where the first event is a write), \( \text{cost} \text{(poRW)}=2 \) (read-write pairs in program order), \( \text{cost} \text{(rfe)}=2 \) (write-read pairs on different threads), \( \text{cost} \text{(poRR)}=3 \) (read-read pairs in program order). Given a set of critical cycles \( C = \{C_1,\ldots,C_n\} \) and the set of delays \( \text{delays}(C_i) \) for each cycle \( C_i \), we solve the integer linear program of Fig. 4.9 using GLPK. Our experiments in Sec. 4.3.1 show that this encoding yields a speedup of 26% over all architectures with an SC bounded model-checker.

<table>
<thead>
<tr>
<th>Input: the set of cycles ( {C_1,\ldots,C_n} ), the delays ( \text{delays}(C_i) ) of each cycle ( C_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem: minimise ( \sum_{e \in \bigcup_{1 \leq i \leq n} \text{delays}(C_i)} b_i \times \text{cost}(e) )</td>
</tr>
<tr>
<td>Constraints: ( \forall 1 \leq i \leq n, \sum_{e \in \text{delays}(C_i)} b_e \geq 1 ) (ensures soundness)</td>
</tr>
<tr>
<td>where</td>
</tr>
<tr>
<td>( e ) is a pair to potentially instrument,</td>
</tr>
<tr>
<td>( b_e ) is a Boolean variable stating whether we instrument ( e ),</td>
</tr>
<tr>
<td>and ( \text{cost}() ) is the cost of an instrumentation.</td>
</tr>
<tr>
<td>Output: the set of ( b_e ) set to 1 by the solver, stating which pairs ( e ) to instrument</td>
</tr>
</tbody>
</table>

Figure 4.9: Integer linear programming problem to choose the pairs to instrument

We explain in detail some ideas towards a formal soundness arguments for the static construction in App. B.

4.2.3 Boundedness of the buffers and read set

Implementation In goto-instrument, we did not implement our buffers and read sets as (bounded) C arrays, as few model-checkers would have been able to handle them. We used instead as many variables as needed, in addition to Boolean variables
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keeping the state of the write buffer/read set. For each write that would be added to
the buffer, we operate, if it is possible, a shift of the existing elements and place this
write as the last write, keeping track of the thread that delayed it. In *goto-instrument*,
the variables simulating the buffer in the instrumented program are implemented for
up to two writes per shared variable. The function *take*—which flushes the buffer—
follows the conditions detailed in the table below:

<table>
<thead>
<tr>
<th>last in buffer</th>
<th>previous in buffer</th>
<th>memory</th>
<th>last in buffer</th>
<th>previous in buffer</th>
<th>memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>–</td>
<td>–</td>
<td>m</td>
<td>–</td>
<td>–</td>
<td>m</td>
</tr>
<tr>
<td>a (thd\textsubscript{i})</td>
<td>–</td>
<td>m</td>
<td>a (thd\textsubscript{j})</td>
<td>–</td>
<td>m</td>
</tr>
<tr>
<td>a (thd\textsubscript{j})</td>
<td>b (thd\textsubscript{j})</td>
<td>m</td>
<td>a (thd\textsubscript{j})</td>
<td>b (thd\textsubscript{j})</td>
<td>m</td>
</tr>
<tr>
<td>a (thd\textsubscript{j})</td>
<td>b (thd\textsubscript{i})</td>
<td>m</td>
<td>a (thd\textsubscript{j})</td>
<td>–</td>
<td>b</td>
</tr>
<tr>
<td>a (thd\textsubscript{i})</td>
<td>b (thd\textsubscript{j})</td>
<td>m</td>
<td>–</td>
<td>–</td>
<td>a</td>
</tr>
<tr>
<td>a (thd\textsubscript{i})</td>
<td>b (thd\textsubscript{i})</td>
<td>m</td>
<td>–</td>
<td>–</td>
<td>a</td>
</tr>
</tbody>
</table>

To implement the delay set, we add one pointer (to the addresses of shared mem-
ory) per local variable that would be involved in a critical cycle where a read could
be potentially delayed. As we will see in the next paragraph, there is, however, no
need to keep track of more than one read in the delaying set per local variable. Our
read delay instrumentation is unbounded.

**(Un-)boundedness for detection and instrumentation**  Our instrumentation
strategy involves two steps: finding the potential critical cycles in the program, and
instrumenting the program so that the buffering and caching effects would be revealed
to an SC analyser. The detection of cycles is an analysis of the relations between
accesses to shared memory, based on an axiomatic model that do not involve bounds.
The detection is unbounded by nature. The instrumentation, however, relies on the
insertion of actual buffers and read set in the program that simulate a weak memory
operational semantics.

The strategy employed for the read set does not involve a bound. Let us consider
a variant of the load buffer \texttt{lb}, as implemented in Fig. 4.10, with multiple reads that
need to be reordered with the following write in the left thread in order to violate the assertion. We do not need a “buffer” of reads: if two reads read from the same shared variable but are flushed at different time, then these delayed reads are supported by the additional pointers associated to the two (distinct) local variables to which the value read should be assigned (for expressions, temporary variables are introduced). If the values read are assigned to the same local variable, the local memory rules apply and the second read will overwrite the first one, making the first assignment invisible.

```c
void thd_1() {
    r_1 = x;
    r_2 = x;
    r_3 = x;
    y = 1;
    x = 3;
    assert(! (r_0==1 && r_1==1 && r_2==2 && r_3==3));
}

void thd_2() {
    r_0 = y;
    asm("sync");
    x = 1;
    x = 2;
    x = 3;
}
```

Figure 4.10: A variant of load-buffering with several reads to the same shared variable.

The write buffer involved in the instrumentation is, however, bounded. Since a critical cycle involves a maximum of two events per thread and there is one buffer per variable—and not a global buffer for all the writes—most of the instrumentation only require a buffer of size 1 to simulate a write-write or write-read reordering. In our experiments, this was sufficient for all the benchmarks.

There can nevertheless be situations where several cycles would relate a succession of writes and reads, and one particular state only reachable under weak memory consistency would require a buffer of size $n$ to be detected by an SC model-checker. Let us consider the short program of Fig. 4.11. It is a variant of store-buffering, where writes and reads can be reordered. In this example, one needs to have all the writes on the left thread to be reordered with the read so that we can observe a violation of the assertion. The cycle detection finds all the critical cycles, but the instrumentation must simulate a write buffer of size $n$ to make the violating state discoverable by an analyser afterwards.

**Property 12.** $(sb^n+fence)$ (in Fig. 4.11) needs to be instrumented with a write buffer of size $n$ or greater if we want to observe the final state specific to TSO (or weaker), namely $r_0=0 \land r_1=0 \land \ldots \land r_n=0$, with an interleaving.
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```c
void thd_1() {
    x = 1;
    ...
    x = n;
    r_0 = y;
    ...
    r_n = x;
}

assert( ! (r_0==0 && r_1==0 && ... && r_n==0) );
```

```c
void thd_2() {
    y = 1;
    asm("mfence");
    r_1 = x;
    ...
    r_n = x;
}
```

Outcomes for r_0, r_1 ... r_n:

- **SC**
  - (1, 0, ..., 0)
  - (1, 0, ..., 0, v_j, ..., v_n)
  - (1, v_1, ..., v_n)
  - (0, v_1, ..., v_n)

- **TSO, ..., Power**
  - (1, 0, ..., 0)
  - (1, 0, ..., 0, v_j, ..., v_n)
  - (1, v_1, ..., v_n)
  - (0, 0, ..., 0)

where \( \forall j, v_j \geq 1 \) and \( \forall i \leq k, v_i \leq v_k \)

Figure 4.11: A variant of store-buffering where a \( n \)-buffer is needed to violate the assertion. (sb^n+fence)

**Proof.** We want to show that an interleaving would require a buffer of size \( n \) or greater to observe \( r_0=0 \land r_1=0 \land \ldots \land r_n=0 \). \( r_0=y \) must read \( 0 \). This has to happen before \( y=1;\text{asm("mfence")}; \), since the fence will flush the buffer of \( y \), writing \( 1 \) in the memory of \( y \). This implies that the \( R_y0 \) must happen before all the reads following the fence. We also need the \( r_1, \ldots, r_n \) in thread 2 to all read \( 0 \). Each of these reads must happen before any write in thread 1. Any linearisation \( l \) of this set of constraints will start with \( R_y0; W_y1; \text{fence}; R_x0; \ldots; R_x0; \) followed by the writes in thread 1. Any interleaving reaching the \( (0, \ldots, 0) \) state thus needs to have this prefix, and needs to reorder all the writes on thread 1 with the final read. This requires a buffer of size \( n \) or more, as otherwise some writes would touch the memory and invalidate the possibility of reading \( 0 \) again from \( x \) in thread 2.

One might argue that, in the example of Fig. 4.11, we do not need to keep track of all the values written in \( x \) for reaching the \( (0, \ldots, 0) \) case specific to TSO. However, we can construct an example that would require reading each of these values after a store-buffering. We construct an example in Fig. 4.12, where we need a buffer to show operationally that \( r_0=0 \land r_1=0 \land \ldots \land r_n=0 \)—that is, to pass the write-read reordering—and the \( \geq n \)-buffer to store the writes of thread 1 and read their effects in thread 2: \( s_1=1 \land \ldots \land s_n= n \).

These examples are artificial. An interesting question is which class of programs require a write buffer of size \( n \), and if there are instances of such programs, for example in the Debian packages. This is left as future work.

If we were to insert unbounded write buffers, the verification problem solved by the analyser after instrumentation would become undecidable, as proved by Bouajjani
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```c
void thd_1() {
    x = 1;
    ...
    x = n;
    r_0 = y;
}
```

```c
void thd_2() {
    y = 1;
    asm("mfence");
    r_1 = x;
    ...
    s_n = x;
}
```

Outcomes for $r_0, r_1, ..., r_n, s_1, ..., s_n$:

- **SC**
  
  $\begin{align*}
  & (1, 0, ..., 0) \\
  & (1, 0, ..., 0, v_j, ..., v_{2n}) \\
  & (1, v_1, ..., v_{2n}) \\
  & (0, v_1, ..., v_{2n}) \\
  \end{align*}$

- **TSO, ..., Power**
  
  $\begin{align*}
  & (1, 0, ..., 0) \\
  & (1, 0, ..., 0, v_j, ..., v_{2n}) \\
  & (1, v_1, ..., v_{2n}) \\
  & (0, 0, ..., 0) \\
  \end{align*}$

where $\forall j, v_j \geq 1$

and $\forall i \leq k, v_i \leq v_k$

Figure 4.12: A variant of (sb$^n$+fence) (Fig. 4.11) where we read from the $n$-buffer.

et al. in [ABBM12]. Abstractions over the (bounded) write buffers were suggested as an alternative in [K Vy11, DMVY15].

**Assertion to preserve soundness despite the buffer bound** As the buffer is bounded (the current implementation of goto-instrument can put into buffer up to two writes), we insert an assertion checking that we do not exceed the maximum size of the buffer. We give a low priority to this assertion, since our main objective is to find bugs due to weak memory. If the instrumented program is proved correct despite this assertion, it means it is safe for weak memory. If this assertion is failed, but no other assertion can be violated, one needs to increase the bound of the buffer—in the same way as we perform loop unwinding for bounded model checking.

As expected, in case of unbounded loops, this reachability problem becomes undecidable, as under SC. The unbounded store-buffering of Fig. 4.13 gives an example in which we would need a buffer as large as the unwinding bound. It implements the store-buffering of Fig. 4.11, except that the number of writes is not known in advance and we cannot predict a bound. Note that, in addition to $x$ and $y$, max is a variable shared between threads 1 and 2. Its purpose is only to set an end$^9$ to the iteration of thread 2—it is not an issue if thread 2 uses a former value of max.

$^9$We could have actually replaced the bound $j<\text{max}$ by a non-deterministic choice $\ast$, but this would just increase the state space of the local memory without bringing new behaviours that would involve new environments in the shared memory state space.
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```c
void thd1() {
  for (i = 0; ∗; max = i++)
    x = i+1;
  s = y;
}

void thd2() {
  y = 1;
  for (j = 0; j < max; ++j)
    r[j] = x;
}

for (k = 0; k <= max; sum += r[k++]);
assert( ! (s==0 && sum==0) );
```

Figure 4.13: A variant of store-buffering with an unbounded loop.

4.2.4 Trade-off between detection and instrumentation precisions

Our instrumentation technique is based on two steps:

- the detection of the critical cycles, a static technique relying on an axiomatic semantics;
- the addition of buffers and read sets to the program, following an operational model, so that additional behaviours are revealed dynamically (i.e., during the analysis of an abstract interpreter, symbolic execution engine or model-checker).

These two steps are complementary in terms of precision. Fig. 4.14 displays the trade-off between the precision of these two steps. A very precise instrumentation with a completely imprecise cycle detection would lead to instrumenting all the shared variables—as suggested in [ABP11] and implemented in goto-instrument with the option \texttt{-cav11}. At the other extremity of the spectrum, a very precise cycle detection—value-sensitive, for instance—coupled with a simple instrumentation that would deterministically bufferise specific writes without constraints, would require splitting all the cases, based on the values, and introduce a combinatorial explosion of paths. At both of these extremities, we can expect an important increase of the size of the instrumented program—in terms of number of variables or state space—which makes the verification task at the end of the chain significantly harder.

Placing one’s tool in the middle of the spectrum is not only reducing potentially the quantity and complexity of instrumentation. It also allows us to consider some specific aspects of the weak memory behaviours under either the axiomatic model (at the detection) or under the operational model (at the instrumentation). Properties relating variables would for example be more conveniently checked statically under the
axiomatic model, whereas non-relational properties could be checked more accurately directly at “runtime”, that is, in the instrumentation.

For example, we take into account dependencies in the AEG and at the cycle detection, since it is an additional relation that is reasonable to compute statically and has only a limited impact on the cost of detecting critical cycles. It can nevertheless decrease significantly the number of cycles under Power and ARM. Implementing dependencies between e.g. reads, at the instrumentation level would have required more work. In particular, the pointers associated to local variables involved in critical cycles would not have been sufficient to model precisely the read set with dependencies—more complex structures relating previous read events would have been needed.

Another example on the side of the instrumentation concerns the writes. In the AEG, we completely ignored the values the writes could assign to places in memory. We abstracted the values in order to avoid the calculation of the memory environment step-by-step—which would have required an operational semantics handling weak memory so that the tool would remain sound. The instrumentation however does place some assignments to memory, leading at verification time to the propagation of actual values for the variables.

In our approach, we kept the detection of weak memory patterns (the critical cycles) and the execution/verification of the program to simulate weak memory behaviours completely separate. Introducing symbolic execution at the static cycle detection time would increase the precision, reducing the critical cycles and thus the instrumentation—possibly also introducing some branchings based on specific values inducing some weak memory behaviours. This would be at the cost of the scalability of the static analysis part of the technique, prior to the instrumentation itself. The operational semantics that would have to be put in place at this detection time would also be complex for weak architecture like Power or ARM. The benefit of this compared to using the same operational semantics directly onto the program would be uncertain.
4.3 Experiments

We carried out our method and measured its cost using 8 tools, as summarised in Fig. 4.15. We considered 5 ANSI-C model checkers: a bounded model checker based on CBMC [AKT13]; SatAbs [CKSY05], a verifier based on predicate abstraction, using Boom as the model checker for the Boolean program; ESBMC [CF11], a bounded model checker; Threader [GPR11], a thread-modular verifier; and Q Program Verifier\(^{10}\) (also known as Poirot), which implements a context-bounded translation to sequential programs and checks it with Corral [LQL12]. These tools cover a broad spectrum of symbolic algorithms for verifying SC programs. We also experimented with Blender [KVY11], CheckFence [BAM], and MMChecker [HR06]. We ran our experiments on Linux 2.6.32 64-bit machines at 3.07 GHz (only Poirot was run on a Windows system). In this section, we give an analysis summarising the results. All the results are available at http://www.cprover.org/wmm/esop13.

Disclaimer: The results reported in the dissertation were those obtained with the tools listed in Sec. E.3, in early 2013 for goto-instrument\(–\)mm (published in [AKNT13]) and in 2014 for musketeer (published in [AKNP14]). goto-instrument\(–\)mm and musketeer were based on CProver 4.3, released in February 2013. Results are also available in detail on the webpage www.cprover.org/esop13 and www.cprover.org/cav14.

At the time of writing, we worked at porting goto-instrument\(–\)mm and musketeer to the trunk version of CProver, posterior to the release 4.9, in order to get it integrated to CProver for the release 5.0. This work is finished (both tools are already accessible from CProver’s SVN\(^{11}\)) and we are aiming to reproduce all the results we reported in the dissertation. Most of the results can be obtained again; some of the experiments still need some adjustments to reproduce some results at the time of writing. The installation process of the new tools is simpler, and allows us to make direct use of the new format of goto-binaries used by goto-cc/cbmc.

4.3.1 Validation

First, we systematically validate our setup using 555 litmus tests exposing weak memory artefacts (e.g., instruction reordering, store buffering and write atomicity relaxation) in isolation. The diy tool automatically generates x86, Power and ARM assembly programs implementing an idiom that cannot be reached on SC, but can be

---

\(^{10}\)http://research.microsoft.com/en-us/projects/verifierq/

\(^{11}\)http://www.cprover.org/svn/cbmc/
Figure 4.15: Tools used for the experiments of Sec. 4.3.
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reached on a given model. For example, \((sb)\) (Fig. 4.4(a)) exhibits store buffering, thus the final state can be reached on any weak model, from TSO to Power.

Each litmus test comes with an assertion that models the SC violation exercised by the test, e.g., the outcomes of Fig. 4.4(a) and 4.5(a). Thus, verifying a litmus test amounts to checking whether the model under scrutiny can reach the specified outcome. We then convert these tests automatically into C code, leading to programs of 48 lines on average, involving 2 to 4 threads.

These examples provide assurance that we soundly implement the theory of Sec. 4.1.1: we verify each test w.r.t. SC, i.e., without transformation, then w.r.t. TSO, PSO, RMO, and Power. Despite the tests being small, they provide challenging concurrent idioms to verify. Fig. 4.16 compares the tools on all tests and models. Most tools, with the exception of Blender, CBMC and SatAbs, time out or give wrong results on a vast majority of tests. Blender only expectedly fails on tests involving \texttt{lwsync} fences; CBMC and SatAbs return spurious results in 1.5% of the tests, caused by the over-approximation in the implementation of our instrumentation.

Fig. 4.17 compares the verification time using CBMC over all litmus families (e.g. rfe tests exercise store atomicity, podwr tests exercise the write-read reordering) for different instrumentation options. First, with the restriction to TSO, Fig. 4.17(a) compares the instrumentation of all shared memory accesses proposed in [ABP11] to the weighted transformation (Sec. 4.2.2). On average, we observe a more than 300-fold speedup in verification time. In addition, the reduced instrumentation also yields 246 fewer spurious results. We also quantify the specific benefit of the weighted selection of pairs in Fig. 4.17(b). We compare the cost of the instrumentation of all
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Figure 4.17: Comparison of verification times of CBMC (in seconds, with logarithmic scale) for different instrumentations.
pairs on critical cycles with that of the weighted transformation (Sec. 4.2.2) for all models, tools and tests. The average speedup over all models and tests is still more than one order of magnitude. We give the detailed results for all experiments online.

We also verified several TSO examples that have been used in the literature. Note that these examples in fact only exhibit idioms already covered by our litmus tests (e.g. Dekker corresponds to the (sb) test of Fig. 2.15). Furthermore, we applied the instrumentation to code taken from the Read-Copy-Update algorithm in the Linux kernel and scheduling code in the Apache HTTP server, as well as industrial code from IBM. We observe that the instrumentation tool completes even on such code of up to 28,000 lines in less than 1 second, and in 32 seconds on IBM’s code. We now study one real-life example in detail, an excerpt of the relational database software PostgreSQL.

4.3.2 A case study: worker synchronisation in PostgreSQL

Mid 2011, PostgreSQL developers observed that a regression test occasionally failed on a multi-core PowerPC system.\textsuperscript{12} The test implements a protocol passing a token in a ring of processes. Further analysis drew the attention to an interprocess signalling mechanism. It turned out that the code had already been subject to an inconclusive discussion in late 2010.\textsuperscript{13}

The code in Fig. 4.18 is an inlined version of the problematic code, with an additional assertion in line 7. Each element of the array “latch” is a Boolean variable

\begin{verbatim}
#define WORKERS 2
volatile_Bool latch[WORKERS];
volatile_Bool flag[WORKERS];

void worker(int i)
{   while(!latch[i]);
    for (;;)
{   assert(!latch[i] || flag[i]);
       latch[i] = 0;
       if(flag[i])
{   flag[i] = 0;
       flag[(i+1)%WORKERS] = 1;
       latch[(i+1)%WORKERS] = 1; } }
    while(!latch[i]);
}
\end{verbatim}

Figure 4.18: Token passing in \texttt{pgsql.c}.

\textsuperscript{12}\url{http://archives.postgresql.org/pgsql-hackers/2011-08/msg00330.php}
\textsuperscript{13}\url{http://archives.postgresql.org/pgsql-hackers/2010-11/msg01575.php}
stored in shared memory to facilitate interprocess communication. Each working process waits to have its latch set and then expects to have work to do (from line 9 onwards). Here, the work consists of passing around a token via the array “flag”. Once the process is done with its work, it passes the token on (line 11), and sets the latch of the process the token was passed to (line 12).

Starvation seemingly cannot occur: when a process is woken up, it has work to do (has the token). Yet, the PostgreSQL developers observed that the wait in line 13 (which in the original code is bounded in time) would time out, thus signalling starvation of the ring of processes. The developers identified the memory model of the platform as possible culprit: it was assumed that the processor would at times delay the write in line 11 until after the latch had been set.

We transform the code of Fig. 4.18 for two workers under Power. The event graphs show two idioms: (lb) (load buffering) and (mp) (message passing), in Fig. 4.19. The code fragments on the left-hand side give the corresponding line numbers in Fig. 4.18.

The (lb) idiom contains the two if statements controlling the access to both critical sections. Since the (lb) idiom is yet unimplemented by Power machines (despite being allowed by the architecture [SSA+11]), we believe that this is not the bug observed by the PostgreSQL developers. Yet, it might lead to actual bugs on future machines.

In contrast, the (mp) case is commonly observed on Power machines (e.g. 1.7G/167G on Power 7 [SSA+11]). The (mp) case arises in the PostgreSQL code by the combination of some writes in the critical section of the first worker, and the access to the critical section of the second worker; the relevant code lines are in Fig. 4.19(b).

We first check the fully transformed code with SatAbs. After 21.34 seconds, SatAbs provides a counterexample (given online), where we first execute the first worker up to line 13. All accesses are w.r.t. memory, except at lines 11 and 12, where the values 0 and 1 are stored into the buffers of flag[0] and flag[1]. Then the second worker starts, reading the updated value 1 of latch[1]. It exits the blocking while (line 5) and reaches the assertion. Here, latch[1] still holds 1, and flag[1] still holds 0, as Worker 0 has not yet flushed the write waiting in its buffer. Thus, the condition of the if is not true, the critical section is skipped, and the program arrives at line 13, without having authorised the next worker to enter the critical section, and loops forever.

As (mp) can arise on Power e.g., because of non-atomic writes, we know by Sec. 4.1.3 that we only need to transform one rfe pair of the cycle, and relaunch the
verification. SatAbs spends 1.29 seconds to check it (and finds a counterexample, as previously).

PostgreSQL developers discussed fixes, but only committed comments to the code base, as it remained unclear whether the intended fixes were appropriate. We proposed a provably correct patch solving both \((lb)\) and \((mp)\). After discussion with the developers\(^\text{14}\), we improved it to meet the developers’ desire to maintain the current API. The final patch introduces two \texttt{1wsync} barriers: after line 8 and before line 12.

### 4.4 Novelty of our contribution w.r.t. the related work

In this chapter, we focussed on safety verification, that is, the error state/violated assertion reachability—and not on the SC-robustness restoration, in which all the non-SC behaviours need to be prevented. We address the latter in Chap. 5. The reachability problem is non-primitive recursive for TSO [ABBM10]. Even if loops are bounded, it is still undecidable if read/write or read/read pairs can be reordered, as in RMO-like models [ABBM10]. Forbidding causal loops restores decidability; relaxing write atomicity makes the problem undecidable again [ABBM12].

Existing solutions use various bounds over the objects of the model [ABP11, KVY10], over-approximate the possible program behaviours [KVY11, JYKS12], or relinquish termination [LW11]. For TSO, [AAC\textsuperscript{+}12] presents a sound and complete solution. We present a provably sound method that allows to lift any SC method or tool to a large spectrum of weak memory models, ranging from x86 to Power. We build an operational model; [OSS09] presented such a model, but theirs is restricted to TSO. Given the undecidability of the problem, we cannot provide completeness, as we focus on soundness. We do not use any bound in our theoretical model (Sec. 4.1.1),

\(^{14}\)http://archives.postgresql.org/pgsql-hackers/2012-03/msg01506.php
but our implementation uses finite buffers with assertions checking that we do not exceed the bound (Sec. 4.2).

Our approach also reduces the amount of instrumentation in a provably sound manner. Unlike [ABP11], we only instrument selected shared memory accesses. For TSO this would follow immediately from [BMM11], but we generalise to models such as Power.

4.5 Summary

In this chapter, we first explained how to instrument an event structure as defined in Chap. 2 so that it would permit all the executions valid on a targeted architecture. This consists of placing non-deterministic writes and reads to buffers and queues in the delays of the critical cycles that could exist in the event structure. We exploited the results of Chap. 3 to extend this instrumentation to actual C programs. We first detect static critical cycles that might occur in the code, using the static analysis described in Chap. 3. Then we insert some static non-deterministic delays of writes and reads to memory, with the help of additional queues and buffers. We finally optimise the global placement of these instrumentations with an integer linear program in order to minimise the runtime overhead induced by the instrumentation.

We implemented this approach in goto-instrument and validated it over 500+ Litmus tests\(^{15}\), that are short examples that test corner-cases of multi-core processor concurrency. We then experimented it on some classic algorithms from the literature—like Peterson’s mutual exclusion algorithm—and we reproduced a bug of weak memory detected\(^{16}\) in Pgsql.

\(^{15}\)http://diy.inria.fr/doc/litmus.html

\(^{16}\)http://www.postgresql.org/message-id/24241.1312739269@sss.pgh.pa.us
Chapter 5
Synchronisation Synthesis over Weak Memory
In this chapter, we introduce a synchronisation synthesis technique to restore primarily sequential consistency. As we explained in Chap. 2, reasoning with interleavings in mind is simpler than with all the processor specifics. Restoring sequential consistency might slightly worsen the performance of the final program, but it can ensure a better readability, understanding and thus simplify the maintenance of the program and its correctness. It does not mean that all the accesses to shared memory will happen in order. Some access reorderings that do not impact the semantics of the program are still allowed (as opposed to under strict consistency).

The technique that we describe in this chapter makes use of the critical cycle detection introduced in Chap. 3. Once we have collected the cycles, we construct an integer linear program (ILP) that implicitly encodes the semantics of the synchronisations preventing reorderings. The solution of this ILP optimises the placement and type of synchronisations inserted so that the program becomes sequentially consistent—hence, any execution of this program can be modelled as an interleaving.

This technique is not limited to the restoration of sequential consistency. One can restore to a memory model weaker than SC, such as x86 or PSO. Porting a program written for x86 to ARM would not necessarily require restoring SC. For instance, if the program is known to be correct for x86—and thus more efficient than under SC—then one may try to prevent only reorderings that would not be allowed under x86.

Plan of the chapter
In this chapter, we first explain the problem of synchronisation synthesis in the context of weak memory models. We then suggest an optimisation problem that would address it, and explain one ILP encoding that solves it. We detail how to introduce the synchronisation mechanisms in the program in practice, before measuring and analysing the impact of the inferred synchronisations over program runtime. We test the technique over a large set of benchmarks. We finally propose some alternative, more sophisticated encodings and show that, despite involving less variables, they actually have very little impact over the performance of the tool. We conclude with a comparison against the other existing techniques for synthesising memory synchronisations.
5.1 INTRODUCTION TO OPTIMISED FENCE SYNTHESIS

Concurrent programs are hard to design and implement, especially when running on multiprocessor architectures. Multiprocessors allow more behaviours than SC. This has a dramatic effect on programmers, most of whom learned to program with SC. Fortunately, architectures provide special fence (or barrier) assembly instructions to prevent certain behaviours. Processors implementing Power and ARM architectures also ensure that accesses to shared memory that are in dependency cannot be reordered. We will explain the concept of dependency in the next paragraph. Both the questions of where and how to insert fences are contentious, as fences are architecture-specific and expensive.

Attempts at automatically placing fences include the Visual Studio 2013 compiler, which offers an option to guarantee acquire/release semantics. The C++11 standard provides an elaborate API for inter-thread communication, giving the programmer some control over which fences are used, and where. The use of such APIs might be a hard task, even for expert programmers. For example, Norris and Demsky reported a bug found in a published C11 implementation of a work-stealing queue [ND13].

We address here the question of how to synthesise fences, i.e. automatically place them in a program to enforce robustness/stability [BMM11, AM11], defined in Chap. 2.3. This ensures that when the program is run on a processor implementing a weaker memory consistency, no additional behaviours impacting the semantics of the program would be observed. This should lighten the programmer’s burden. The fence synthesis tool is based on the AEGs of Chap. 3, which relies on the precise model of weak memory introduced by [Alg10].

Finally, considering models à la Power makes the problem significantly more difficult than Intel x86, that offers only one fence (mfence). Power offers a variety of synchronisation: fences (e.g. sync and lwsync), or dependencies (address, data or control). This diversity makes the optimisation more subtle: one cannot simply minimise the number of fences, but rather has to consider the costs of the different synchronisation mechanisms. It might be cheaper to use one full fence than four dependencies.
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We summarise in Fig. 5.1 the effect of the fences for x86 and Power. An mfence under x86 will prevent the write-read reorderings. The other orders are anyway enforced by the architecture. The memory consistency of Power is significantly weaker than x86’s one, and all the orders without dependencies can be relaxed. A full fence sync is available, but isync and lwsync should be used whenever possible as they are cheaper than sync. The dependencies between two events mean that these two events either manipulate the same data or address register (data or address dependency) or they are conditioned by a conditional control. Processors implementing Power will enforce this order, i.e., they will not allow the reorderings of events in dependencies. Dependency is a notion from the hardware, and the compiler simply ignores it, as we discuss in Sec. 5.3. We provide in the same section a way to enforce\(^2\) the dependency from the C program down to the machine code.

ARM fences are similar to Power with the following mapping: the isb is equivalent to isync, the dmb and dsb are full fences like sync, and dependencies are similarly preserved. There is however no lightweight fence lwsync available.

**Axiomatic approach** In verification, models commonly adopt an operational style, where an execution is an interleaving of transitions accessing the memory (as in strict consistency). To address weaker architectures, the models are augmented with buffers and queues that implement the features of the hardware. Similarly, a good fraction of the fence synthesis methods, e.g. [LW13, KYY10, KYY11, LNP+12, AAC+13, BDM13], rely on operational models to describe executions of programs.

Thus, methods using operational models inherit the limitations of methods based on interleavings, e.g. the “severely limited scalability”, as [LNP+12] puts it. Indeed, none of them scale to programs with more than a few hundred lines of code, due to the very large number of executions a program can have. Another impediment to scalability is that these methods establish if there is a need for fences by exploring the executions of a program one by one.

\(^1\)A conditional branching would also prevent a poRW reordering. However, we do not synthesise artificial conditional branchings, as we observed that GCC was simplifying it in most of the cases, even with -00—thus allowing the unwanted poRW reordering.

\(^2\)Daniel Poetzl noted that even though we force the compiler to respect the “hardware” orders that we impose, it might itself reorder accesses to shared memory for non-volatile declared variables. Our study is restricted to the hardware concurrency—we assume that the compiler do not reorder memory accesses in the assembly code it generates. As noted by Daniel Kroening, this might however constitute a memory model by itself, comparable to the one we use here, with the potential of reusing the same techniques and tools. We will briefly discuss this opportunity in the further work section of Chap. 6.
5.2 Synthesis

In this approach, we rely on the AEG that we computed in Chap. 3 to find all the critical cycles and exploit this (static) knowledge to determine where to place fences and which type of fences to place without enumerating the combinations of fences that would satisfy the problem—that is, restoring SC.

5.2 Synthesis

In Fig. 5.2, we have an AEG with five threads: \{a, b\}, \{c, d\}, \{e, f, g, h\}, \{i, j\} and \{k, l\}. Each node is an abstract event computed as in the previous section. The dashed edges represent the pos between abstract events in the same thread. The full lines represent the edges involved in a cycle. Thus the AEG of Fig. 5.2 has four potential critical cycles. We derive the set of constraints in a process we define later in this section. We now have a set of cycles to forbid by placing fences. Moreover, we want to optimise the placement of the fences.

**Challenges** If there is only one type of fence (as in TSO, which only features mfence), optimising only consists of placing a minimal amount of fences to forbid as many cycles as possible. For example, placing a full fence sync between \( f \) and \( g \) in Fig. 5.2 might forbid cycles 1, 2 and 3 under Power, whereas placing it somewhere else might forbid at best two amongst them.
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Input: AEG \((E_s, p_{os}, cmp)\) and potential critical cycles \(C = \{C_1, ..., C_n\}\)

Problem: minimise \(\sum_{(l, t) \in \text{potential-places}(C)} t_i \times \text{cost}(t)\)

Constraints: for all \(d \in \text{delays}(C)\)

- if \(d \in \text{poWR}\) then \(\sum_{e \in \text{between}(d)} f_e \geq 1\)
- if \(d \in \text{poWW}\) then \(\sum_{e \in \text{between}(d)} f_e + \text{lwf}_e \geq 1\)
- if \(d \in \text{poRW}\) then \(dp_d + \sum_{e \in \text{between}(d)} f_e + \text{lwf}_e \geq 1\)
- if \(d \in \text{poRR}\) then \(dp_d + \sum_{e \in \text{between}(d)} f_e + \text{lwf}_e + \sum_{e \in \text{ctrl}(d)} cf_e \geq 1\)

(* for Power *)

- if \(d \in \text{cmp}\) then \(\sum_{e \in \text{cumul}(d)} f_e + \sum_{e \in \text{cumul}(d) \cap \neg \text{poWR} \cap \neg \text{poRW}} \text{lwf}_e \geq 1\)

Output: the set \(\text{actual-places}(C)\) of pairs \((l, t)\) s.t. \(t_i\) is set to 1 in the ILP solution

Figure 5.3: ILP for inferring fence placements.

Since we handle several types of fences for a given architecture (e.g. dependencies, lwsync and sync on Power), we can also assign some cost to each of them. For example, following the folklore, a dependency is less costly than an lwsync, which is itself less costly than a sync. Given these costs, one might want to minimise their sum along different executions: to forbid cycles 1, 2 and 3 in Fig. 5.2, a single lwsync between \(f\) and \(g\) can be cheaper at runtime than three dependencies respectively between \(e\) and \(g\), \(f\) and \(g\), and \(f\) and \(h\). However, if we had only cycles 1 and 2, the dependencies would be cheaper. We see that we have to optimise both the placement and the type of fences at the same time.

We model our problem as an integer linear program (ILP) (see Fig. 5.3), which we explain in this section. Solving our ILP gives us a set of fences to insert to forbid the cycles. This set of fences is optimal in that it minimises the cost function. More precisely, the constraints are the cycles to forbid, each variable represents a fence to insert, and the cost function sums the cost of all fences.

5.2.1 Cost function of the ILP

We handle several types of fences: full (f), lightweight (lwf), control fences (cf), and dependencies (dp). On Power, the full fence is sync, the lightweight one lwsync. We write \(\mathbb{T}\) for the set \{dp, f, cf, lwf\}. We assume that each type of fence has an a priori cost (e.g. a dependency is cheaper than a full fence), regardless of its location in the code. We write \(\text{cost}(t)\) for \(t \in \mathbb{T}\) for this cost.

We take as input the AEG of our program and the potential critical cycles to
fence. We define two sets of pairs \((l, t)\) where \(l\) is a \(po_s\) edge of the AEG and \(t\) a type of fence. We introduce an ILP variable \(t_l\) (in \(\{0, 1\}\)) for each pair \((l, t)\).

The set **potential-places** is the set of such pairs that can be inserted into the program to forbid the cycles. The set **actual-places** is the set of such pairs that have been set to 1 by our ILP. We output this set, as it represents the locations in the code in need of a fence and the type of fence to insert for each of them. We also output the total cost of all these insertions, i.e. \(\sum_{(l,t) \in \text{potential-places}(C)} t_l \times \text{cost}(t)\). The solver should minimise this sum whilst satisfying the constraints.

### 5.2.2 Constraints in the ILP

We want to forbid all the cycles in the set that we are given after filtering, as explained in the preamble of this section. This requires placing an appropriate fence on each delay for each cycle in this set. Different delay pairs might need different fences, depending e.g. on the directions (write or read) of their extremities. Essentially, we follow the table in Fig. 5.1. For example, a write-read pair needs a full fence (e.g. \(mfence\) on x86, or \(sync\) on Power). A read-read pair can use anything amongst dependencies and fences. Our constraints ensure that we use the right type of fence for each delay pair.

**Inequalities as constraints**  We first assume that all the program order delays are in \(po_s\) and we ignore Power and ARM special features (dependencies, control fences and communication delays). This case deals with relatively strong models, ranging from TSO to RMO. We relax these assumptions below.

In this setting, **potential-places**\((C)\) is the set of all the \(po_s\) delays of the cycles in \(C\). We ensure that every delay pair for every execution is fenced, by placing a fence on the static \(po_s\) edge for this pair, and this for each cycle given as input. Thus, we need at least one constraint per static delay pair \(d\) in each cycle.

If \(d\) is of the form \(poWR\), as \((g, h)\) in Fig. 5.2 (cycle 4), only a full fence can fix it (cf Fig. 5.1), thus we impose \(f_d \geq 1\). If \(d\) is of the form \(poRR\), as \((f, h)\) in Fig. 5.2 (cycle 3), we can choose any type of fence, i.e. \(dp_d + cf_d + lwf_d + f_d \geq 1\).

Our constraints cannot be equalities because it is not certain that the resulting system would be satisfiable. To see this, suppose our constraints were equalities, and consider Fig. 5.2 limited to cycles 2, 3 and 4. Using only full fences, lightweight fences, and dependencies (i.e., ignoring control fences for now), we would generate the constraints (i) \(lw_{f,(f,g)} + f_{(f,g)} = 1\) for the delay \((f,g)\) in cycle 2, (ii) \(dp_{(f,h)} + lw_{f,(f,h)} + \)
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\[ f_{(f,h)} + lwf_{(g,h)} + f_{(g,h)} = 1 \] for the delay \((f, h)\) in cycle 3, and \((iii) f_{(g,h)} = 1\) for the delay \((g, h)\) in cycle 4.

Preventing the delay \((g, h)\) in cycle 4 requires a full fence, thus \(f_{(g,h)} = 1\). By the constraint \((ii)\), and since \(f_{(g,h)} = 1\), we derive \(f_{(f,g)} = 0\) and \(lwf_{(f,g)} = 0\). But these two equalities are not possible given the constraint \((i)\). By using inequalities, we allow several fences to live on the same edge. In fact, the constraints only ensure the soundness; the optimality is fully determined by the cost function to minimise.

**Delays** are in fact in \(po^+_s\), not always in \(po_s\): in Fig. 5.2, the delay \((e, g)\) in cycle 1 does not belong to \(po_s\) but to \(po^+_s\). Thus given a \(po^+_s\) delay \((x, y)\), we consider all the \(po_s\) pairs which appear between \(x\) and \(y\), i.e.:

\[
\text{between}(x, y) \triangleq \{(e_1, e_2) \in po_s \mid (x, e_1) \in po_s \land (e_2, y) \in po_s\}
\]

For example in Fig. 5.2, we have \(\text{between}(e, g) = \{(e, f), (f, g)\}\). Thus, ignoring the use of dependencies and control fences for now, for the delay \((e, g)\) in Fig. 5.2, we will not impose \(f_{(e,g)} + lwf_{(e,g)} \geq 1\) but rather \(f_{(e,f)} + lwf_{(e,f)} + f_{(f,g)} + lwf_{(f,g)} \geq 1\). Indeed, a full fence or a lightweight fence in \((e, f)\) or \((f, g)\) will prevent the delay in \((e, g)\).

**Dependencies** need more care, as they cannot necessarily be placed anywhere between \(e\) and \(g\) (in the formal sense of \(\text{between}(e, g)\)): \(dp_{(e,f)}\) or \(dp_{(f,g)}\) would not fix the delay \((e, g)\), but simply maintain the pairs \((e, f)\) or \((f, g)\), leaving the pair \((e, g)\) free to be reordered. Thus if we choose to synchronise \((e, g)\) using dependencies, we actually need a dependency from \(e\) to \(g\): \(dp_{(e,g)}\). Dependencies only apply to pairs that start with a read; thus for each such pair (see the \(poRW\) and \(poRR\) cases in Fig. 5.3), we add a variable for the dependency: \((e, g)\) will be fixed with the constraint \(dp_{(e,g)} + f_{(e,f)} + lwf_{(e,f)} + f_{(f,g)} + lwf_{(f,g)} \geq 1\).

**Control fences** placed after a conditional branch (e.g. \(bne\) on Power) prevent speculative reads after this branch (see Fig. 5.1). Thus, when building the AEG, we built a set \(poC\) for each branch, which gathers all the pairs of abstract events such that the first one is the last event before a branch, and the second is the first event after that branch. We can place a control fence before the second component of each such pair, if the second component is a read. Thus, we add \(cf_e\) as a possible variable to the constraint for read-read pairs (see \(poRR\) case in Fig. 5.3, where \(ctrl(d) = \text{between}(d) \cap poC\)).
5.3. INSERTION OF FENCES AND DEPENDENCIES

Given an AEG, we return the static program order edges where we should place a fence to forbid the critical cycles. Then we have some freedom for the fence placement in the actual code. Consider e.g. the program on the left of Fig. 5.5. The corresponding AEG is $(Rx, Ry) \in po_s$. To fence this edge, we can place a fence either as in
Fig. 5.5(b) or in Fig. 5.5(c), namely just after the first component of a delay pair, or just before the last. Our tool offers these two options. We next illustrate how we concretely insert fences and dependencies in a piece of C code.

**Fences** are all handled the same way; we simply inline an assembly fence. For example, for a read-read pair separated by a branch (lines 3 and 5 in Fig. 5.6 on the left), we can insert a control fence, e.g. `isb` on ARM. The compiler keeps the fence in place, as one can see in the compiled code in Fig. 5.6 on the right. The while loop (including the read of \(x\)) is implemented by lines 3 to 6, then comes the `isb` (line 7), and the read of \(y\) corresponds to lines 8 and 9.

**Dependencies** force us to rewrite the code. Consider a read-read pair, corresponding to lines 3 and 9 on the left of Fig. 5.7. We enforce an *address dependency* from the read of \(x\) to the read of \(y\), by using a register (r3) to perform some computation which always returns 0 (in this case xoring a register with itself), then add this result to the address of \(y\). Again, the compiler does not optimise this dependency (see lines 4 to 8 on the right of Fig. 5.7).

### 5.4 Experiments and Impact

We implemented our new method, in addition to all the methods described in Sec. 5.7, in our tool musketeer, using glpk ([http://www.gnu.org/software/glpk](http://www.gnu.org/software/glpk)) as the ILP solver. musketeer is a completely automated source-to-source transformation for concurrent C program. Once the locations and types of fences have been inferred, the

```
void* t0(void* arg) {
    int r1;
    while(x);
    __asm__ volatile ("isb");
    r1 = y;
}
```

```
t0:
    ldr r2,.L5
    .L2:
    ldr r3,[r2,#0]
      cmp r3,#0
    bne .L2
    isb
    ldr r3,.L5+4
    ldr r3,[r3,#0]
    bx lr
  .L5:
```

Figure 5.6: `isb.c` and `isb-O3.s`.  
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134
**EXPERIMENTS AND IMPACT**

```c
void t0(void* arg) {
    int r1, r2;
    r1 = x;
    int r3;
    asm volatile (
        "eors,%0, %1, %1"
        : "=r"(r3)
        : "r"(r1));
    r2 = *(&y + r3);
}
```

```c
gcc -O3 -S
```

Figure 5.7: `addr.c` and `addr-03.s`.

insertion in the source itself is performed by a script. This step is reasonably straightforward for memory fences. The difficulty mainly lies in extracting accesses from expressions into temporary assignments when necessary and then taking into account the syntactical structure of the program before inserting the inline assembly—which is sometimes not trivial in the presence of loops or advanced controls. Inserting dependencies in C is more challenging, due to the multiple optimisations that the compiler will perform. We explained how we address this issue in Sec. 5.3.

We compare our method and the methods we reimplemented to the existing tools listed in Sec. 5.7 on classic examples from literature and some Debian executables in Sec. 5.4.1. We finally check the impact on runtime of the fences inferred and inserted in *memcached*, a Debian executable of about 10000 lines of code.

Currently, in order to infer fences for a program, *musketeer* needs an entry point (usually the `main` function) in order to over-approximate the interfering threads. In [AMT13], Michael Tautschnig used a specific harness calling the functions of a classic series for TSO.

<table>
<thead>
<tr>
<th>CLASSIC</th>
<th>Dek</th>
<th>Pet</th>
<th>Lam</th>
<th>Szy</th>
<th>Par</th>
</tr>
</thead>
<tbody>
<tr>
<td>LoC</td>
<td>50</td>
<td>37</td>
<td>72</td>
<td>54</td>
<td>96</td>
</tr>
<tr>
<td>dfence</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>memorax</td>
<td>0.4</td>
<td>2.2</td>
<td>1.4</td>
<td>2.8</td>
<td>1.2</td>
</tr>
<tr>
<td><strong>musketeer</strong></td>
<td><strong>0.0</strong></td>
<td><strong>5.0</strong></td>
<td><strong>3.0</strong></td>
<td><strong>8.0</strong></td>
<td><strong>8.0</strong></td>
</tr>
<tr>
<td>offence</td>
<td>0.0</td>
<td>2.0</td>
<td>0.0</td>
<td>8.0</td>
<td>8.0</td>
</tr>
<tr>
<td>pensieve</td>
<td>0.0</td>
<td>16.0</td>
<td>0.0</td>
<td>0.0</td>
<td>22.0</td>
</tr>
<tr>
<td>remmex</td>
<td>0.5</td>
<td>2.0</td>
<td>0.5</td>
<td>2.0</td>
<td>4.0</td>
</tr>
<tr>
<td>trencher</td>
<td>1.6</td>
<td>2.0</td>
<td>1.3</td>
<td>1.7</td>
<td>4.0</td>
</tr>
</tbody>
</table>

Figure 5.8: All tools on the classic series for TSO
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Figure 5.9: All tools on the fast series for TSO

library non-deterministically inside a loop. A similar approach could be implemented in musketeer to analyse APIs.

Note that musketeer currently makes no assumption regarding potential APIs used in programs that would allow reorderings on purpose (e.g., the Read Copy Update API in the Linux kernel). Because musketeer does not evaluate conditions, it might infer unnecessary fences in case of, e.g., compare and swaps. One way to avoid these fences could consist of annotating the programs or APIs so that cycles involving these intended reorderings would be ignored by the tool. Other strategies based on filtering of the cycles (for instance, only minimising the existing fences inserted by the users) could also be applied.

5.4.1 Experiments and benchmarks

Our tool analyses C programs. dfence also handles C code, but requires some high-level specification for each program, which was not available to us. memorax works on a process-based language that is specific to the tool. offence works on a subset of assembler for x86, ARM and Power. pensieve originally handled Java, but we did not have access to it and have therefore re-implemented the method. remmex handles Promela-like programs. trencher analyses transition systems. Most of the tools come with some of the benchmarks in their own languages; not all benchmarks were however available for each tool. We have re-implemented some of the benchmarks for offence.

We now detail our experiments. classic and fast gather examples from the literature and related work. The debian benchmarks are packages of Debian Linux 7.1. classic and fast were run on a x86-64 Intel Core2 Quad Q9550 machine with 4 cores (2.83 GHz) and 4 GB of RAM. debian was run on a x86-64 Intel Core i5-3570 machine with 4 cores (3.40 GHz) and 4 GB of RAM.
<table>
<thead>
<tr>
<th>Tool</th>
<th>LoC nodes</th>
<th>TSO fences</th>
<th>TSO time</th>
<th>Power fences</th>
<th>Power time</th>
</tr>
</thead>
<tbody>
<tr>
<td>memcached</td>
<td>9944</td>
<td>3</td>
<td>13.9s</td>
<td>70</td>
<td>89.9s</td>
</tr>
<tr>
<td>lingot</td>
<td>2894</td>
<td>0</td>
<td>5.3s</td>
<td>5</td>
<td>5.3s</td>
</tr>
<tr>
<td>weborf</td>
<td>2097</td>
<td>0</td>
<td>0.7s</td>
<td>0</td>
<td>0.7s</td>
</tr>
<tr>
<td>timemachine</td>
<td>1336</td>
<td>2</td>
<td>0.8s</td>
<td>16</td>
<td>0.8s</td>
</tr>
<tr>
<td>see</td>
<td>2626</td>
<td>0</td>
<td>1.4s</td>
<td>0</td>
<td>1.5s</td>
</tr>
<tr>
<td>blktrace</td>
<td>1567</td>
<td>0</td>
<td>6.5s</td>
<td>– timeout</td>
<td></td>
</tr>
<tr>
<td>ptunnel</td>
<td>1249</td>
<td>2</td>
<td>95.0s</td>
<td>– timeout</td>
<td></td>
</tr>
<tr>
<td>proxsmtpd</td>
<td>2024</td>
<td>0</td>
<td>0.1s</td>
<td>0</td>
<td>0.1s</td>
</tr>
<tr>
<td>ghostess</td>
<td>2684</td>
<td>0</td>
<td>25.9s</td>
<td>0</td>
<td>25.9s</td>
</tr>
<tr>
<td>dnshistory</td>
<td>1516</td>
<td>1</td>
<td>29.4s</td>
<td>9</td>
<td>64.9s</td>
</tr>
</tbody>
</table>

Figure 5.10: musketeer on selected benchmarks in Debian series for TSO and Power

**classic** consists of Dekker’s mutex (Dek) [Dij65]; Peterson’s mutex (Pet) [Pet81]; Lamport’s fast mutex (Lam) [Lam87]; Szymanski’s mutex (Szy) [Szy88]; and Parker’s bug (Par) [Dic09]. We ran all tools in this series for TSO (the model common to all). For each example, Fig. 5.9 and Fig. 5.8 give the number of fences inserted, and the time (in sec) needed. When an example is not available in the input language of a tool, we write “–”. The first four tools place fences to enforce stability/robustness [AM11, BMM11]; the last three to satisfy a given safety property. We used memorax with the option -o1, to compute one maximal permissive set and not all. For remmex on Szymanski, we give the number of fences found by default (which may be non-optimal). Its “maximal permissive” option lowers the number to 2, at the cost of a slow enumeration. As expected, musketeer is less precise than most tools, but outperforms all of them.

**fast** gathers Cil, Cilk 5 Work Stealing Queue (WSQ) [FLR98]; CL, Chase-Lev WSQ [CL05]; Fif, Michael et al.’s FIFO WSQ [MVS09]; Lif, Michael et al.’s LIFO WSQ [MVS09]; Anc, Michael et al.’s Anchor WSQ [MVS09]; Har, Harris’ set [DFG+00]. For each example and tool, Fig. 5.8 gives the number of fences inserted (under TSO) and the time needed to do so. For dfence, we used the setting of [LNP+12]: the tool has up to 20 attempts to find fences. We were unable to apply dfence on some of the fast examples: we thus reproduce the number of fences given in [LNP+12], and write ~ for the time. We applied musketeer to this series, for all architectures. The fencing times for TSO and Power are almost identical, except for the largest example, namely Har (0.1 s vs 0.6 s).
debian gathers 374 executables. These are a subset of the goto-programs that have been built from packages of Debian Linux 7.1 by Michael Tautschnig. A small excerpt of our results is given in Fig. 5.10. The full data set is provided at \url{http://www.cprover.org/wmm/musketeer}. For each program, we give the lines of code and number of nodes in the AEG. We used musketeer on these programs to demonstrate its scalability and its ability to handle deployed code. Most programs already contain fences or operations that imply them, such as compare-and-swaps or locks. Our tool musketeer takes these fences into account and infers a set of additional fences sufficient to guarantee SC. The largest program we handle is memcached (~ 10000 LoC). Our tool needs 13.9 s to place fences for TSO, and 89.9 s for Power. A more meaningful measure for the hardness of an instance is the number of nodes in the AEG. For example, ptunnel has 1867 nodes and 1249 LoC. The fencing takes 95.0 s for TSO, but times out for Power due to the number of cycles. Not all fences inferred by musketeer are necessary to enforce SC, due to the imprecision introduced by the AEG abstraction. However, as Section 5.4.2 will show, the execution time overhead of the program versions with fences inserted by musketeer is still very low.

5.4.2 Impact of inferred fences on runtime

Before optimising the placement of fences, we investigated whether naive approaches to fence insertion indeed have a negative performance impact. To that end, we measured the overhead of different fencing methods on a stack and a queue from the liblfds lock-free data structure package (\url{http://liblfds.org}). For each data structure, we built a harness (consisting of 4 threads) that concurrently invokes its operations. We built several versions of the above two programs:

- (M) with fences inserted by our tool musketeer;

- (P) with fences following the delay set analysis of the pensieve compiler [SFW+05], i.e. a static over-approximation of Shasha and Snir’s eponymous (dynamic) analysis [SS88] (see also the discussion of Lee and Padua’s work [LP01] in Sec. 5.7);

- (V) with fences following the Visual Studio policy, i.e. guaranteeing acquire/release semantics (in the C11 sense [c1111]), but not SC, for reads and writes of volatile variables (see \url{http://msdn.microsoft.com/en-us/library/vstudio/jj635841.aspx}, accessed 04-11-2013). On x86, no fences are necessary as the model is sufficiently strong already; hence, we only provide data for ARM;
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Figure 5.11: Overheads for the different fencing strategies

- (E) with fences after each access to a shared variable;
- (H) with an mfence (x86) or a dmb (ARM) after every assembly instruction that writes (x86) or reads or writes (ARM) static global or heap data.

We emphasise that these experiments required us to implement (P), (E) and (V) ourselves, in order for them to handle the architectures that we considered. This means in particular that our tool provides the pensieve policy (P) for TSO, Power and ARM, whereas the original pensieve targeted Java only.

We ran all versions 100 times, on an x86-64 Intel Core i5-3570 with 4 cores (3.40 GHz) and 4 GB of RAM, and on an ARMv7 (32-bit) Samsung Exynos 4412 with 4 cores (1.6 GHz) and 2 GB of RAM.

For each program version, Fig. 5.11 shows the mean overhead w.r.t. the unfenced program. We give the overhead (in %) in user time (as given by Linux time), i.e. the time spent by the program in user mode on the CPU. Amongst the approaches that guarantee SC (i.e. all but v), the best results were achieved with our tool musketeer.

We checked the statistical significance of the execution time improvement of our method over the existing methods by computing and comparing the confidence intervals for a sample size of $N = 100$ and a confidence level $1 - \alpha = 95\%$ in Fig. 5.14. If the confidence intervals for two methods are non-overlapping, we can conclude that the difference between the means is statistically significant.
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<table>
<thead>
<tr>
<th>(O)</th>
<th>stack on x86</th>
<th>stack on ARM</th>
<th>queue on x86</th>
<th>queue on ARM</th>
</tr>
</thead>
<tbody>
<tr>
<td>(M)</td>
<td>[9.818; 9.850]</td>
<td>[11.316; 11.408]</td>
<td>[12.067; 12.099]</td>
<td>[20.687; 20.857]</td>
</tr>
<tr>
<td>(P)</td>
<td>[10.077; 10.155]</td>
<td>[11.995; 12.109]</td>
<td>[13.339; 13.373]</td>
<td>[22.035; 22.240]</td>
</tr>
<tr>
<td>(E)</td>
<td>[11.316; 11.360]</td>
<td>[13.071; 13.200]</td>
<td>[13.949; 13.981]</td>
<td>[22.722; 22.903]</td>
</tr>
<tr>
<td>(H)</td>
<td>[12.286; 12.325]</td>
<td>[14.676; 14.844]</td>
<td>[14.941, 14.963]</td>
<td>[25.468; 25.633]</td>
</tr>
</tbody>
</table>

Figure 5.12: Confidence intervals for data structure experiments.

5.4.3 A case study: Memcached

We finally measure the impact of fences for the program memcached, running experiments similar to those in Sec. 5.4.2. As we mentioned in Sec. 5.4.1, musketeer inferred 3 fences under TSO and 70 under Power. We built new versions of memcached according to the fencing strategies described in Sec. 5.4.2. We used in particular the memtier benchmarking tool to generate a workload for the memcached daemon, and killed the daemon after 60 s. Fig. 5.11 shows the mean overhead w.r.t. the original, unmodified program.

![Figure 5.13: Runtime overheads due to inserted fences in memcached for each strategy](image)

Adding a fence after every access to static or heap data has a significant performance effect. Similarly, adding fences via an escape analysis is expensive, yielding overheads of up to 17.5%. Amongst the approaches guaranteeing SC (i.e. all but v), the best results were achieved with our tool musketeer. We again computed the confidence intervals to check the statistical significance in Fig. 5.14.
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<table>
<thead>
<tr>
<th></th>
<th>stack on x86</th>
<th>stack on ARM</th>
<th>queue on x86</th>
<th>queue on ARM</th>
</tr>
</thead>
<tbody>
<tr>
<td>(O)</td>
<td>[9.757; 9.798]</td>
<td>[11.291; 11.369]</td>
<td>[11.947; 11.978]</td>
<td>[20.441; 20.634]</td>
</tr>
<tr>
<td>(M)</td>
<td>[9.818; 9.850]</td>
<td>[11.316; 11.408]</td>
<td>[12.067; 12.099]</td>
<td>[20.687; 20.857]</td>
</tr>
<tr>
<td>(P)</td>
<td>[10.077; 10.155]</td>
<td>[11.995; 12.109]</td>
<td>[13.339; 13.373]</td>
<td>[22.035; 22.240]</td>
</tr>
<tr>
<td>(E)</td>
<td>[11.316; 11.360]</td>
<td>[13.071; 13.200]</td>
<td>[13.949; 13.981]</td>
<td>[22.722; 22.903]</td>
</tr>
<tr>
<td>(H)</td>
<td>[12.286; 12.325]</td>
<td>[14.676; 14.844]</td>
<td>[14.941; 14.963]</td>
<td>[25.468; 25.633]</td>
</tr>
</tbody>
</table>

Figure 5.14: Confidence intervals for data structure experiments

5.5 Alternative encodings

“We can fence faster with bi-cycles!”

The key point of the encoding that we introduced in Sec. 5.2 is that our ILP variables are po$^+_s$ edges and they are associated with simple rules—the constraints that we construct following the five (meta-) “Constraints” lines in Fig. 5.3. Other techniques would consider all the po$^+_s$ edges that could be involved in some critical cycles and how they relate to each other—a fence on a po$^+_s$ edge can affect another sub-po$^+_s$ edge and so on. po$^+_s$ edges are also convenient because they are easy to collect from the AEG and linear in the size of the graph, whereas po$^+_s$ edges can be in exponential number.

Working on the po$^+_s$ edges is, however, the lowest level of abstraction in the AEG, and one might not need this level of granularity to infer fences. In Fig. 5.15, for instance, we do not need to take into account all the po$^+_s$ edges (i.e. $\{(a, b), (c, d), (e, f_i), (f_n, g)\} \cup \bigcup_{i=1,\ldots,n-1}\{(f_i, f_{i+1})\}$) to infer the fence required between $(e, g)$ to prevent a store-buffering. We can achieve this by reasoning over $\{(a, b), (c, d), (e, g)\}$ only.

We have therefore studied other encodings with different variables. The objectives remain however the same: the fence placement must remain sound and optimal for the given AEG. Fig. 5.16 summarises in a table these different choices of variables, their respective costs of collection in AEGs, their numbers (that impacts the size of

---

1This play on words was suggested by Ganesh Narayanaswamy.
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The ILP and thus the time spent by the ILP solver) and an intuitive description of them.

We explain here the notations used to quantify the number of variables of the ILP. Given a set of critical cycles collected from the AEG of the input program, we write delays for the set of delays of these cycles that lie in po⁺ (delays ∈ φ(po⁺)). A delay d ∈ delays (and in po⁺) can be decomposed into all the po⁺ edges composing it with γv({d}), where γv ∈ φ(po⁺) → φ(po⁺). The inverse function that recompose into (possibly several) po⁺ edge(s) is αv ∈ φ(po⁺) → φ(po⁺). For some of the encodings, we distinguish the delays that are isolated to those which intersect. We partition delays into delays↑ and delays↓ such that delays = delays↑ ∪ delays↓, ∀d, d′ ∈ delays↑, γv(d) ∩ γv(d′) = ∅ and ∀d ∈ delays↓, ∃d′ ∈ delays↓, γv(d) ∩ γv(d′) ≠ ∅.

We now explain in detail each of these alternative encodings.

Basic encoding (po⁺ encoding) In the basic encoding, in addition to the delays themselves that could host a dependency, we collect all the po⁺ involved in critical cycles as we mentioned in the previous section (in linear time with respect to the number of cycles) and use them as variables in the ILP. There are as many variables as there are po⁺ edges in the delays of the critical cycles.

Restricted encoding (restricted po⁺ encoding) In the restricted encoding, we only consider po⁺ edges for the delays of entangled critical cycles. For the other delays, we use one variable per delay (in po⁺). The number of variables is lower, but we need to detect the entangled cycles, which is quadratic in the number of cycles.

These numbers actually exclude the specific case of dependencies, that can be placed on each delay of delays. If we take dependencies into account, like for Power or ARM, one needs to add #delays to the total. Some of the variables might already be existing, meaning that we get an over-approximation of the actual number of variables.
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<table>
<thead>
<tr>
<th>encoding</th>
<th>ILP variables</th>
<th>number of variables</th>
<th>complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>basic</td>
<td>poₙ in the critical cycles</td>
<td># ∪ d∈delays γᵥ( ){d}</td>
<td>O(#cycles)</td>
</tr>
<tr>
<td>restricted</td>
<td>poₙ in the intersections of pairs of critical cycles</td>
<td>#delays/γᵥ( ){a} ∩ γᵥ( ){b}</td>
<td>O(#cycles²)</td>
</tr>
<tr>
<td>GCEs</td>
<td>po⁺ at the intersections of any set of critical cycles</td>
<td>#delays/γᵥ( ){d}</td>
<td>O(2#cycles)</td>
</tr>
<tr>
<td>pair-wise GCEs</td>
<td>po⁺ at the intersections of any pair of critical cycles</td>
<td>#delays/γᵥ( ){a} ∩ γᵥ( ){b}</td>
<td>O(#cycles²)</td>
</tr>
</tbody>
</table>

Figure 5.16: Comparison of the alternative encodings in terms of variables.

Greatest common edges (po⁺ encoding)  In the greatest common edges encoding (GCEs), we abstract away from the poₙ edges and try to reason over the po⁺ edges. We consider all the delays of critical cycles that are not intersected by any other cycles, and all the po⁺ edges that are shared by several cycles. The number of variables is thus lower than when considering all the poₙ edges. Finding the intersections of the cycles, that is, the po⁺ edges shared between several cycles, requires exploring all the combinations of critical cycles, which is exponential in the number of cycles.

Pair-wise greatest common edges (pair-wise po⁺ encoding)  The pair-wise greatest common edges encoding is similar to the previous encoding, except that we do not explore all the combinations of critical cycles, but only every pair of cycles. Indeed, calculating the greatest po⁺ edges shared by a collection of cycles is identical to finding the intersection of a set of segments. Given a set of segments, the intersection of all these segments is either empty or the intersection of two of these³. We

³Indeed, the intersection of two segments [a1, a2] and [b1, b2], [a1, a2] ∩ [b1, b2] is defined as empty or [max(a1, b1), min(a2, b2)]. If we compose ∩ twice, i.e. ([a1, a2] ∩ [b1, b2]) ∩ [c1, c2], this intersection will be equal to either empty, [a1, a2] ∩ [b1, b2], [c1, c2] ∩ [b1, b2] or [a1, a2] ∩ [c1, c2]. To show this, consider each of the possible outputs (e.g. ([a1, a2] ∩ [b1, b2]) ∩ [c1, c2] = [a1, c2]) and use the min and max in the intersection expression to determine orders between segments’ extremities and
thus compute only the $p_{o_s}^+$ of every pair of cycles, which is quadratic in the number of critical cycles.

**Comparison** We compare these four encodings with four cases: a simple AEG of two entangled critical cycles in Fig. 5.17(a), an AEG where two cycles are entangled but do not share a delay in Fig. 5.17(b), an AEG with three cycles that are two-by-two entangled but do not share a delay in Fig. 5.17(c), and an AEG where $m$ critical cycles are entangled with sharing a delay in Fig. 5.17(d). We write in Fig. 5.18 the number of variables used with each of the encoding for each of the cases, and in Fig. 5.19 the computation complexity to retrieve these variables. We compute separately the numbers with and without taking into account dependencies (for Power and ARM), as the dependencies affect delays in $p_{o_s}^+$ regardless of the sequences of $p_{o_s}$ they might be composed of—and this could blur the results on our short examples.

In Fig. 5.17(a), there are two delays to address: $(b, d)$ and $(b, f)$. The former is composed of only one $p_{o_s}$; the latter is composed of $(b, d)$ and $(d, f)$. The basic encoding will consider each cycle and add a variable for each $p_{o_s}$ it encounters in the delays of each cycle. Since this exploration is performed cycle by cycle, we can directly infer the dependency variables for each delay of the cycles. Therefore there is no difference between the costs with or without dependencies. The other encodings will consider uniquely the pair of cycles, and take as variable the only $p_{o_s}$ edge at the intersection of the two cycles. Therefore they need only one variable to encode this problem. Note that in case of dependencies, for each of these encodings, one needs to enumerate the cycles one by one to add the variables encoding the placement of a dependency—which explains the additional computational cost in case of dependencies.

The AEG in Fig. 5.17(b) is similar to the previous one, except that the intersection of the two cycles is neither a delay, nor a $p_{o_s}$ edge. Actually, the edges $(h, b)$, $(b, d)$ and $(d, f)$ all lie in $p_{o_s}^+$. In order to get a clearer idea of these measures, we will assume that each of them is composed of $n$ $p_{o_s}$ edges. Because the basic encoding relies on a direct collection of the $p_{o_s}$ edges, the number of variables will depend on $n$, even though inferring a fence for this AEG would not need to consider all these $p_{o_s}$ edges. The restricted encoding only considers the intersection of the cycles and does better. It is however still function of $n$. The GCEs and pair-wise GCEs encodings

\[
\begin{align*}
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Figure 5.17: Illustrations of the different encodings for the ILP construction.
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<table>
<thead>
<tr>
<th>without dependencies</th>
<th>with dependencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) (b) (c) (d)</td>
<td>(a) (b) (c) (d)</td>
</tr>
<tr>
<td>basic</td>
<td>restricted</td>
</tr>
<tr>
<td>2 3n 3n n</td>
<td>3 3n + 2 3n + 3 n + 1</td>
</tr>
<tr>
<td>restricted</td>
<td>GCEs</td>
</tr>
<tr>
<td>1 n 3n n</td>
<td>2 n + 2 3n + 3 n + 1</td>
</tr>
<tr>
<td>GCEs</td>
<td>pair-wise GCEs</td>
</tr>
<tr>
<td>1 1 3 1</td>
<td>2 3 4 1</td>
</tr>
</tbody>
</table>

Figure 5.18: Number of variables per encoding and case.

avoid this expensive collection of po_s and just encode the intersection of the cycles in po^+_s as a unique variable.

Fig. 5.17(c) is the first example where the pair-wise GCEs encoding performs better than the GCEs encoding. The reason for this is that GCEs encoding would require exploring the intersection of all of the combinations of two cycles or more, which makes $2^{#cycles} - #cycles$ intersections to explore, whereas the pair-wise GCEs encoding requires $\frac{#cycles(#cycles - 1)}{2}$ intersections. This exponential explosion can be measured in Fig. 5.17(d), where $m$ cycles are all entangled and sharing one delay, namely $(c, d)$. One variable is required for both GCEs and pair-wise GCEs—the other approaches require $n$ variables—but their computation time is respectively exponential and quadratic.

We also evaluated these encodings empirically. In addition to the basic encoding used to run the experiments of Sec. 5.4, we implemented the pair-wise greatest common edges encoding. We ran the parametric benchmarks for this encoding. We observed that the runtime difference between these two encodings was negligible. For the parametric example $(mp^n)$, whose results for the two encodings and the other tools are presented in Fig. 5.20, we observe that the GCEs encoding might be slightly more efficient for large parameters. The implementation of this encoding is, however, less robust, therefore we decided to develop and maintain the simplest po_s encoding, “basic”.

<table>
<thead>
<tr>
<th>without dependencies</th>
<th>with dependencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) (b) (c) (d)</td>
<td>(a) (b) (c) (d)</td>
</tr>
<tr>
<td>basic</td>
<td>restricted</td>
</tr>
<tr>
<td>3 4n 7n $m \times n$</td>
<td>3 4n 7n $m \times n$</td>
</tr>
<tr>
<td>restricted</td>
<td>GCEs</td>
</tr>
<tr>
<td>1 n 5n $\frac{m(m-1)}{2} \times n$</td>
<td>3 n + 2 5n + 3 $\frac{m(m-1)}{2} \times n + m$</td>
</tr>
<tr>
<td>GCEs</td>
<td>pair-wise GCEs</td>
</tr>
<tr>
<td>1 1 4 $2^m - 1 - m$</td>
<td>3 3 7 $2^m - 1$</td>
</tr>
<tr>
<td>pair-wise GCEs</td>
<td></td>
</tr>
<tr>
<td>1 1 3 $\frac{m(m-1)}{2}$</td>
<td>3 3 6 $\frac{m(m+1)}{2}$</td>
</tr>
</tbody>
</table>

Figure 5.19: Computational cost for retrieving the variables per encoding and case.
Figure 5.20: Parametric example ($mp^n$) run for the basic encoding, the GCEs encoding and the other tools.

5.6 Optimality and control flows

The synthesis method we proposed is sound and optimal for a given cost of the respective fences/dependencies and for the AEG of the input program that we produced in Chap. 3. We encoded within the ILP constraints the expected semantics of the potential fences, and the ILP solver finds a solution which satisfies all these constraints and provides a sound, minimal placement of fences in the program without enumerating or encoding all the potential combinations of fences.

There is however one case where the AEG we described in Chap. 3 might induce a collection of fences that might not appear minimal: branching conditions not involving shared memory accesses that would lie in the middle of two or more cycles. The AEG is indeed computed so that it is minimal itself, in that none of the abstract event nodes can be empty, and there is no empty transition. All these potential cases are absorbed at the construction of the graph into the multiple, non-deterministic in- and out-going edges. This has the advantage of limiting the size of the graph, for a negligible additional cost at construction. Yet, if we observe the program in Fig. 5.21(a) and its associated AEG as it would be built in Chap. 3 in Fig. 5.21(b), we can see that $W_z \xrightarrow{pos} Wx$ and $Wz \xrightarrow{pos} Wy$ are not related. If the cycle detection finds two cycles and would declare that $Wz \xrightarrow{pos} Wx$ and $Wz \xrightarrow{pos} Wy$ both require
5.7. NOVELTY OF OUR CONTRIBUTION W.R.T. THE RELATED WORK

z = 2;
if (local == 1) {
    x = 1;
} else {
    y = 1;
}
local = z;

(a) if-diamond      (b) AEG as described in Chap. 3      (c) AEG with empty events

Figure 5.21: Example that requires empty events placed at the branchings.

a fence to prevent a reordering, then the AEG would be too abstract to insert one single fence before the branching condition as it should, and would place two fences in possibly each branch.

To solve this, a post-treatment could be sufficient: if there are fences in all the branches of a conditional branching, we could automatically replace these with one single fence before the condition check. This might arguably impact the optimality of the solution, since the ILP solver took into consideration those two emplacements, and not one single placement. Yet, if the solution it picked contains all these fences, then any other solutions would be more expensive. Therefore, replacing all these fences by a necessarily cheaper, single fence will preserve the optimality of the solution, as no other solution could become cheaper by the same single fence substitution.

We, however, prefer to refine the construction described in Chap. 3: every time the transformer encounters a branching in the program—or a branching junction—it inserts an empty event in the AEG and connects it as expected with $p_{os}$ edges. The resulting AEG for the example is in Fig. 5.21(c). With this graph, the ILP we construct afterwards takes into account the $p_{os}$ before the branching, and the ILP solver is hence able to find solution that would insert fences affecting multiple branches. In the example, it would insert a fence between $W_z \xrightarrow{p_{os} \epsilon_1} W_{\epsilon_1}$.

5.7 Novelty of our contribution w.r.t. the related work

5.7.1 Semantics for the weak memory related analyses

As we did in the related work of Chap. 3, we present the fence synthesis tools by modelling paradigm: axiomatic or operational. We note that the axiomatic approach
was mostly adopted by the compiler and distributed systems communities, whereas operational semantics were preferred by the verification community. One possible reason for this is that members of the verification community tend to expect *completeness*—no false positives in our case—in addition to soundness, whereas static analysis researchers just expect soundness. The intuition behind this is that the operational models convey easily all the details of the semantics, whereas the axiomatic models would tend to focus more on the essentials, at the cost of an abstraction that does not always allow a return to the concrete semantics. The work of [DMVY13] combining abstract interpretation and fence synthesis might be a first step towards unifying the two. All the approaches that we cite here still rely on the foundational work of Shasha and Snir [SS88].

**Operational models**  As we noted in Chap. 3, Linden and Wolper [LW13] explore all executions to simulate the reorderings occurring under TSO and PSO and use a mapping to place fences (store-read and store-store). Abdulla et al. [AAC+13] couple predicate abstraction for TSO with a counterexample-guided strategy. If an error state is reachable, they calculate what they call the *maximal permissive* sets of fences that forbid this error state. Their method guarantees that the fences they find are *necessary*, i.e., removing a fence from the set would make the error state reachable again.

Kuperstein et al. [KVY10] explore all executions for TSO, PSO and a subset of RMO, or use abstraction interpretation in [KVY11] by abstracting the order in the write buffers. They build, during the process, constraints encoding reorderings leading to error states. The fences can be derived from the set of constraints at the error states. Liu et al. [LNP+12] offer a *dynamic synthesis* approach for TSO and PSO,
enumerating the possible sets of fences to prevent an execution picked dynamically from reaching an error state.

Bouajjani et al. [BDM13] build on an operational model of TSO, and look for critical cycles by enumerating delays. Like us, they use linear programming. However, they first enumerate all the solutions, then encode them as an ILP, and finally ask the solver to pick the least expensive one. Our method directly encodes the whole decision problem as an ILP. The solver thus both constructs the solution (avoiding the exponential-size ILP problem) and ensures its optimality.

All the approaches above focus on TSO and its siblings PSO and RMO, whereas we also handle the significantly weaker Power, including quite subtle barriers (e.g. lwsync) compared to the simpler mfence of x86.

**Axiomatic models**  
Krishnamurthy et al. [KY96] apply Shasha and Snir’s method to single program multiple data systems. They however place fences on all the delays.

Lee and Padua [LP01] propose an algorithm based on Shasha and Snir’s work. They use dominators in graphs to determine which fences are redundant. This approach was later implemented by Fang et al. [FLM03] in pensieve, a compiler for Java. Sura et al. later implemented a more precise approach in pensieve [SFW+05] (see (p) in Sec. 5.4.2). They pair the cycle detection with an analysis to detect synchronisation that could prevent cycles.

Alglave and Maranget [AM11] revisit Shasha and Snir for contemporary memory models and insert fences following a refinement of [LP01]. Their offence tool handles snippets of assembly code only, where the memory locations need to be explicitly given.

**Others**  
We cite the work of Vafeiadis and Zappa Nardelli [VZN11], who present an optimisation of the certified CompCert-TSO compiler to remove redundant fences on TSO. Marino et al. [MSM+11] experiment with an SC-preserving compiler, showing overheads of no more than 34%. Nevertheless, they emphasise that “the overheads, however small, might be unacceptable for certain applications”.

### 5.7.2 Comparison with trencher

We illustrate the difference between trencher [BDM13] and our approach using Fig. 5.23. There are three cycles that share the edge \((a, b)\). They differ in the path taken between nodes \(c\) and \(g\). Suppose that the user has inserted a full fence between \(a\) and \(b\). To forbid the three cycles, we need to fence the thread on the right.
The \textit{trencher} algorithm first calculates which pairs can be reordered: in our example, these are \((c, g)\) via \(d\), \((c, g)\) via \(e\) and \((c, g)\) via \(f\). It then determines at which locations a fence could be placed. In our example, there are 6 options: \((c, d)\), \((d, g)\), \((c, e)\), \((e, g)\), \((c, f)\), and \((f, g)\). The encoding thus uses 6 variables for the fence locations. The algorithm then gathers all the \textit{irreducible} sets of locations to be fenced to forbid the delay between \(c\) and \(g\), where “irreducible” means that removing any of the fences would prevent this set from fully fixing the delay. As all the paths that connect \(c\) and \(g\) have to be covered, \textit{trencher} needs to collect all the combinations of one fence per path. There are 2 locations per path, leading to \(2^3\) sets. Consequently, as stated in \cite{BDM13}, \textit{trencher} needs to construct an exponential number of sets.

Each set is encoded in the ILP with one variable. For this example, \textit{trencher} thus uses \(6 + 8\) variables. It also generates one constraint per delay (here, 1) to force the solver to pick a set, and 8 constraints to enforce that all the location variables are set to 1 if the set containing these locations is picked.

By contrast, \textit{musketeer} only needs 6 variables: the possible locations for fences. We detect three cycles, and generate only three constraints to fix the delay. Thus, on a parametric version of the example, \textit{trencher}’s ILP grows exponentially whereas \textit{musketeer}’s is linear-sized.

### 5.8 Summary

In this chapter, we introduced an ILP encoding that allows us to determine both the places and the types of fences to insert to restore SC or weaker. We combine the construction of the AEG from the input program and the detection of critical cycles described in Chap. 3 with the construction of the ILP, its resolution and the actual insertion of memory fences and dependencies in the input program to get a completely automated source-to-source program transformer: \textit{musketeer}. 
We compared our tool musketeer to other existing tools synthesising fences in the verification community on classic examples from literature. The results suggest that musketeer scales to larger programs (memcached is composed of 9944 lines of C code), at the cost of an over-approximation. We also reimplemented other existing static analyses techniques and compared them with musketeer. We measured both the time of analysis required and ran some additional experiments to study the impact of the fences inferred by musketeer and the other techniques over runtime. We concluded that the analysis time in general matches the building time, and the runtime overhead for memcached with fences inferred by musketeer was not exceeding 3%. This would suggest that the strategy could be integrated in a compilation process.

We finally proposed alternative encodings, which appeared to be more complex but less efficient in practice. We shortly discussed how the control flow of the program reflected into the AEG and the fences inferred by musketeer. We finally summarised the axiomatic and operational existing techniques for synthesising fences.
Chapter 6

Future Work

6.1 Future work in program analyses

Equivalence In Chap. 2, we showed that a program analysis based on a non-relational domain was sound w.r.t. weak memory. It is not the case for some analyses working on relational domains. We believe that it is the case for all the relational analyses. If it is indeed the case, then by contraposition an analysis is non-relational if and only if it is sound for weak memory.

(trace) vs. (inter) Our proof relied on traces, meaning that we could only address analyses under their (trace) solution and, if it is sound for weak memory, extend the result to the (inter) solution because of Eq. 2.2.1. It might, however, be the case that, given an analysis, the imprecision due to the calculation of (inter) would cover the points missed by the (trace) solution. In other words, some analyses might be sound for weak memory under their (inter) form but not under their (trace) form.

Repairing strategy Finally, we provided in [AKL+11] a method for repairing analyses that are unsound for weak memory. The strategy consists of analysing each thread in isolation, feeding back the results of each thread to the other threads analyses, and iterating before reaching a fixed point. This strategy breaks relations between variables, but might break too much. There is probably room for precision improvement, by targeting only these relations that need to be broken.

6.2 Future work in critical cycle detection

In Chap. 3, we introduced a static detection of critical cycles that potentially prevent some reorderings of events under certain architectures. This method is sound in
its principles but incomplete. The imprecision could nevertheless be reduced with additional techniques.

**Local analysis** The analysis we constructed does not evaluate the conditionals used for jump. The result is that two events that could not exist in a same execution of the program on a real machine would appear in a same path in an exploration of our AEG. Some of the unfeasible cycle involving such events could be discarded by running symbolic execution engines between these events—a “local analysis”. Note that some care must be taken, as conditionals can themselves depend on weak memory reorderings, and a reordering appearing in a cycle could allow another reordering in another cycle. The symbolic execution engine might need to be weak memory aware. None of these were available in the CProver framework at the time we wrote goto-instrument \(-mm\). The work of [AKT13] has now been integrated in the framework for TSO and PSO, and we could exploit directly this engine.

**Reachability analysis** The reachability issue can appear in the heart of a potential critical cycle, but also between different cycles. A weak-memory analysis similar to the one we described earlier—but this time performed on the whole program—could also discard some cycles that are simply never reachable. This operation will be undecidable, unless some restrictions are made.

**Synchronisation analysis** Even though our analysis deals with low-level synchronisation, we did not combine it with a higher-level synchronisation analysis in our implementation. This means that we might assume that some (parts of) threads would interfere, whereas synchronisation mechanisms like locks, semaphores and others would prevent them from interfering in any execution. We believe that such an execution would strongly improve the scalability potential of the approach, as this could reduce exponentially the difficulty of some of the examples—since the complexity of our analysis is mostly due to the communications between threads.

**Herding cats format** In [AMT13], Alglave et al. defined a language to characterise succinctly a model with axioms as those that were used for example in Sec. 2.1.3 in Chap. 2. A definition of the Power model, more precise than the one we used in Sec. 2.1.3, can be expressed like in Fig. 6.1. They implemented an interpreter that parses the model and checks if an execution would be feasible under an architecture or not—i.e., if a sequence of events can be accepted by the model. We believe that
there exists a strong connection with context-free grammars and the string acceptors generated by parser generators like yacc/bison\textsuperscript{1}. The language itself is based on partial orders rather than strings, but if we implement a theory for the WW/RW operators—that respectively mean that a string satisfying this predicate must start by a write (respectively read) and finish by a read—and for the transitive closure operator—whose rule would be very close to the string one—, then we can generate an acceptor given a .cat model for a sequence of events (i.e., an execution), after a slight disambiguation of the recursive part involving ii, ic and so on. A parser generated by yacc/bison would not be adapted to this context, since if it explores a sequence that is inconclusive, it will not backtrack but only return a parsing error. The Herd models contain non-deterministic choice, justifying the use of a generator that can explore several traces—btyacc\textsuperscript{2} would be an option with this respect. The complexity of the string acceptance check is no longer linear, but the acceptor would be sound.

In the context of our static detection, this means that we could plug a sequence acceptor inside our static cycle detection that was directly generated by btyacc for a given model, and then have a generic approach to weak memory models. We can benefit from new model definitions. There are however some limitations to this approach. Firstly, all the optimisations to reduce the exploration of the AEG must be disabled, otherwise we might lose the soundness of the approach. This could strongly impact the scalability. Secondly, this only concerns the detection itself\textsuperscript{3}. It is sufficient for concurrency cartography, for instance, but inserting instrumentations (like in Chap. 4) or synchronisations (like in Chap. 5) would not benefit from the new model. In fact, generating an operational mechanism from such axioms (for the instrumentation) or deriving the optimal fences required to ensure robustness, based on the axiom given, is a serious challenge. One option to avoid this last issue would consist of adopting different models for the static detection (generic) and the instrumentation/fence generation (hard-coded or semi-generic).

6.3 Future work in program instrumentation

We explained in Chap. 4 how to instrument the code to make explicit the event reorderings to SC analysers, and how to use the cycle detection before this instru-

\textsuperscript{1}GNU Bison: http://www.gnu.org/software/bison.

\textsuperscript{2}btyacc: http://www.siber.com/btyacc.

\textsuperscript{3}This observation was initially made by Daniel Poetzl.
6.3. FUTURE WORK IN PROGRAM INSTRUMENTATION

(* sc per location *)
acyclic po−loc|rf|fr|co

(* ppo *)
let dp = addr|data
let rdw = po−loc & (fre;rfe)
let detour = po−loc & (coe;rfe)

let ii0 = dp|rdw|rfi
let ic0 = 0
let ci0 = (ctrl+isync)|detour
let cc0 = dp|po−loc|ctrl|(addr;po)

let rec ii = ii0 | ci | ((ii ; i))
and ic = ic0 | ii | cc | ((ic ; cc) | (ii ; ic))
and ci = ci0 | ((ci ; ii) | ((cc ; ci))
and cc = cc0 | ci | ((ci ; ic) | (cc ; cc))
let ppo = RR(ii)|RW(ic)

(* fences *)
let fence = RM(lwsync)|WW(lwsync)|sync

(* no thin air *)
let hb = ppo|fence|rfe
acyclic hb

(* prop *)
let prop−base = (fence|(rfe;fence));hb*
let prop = WW(prop−base)|(com*;prop−base*;sync;hb*)

(* observation *)
irreflexive fre;prop;hb*

(* propagation *)
acyclic co|prop

Figure 6.1: An expression of the Power model with the Herding cat language, as defined in [AMT13].
mentation in order to simplify the instrumented program, and improve the scalability of the whole analysis.

**Instrumentation strategy**  Given a critical cycle detected, we suggested three instrumentation strategies:

- instrumenting all the pairs of events that could reorder in each cycle;
- instrumenting one arbitrary pair of events that could reorder in each cycle;
- treating the whole set of pairs to instrument in all the cycles as an ILP and solving it to minimise a global cost of these instrumentations.

Other strategies can also be implemented—instrumenting for instance the writes first, if the write instrumentation is more efficient than the read one, or even selecting these pairs manually. We also assumed that all the cycles could equally be involved in executions in the cost function of the ILP, that may or may not reflect the reality. One option to confirm these coefficients or to give a larger priority to cycles that often occur during an execution is to set them dynamically by running the original program (augmented with some counters of visits in cycles) on the target machine and finding their visit frequencies. This approach could be later combined with machine learning techniques.

**Bounds extension**  Even though the static detection of potential critical cycles does not assume any bound regarding buffers or queues thanks to the axiomatic model, the instrumentation itself is operational, and actual buffers are used to delay writes (we explained in Sec. 4.2.3 that the read queue was not bounded). A first question, as we mentioned in Sec. 4.2.3, is the class of programs that precisely require a write buffer of size $n$, and whether such programs can be found in e.g. Debian packages.

The general problem requires unbounded buffers, which leads to undecidability. Some abstractions over the write buffers, as suggested in [Kvy11, DMVY15], would nevertheless increase the number of programs that could be proven.

In **goto-instrument -mm**, we implemented with one buffer per variable with a bound 2, which was sufficient for our experiments. These buffers (and their access functions) were actually hard-coded using predicates to facilitate the verification task for SC model checkers. There would be room for a more generic implementation of these buffers—but we need to care about the difficulty of the instrumented program and the possibilities offered by the third-party model checkers/analysers.
6.4 FUTURE WORK IN FENCE SYNTHESIS

Dependency mechanism in instrumentation  For Power and ARM, we detected data and address dependencies between events during the static detection—as a separated yet combined in practice analysis. The instrumentation itself does not enforce an operational mechanism ensuring dependencies—meaning that some reorderings not allowed due to dependencies by the processor(s) would be allowed in our instrumented program.

Operational TSO improvement  The static cycle detection performs a thin detection of TSO and PSO potential reorderings. The instrumentation itself has been implemented as the most generic one, modelling in particular write buffers per variable for PSO and weaker. Because of this implementation choice, some instrumentations for TSO might produce a few spurious executions that should not be permitted on TSO. One way to circumvent that issue consists of modifying the access rules to the buffers and constraint them so that they behave as if they were one single buffer. Another more direct approach would be to reimplement directly with one single buffer.

Warnings w.r.t. dynamic verification with randomisation/scheduling  The instrumentation allows several possible executions thanks to non-deterministic choices inserted in the code. Actually, the non-deterministic choice for the write to buffer or memory can be replaced by a pseudo-random choice\textsuperscript{4} or a decision by a scheduler\textsuperscript{5} if we want to exploit this transformation for testing or any technique relying on executing the program on an actual machine.

6.4 Future work in fence synthesis

Dynamic evaluation of the fence cost  The method we described in Chap. 5, like all the other fence methods [AAC\textsuperscript{+}13, AMSS10, KVVY11, KVVY10, LW13], is subject to the following criticism: why minimise the number and cost of fences regardless of how many times they are executed? To answer this concern, Bouajjani et al. mentioned in [BDM13] the possibility of parametrising the cost of a fence location by its frequency of use in the code, defined empirically or by analysis of the program. We believe that this approach would be practically hard to use, as it virtually impose to measure the frequencies of all the locations where we may have to insert fences.

\textsuperscript{4}We could however not provide guarantees regarding the coverage in this case—the program becomes indeed only one possible instance of the original program.

\textsuperscript{5}We would however need the scheduler to cover all the possible schedules so that properties of the scheduled program could transfer to the original one.
A similar idea would be a dynamic method measuring the frequencies of critical cycles reached within a certain number of iterations of the original program on the target machine, and adjusting the cost w.r.t. these frequencies. The equation in Subsec. 5.2.1 would become:

$$\sum_{e \in \text{po}} [(dp_e \cdot \text{cost}(dp) + lwf_e \cdot \text{cost}(lwf) + cf_e \cdot \text{cost}(cf) + f_e \cdot \text{cost}(f) + br_e \cdot \text{cost}(br)) \times (\sum_{e \in C_j \text{ freq}(C_j) + \varepsilon}]$$.

We add an $\varepsilon > 0$ to the frequency of each critical cycle in order to ensure that all the cycles are always taken into account. This ensures that each edge likely to be fenced appears in the cost function to minimise. The opposite would result in invisible variables in the linear program, leading to no specific optimisation if all the frequencies measured are null. Note that the soundness is still always ensured by the constraints.

In practice, as depicted in Fig. 6.2, musketeer would add to the input C program a counter for each critical cycle that it detected earlier. The user takes this C program, compiles it on its target machine, then runs it a large number of times. We then generate a file with the frequencies measured, and the user can then transfer this file to the machine running musketeer and call it this time with this configuration-specific settings.
Chapter 7

Conclusion

Reasoning with weak memory models is not trivial, especially when it comes to writing programs. We presented in Chap. 1 the example of an implementation of Peterson’s mutual exclusion algorithm, where the absence of memory fences induced some uncontrolled weak memory reorderings that may lead to the violation of mutual exclusion. Weak memory behaviours do not only interfere with specific synchronisation strategies in a theoretical context. In Chap. 4, we tested our instrumentation tool on a fragment of PostgreSQL that contained a genuine weak memory bug reported by the developers community. The non-expected weak memory behaviours could indeed induce a deadlock of the system, due to the loss of a token.

In order to facilitate concurrent programming with shared memory—and to re-exploit a good part of the existing code that is sometimes written with sequential consistency or a specific target architecture in mind—we developed in this dissertation automated static analyses to either make these weak memory behaviours directly apparent in the source, or simply forbid them. *We demonstrated the feasibility of automatic static analysis of axiomatically-defined weak memory models.*

In Chap. 4, we conceived an automated strategy that instruments the code with write buffers and read queues in the location where some reorderings of shared accesses might happen at runtime. This allows analysers handling interleavings to detect bugs that would manifest themselves only in the presence of specific reorderings. We evaluated the tool on a large set of Litmus tests. The resulting instrumented benchmarks have since then been used in [WKO13] and recently submitted to the Software Verification Competition, thanks to Björn Wachter. The tool itself is also available in Debian, in the package of cbmc.

In Chap. 5, we developed a strategy that inserts memory fences in the code so that it restores SC. The resulting code can thus be run without weak memory behaviours.
affecting its semantics. The strategy optimises the placement of the fences in order to limit the impact of these on the runtime performance of the program. We measured for example a runtime overhead of only 3% on Power for Memcached.

These two strategies rely on a static detection of critical cycles, performed on an abstraction that we explained in Chap. 3. This detection can also be used directly for establishing a (over-approximating) cartography of the potential weak memory behaviours existing in a program. We provided a script with the tool which maps the cycles detected to an existing, simpler Litmus-like program in our databases of test that can be used for educational purposes. In [AMT13], Tautschnig re-used this detection to survey the potential critical cycles in a large set of program source from Debian packages.

On critical inspection of our work, we can identify the following reasons for the good scalability and applicability of our approaches:

1. where [ABP11] instrumented every access to shared memory in the program, we only targeted very specific places where weak memory reorderings might happen before instrumenting;

2. where [AAC+12] takes the whole semantics into account, including local variables operations, our static analysis completely abstracts the evaluations of expressions and conditions—at the cost of a lower precision;

3. our AEG and the detection performed on it rely on a reasonably simple axiomatic model [Alg10], that did not involve data structures and relations (like caches per thread and their related semantics) too complex to maintain during the program analysis;

4. when we combined the static detection—axiomatic—with the program instrumentation followed by a third-party tool analysis—operational—we did not try to have a perfectly precise approach for either the static detection or the instrumentation: we accepted a comprise between the two of them;

5. for the practicality and experiments, we wrote our tools in a framework for C program verification, CProver¹, that has been maintained for more than 10 years and allows us to write reasonably precise analyses for C with about 20 instructions—at the cost of diving into a very large, lightly documented² code base.

¹http://www.cprover.org
²But Michael Tautschnig was an excellent code diving professor!
CHAPTER 7. CONCLUSION

The axiomatic model allowed us to reason on well-understood static structures like graphs—which would also suggest the possibility of re-using some strategies coming from graph theory, as we briefly mentioned in Chap. 6—and we believe that it was the key to build an efficient static analysis for weak memory.

As we discussed in Chap. 6, there are still many points that need to be addressed in our approach to weak memory via static analysis. We have not measured the imprecision of the approach. Our empirical experiments showed in Chap. 5 that, despite the insertion of some spurious fences amongst those we inserted in memcached, we were getting at most a runtime overhead of 3% on ARM machines for our tests. These 3% would be fine for most applications; some applications might however require these 3%. In this case, some refinement of the abstraction might be a good direction to follow—at the probable cost of a slower static analysis. The work of Meshman et al. [MDVY14] would show a step in this direction.

We did not formalise the compiler optimisations\(^3\) in our studies. The compiler optimisations could have an important impact over the semantics of the code actually executed on the machine, as the compiler can itself reorder some accesses to shared memory or ignore some dependencies or memory fences we would place in order to prevent weak memory reorderings. Based on empirical observations of gcc -O0, we assumed a simple generation of assembly code from C programs. We also checked empirically that our fences and dependencies inserted were maintained—even with -O3 on simple programs. Describing the actual correspondence between the assembly and the C via compilers with optimisations, and the soundness of our approaches with respect to these, are all vast, open questions that we did not address.

The semantics generating event structures from goto-programs was also not defined—which forced us to make three assumptions regarding it. Albeit reasonably intuitive in words, the formalisation of this semantics—in a sound and complete sense—is also a challenge, since such a formalisation would actually fill the gap between the static world of C programs and the dynamic world of event structures and their related executions, valid or invalid on architectures. The AEG is a first answer to this question—but remains incomplete, i.e., it remains an over-approximation.

We always targeted soundness in our work. If completeness is a requirement for a problem, then static analysis such as the one we developed is probably not a good answer to this. If one targets TSO, PSO or RMO, one might in that case prefer to consider the tools developed by other research teams that we listed in Fig. 5.22 in

\(^3\)By “optimisations”, we mean any operation that would lead to simplify the code generated—even at -O0.
Chap. 5. We also provide the versions we used in our experiments in Sec. E.3 in App. E, along with their respective licenses and their authors to contact.

Finally, most of this work was based on the research of Shasha and Snir reported in [SS88]. This work, which was inspired from databases research, had some consequences in the distributed system community, the verification community and perhaps also the database community. There will certainly be in the future some great opportunities in transferring results from one of these branches to the others. A lot of interesting research still lies ahead.
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## Glossary

### Weak memory model framework

<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory event</td>
<td>A memory event is a write or read event (in $\mathbb{E}$)</td>
<td>22</td>
</tr>
<tr>
<td>$es = (E, po)$</td>
<td>Event structure</td>
<td>23</td>
</tr>
<tr>
<td>$X = (rf, ws)$</td>
<td>Execution</td>
<td>24</td>
</tr>
<tr>
<td>Existence</td>
<td>Existence of an event structure, given a program</td>
<td>23</td>
</tr>
<tr>
<td>Compatibility</td>
<td>Compatibility of an execution with an event structure, regardless of the architecture</td>
<td>24</td>
</tr>
<tr>
<td>Validity</td>
<td>Validity of an execution w.r.t. an event structure, given an architecture</td>
<td>29</td>
</tr>
<tr>
<td>(uniproc)</td>
<td>Uniproc property</td>
<td>29</td>
</tr>
<tr>
<td>(GHB)</td>
<td>Global happen before</td>
<td>29</td>
</tr>
<tr>
<td>(thin-air)</td>
<td>Thin-air property</td>
<td>29</td>
</tr>
<tr>
<td>$&lt;_{X}$</td>
<td>Total order on the events, given a valid execution $X$</td>
<td>28</td>
</tr>
<tr>
<td>$Wav$</td>
<td>Write event of the value $v$ at address $a$</td>
<td>22</td>
</tr>
<tr>
<td>$Rav$</td>
<td>Read event of the value $v$ from address $a$</td>
<td>22</td>
</tr>
<tr>
<td>po</td>
<td>Program order</td>
<td>23</td>
</tr>
<tr>
<td>po-loc</td>
<td>Program order per location</td>
<td>29</td>
</tr>
<tr>
<td>ppo</td>
<td>Preserved program order, given an architecture</td>
<td>29</td>
</tr>
<tr>
<td>rf</td>
<td>Read-from</td>
<td>25</td>
</tr>
<tr>
<td>rfe</td>
<td>External read-from</td>
<td>66</td>
</tr>
<tr>
<td>rfi</td>
<td>Internal read-from</td>
<td>100</td>
</tr>
<tr>
<td>fr</td>
<td>From-read</td>
<td>25</td>
</tr>
<tr>
<td>fre</td>
<td>External read-from</td>
<td>66</td>
</tr>
<tr>
<td>ws</td>
<td>Write coherence</td>
<td>25</td>
</tr>
<tr>
<td>grf</td>
<td>Global read from (i.e., maintained communications)</td>
<td>29</td>
</tr>
<tr>
<td>dp</td>
<td>Control-, address- and data-dependency</td>
<td>27</td>
</tr>
<tr>
<td>Architecture $=$ (ppo, grf)</td>
<td>Maintained pairs of events</td>
<td>29</td>
</tr>
<tr>
<td>$&lt;$</td>
<td>Strength order between the architectures</td>
<td>45</td>
</tr>
</tbody>
</table>
Static extension to the weak memory model framework

\[ \text{AEG} = \text{Abstract event graph} \]

\[ (E_s, po_s, cmp) \]

\( po_s \)  Static program order  p. 66

\( cmp \)  Competing pairs  p. 66

\( \text{sym}(R) \)  Symmetric relation of \( R \)  p. 71

\( \otimes \)  Competing pair operator  p. 71

\( \emptyset \)  Triple of empty sets  p. 71

Scope of the analyses

\( \text{(full)} \)  Addressing all the behaviours  p. 31

\( \text{(prop)} \)  Addressing only the behaviours that affect a property or an assertion  p. 32

Properties for weak memory models

\( \text{traces}_A(P) \)  Set of executions valid for an event structure extracted from the program \( P \) valid under the architecture \( A \)  p. 45

\( \text{robust}_A(P) \)  Robustness of program \( P \) under architecture \( A \)  p. 45

\( \text{robust}_{A/B}(P) \)  Parametric robustness  p. 45

\( \text{trans}_{B\rightarrow A}(P, P') \)  Transformation of \( P \) into \( P' \) so that \( P' \) run under architecture \( A \) contains all the behaviours of \( P \) run under architecture \( B \)  p. 47

\( \text{sound}_A(f) \)  Soundness of program analysis \( f \) under architecture \( A \)  p. 48

\( \text{sound}_{A/B}(f) \)  Parametric soundness of program analysis \( f \) under architecture \( A \)  p. 49

\( \text{sound}_A(f, P) \)  Soundness of program analysis \( f \) under architecture \( A \) for a program \( P \)  p. 48

\( \text{sound}_{A/B}(f, P) \)  Parametric soundness of program analysis \( f \) under architecture \( A \) for a program \( P \)  p. 49

\( \text{repair}_{A\rightarrow B}(f, f') \)  \( f' \) assuming architecture \( B \) returns all the results of \( f \) assuming architecture \( A \)  p. 50

\( \text{ccycles}_A(P) \)  Set of potential critical cycles in \( P \) under architecture \( A \)  p. 52
## Weak memory instrumentation

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Machine state =</td>
<td>State of the machine <em>mem, b, rs</em></td>
<td>96</td>
</tr>
<tr>
<td>mem</td>
<td>Memory mapping</td>
<td>96</td>
</tr>
<tr>
<td>b</td>
<td>Write buffer</td>
<td>96</td>
</tr>
<tr>
<td>rs</td>
<td>Read set</td>
<td>96</td>
</tr>
<tr>
<td>rr(R, S)</td>
<td>Restricts relation <em>R</em> to <em>S × S</em></td>
<td>96</td>
</tr>
<tr>
<td>addr</td>
<td>Address of an event</td>
<td>98</td>
</tr>
<tr>
<td>last</td>
<td>Last write event of a buffer</td>
<td>99</td>
</tr>
<tr>
<td>delay</td>
<td>Label for an event</td>
<td>98</td>
</tr>
<tr>
<td>flush</td>
<td>Label for an event</td>
<td>98</td>
</tr>
<tr>
<td>se</td>
<td>Safe exit</td>
<td>101</td>
</tr>
<tr>
<td>de</td>
<td>Delayed exit</td>
<td>101</td>
</tr>
<tr>
<td>ptoX</td>
<td>Maps an accepted path of labels to an execution</td>
<td>102</td>
</tr>
<tr>
<td>Xtop</td>
<td>Maps an execution to an accepted path of labels</td>
<td>102</td>
</tr>
<tr>
<td>delays(E, X)</td>
<td>Pairs that cannot be relaxed under the architecture</td>
<td>102</td>
</tr>
<tr>
<td>cost</td>
<td>(Assumed) Cost of a given fence</td>
<td>109</td>
</tr>
<tr>
<td>delays(C)</td>
<td>Pairs of events potentially relaxed in the static critical cycle <em>C</em></td>
<td>109</td>
</tr>
<tr>
<td>poWR</td>
<td>Pairs of (write event, read event) in <em>po</em></td>
<td>108</td>
</tr>
<tr>
<td>poWW</td>
<td>Pairs of (write event, write event) in <em>po</em></td>
<td>108</td>
</tr>
<tr>
<td>poRW</td>
<td>Pairs of (read event, write event) in <em>po</em></td>
<td>108</td>
</tr>
<tr>
<td>poRR</td>
<td>Pairs of (read event, read event) in <em>po</em></td>
<td>108</td>
</tr>
<tr>
<td>delays₁</td>
<td>Set of <em>po</em>⁺ delays that do not intersect with other delays</td>
<td>142</td>
</tr>
<tr>
<td>delays₂</td>
<td>Set of <em>po</em>⁺ delays that intersect with other delays</td>
<td>142</td>
</tr>
</tbody>
</table>

## Memory fence synthesis

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>f</td>
<td>Full fence variable</td>
<td>130</td>
</tr>
<tr>
<td>lwf</td>
<td>Lightweight fence variable</td>
<td>130</td>
</tr>
<tr>
<td>cf</td>
<td>Control fence variable</td>
<td>130</td>
</tr>
<tr>
<td>dp</td>
<td>Dependency variable</td>
<td>130</td>
</tr>
<tr>
<td>actual-places</td>
<td>Set of places where fences should be inserted, according to the ILP solution</td>
<td>129</td>
</tr>
<tr>
<td>potential-places</td>
<td>Set of possible places where fences can be inserted</td>
<td>131</td>
</tr>
<tr>
<td>between</td>
<td><em>po</em> edges shared between two (or more) critical cycles</td>
<td>132</td>
</tr>
<tr>
<td>ctrl</td>
<td>Places in which a control fence can be inserted</td>
<td>132</td>
</tr>
<tr>
<td>cumul(p)</td>
<td>Places in which a fence with cumulativity would maintain the pair of events <em>p</em></td>
<td>133</td>
</tr>
<tr>
<td>γᵥ</td>
<td>Decomposes a set of <em>po</em>⁺ edges into a set of <em>po</em> edges</td>
<td>142</td>
</tr>
<tr>
<td>αᵥ</td>
<td>Recomposes a set of <em>po</em>⁺ edges from a set of <em>po</em> edges</td>
<td>142</td>
</tr>
</tbody>
</table>
### Program analyses for weak memory

<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>(mop)</td>
<td>Meet-over-path solution</td>
<td>33</td>
</tr>
<tr>
<td>(mfp)</td>
<td>Maximum-fixed-point solution</td>
<td>33</td>
</tr>
<tr>
<td>(trace)</td>
<td>Interleaving semantics</td>
<td>34</td>
</tr>
<tr>
<td>(inter)</td>
<td>Interference semantics</td>
<td>34</td>
</tr>
<tr>
<td>aes</td>
<td>Abstract event structure</td>
<td>36</td>
</tr>
<tr>
<td>conc</td>
<td>Concretisation mapping</td>
<td>37</td>
</tr>
<tr>
<td>$S^{aes}$</td>
<td>Maps a program to its aes</td>
<td>41</td>
</tr>
<tr>
<td>$[.]$</td>
<td>Analysis</td>
<td>38</td>
</tr>
<tr>
<td>$\langle\langle \rangle\rangle$</td>
<td>Non-relational analysis</td>
<td>40</td>
</tr>
<tr>
<td>$\text{values}_A(E, R)$</td>
<td>Values possible for $E$ with $R$ as initial environment, under an architecture $A$</td>
<td>38</td>
</tr>
<tr>
<td>$\text{values}_A(E, R)$</td>
<td>(non-relational) values possible for $E$ with $R$ as initial environment, under an architecture $A$</td>
<td>40</td>
</tr>
<tr>
<td>$\text{values}(P)$</td>
<td>Values yielded by the program $P$ under architecture $A$</td>
<td>41</td>
</tr>
</tbody>
</table>
Appendix A

A short survey of sound and unsound domains

A.1 Numerical abstractions

The objective of a numerical abstraction is to represent a set of values with a simpler, more abstract object. Ideally, the abstraction $\alpha$ and concretisation $\gamma$ form a Galois connection from the concrete lattice to the abstract lattice, i.e., they satisfy $\gamma \circ \alpha \supseteq id_D$ and $\alpha \circ \gamma \sqsubseteq id_A$ [NNH99, p. 234], where $id$ is the identity function. A program analysis written as a Galois connection will be sound by definition. If its domain is relational, and if it is sound for concurrent program under SC, then Thm. 1 guarantees that the analysis is sound w.r.t. weak memory models.

Box abstraction  Let us consider the box abstraction [CC76]. Every variable is mapped to an interval, which contains all the possible values. The abstract lattice$^1$ is $< Var \rightarrow Val \times Val, \sqsubseteq, \sqcup, \sqcap >$ is defined with $[a, b] \sqsubseteq [c, d] \triangleq c \leq a \wedge b \leq d$, $[a, b] \sqcup [c, d] \triangleq [\min(a, c), \max(b, d)]$ (providing none of them is empty) and $[a, b] \sqcap [c, d] \triangleq [\max(a, c), \min(b, d)]$. The variables are not related, so we can express the values back to the concrete domain with $\wp(Var \times Val)$: this abstract domain is non-relational.

Weakly relational abstractions  In the octagon abstraction [Min01], pairs of variables can be related in an octagon. This means that a pair $(x, y)$ of variables can be bounded by constraints of the form $ax + by \leq c$, for two integers $a$ and $b$ in $\{-1, 0, 1\}$ and $c$ in $\mathbb{Q}$. As we explained in the previous subsection, the concretisation of a set of octagons lies in $\wp \wp(Var \times Val)$: the domain is relational.

$^1$We assume here that the segment $[a, b]$ with $b < a$ is the empty set.
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The logahedron abstraction is a generalisation of the octagon [HK09]. The only difference is that, for a given \( n \), the constraints are of the form \( ax + by \leq c \), where \( x \) and \( y \) are the values of the variables, \( a \) and \( b \) two integers in \( \{-2^n, 0, 2^n\} \) and \( c \) in \( \mathbb{Q} \).

Two Variables Per Inequality (TVPI) [SKH02] generalises logahedron, with relating pairs of variables in generic inequalities, that is, using constraints of the form \( ax + by \leq c \), where \( a, b, c \in \mathbb{Q} \). As both of these domains are more precise than octagon abstract domain, they are also relational.

Polyhedron abstraction Cousot and Halbwachs’s polyhedron [CH78] relates all the variables in inequalities: \( \sum a_i x_i \leq d \), with \( \forall i, a_i \in \mathbb{Q} \) and \( d \in \mathbb{Q} \). The domain is relational.

Octagon, logahedron and TVPI abstract interpretations are called weakly relational domains, as they offer a compromise between the precision (obviously lower than the polyhedron one) and efficiency (polynomial complexity, whereas polyhedra are exponential).

Abstract interpretation for concurrent programs The abstract interpretations we introduced previously were originally designed for sequential programs [CH78, Min01, HK09, SKH02]. They can be adapted to concurrent programs using (trace) or (inter) solutions. [Jea09] proposes to adapt [CH78, Min01] (and could extend in the same way [HK09, SKH02]) for concurrent programs, combining the previous numerical abstraction with a stack abstraction. The stack abstraction makes the analysis context-sensitive, and by instrumenting the program, the analysis can handle concurrent program while preserving safety properties: if the abstract numerical domain is non-relational, then the analysis for concurrent programs is also sound w.r.t. weak memory models.

A.2 Pointers analyses

Alias and points-to analyses The goal of a (may) pointer analysis is to reveal at least all the locations that the pointers (or references) may point to during a program execution. There are mainly two approaches: the points-to analysis and the alias analysis [Ste96]. The former computes all the addresses (or abstract memory locations) which can be hold in memory at a pointer address. The latter collects and maintains classes of aliases to a same object. The memory locations are however not modelled in this case: the whole path to the pointed object has to be stored. For example, if
A.2. POINTERS ANALYSES

\( p \rightarrow \text{next} \rightarrow \text{data} \), stored at address \&pnd, and \( q \rightarrow \text{data} \), stored at address \&qd, point to the same object \( r \), the points-to analysis will report \{\{\&pnd, \&r\}, \{\&qd, \&r\}\}, whereas the alias analysis will store \{\{p\rightarrow \text{next} \rightarrow \text{data}, q\rightarrow \text{data}\}\}, where \{p\rightarrow \text{next} \rightarrow \text{data}, q\rightarrow \text{data}\} encodes the class of pointers pointing to \( r \). Alias analyses cannot be directly expressed in terms of \( Var \) and \( Val \), because the addresses and values have been abstracted. They actually work on relations between variables only, i.e., \( Var \rightarrow \wp(Var) \), which can be expressed as \( \varphi(Var) \)—and generalised to \( \varphi(Var \times Val) \)—but not as \( \wp(Var) \). Therefore, the domain is relational, as in [LR92, Deu92].

Collecting points-to analyses A flow-sensitive points-to analysis returns a set of pairs in \( \text{Addr} \times \text{Val} \) per line, representing the pointers and the locations they point to after each statement, usually displayed with a graph [NNH99]. To adapt this strategy to a concurrent program, we compute all the interleavings of the program and run the analysis on them. The analysis is SC-sound.

The number of interleavings to compute is, however, factorial, so other strategies should be preferred for actual code analysis. Rinard and Rugina proposed in [RR99] to compute the interferences of the threads instead of considering all the interleavings. The analysis does not propagate one graph of pointers to locations, it propagates three points-to graphs. The idea behind this is to analyse each thread with the initial points-to graph, and collect all the relations possibly created during the analysis of the thread in isolation. This interference graph of potentially new edges is fed back into all the threads except this one, and analyses are run again, taking into account these new edges, and iterated until a fixed point is reached.

Both analyses are SC-sound and non-relational, since their results are expressible using \( \wp(Var \times Val) \).

Partition refinement points-to analyses Steensgaard proposed in [Ste96] a points-to analysis which is flow-insensitive. The analysis is less precise than the other ones, but it is almost linear in time and can be directly applied to concurrent programs without modification, ensuring SC-soundness. The algorithm builds for every pointer a type, and successively refines the environment of types using a set of rules for the language, until the whole program is “well-typed” \( w.r.t. \) this environment. The types actually represent some parts of the memory, and we end up with a partition of the memory. The final domain is non-relational, representing the memory, and the flow-insensitivity entails the SC-soundness.
A.3 (Other) Classes of Analyses

Separable and non-separable analyses Khedker and Dhamdhere introduced in [KD94, p. 13] the separability property for analyses. The abstract domain of a separable analysis is expressed as a Cartesian product of sets, i.e., $A_1 \times \ldots \times A_n$, where each $\langle A_i, \sqsubseteq_i, \sqcap_i \rangle$ forms a semi-lattice. All the abstract transformers work independently on every component of a vector in this domain. For example, a meet $\sqcap$ in the (semi-) lattice of the abstract domain $\langle A_1 \times \ldots \times A_n, \sqsubseteq, \sqcap \rangle$, is defined as $a \sqcap b = (a_1 \sqcap b_1, \ldots, a_n \sqcap b_n)$. If we consider analyses satisfying this property, and working with $\text{Var}$ and $\text{Val}$, it is clear that they can be expressed on the abstract domain $\wp(\text{Val})^\#\text{Var}$, where $X^N \triangleq X \times \ldots \times X$. Indeed, $\wp(\text{Val})^\#\text{Var}$ is isomorphic to $\text{Var} \to \wp(\text{Val})$ (as long as we work on a finite number of variables), so the domain is non-relational. Yet, we cannot conclude about the non-separable analyses.

Bit-vector analyses The bit-vector framework is a subset of the monotonic data flow equations framework, a generic framework which defines analyses through equations with monotonic functions [NNH99, p. 65]. Let us consider we are working on a lattice with tuples of bits. Khedker and Dhamdhere defines the bit-vector framework as a data flow framework working with only monotonic bit-vector transformers [KD94, p. 14]. That is, transformers in $\mathcal{A} \to \mathcal{A}$ such that a transformer, for a given statement, can only work independently on every bit. Symbolically, if $h_s$ is such a transformer for a statement $s$ which works on the bit tuple $X$ to propagate $Y$, i.e., $h_s(X) = Y$, for all $i$, $Y_i = h^i_s(X_i)$. The transformer can be split into $n$ separated transformers, working on the boolean lattice. The transformers have to be monotonic, so it is clear that none of the bits can be switched, which means that none of the $h^i_s$ can compute the negation of the corresponding bit. For a given statement, the bit can only be propagated, always put to 1 or always to 0. This (sequential) framework is separable, and thus works on a non-relational domain.

Concurrent bit-vector analyses The previous framework for bit-vector analyses is extended to concurrent program analyses in [KSV96]. It means that if an analysis working on $\text{Var}$ and $\text{Val}$ is defined with this framework, the abstract domain is non-relational. [FK10] also extends bit-vector analyses to concurrent programs, albeit using an alternative definition of the framework. For a given statement $s$, the abstract transformer corresponding to this statement is of the form $(X \cup \text{Gen}(s)) \setminus \text{Kill}(s)$, for $X$
the incoming flow (represented here as a set). In other words, the created and killed values only depend on the statement, and not on the flow. For finite lattices, this is exactly equivalent\(^2\) to Khedker and Dhamdhere’s definition [KD94, p. 14]. Indeed, we can represent a (finite) set \(S \subseteq A\) by a tuple of bits \(b\), where every bit \(b_i\) represents the property \(a_i \in S\), for all the \(a_i\) of the domain \(A\). \(Gen(s)\) represents the bits always raised to 1 at \(s\), \(Kill(s)\) the 0 ones, and the \(\cup\) and \(\setminus\) operators maintain all the other bits, i.e., they propagate.

\[^2\]NNH99, p. 137] proposes a third equivalent definition, with \((X \cap Kill(s)) \cup Gen(s)\).
Appendix B

Ideas towards soundness arguments

We describe in this appendix some ideas towards formal soundness arguments for the AEG construction in Chap. 3 and for the static instrumentation explained in Chap. 4. The soundness of the fence synthesis can be derived from the soundness of the AEG construction for the critical cycle detection and the mappings detailed in the work of Alglave et Maranget in [AM11].

Contrary to the rest of the dissertation, which was published via the articles [AKL+11, AKNT13, AKNP14], the ideas described in this appendix have not been peer-reviewed by the verification community.

B.1 Assumptions regarding $S^?$, the semantics from C to event structures

We will assume a set of basic rules that the semantics $S^?$ should meet, and use these assumptions in our soundness proof to show that the AEG indeed captures all the executions.

The first rule connects the existence of memory events in an event structure $E$ to shared memory accesses in the input goto-program $P$. We call a trace $t$ a path in the control-flow graph of $P$ (written $\text{CFG}(P)$) and $t[i]$ the $i^{th}$ instruction. We recall that $E.E$ is the set of events of the event structure $E$, and $\text{evts}(i)$ the events yielded by instruction $i$.

$\frac{e_1 \in E.E}{\exists t \in \text{CFG}(P), \exists i, e_1 \in \text{evts}(t[i])}$ (B.1)

The second rule ensures the existence of a path between two events of the event structure that would be connected by a po edge. We assume in this case the existence of a path in the CFG of the program that would connect the two accesses to the shared
memory that yielded the events. We write in this case \( t[i] \xrightarrow{\text{CFG}} t[j] \). We only require the path to follow the CFG of \( P \), we do not require that the guards along the path are met. The reason for this is that the AEG that we will construct is abstracting all the guards, since some of the paths might actually need a weak memory reordering to exist. For example, if we would write a conditional jump after SB in Fig. 2.15 like \( \text{if}(r1==0 \&\& r2==0) \{/* \text{body} */\} \), the path would need to have access to the weak memory semantics, which is precisely what we try to avoid by using the model of Alglave afterwards. We recall that \( \mathcal{E}.po \) stands for the program order defined in the event structure \( \mathcal{E} \).

\[
e_1 \xrightarrow{\mathcal{E}.po} e_2 \in \mathcal{E}.po \quad E \in S'(P)
\]

\[
\exists t \in \text{CFG}(P), \exists i \neq j, e_1 \in \text{evts}(t[i]) \land e_2 \in \text{evts}(t[j]) \land t[i] \xrightarrow{\text{CFG}} t[j] \tag{B.2}
\]

The third and last rule ensures that, given an event structure, if there is a (valid) execution with a communication between two events of two different threads, then there exists a path in the CFG which goes through a thread call instruction and one of the events, and another path in the called thread that reaches the second event. We recall that \( \mathcal{X}.\text{com} \) is the communication relation of the execution \( \mathcal{X} \) valid under architecture \( A \) for the event structure \( \mathcal{E} \)—i.e., \( A.\text{valid}(\mathcal{E}, \mathcal{X}) \).

\[
e_1 \xrightarrow{\mathcal{X}.\text{com}} e_2 \in \mathcal{X}.\text{com} \quad E \in S'(P) \quad A.\text{valid}(\mathcal{E}, \mathcal{X})
\]

\[
\exists t, t' \in \text{CFG}(P), \exists j, k, l, m \ x[t[j]] \text{ is START\_THREAD } T, \ x[t'[m]] \text{ is START\_FUNCTION } T,
\]

\[
e_1 \in \text{evts}(t[k]), e_2 \in \text{evts}(t'[l]), t[j] \xrightarrow{\text{CFG}} t[k] \land t'[m] \xrightarrow{\text{CFG}} t'[l] \tag{B.3}
\]

B.2 Soundness ideas for AEG construction

To prove the soundness of the AEG construction, we first introduce three lemmas. The lemmas 3 and 4, and the rules B.1 to B.3 rely on traces in the CFG. Yet, we do not analyse the CFG trace by trace. For instance, when we encounter the diamond \( \text{if}(c) \ a; \ \text{else} \ b; \ d; \), we do not compute \( \tau[\text{assume}(c); a; d;](A) \cup \tau[\text{assume}(!c); b; d;](A) \) but \( \tau[\text{if}(c) \ a; \ \text{else} \ b; \ d;](A) \). One needs to ensure that

\[
\forall A, \ \tau[\text{if}(c) \ a; \ \text{else} \ b; \ d;](A) \supseteq \tau[\text{assume}(c); a; d;](A) \cup \tau[\text{assume}(!c); b; d;](A)
\]
where $\subseteq$ is the component-wise inclusion relation\(^1\). That is, that the AEG we compute would capture the same executions as those we would capture by computing it with single traces in the CFG. This is the purpose of the trace inclusion lemma.

**Lemma 2** (Trace inclusion lemma). *For any path $t$ in a CFG $C$, $\tau[t](\emptyset) \subseteq \tau[C](\emptyset)$*

*Proof. We need to show for each instruction $i$ (potentially guarded) of the list in Fig. 3.1 that, if there is a guard, the AEG resulting of each of the branch would be captured by our AEG. In other words, we show that $\tau[\text{skip}](A) \cup \tau[i](A) \subseteq \tau[[i]\cdot i](A)$, and perform a structural induction over the CFG. Details can be found in App. B.*

The connection lemma guarantees that two events will be connected by $\text{po}^+_{\text{AEG}}$ in the AEG if a restricted set of instructions is encountered in the CFG when producing the AEG.

**Lemma 3** (Connection lemma). *If a trace $t$ in the CFG of a program $P$ encounters only instructions different from $\text{START\_THREAD}$, then $\forall i < j, \forall e, e' \text{ such that } e \in \text{evts}(t[i]) \text{ and } e' \in \text{evts}(t[j]), \text{ then } e \xrightarrow{\text{po}^+_{\text{AEG}}} e'$ in the AEG of $P$.*

*Proof. We want to show that if $t$ is a sequence of instructions restricted to those above, then for any two events $e$ and $e'$ yielded respectively by instructions $t[i]$ and $t[j]$ such that $i < j$, then $e \xrightarrow{\text{po}^+_{\text{AEG}}} e'$. In other words, we want to show that $(e, e') \in (\tau[t[i]](\emptyset).\text{po}_s)^+$. By induction over the trace, we show that $\forall k \leq j, \exists (e, x) \text{ such that } (e, x) \in (\tau[t[i,k]](\emptyset).\text{po}_s)^+$, using the fact that $(\tau[t[i,k]](\emptyset).\text{po}_s)^+ = ((\tau[t[i,k-1]](\emptyset).\text{po}_s)^+ \cup \tau[t[k-1,k]](\tau[t[i,k-1]](\emptyset).\text{po}_s)^+)$. Details of the intermediate step for each of the instructions can be found in App. B. We then use Lemma 2 to show that it also belongs to the transitive closure of the AEG we computed, that is, $(e, e') \in (\tau[\text{CFG}](\emptyset).\text{po}_s)^+$.  

The thread spawning lemma ensures that if two events are such that one of them came from a new thread, then these events are in $\text{cmp}$.

**Lemma 4** (Thread spawning lemma). *Given two events $e$ and $e'$ are such that, for two traces $t$ and $t'$ in the CFG of the program $P$, and for $j, k, l, m, e \in \text{evts}(t[k]) \land e' \in \text{evts}(t'[l]) \land t[j] \xrightarrow{\text{CFG}} t[k] \land t'[m] \xrightarrow{\text{CFG}} t'[l], t[j]$ is the start of a new thread $T$ and $t[j]$ is a $\text{start\_thread}$ instruction calling $T$, then the abstractions of $e$ and $e'$, namely $e_s$ and $e'_s$, are in $\text{cmp}$ in the AEG of $P$.*

\(^1\)That is, $S_1 \subseteq S_2 \triangleq S_1.E_s \subseteq S_2.E_s \land S_1.\text{po}_s \subseteq S_2.\text{po}_s \land S_1.\text{cmp} \subseteq S_2.\text{cmp}$.  
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We want to show that \((e, e') \in \gamma(\tau_{[t_j,k]}(A).\text{cmp})\), for any \(A\). \(t[j]\) is a thread creation, so we have \(\tau_{[t_j,k]}(A).\text{cmp} \supseteq \tau_{[t_{j+1,k}]}(A).\text{Es} \otimes \tau_{[t'_{m,l}]}(\emptyset).\text{Es}\). By construction of \(\otimes\), we get the result.

We now prove that the AEG of a program \(P\) captures statically all the orders involved in the event structures and executions of \(P\). To do so, for any execution and event structure, we first use the rules B.1 to B.3 in order to find a trace in the CFG that would support them. Then, we use the lemmas 3 and 4 to prove that it maps to a path in the AEG. Finally, we show that this path indeed abstracts the orders of the event structure and execution.

**Property 13.** Any execution valid on an architecture supported by the framework of [Alg10] is captured by this abstraction.

**Proof.** We need to show that \(\forall (E, X)\) valid under an architecture \(A\) for a program \(P\), i.e., \(E \in S^E(P)\) and \(A.\text{valid}(E, X)\), there is a path \(t\) in the AEG of the program \(P\) such that:

\[
\begin{align*}
\gamma(t.\text{pos}) & \supseteq E.\text{po} \cup X.\text{ws} \cup X.\text{rfi} \cup \text{rf}(X.\text{ws}, X.\text{rf}), \\
\gamma(t.\text{cmp}) & \supseteq X.\text{wse} \cup X.\text{rfe} \cup \text{rf}(X.\text{ws}, X.\text{rf}), \\
\gamma_e(t.\text{Es}) & \supseteq E.\text{Es},
\end{align*}
\]  

where \(\gamma\) is the concretisation function mapping from \(\wp(\text{Es} \times \text{Es})\) to \(\wp(\text{Es} \times \text{Es})\) and \(\gamma_e\) from \(\text{Es}\) to \(\text{Es}\). To show this, we use the rules B.1 to B.3 in order to find a trace \(t'\) in the CFG of \(P\) that is responsible for these \(E\) and \(X\), then use the connection lemma and thread spawning lemma (lemmas 3 and 4) in order to show that this trace \(t'\) corresponds to a path \(t\) in the AEG, and this \(t\) captures statically all the orders of \(E\) and \(X\). The details of the proof are in App. B.

Note that Prop. 13 just states that any valid execution which can be constructed out of the program is existing in the graph. In other words, all the possible partial orders involved in the validity of an execution are contained statically in the graph.

**Property 14.** Any critical cycle forbidding an execution on an architecture exists in the graph as a cycle.

**Proof.** The orders involved in the critical cycles all appear in the orders lying in the executions (and the event structures corresponding the program). By Prop. 13, all these orders are abstracted by the static orders \(\text{pos}\) and \(\text{cmp}\) in the AEG. Hence any cycle in the dynamic orders will also appear as a cycle in \(\text{cmp} \cup \text{pos}\).

This is a direct consequence of Prop. 13. In particular, we are interested in cycles.
that contain delays, i.e., cycles that do not prevent an execution from happening on a weak memory consistent architecture due to some reorderings.

### B.3 Assumption for loop-yielded memory events

The soundness proof sketch we suggested in Sec. B.2 did not have to cover the cases where two events are yielded by the same static assignment. This is due to the rule B.2, which assumes that $i$ and $j$ are different. We can relax this constraint and replace the rule B.2 by the rule below.

$$
\frac{e_1 \xrightarrow{po} e_2 \in E, po \quad E \in S^i(P)}{
\exists t \in CFG(P), \exists i, j, e_1 \in evts(t[i]) \land e_2 \in evts(t[j]) \land t[i] \xrightarrow{CFG} t[j]}
$$

(B.7)

To complete the proof of Sec. B.2 with rule B.7, we insert the duplications of the events of loops described above in the connection lemma. The rest follows.

### B.4 Soundness ideas for static instrumentation

We want to prove that the instrumentation produced with the AEG is sound, that is, that the instrumented program simulates any execution of the original program run under a given architecture $A$. In order to do so, one needs to show that any path of labels accepted by the abstract machine under $A$ is covered by an instrumentation of the program decided by our AEG-based approach.

We recalled in Sec. 4.1.1 the equivalence between the abstract machine accepting label sequences and the event structures that decide the validity of a given execution. In Chap. 3, we also established that the AEG was a sound abstraction of the executions as defined under Alglave’s framework. We can therefore base our soundness proof on the AEG—as depicted in Fig. B.1.

**Theorem 3** (Soundness of the static instrumentation). Given the AEG of a (goto-)program $P$, the instrumented (goto-)program $P'$ based on the AEG is capturing any path of labels accepted by the abstract machine.

**Proof.** Given a (finite) AEG $G$, any simple path $p$ in the AEG is a sequence of accesses to shared memory. Following $\gamma_{exec}$ then $X_{top}$, it maps to a set of sequences of delay labels that are valid for an abstract machine (or equivalently event structure) captured by the AEG. For each of these label sequences, we show that it is captured by the instrumented goto-program. We establish this with a case analysis, as described in the table below.
If $A$ and $B$ are on the same thread:

<table>
<thead>
<tr>
<th>label sequence \ abstract events pair $(A, B)$ in $W \times R$</th>
<th>$W \times W$</th>
<th>$R \times W$</th>
<th>$R \times R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>mem$(A);$ mem$(B)$</td>
<td>$(1)$</td>
<td>$(1)$</td>
<td>$(1)$</td>
</tr>
<tr>
<td>delay$(A);$ flush$(A);$ mem$(B)$</td>
<td>$(2)$</td>
<td>$(2)$</td>
<td>$(3)$</td>
</tr>
<tr>
<td>mem$(A);$ delay$(B);$ flush$(B)$</td>
<td>$(2)$</td>
<td>$(2)$</td>
<td>$(3)$</td>
</tr>
<tr>
<td>delay$(A);$ mem$(B);$ flush$(A)$</td>
<td>$(4)$</td>
<td>$(4)$</td>
<td>$(5)$</td>
</tr>
<tr>
<td>delay$(A);$ flush$(A);$ delay$(B);$ flush$(B)$</td>
<td>$(2)$</td>
<td>$(2)$</td>
<td>$(3)$</td>
</tr>
<tr>
<td>delay$(A);$ delay$(B);$ flush$(A);$ flush$(B)$</td>
<td>$(4)$</td>
<td>$(4)$</td>
<td>$(5)$</td>
</tr>
<tr>
<td>delay$(A);$ delay$(B);$ flush$(B);$ flush$(A)$</td>
<td>$(4)$</td>
<td>$(4)$</td>
<td>$(5)$</td>
</tr>
</tbody>
</table>

(1) no instrumentation needed, detected at the cycle detection stage—same behaviour.

(2) delays the write, then flushes it immediately: if($*$) push(&buff[$&x$], v, id); else $x = v$; Reachable by taking the second branch of the non-deterministic if.

(3) delays the read, then flushes it immediately: if($*$) rdelay[$&r1$]=$&x$; else $r1 = x$; Reachable by taking the second branch of the non-deterministic if.

(4) delays the write, then flushes it later: if($*$) push(&buff[$&x$], v, id); else $x = v$; $y = w$; and, for any read of $x$ in the critical cycle, if($*$) $x = \text{take}(&\text{buff}[&x], \text{id}); \text{expr} = x$; Reachable by taking the first branch on the non-deterministic addition to buffer, then flushing the buffer afterwards using take when encountering a read of $x$.

(5) delays the reads, then flushes it later: if($*$) rdelay[$&r1$]=$&x$; else $r1 = x$; and, for any operation reading from the local variables $r1$ in or after the critical cycles, if(rdelay[$&r1$]!=NULL&$*$) { $r1 = \ast \text{rdelay}[$&r1$]$; rdelay[$&r1$]=NULL$;} $r2 = r1$; Reachable by taking the first branch of the postponement of the read, then flushed afterwards by assigning to the read local variable the value of $x$ in the current memory environment.

(6) delays the write, then the read reads from the write buffer before it is flushed. The write is first placed in the buffer by following the first branch of if($*$) push(&buff[$&x$], v, id); else $x = v$; Then, on the thread of the read, we follow the first branch of if(length(&buff[$&x$])!=0 &$*$) {
| delay[$&x$]=TRUE; delay$_{\text{tmp}}[$&x$]=$x$; $x =$ last(&buff[$&x$], thread_ID); } which stores the current value of $x$ and assign to it the value currently in the buffer. The read is performed with $r1 = x$; and the previous value of $x$ is restored by if(delay[$&x$]&&$*$) { $x =$ delay$_{\text{tmp}}[$&x$]; delay[$&x$]=FALSE$;} Since we executed these
Figure B.1: Soundness of the instrumentation, using the soundness depicted in Fig. 3.4.

steps atomically, the other threads did not see the temporary change of value. The write buffer can then be flushed later.
Appendix C

Transformations of a few classic programs

C.1 Store buffering (sb)
C.2 Load delaying (lb)
C.3 Message passing (mp)
C.4 Independent reads independent writes (iriw+dps)
void thread1 (void* arg) {
    /* [... ] */
    x = 1;
    r1 = y;
}

void thread2 (void* arg) {
    /* [... ] */
    y = 1;
    r2 = x;
}

int main () {
    /* [... ] */
    assert(! (r1==0 && r2==0));
    return 0;
}

Figure C.1: The implementation of (sb) on top and the instrumented program below.
C.4. INDEPENDENT READS INDEPENDENT WRITES (IRIW+DPS)

void * thread1 (void * arg) {
    /* [...] */
    r1 = y;
    x = 1;
}

void * thread2 (void * arg) {
    /* [...] */
    r2 = x;
    y = 1;
}

int main () {
    /* [...] */
    assert ( ! (r1==1 && r2==1) );
    return 0;
}

↓

void * thread1 (void * arg) {
    /* [...] */
    begin atomic();
    if (*)
        rdelay[&r1] = &y;
    else
        r1 = y;
    end atomic();
    x = 1;
}

void * thread2 (void * arg) {
    /* [...] */
    r2 = x;
    y = 1;
}

int main () {
    /* [...] */
    begin atomic();
    if (rdelay[&r1]!=NULL && *) {
        r1 = *rdelay[&r1];
        rdelay[&r1] = NULL;
    }
    end atomic();
    assert ( ! (r1==0 && r2==0) );
    return 0;
}

Figure C.2: The implementation of (lb) on top and the instrumented program below.
Figure C.3: The implementation of (mp) on top and the instrumented program below.
C.4. INDEPENDENT READS INDEPENDENT WRITES (IRIW+DPS)

```c
void* thread1 (void* arg) {
    /* [...] */
    r1 = x;
    unsigned tmp = r1 ^ r1;
    r2 = *(&y+tmp);
}

void* thread2 (void* arg) {
    /* [...] */
    r3 = y;
    unsigned tmp = r3 ^ r3;
    r4 = *(&x+tmp);
}

void* thread3 (void* arg) {
    x = 1;
}

void* thread4 (void* arg) {
    y = 1;
}

int main () {
    /* [...] */
    assert( ! (r1==1 && r2==0 && r3==1 && r4==0) );
    return 0;
}
```

Figure C.4: The implementation of (iriw+dps) from Fig. 4.2 on top and the instrumented program below.

```c
void* thread1 (void* arg) {
    /* [...] */
    begin_atomic();
    if(length(&buff[&x]) != 0 && *) {
        delay[&x] = TRUE;
        delay_tmp[&x] = x;
        x = last(&buff[&x], thread_ID_1);
    }
    r1 = x;
    if(delay[&x] && *) {
        x = delay_tmp[&x];
        delay[&x] = FALSE;
    }
    end_atomic();
    unsigned tmp = r1 ^ r1;
    r2 = *(&y+tmp);
}

void* thread2 (void* arg) {
    /* [...] */
    r3 = y;
    unsigned tmp = r3 ^ r3;
    r4 = *(&x+tmp);
}

void* thread3 (void* arg) {
    begin_atomic();
    if(*)
        push(&buff[&x], 1, thread_ID_3);
    else
        x = 1;
    end_atomic();
}

void* thread4 (void* arg) {
    y = 1;
}

int main () {
    /* [...] */
    assert( ! (r1==1 && r2==0 && r3==1 && r4==0) );
    return 0;
}
```
Appendix D

Basic combinatoric details

D.1 Duplication in presence of nested loops

We explained in Subsec. 3.1.3 that, in the case of nested loops, we duplicate each of the sub-bodies only once in order to avoid an exponential explosion.

Let us suppose that we have a loop $l_1$ of $\# l_1$ events, that contains a loop $l_2$ of $\# l_2$ events, containing itself a loop $l_3$ and so on until a $n$th loop $l_n$. If we duplicate all the loops, for each loop $l_i$ with $i < n$, we copy twice the events in $l_i$ that are not in $l_{i+1}$, i.e., $2(\# l_i - \# l_{i+1})$, and the events in $l_{i+1}$ will be copied twice because they are also in $l_i$, and twice more because $l_{i+1}$ needs to be duplicated itself. We actually have $2(\# l_1 - \# l_2) + 2(\# l_2 - \# l_3) + 2(... + 2l_n)$ events after duplication. If we write $\max_{\Delta\#}\{l_1, ..., l_n\}$ (respectively $\min_{\Delta\#}\{l_1, ..., l_n\}$) for the maximum (respectively minimum) difference of successive cardinalities, that is,

$$\max_{\Delta\#}\{l_1, ..., l_n\} = \max(\{\# l_i - \# l_{i+1} \mid 1 \leq i < n\} \cup \{\# l_n\}),$$

we can bound this sum with $\min_{\Delta\#}\{l_1, ..., l_n\} \sum_{i=1}^{n} 2^i$ and $\max_{\Delta\#}\{l_1, ..., l_n\} \sum_{i=1}^{n} 2^i$, which are

$$2(2^n - 1)\min_{\Delta\#}\{l_1, ..., l_n\} \text{ and } 2(2^n - 1)\max_{\Delta\#}\{l_1, ..., l_n\}.$$ 

The number is exponential in the number of nested loops.

If we duplicate only once for each loop, we have twice the number of events inside $l_1$ but outside $l_2$, then we have three times the number of events in $l_2$ that are not in $l_3$ (twice because the events of $l_2$ are also in $l_1$, plus one duplication), and so on. We actually have $2(\# l_1 - \# l_2) + 3(\# l_2 - \# l_3) + ... + (n + 1)\# l_n$. Using the same maximum and minimum as in the previous case, we have $\min_{\Delta\#}\{l_1, ..., l_n\} \sum_{i=2}^{n+1} i$ and $\max_{\Delta\#}\{l_1, ..., l_n\} \sum_{i=2}^{n+1} i$, which are

$$\frac{n(n+3)}{2}\min_{\Delta\#}\{l_1, ..., l_n\} \text{ and } \frac{n(n+3)}{2}\max_{\Delta\#}\{l_1, ..., l_n\}.$$
The number of events is quadratic in the number of nested loops.

D.2 Static analysis of pointers to function

The default strategy initially available in the CProver codebase consists of replacing the call to function pointers by a non-deterministic choice between all the functions whose addresses are used at some point in the code and whose prototypes are compatible with the prototype of the pointer.

In the context of our analysis, this over-approximation can strongly impact the size of the graph, particularly the number of cmp. Indeed, pthread_create welcomes a function of the generic type `void* (*)(void*)`. With the default strategy, any function whose address is taken (and thus any function called for a new thread) can be non-deterministically reached from this call. Let us consider SB^n in Fig. 3.19(a). If we inline the functions precisely, we have exactly n cmp connections in the AEG. If we apply the default strategy: we count the cmp for every pair of threads (\(\binom{n}{2}\) possibilities). Each thread has a non-deterministic choice between n functions, and each of these n functions can have 3 cmp. Indeed, suppose that we consider, in the first thread, the function with Wx1 Rx2. Wx1 can be connected to the Wx1 of the same function on the other thread; or it can be connected to the Rx1 of the previous function on the other thread; or Rx2 can be connected to the Wx2 of the next function on the other thread. There are thus \(3n\binom{n}{2}\), that is,

\[
\frac{3n^2(n-1)}{2} \text{ cmp.}
\]

The same reasoning can be applied for W^n_m in Fig. 3.19(b). We have the number of pairs of threads multiplied by the number of functions that are potentially hosted by the thread multiplied by the number of cmp that a function in the first thread can make with the other functions of the other thread:

\[
\binom{n}{2} \times \left(\text{number of functions} \times \text{number of cmp between one function and the other thread’s functions}\right).
\]

If we apply the default strategy, given a function on a thread, there are \(m^2 \times n\) possible cmp. We have a total of

\[
\frac{m^2n^3(n-1)}{2} \text{ cmp.}
\]

If we apply a precise inlining of the functions, we only have 1 function per thread and the possible cmp per function w.r.t. the other (unique) function in the other thread.
is $m^2$. Thus there are

$$\frac{m^2 n(n - 1)}{2} \text{ cmp.}$$
Appendix E

Data, tools and experiments reproducibility

In this appendix, we explain how to reproduce the experiments we ran with our tools

- **goto-instrument –mm**, which instruments C programs so that SC analyser can prove programs or detect bugs involving non-SC behaviours (Chap. 4);

- **musketeer**, which inserts memory fences in C programs to restore SC (Chap. 5).

We first explain how to install our tools in a Linux environment. They should in principle also work for Windows/Mac/Solaris, as *cbmc* does, but this was untested. We then provide a short tutorial on how to use each of these applications. We finally explain how to reproduce our experimental results.

Note that **goto-instrument –mm** has also been tested with some analysers that might not be publicly available. We invite the readers wishing to reproduce the experiments to contact the authors of these tools.

We ran some comparative experiments for **musketeer**, using tools implemented by other research teams. We will explain how we ran them. Similarly to the previous case, we invite the readers to contact the authors to obtain the software if it is not publicly available.

We provide in the last section of this appendix a table listing the tools we used and their developers or contacts.

**Disclaimer:** As we mentioned in Chap. 4, the results reported in the dissertation were those obtained with the tools listed in Sec. E.3, in early 2013 for **goto-instrument –mm** (published in [AKNT13]) and in 2014 for **musketeer** (published in [AKNP14]). **goto-instrument –mm** and **musketeer** were based on **CProver 4.3**, released in February
2013. Results are also available in detail on the webpage http://www.cprover.org/wmm/esop13 and http://www.cprover.org/wmm/musketeer/.

At the time of the dissertation writing, we worked at porting goto-instrument –mm and musketeer to the trunk version of CProver, posterior to the release 4.9, in order to get it integrated to CProver for the release 5.0. This work is finished (both tools are already accessible from CProver’s SVN\(^1\)) and we are aiming to reproduce all the results we reported in the dissertation. Most of the results can be obtained again; some of the experiments still need some adjustments to reproduce some results at the time of writing.

The installation process of the new tools is simpler, and allows to make direct use of the new format of goto-binaries used by goto-cc/cbmc.

### E.1 goto-instrument –mm

#### E.1.1 Setting the experimental environment

The list of packages required to compile goto-instrument and the whole CProver framework on a Debian can be found at http://www.cprover.org/svn/cbmc/trunk/COMPILING.

The original source and binaries used in [AKNT13] can be downloaded from http://www.cprover.org/wmm/esop13/manual.shtml, along with the version released with cbmc 4.5. To compile them, please follow the instructions listed in http://www.cprover.org/svn/cbmc/trunk/COMPILING.

The model-checkers used in combination with the instrumenter in our experiments are listed in Sec. E.3 with their respective websites. Please follow the installation instructions provided on these websites.

Please note that the minimisation strategy developed in Sec. 4 also requires glpk.

The goto-instruments provided in the releases 4.3, 4.4 and 4.5 of cbmc also have the weak memory instrumentation functionality. The source can be retrieved from the SVN at http://www.cprover.org/svn/cbmc/releases/. From 4.6, however, we observed some significant regressions. We would not recommend using the versions 4.6, 4.7, 4.8 and 4.9 for instrumentation.

\(^1\)http://www.cprover.org/svn/cbmc/
E.1.2 A short tutorial

A manual for goto-instrument –mm is available online at http://www.cprover.org/wmm/esop13/manual.shtml. It also provides scripts written by Michael Tautschnig to connect some model-checkers that do not directly analyse C programs.

We reproduce below a short example of how to use goto-instrument –mm. Let us suppose that we use SatAbs as model-checker (with Boom as model-checker for Boolean programs).

Checking a program for a given architecture

We want to check that a program (for example, safe006.c, available at http://www.cprover.org/wmm/esop13/x86_litmus/safe006.c) is safe for PSO (and then safe for TSO), but not for RMO (and for Power, by inclusion). We first convert the program into a goto-program:

```sh
goto-cc -o safe006.goto safe006.c
```

Then we instrument it for PSO:

```sh
goto-instrument --mm pso safe006.goto safe006_pso.goto
```

We check it with SatAbs:

```sh
satabs --concurrency --full-inlining --max-threads 3 --model-checker \ boom safe006_pso.goto
```

And SatAbs returns that the program is validated after 1.64 sec:

```
Statistics of modelchecker:
Broadcast assignment operations executed: 0
Non-broadcast assignment operations executed: 220
Time spent in broadcast assignment operations: 0
Time spent in non-broadcast assignment operations: 0.002453

VERIFICATION SUCCESSFUL
```

We have two RW pairs which cannot be reordered on PSO. We now investigate for RMO. We instrument with this weaker architecture, and check again with SatAbs.
E.1. GOTO-INSTRUMENT –MM

goto-instrument --mm rmo safe006.goto safe006_rmo.goto
satabs --concurrency --full-inlining --max-threads 3 --model-checker \
boom safe006_rmo.goto

The model-checker returns after 7.14 sec this counter-example and a failure message below.

Violated property:
file safe006.c line 27 function main
assertion
$tmp_guard

VERIFICATION FAILED

The two RW pairs can indeed be reordered under RMO, and the assertion can be violated.

E.1.3 How to reproduce the experimental data

All the benchmarks can be downloaded from the experimental results webpage http://www.cprover.org/wmm/esop13/experiments.shtml.

E.1.4 How to install the new version of the tool

The source of the new version of the tool can be retrieved on the SVN from the trunk or from release 5.0. Binaries can be directly used from the cbmc tarball available on the CProver website or from the Debian package of cbmc. The installation process is the same as for the older version.

E.1.5 A short note regarding the license

The license is a 4-clause BSD and is the same as the general CProver code base license. It can be found in the main folder (if compiled from source) or in the package.

\[\text{www.cprover.org/cbmc}\]
E.2 musketeer

E.2.1 Setting the experimental environment

The list of packages required to compile goto-instrument and the whole CProver framework on a Debian can be found at http://www.cprover.org/svn/cbmc/trunk/COMPILING.

The original source and binaries used in [AKNP14] can be downloaded from http://www.cprover.org/wmm/musketeer.

E.2.2 A short tutorial

Let us suppose that we want to insert some fences in a program my_program.c for an architecture A.

We first generate a goto-program:

goto-cc -o my_program.gb my_program.c

We then analyse the goto-program for MM in tso, ps0, rmo, power, arm:

musketeer --mm MM my_program.gb

We finally apply the fence insertion script for A in x86, ARM and F in fence, dp (inserts fences only or fences and dependencies):

fence-inserter.py A F results.txt

Fences have been inserted into the source to prevent weak memory reorderings.

E.2.3 How to reproduce the experimental data

The classic examples extracted from the literature and the parametric ones can be found at this address: http://www.cprover.org/wmm/musketeer/benchmarks.tar.gz.

The Debian benchmarks, prepared by Michael Tautschnig, can be retrieved from http://dkr-debian.cs.ox.ac.uk:8080/. Note that since the server recompiles regularly these programs, the list of available programs may change.

E.2.4 How to install the new version of the tool

The source of the new version of the tool can be retrieved on the SVN from the trunk or from release 5.0. The installation process is the same as for the older version.
E.2.5 A note regarding the license

The license is a 4-clause BSD and is the same as the general CProver code base license. It can be found in the main folder (if compiled from source) or in the package.

E.3 Third-party tools

We list below the third-party tools used in our experiments and their developers or contacts.

<table>
<thead>
<tr>
<th>tool</th>
<th>version</th>
<th>license</th>
<th>authors/contacts</th>
<th>institution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blender</td>
<td>unkn.</td>
<td>unkn.</td>
<td>Michael Kuperstein, Martin Vechev, Eran Yahav</td>
<td>ETH Zürich, Technion</td>
</tr>
<tr>
<td>CBMC</td>
<td>4.3×</td>
<td>BSD 4-clause</td>
<td>Daniel Kroening, Michael Tautschnig</td>
<td>University of Oxford, Carnegie Mellon University</td>
</tr>
<tr>
<td>CheckFence</td>
<td>unkn.</td>
<td>BSD 3-clause</td>
<td>Sebastian Burckhardt</td>
<td>University of Pennsylvania</td>
</tr>
<tr>
<td>Corral</td>
<td>1.0.0.0×</td>
<td>Apache v2</td>
<td>Akash Lal, Shuvendu Lahiri, Shaz Qadeer</td>
<td>Microsoft Research</td>
</tr>
<tr>
<td>DFence</td>
<td>unkn.</td>
<td>NCSA</td>
<td>Martin Vechev, Eran Yahav</td>
<td>ETH Zürich, Technion</td>
</tr>
<tr>
<td>ESBMC</td>
<td>1.18×</td>
<td>BSD 3-clause</td>
<td>Lucas Cordeiro</td>
<td>University of Southampton</td>
</tr>
<tr>
<td>MMChecker</td>
<td>1.0✓</td>
<td>unkn.</td>
<td>Abhik Roychoudhury</td>
<td>National University of Singapore</td>
</tr>
<tr>
<td>MemRanex</td>
<td>0.1.1✓</td>
<td>GPL v3</td>
<td>Carl Leonardsson</td>
<td>Uppsala Universitet</td>
</tr>
<tr>
<td>Offence</td>
<td>0.01 (1.00)✓</td>
<td>LGPL v3</td>
<td>Luc Maranget, Jade Alglave</td>
<td>INRIA Rocquencourt</td>
</tr>
<tr>
<td>Remmex</td>
<td>unkn.</td>
<td>unkn.</td>
<td>Alex Linden, Pierre Wolper</td>
<td>Université de Liège</td>
</tr>
<tr>
<td>SatAbs</td>
<td>3.2✓</td>
<td>BSD 4-clause</td>
<td>Daniel Kroening</td>
<td>University of Oxford</td>
</tr>
<tr>
<td>Threanda</td>
<td>0.9✓</td>
<td>BSD 3-clause</td>
<td>Ashutosh Gupta, Cornelius Popea, Andrey Rybalchenko</td>
<td>Technische Universität München</td>
</tr>
<tr>
<td>Trencher</td>
<td>unkn.</td>
<td>unkn.</td>
<td>Egor Derevenetc, Roland Meyer</td>
<td>Technische Universität Kaiserslautern</td>
</tr>
</tbody>
</table>
E.3. THIRD-PARTY TOOLS

✓: up-to-date

✗: newer version available

New versions available at the time of writing:

CBMC 4.9,
Corral 1.0.0.0 (new version),
ESBMC 1.24.1.

1 http://www.cprover.org/cbmc/
2 http://checkfence.sourceforge.net/
3 http://corral.codeplex.com/
4 https://github.com/eth-srl/DFENCE/
5 http://www.esbmc.org/
6 http://www.comp.nus.edu.sg/-release/mmchecker/
7 https://github.com/memorax/
8 http://offence.inria.fr/
9 http://www.cprover.org/satabs/
10 https://www7.in.tum.de/~popeea/research/threader.html
11 http://concurrency.cs.uni-kl.de/trencher.html